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Abstract

This thesis presents the Effective Hamiltonian of Crystal Field (EHCF) method,
a hybrid quantum chemical method developed for an accurate treatment of
strongly correlated d -shells of transition metal atoms embedded into periodic
systems. The main emphasis is made on the quantitative description of local
d -d (crystal field) electronic transitions. EHCF is based on dividing a space of
one-electron states in two subspaces separately spanned by d - and s,p-atomic
orbitals. The many-electron wave function of the correlated d -system is ex-
pressed in the configuration interaction form, while the s,p-subsystem is de-
scribed by the single-reference wave function. Resonance interactions between
subsystems are considered by the Löwdin partitioning technique combined with
the Green function formalism.

The test results for a series of transition metal (TM) oxides and TM dopants
in oxide materials demonstrate the ability of EHCF to accurately reproduce
the spin multiplicity and spatial symmetry of the ground state as well as en-
ergies and multiplicities of the excited d -states. For the studied materials,
the calculated d -d transitions agree with the lines observed in optical spectra.
For iron-containing compounds our calculations allow to reproduce values and
temperature dependence of 57Fe Mössbauer quadrupole splitting observed in
experiment.

We apply EHCF to investigate carbodiimides and hydrocyanamides of tran-
sition metals, three-dimensional metal-organic frameworks (MOFs) including
spin crossover in MOFs, chromium (III) dopants in wide gap materials suitable
for optical and quantum computing applications. We discuss future perspec-
tives of the EHCF method and its place in the context of modern solid-state
quantum chemistry and physics.

Further development of this thesis is related to single-atom TM catalysts. We
apply EHCF to study the electronic structure of iron (II) and nickel (II) cat-
alysts supported on the nitrogen-doped carbon surface. Additionally, we pro-
pose a kinetic theory describing nucleation and formation of stable single atoms
of transition metal on the surface with point defects in the physical vapour
deposition process. Our analysis shows how the ratio of surface density of sin-
gle atoms and nanoclusters (SA:NC) depends on experimental conditions and
metal-support interactions. This analysis is tested against experimental data
on magnetron sputtering deposition of platinum on hexagonal boron nitride
(h-BN) surface. We show that the proposed kinetic theory allows to repro-
duce the observed values of the mean diameter of nanoclusters and qualitative
trends in the dependence of the SA:NC ratio on the experimental conditions.
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Chapter 1

Introduction

The solid-state chemistry of transition metal (TM) compounds is an extensive

area of research that encompasses a wide range of different classes of materials

playing important roles in numerous fields of science and technology. From

the classic transition metal oxides widely used in electronics [21, 22], electro-

chemistry [23, 24] and energy storage [25] to more unusual systems such as

spin-crossover metal-organic frameworks [26–30], single-atom catalysts [31–34]

or two-dimensional transition metal dichalcogenides [35, 36], we see an im-

mense variety of TM solid-state materials and their properties. The key fea-

ture, that largely determines such diverse properties, and allows to distinguish

TM compounds into separate families, is the presence of partially filled (open)

d -shells in their electronic structure. Open d -shells bring an additional level

of complexity to the electronic spectrum, which is manifested in the elaborate

classification of possible electronic excitations in the TM compounds illus-

trated in Figure 1.1. First of all, systems containing transition metal atoms

frequently have high-spin configuration of the ground state with unpaired d -

electrons localised at the TM centres. Interactions of individual spin moments

in such crystals may lead to the appearance of phases with magnetic ordering

exhibiting magnetic excitations (magnons) [37] with characteristic energies in

the range of ca. 1-100 meV [38]. Resulting ferro- and ferrimagnetic materi-

als are of crucial importance in electromechanics, magnetic data storage and

1
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Figure 1.1: Schematic representation of possible electronic excitations in transition
metal compounds classified by their typical energies. TM oxides are chosen as an
example reflecting the whole complexity of the spectrum. Other TM compounds may
exhibit only some of the transitions shown here. Charge transfer corresponds to the
O 2p → d electronic transition, which is not shown by an arrow for clarity.

other fields. Electronic transitions inside individual d -shells, that occur in the

visible and early UV ranges of the spectrum, are commonly denoted as d-d or

crystal field transitions (CFT) [39, 40]. These local excitations are responsible

for the optical and catalytic properties of solid materials with TM atoms. The

simplest visual manifestation of CFT in nature is the colour of precious stones

containing TM impurities in their crystal lattices. More advanced illustrations

of the significance of d-d transitions include their key role in laser technolo-

gies [39, 41–43], photo- and electrocatalysis [44, 45], spin-crossover phenomena

[46] and spin qubits based on transition metal impurities [47, 48]. CFT and

magnons do not exhaust the complexity of the electronic spectrum of peri-

odic systems with TM atoms. In UV and X-ray range they may exhibit charge

transfer and Mott transitions [49], that determine the band gap, electrical con-

ductivity and form the basis of the classification of TM containing insulators

frequently used in the literature [50, 51]. In this work, we make a particular

emphasis on theoretical description of local d-d transitions in solid materials

containing transition metals.
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This brief overview of the electronic excitations observed in crystalline TM

compounds and the properties emerging from them clearly demonstrates the

importance of studying the electronic structure of these systems, which can

be carried out by theoretical methods of quantum physics and chemistry. Ac-

curate description of the electronic structure of TM crystals is a well-known

challenging problem stimulating ongoing efforts to develop and improve the-

oretical approaches, which can be used to tackle it. The main origin of this

challenge is correlation effects [52] of both static and dynamical nature occur-

ring due to the strong electron-electron interactions characteristic for the open

d -shells of TM atoms. Static correlations appear, when the ground state (or

excited state of interest) exhibits a multi-reference character and can not be

qualitatively represented by a single Slater determinant, see Ref. [53] and

references therein. These effects are present in the systems with electron

(quasi-)degeneracy, which is typical for the d -states of transition metals in

highly symmetrical crystal fields [54], either ideal or slightly distorted. Dy-

namical correlations represent the effects of the inter-electron interactions on

the movement of each electron, that are not fully captured by the mean-field

approximation. They are present to varying degrees in all many-electron sys-

tems. Additional technical factors that make TM crystals challenging objects

for the electronic structure theory are the need to carry out calculations in the

k-space by sampling the first Brillouin zone, and relatively large sizes of the

unit cell frequently found in many materials, especially the ones containing

diluted impurities of transition metals.

The electronic structure methods can be divided into two large groups: wave

function (WF) and density functional theory (DFT) based approaches1. The

literature devoted to the solid-state theory is distributed unevenly between

these two groups of methods, as the overwhelming majority of studies employ

DFT based techniques to calculate the band structure of periodic materials.

1We will restrict our further discussion to the methods of solving the non-relativistic,
time-independent Schrödinger equation.
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This is due to the fact that multi-reference WF methods, which generally pro-

vide a very accurate description of the electronic structure even in the presence

of strong correlations, demonstrate very poor scaling with system size. For ex-

ample, coupled cluster (CC) theory [55], based on the exponential Ansatz for

the wave function, scales as O(n6) if single and double excitations are con-

sidered, whereas including the terms of the third order yields O(n7) (in the

case of the perturbative treatment) and O(n8) strong polynomial scaling. Full

configuration interaction (FCI) [56] and complete active space self-consistent

field (CASSCF) [57] methods, representing the wave function in the complete

space of many-electron configurations, both scale exponentially with system

size. Despite these computational challenges, there are examples of applying

CC and other post-Hartree-Fock methods to solid-state materials in the liter-

ature [58–60], however their number is quite limited. CASSCF is sometimes

used to calculate the energies of local d-d excitations in small (finite) clus-

ters, that represent the first coordination sphere of TM atom in a crystalline

system [48]. This approach is, however, associated with significant under-

estimation of the delocalisation effects taking place in extended systems. A

promising way of decreasing the scaling of the multi-reference WF methods is

using quantum Monte Carlo approaches. For example, FCI quantum Monte

Carlo [61, 62], which is based on an efficient stochastic method of finding the

expansion coefficients of the wave function in the complete space of many-

electron configurations, was applied to solid materials including nickel (II)

oxide [58, 63]. A recently proposed quantum Monte Carlo approach accelerat-

ing the conventional coupled cluster theory [64, 65] might also find application

in the solid-state theory.

The most popular electronic structure method in modern solid-state physics

is DFT, which provides a good balance between the accurate description of

dynamical correlations and O (n3) scaling with system size. Solid-state DFT

methods usually use the plane wave (PW) basis set [66] to construct orbitals

satisfying the Bloch’s theorem [37]. The most common variant of DFT for pe-



5

riodic systems is Kohn-Sham projector augmented wave method (PAW-DFT)

[67]. PAW-DFT employs Kohn–Sham (KS) form of the trial wave function and

applies pseudo-potentials to represent the deep-lying core states, whose strong

oscillations in the vicinity of atomic nuclei are difficult to capture with the PW

expansion. The PAW-DFT method with generalised gradient approximation

(GGA) [68], meta-GGA [69, 70] and hybrid [71, 72] functionals are success-

fully used to study periodic systems with open d -shells, including challenging

transition metal oxides [73–75] and periodic spin-crossover systems [30, 76].

PAW-DFT typically yields good accuracy for the ground state properties of

these materials. However, in some cases, underestimation of the strong one-

centre electron-electron interactions in the d -shells and the presence of the

multi-reference states can lead to the difficulties in accurate description of the

electronic structure. For example, in Chapter 3 of this thesis we show that

r2SCAN and hybrid PAW-DFT calculations yield significant errors in the en-

ergies of local d-d transitions in chromium (III) dopants. These errors are

caused by the multi-reference nature of the excited d -multiplets of the d3 con-

figuration.

To improve the quality of DFT calculations, the DFT+U , dynamical mean field

theory (DMFT) and GW methods are frequently used in the literature. The

DFT+U method is based on including the Hubbard one-centre two-electron

term (U) to better describe the behaviour of d -electrons [77, 78]. This idea

has its origins in the Hubbard model, that provided the first theoretical ex-

planation of the Mott transition in oxides. Including the U correction allows

increased accuracy of the band gap values calculated by DFT and, in some

cases, to correctly capture the intermediate spin (S = 1) of the ground state

in challenging systems containing square-planar coordinated iron (II) ions [45].

However, this approach does not always work well for the ground state of TM

containing materials. For example, GGA+U calculations for iron (II) carbodi-

imide (FeNCN) yield a metallic ground state, that contradicts experimental

observations [79].
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More detailed and consistent accounting for strong correlations in TM based

materials is given by DMFT [80, 81], widely used in condensed matter physics,

in particular, in the DFT+DMFT implementation [81, 82]. This method orig-

inates from the Anderson impurity problem (AIP) [83], that considers a corre-

lated magnetic impurity embedded in the crystalline environment. In DMFT,

the problem of a strongly correlated orbital or atom is mapped onto the An-

derson impurity problem. This simplifies its solution as, in principle, the AIP

can be solved exactly, e.g. using quantum Monte Carlo, Lanczos diagonal-

ization, or with various approximations. However, the mapping comes at a

cost of neglecting the spatial correlations by focusing on the exact temporal

correlations instead. Within DMFT, information about the connection of a

correlated subsystem to the bath is contained in the quantity called “hybridis-

ation”, which is a finite temperature Green’s function encapsulating the finite

temperature dynamics of electrons hopping between the correlated atom and

the bath. DMFT is used to describe the Mott insulators [84, 85] and study

local d-d excitations in transition metal oxides and fluorides [6].

The general idea behind AIP and DMFT methods belongs to the concept

of a hybrid description of strongly correlated materials, where we distinguish

two subsystems: the correlated (local) one and the extended environment em-

bedding it. The subsystems are treated at different levels of theory and the

coupling between them is described with an embedding protocol. The same

idea lies in the foundation of a hybrid quantum chemical method called Effec-

tive Hamiltonian of Crystal Field (EHCF) originally developed to accurately

describe crystal field excitations in molecular complexes of transition metal

atoms [86, 87]. This is a wave function based method, where the separation

of subsystems is performed by dividing the space of one-electron states (OES)

into two orthogonal subspaces spanned by d - and sp-states, and representing

the many-electron wave function as an antisymmetric product of the individ-

ual WFs of subsystems with a fixed distribution of electrons between them.

Charge transfer states, arising from the coupling of two subsystems, are taken
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into account by the Löwdin partitioning technique [88], that gives an embed-

ding protocol different to the one used in DMFT. The wave function of the

correlated d -subsystem is expressed in the form of the full CI expansion that al-

lows one to treat static correlations in open d -shells, whereas the sp-subsystem

is represented at the SCF level by a single determinant wave function. This

approach was extensively used to study optical transitions [86] and magnetic

properties [89, 90] of molecular complexes of the first row transition metals.

The main purpose of this thesis is to generalise the EHCF embedding scheme

to the case of solid-state materials and to test this method on various systems

containing transition metal atoms. In Chapter 2 we develop a theoretical

framework that allows us to perform the Löwdin partitioning in the periodic

case using the Green function formalism, and implement the periodic EHCF

method as a software suitable for efficient calculations of the ground state

and local d-d transitions in solid materials containing the first row transition

metals.

In Chapter 3 we apply this method to study optical transitions in TM ox-

ides and TM impurities in wide band gap materials. We assess the accuracy

of EHCF against experimental data from UV-vis and PL spectroscopy, and

compare these results to DMFT and PAW-DFT calculations of the energies of

CFT transitions in various materials. Chapter 4 describes the application of

EHCF to carbodiimides and hydrocyanamides of transition metals, and TM

containing metal-organic frameworks. As an example of a challenging case we

consider two MOFs exhibiting temperature-induced spin-crossover. Chapter

5 includes EHCF results for iron and nickel single-atom catalysts in nitrogen-

doped graphitic supports. Additionally, this Chapter contains development of

a kinetic theory of single-atom catalyst formation in the physical vapour de-

position (PVD) process, that goes beyond the scope of the electronic structure

theory. Finally, the main contributions and conclusions of this thesis are sum-

marised in Chapter 6, where we also discuss limitations of the EHCF method

and possible future developments.



Chapter 2

Theory and Implementation of

the Effective Hamiltonian of

Crystal Field Method for

Periodic Systems

2.1 Theory

2.1.1 General construction and theoretical context

Let us consider a one-particle fermionic Hilbert space V , that is a vector space

over the field C with an inner product ⟨⟩: V ×V → C. In general, this space has

infinite dimensionality, but we will restrict our discussion to the case of finite

dimensions, that is usually considered in the electronic structure theory when

describing the discrete part of the electronic spectrum. The orthonormal basis

set of V is denoted as {ei}ni=1, where n = dimV . Consider a factor algebra

Λ (V ) of the tensor algebra T (V ) by an ideal generated by the elements of the

form x ⊗ x. Λ (V ) is called the exterior (Grassmann) algebra of vector space

V . This a universal object in the category of associative algebras, Z-graded

super algebra with dim Λ (V ) = 2n. It means that Λ (V ) can be expressed as

8
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a direct sum of components

Λ (V ) = �n
k=0Λ

k (V ) , (2.1)

so that ∀x ∈ Λk (V ) , y ∈ Λm (V ) the product x ∧ y ∈ Λk+m (V ) and x ∧ y =

(−1)km y ∧ x, where ∧ stands for multiplication in the exterior algebra. We

note, that components Λk (V ) are vector spaces over C with dim Λk (V ) = Ck
n =

n!/k!(n−k)! isomorphic to the spaces of k-electron configurations built over V .

Indeed, the basis set of Λk (V ) consists of all possible elements of the form ei1∧

ei2∧. . .∧eik , where 1 ≤ i1 < i2 < . . . < ik ≤ n and super commutativity ensures

the Pauli exclusion principle and antisymmetry with respect to permutation

of elements ei. More specifically, one can unambiguously relate basis elements

of Λk (V ) with Slater determinants, since

ei1 ∧ ei2 ∧ . . . ∧ eik =
∑

δj1j2...jki1i2...ik
ej1ej2 · . . . · ejk , (2.2)

where δ is the Levi-Civita symbol. Elements {ei} form a one-electron basis

set, which can be viewed as spin-orbitals in the molecular electronic structure

theory or the Bloch spin-states symmetric with respect to the translational

subgroup in the context of the solid state theory1. As a consequence, the

algebra Λ (V ) constructed in this way is isomorphic to the Fock fermionic space,

first introduced in quantum physics by Vladimir Fock to consider quantum

states with a variable number of particles [91].

An arbitrary k-electron state can be represented as a linear combination of

basis element of Λk (V )

x =
∑

ci1i2...ik · ei1 ∧ ei2 ∧ . . . ∧ eik (2.3)

with coefficients from the field C. The k-electron Hamiltonian operator is a

1Formally, the Bloch states are enumerated by k-vector in the first Brillouin zone, so
there are an infinite number of them. However, in practical calculations we always consider
a discrete mesh in the k-space, which makes the space of OES finite.
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self-adjoint linear map H: Λk (V ) → Λk (V ), that is represented by a Hermitian

matrix H for a given choice of the basis set. Solving the eigenvalue-eigenvector

problem for H gives energies and expansion coefficients ci1i2...ik for the ground

and excited states of the k-electron system. If the basis set {ei} in V is fixed

(non-variable), then solving the linear problem for the expansion coefficients is

the idea of the full configuration interaction method. Choosing a variable form

of {ei} together with the variable coefficients ci1i2...ik gives a non-linear problem,

that is solved in the CASSCF method. From the fact, that dim Λk (V ) = Ck
n we

immediately see, that both methods exhibit exponential scaling with n, that

significantly limits their application as discussed in the Introduction. Even if

we built spin-symmetric states, that are eigenvectors of the spin operator, to

reduce the dimensionality of the problem using the Young tableaux or another

appropriate method [56], we would still face a very challenging computational

problem for realistic systems.

One way of reducing the dimensionality is to consider decomposable k-vectors

(also called k-blades), that have the following form x = x1 ∧ x2 ∧ . . . ∧ xk,

where xi ∈ Λ1 (V ) ≡ V, ∀i. A set of all k-blades is called the Grassmann

manifold. Its projectivisation is the Grassmannian of the vector space V de-

noted as Grk (V ). Elements of Grk (V ) are in one-to-one correspondence with

k-dimensional subspaces of V . If we assume that the ground state of our sys-

tem is a k-blade, we can minimise its energy E = ⟨x|H |x⟩ with respect to

the expansion coefficients of vectors xi in V using the variational principle.

It reduces the problem of finding the ground state to the iterative solution

of the Hartee-Fock equations with n × n Fockian matrix. This is the idea of

the self-consistent field method. It can be viewed as an optimization problem

in the Grassmann manifold (Grassmann cone). We note, that although DFT

methods are not based on the wave function theory, the Kohn-Sham version

of DFT uses the same representation of the trial wave function as a k-blade

built from KS orbitals.

In the general case, there is no mathematical theorem stating how accurate
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the eigenvectors of the many-body Hamiltonian H belonging to Λk (V ) can be

approximated by decomposable k-vectors. Comparison of HF solution with

FCI for small systems shows, that HF overestimates the contribution of ionic

configurations [56]. In addition, some systems might have a multi-reference

ground state that can not be approximated by a k-blade with acceptable ac-

curacy. It is frequent, that these static correlations are due to the presence

of a particular electronic subsystem exhibiting strong electron-electron inter-

actions, such as open d-shells of transition metals. It is intuitively clear, that

such systems can potentially be treated by the hybrid approach, where we

distinguish correlated and not-correlated subsystems and use multi-reference

expansion for the former and single-reference for the latter. Rigorous construc-

tion of such hybrid approach can be performed if we generalise the concept of

k-blades in Λk (V ). Let us consider m subsystems with the numbers of parti-

cles given by a set k̄ = {k1, k2, . . . , km} so that k1 + k2 + . . .+ km = k. We can

then define a family of generalised k̄-blades that are represented as

x = ∧m
i=1xi, xi ∈ Λki (V ) . (2.4)

This representation of k-electron wave function is identical to the group func-

tion representation that was first introduced by Roy McWeeny [92]. It is

obvious, that single-reference wave function is a particular case of group func-

tion representation, where we have k groups (so that m = k) with a single

electron in all of them (k1 = k2 = . . . = km = 1)[93]. The main difficulty of

using this representation to construct a hybrid method comes from the fact,

that the multiplicands do not satisfy the strong orthogonality condition with

respect to the following inner product [93]:

ϕkm : Λk (V ) × Λm (V ) → Λ|k−m| (V ) (2.5)
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ϕkm (x, y) =

∫
x∗ (r1, r2, . . . , rk) y (r1, r2, . . . , rm) dr1dr2 . . . drmin(k,m) (2.6)

We can get around this problem by expanding the space V into a direct sum of

orthogonal subspaces V = V1 �V2 � . . .�Vm and considering a set of k̄-vectors

of the following form [93]

x = ∧m
i=1xi, xi ∈ Λki (Vi) . (2.7)

We will restrict our further discussion to the case of two subsystems, by which

we will mean d - and sp-systems. For the complete space Λk (V ) the following

expansion holds

Λk (V ) = �k
q=0Λ

q (V1) ∧ Λk−q (V2) , (2.8)

where all subspaces are mutually orthogonal with respect to the inner product.

Let us choose a subspace with a particular distribution of electrons between

subsystems Λp (V1) ∧ Λk−p (V2). The wave function of the first subsystem will

be described within the CI expansion, whereas the second subsystem will be

represented by a single-reference function. This gives the following representa-

tion of the states considered in our hybrid approach Λp (V1)∧Grk−p (V2), where

we now have two sets of parameters determining the electronic structure of the

system: (i) expansion coefficients in Λp (V1) of reduced dimensionality as com-

pared to the complete space Λk (V ) and (ii) coordinates in the Grassmann cone

Grk−p (V2).

The main problem of this representation of the wave function is that it does

not account for the electron transfer states between two subsystems, which

cannot be simply neglected. To take them into account, we use the partition-

ing technique introduced and developed in great detail by Per-Olov Löwdin

[88]. Consider a projection operator P : Λk (V ) → Λk (V ) projecting the vec-
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tors of Λk (V ) to the subspace Λp (V1) ∧ Λk−p (V2). P satisfies the following

relationships: P = P+ and P 2 = P . The projection operator to the orthog-

onal complement is denoted as Q = 1 − P . The states that lie in Im(P ) are

eigenvectors of the Hamiltonian H0 that neglects the coupling (exchange inter-

actions) between subsystems. In the second quantization formalism it means

that H0 does not contain products of the Fermi one-electron operators belong-

ing to the different subspaces V1 and V2. We express the total Hamiltonian as

H = H0 + Hr, where

Hr =
∑
i∈V1

∑
j∈V2

βijc
+
i cj + h.c. (2.9)

describes the resonance interaction between subsystems. In the last equation

c+i (ci) are the creation (annihilation) operators on the i-th one-electron state

and h.c. stands for the Hermitian conjugate. Matrix elements ⟨x|H0 |y⟩ are

non-vanishing only if x, y ∈ Im(P ) or x, y ∈ Im(Q), whereas elements ⟨x|Hr |y⟩

survive only if x and y belong to the different orthogonal subspaces. It means

that matrix H has a block form

H =

 A B

B+ C

 , (2.10)

where A, B and C are non-trivial parts of matrix representations of operators

PH0P , PHrQ and QH0Q respectively. A characteristic polynomial χ (z) =

det (H− zI) can be rewritten as

χ (z) = det (C− zIQ) det
(
A− zIP −B (C− zIQ)−1B+

)
(2.11)

provided that the inverse (C− zIQ)−1 exists. The matrix C−zIQ is invertible

for all values of z except for the eigenvalues of matrix C. Eigenvalues of H

are solutions of the equation χ (z) = 0. It is clear, that any eigenvalue of H is

also an eigenvalue of either matrix C or A−B (C− zIQ)−1B+. An operator

corresponding to the latter matrix is expressed as
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Heff (z) = PH0P + PHrQ (zQ−QH0Q)−1QH+
r P (2.12)

and is called the effective Hamiltonian projected onto the subspace Im(P ) of

Λk (V ). Eigenvalues of Heff can be found iteratively, because the operator

is z dependent. Eigenvalues of Heff determined in such way coincide with

the eigenvalues of H however, the converse is generally not true from the

mathematical point of view. If there exists an eigenstate x of the operator

H such that Px = 0, then corresponding eigenvalue will be absent in the

spectrum of Heff. Such eigenvalues are called “temporarily lost eigenvalues”

[88].

The quantity G (z) = (zQ−QH0Q)−1 entering Eq. (2.12) is the Green func-

tion of the operator QH0Q. If we denote the eigenvalues and eigenvectors of

this operator as εq and |q⟩, then the Green function will assume the following

form

G (z) =
∑
q

|q⟩ ⟨q|
z − εq

. (2.13)

Inserting the latter into Eq. (2.12) and rewriting projection operator P as a

sum over any chosen orthonormal basis set of Im(P ) (denoted as |p⟩) we get

the following

Heff (z) =
∑
p,p′

Heff
pp′ (z) |p⟩ ⟨p′| , (2.14)

where the matrix elements are

Heff
pp′ (z) = ⟨p|H0 |p′⟩ +

∑
q

⟨p|Hr |q⟩ ⟨q|H+
r |p′⟩

z − εq
. (2.15)

Now we have an eigenvalue-eigenvector problem with the effective Hamilto-

nian in the subspace Im(P ), whose eigenvalues coincide with the eigenvalues

of the total Hamiltonian H. This problem has to be solved self-consistently for

each eigenvalue due to z dependence of the Hamiltonian operator. To better
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understand the features of this equation, let us discuss the physical mean-

ing of denominators z − εq. The matrix representation of QH0Q in Im(Q)

has a block-diagonal form with each block corresponding to the component

Λq (V1) ∧ Λk−q (V2) for all q ̸= p. Eigenvalues of each block correspond to

the energies of the states with electron transfer between subsystems calcu-

lated with the “bare” Hamiltonian H0. Note, that these states will lie much

higher in energy with respect to the ground state, than LMCT and/or MLCT

states observed in experiments, because H0 does not include the coupling be-

tween the charge transfer and the ground states. The first assumption of the

EHCF method is that we can restrict the summation in Eq. (2.15) to the terms

q = p± 1 corresponding to the transfer of a single electron, because the states

with two-electron transfers have much higher energies and yield large denom-

inators z − εq. The second assumption comes from the fact, that we consider

the low-lying part of the energy spectrum corresponding to the local d-d tran-

sitions, which lie much closer to the ground state (whose energy we will denote

as z0) than the electron transfer states εq − z0 [86]. It allows us to omit the

dependence of the effective Hamiltonian on the choice of eigenvalue. Such an

assumption gives an error o (z−z0/εq−z0) for the low-lying excited states with

the excitation energy z − z0. These assumptions clearly define the limitations

of EHCF. This method is designed to accurately describe correlations in the

d -shells and their effect on the ground state and low-lying d -d excitations. It

cannot be used for reliable calculations of LMCT or other high-energy elec-

tronic transitions unless z dependence of the effective Hamiltonian is explicitly

taken into account. The benefit of using such approximations is that we obtain

a computationally efficient method (scaling as O (n3) as we shall see below) for

calculating otherwise problematic low-lying excitations in strongly correlated

systems.
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2.1.2 Effective Hamiltonians

As discussed in the previous Section, in the framework of EHCF, the space

of one-electron states (OES), which is assumed to be spanned by local atomic

orbitals, is divided into two sub-spaces: (i) the l -system (also called the sp-

system) spanned by s- and p-orbitals of TM atoms and all orbitals of other

(light) elements; (ii) the d -system spanned by the d -orbitals of TMs. This divi-

sion employs the fact that s- and p-orbitals experience significant hybridisation

and subsequent delocalization to such extent that the atomic (many-electron)

states completely lose their identity, whereas the d -shell is less affected by

hybridisation, so that electrons in d -orbitals retain their atomic-like character

and are only split by the (effective) crystal field. This argument conforms with

the model ideas about the electronic structure of TM oxides, which according

to Walter Harrison [94] can be described as one formed by sp-valence bands

of an insulator (for example, MgO for TM oxides in the rock-salt structure)

augmented with the local multiplets of d -electrons.

Further considerations depend on the number of TM atoms in the system.

When a single TM ion is embedded into a solid, which is characteristic of the

TM point defects at low concentrations, the d -system consists of a single d -

shell with five orbitals in it. However, in the case of multiple transition metal

atoms (e.g. transition metal oxides), the situation becomes more complicated,

since the d -system can not be simply divided into individual d -shells unless

the resonance interactions between them are neglected. To overcome this, we

employ the two-step procedure, proposed by Philip Anderson [95, 96], of es-

timating the magnetic exchange parameters between different open d -shells.

First, one has to obtain the states of each individual d -shell of the magnetic

ions embedded into the insulating diamagnetic medium (l -system) within some

ligand field theory. Second, an estimate of interactions between electrons re-

siding in the defined magnetic orbitals is to be performed. Whilst performing

the first step, one has to neglect the exchange interactions between TM ions



Chapter 2. Theory 17

and divide the d -system into individual d -shells. Chemical systems with mul-

tiple TM ions may then be considered similarly to those with a single ion.

Accounting for the exchange interactions is performed at a later stage, see

Refs. [89, 97]. Here, when describing periodic solids with several TM atoms,

we focus on the first step in the Anderson’s procedure.

Once the division of one-electronic states into correlated and uncorrelated sub-

sets is performed, the total wave function (WF) of the system is presented in

a form prescribed by the group function approximation with fixed numbers of

electrons in the subsystems as discussed in the previous Section:

Ψ = Ψd (nd) ∧ Ψl (N − nd) , (2.16)

where Ψl and Ψd are the wave functions of the l - and d -systems of an isolated

d -shell, nd is number of d -electrons in the i-th d -system, and N is the total

number of electrons. Since d -shells are the most correlated part of the system

we treat the wave function Ψd using the CI method, while the l -system can be

considered within the SCF approximation.

Charge transfer terms are taken into account by the Löwdin partitioning tech-

nique [88, 98] discussed in the previous Section. We rewrite the effective Hamil-

tonian Eq (2.12)

Heff = PH0P + HRR, (2.17)

where

H0 = Hd + Hl + Hc, (2.18)

HRR = PHrQ (EQ−QH0Q)−1QHrP. (2.19)

In equations (2.17 - 2.19), Hd and Hl are bare Hamiltonians for the d - and l -

subsystems excluding all mutual interactions, Hc describes Coulomb interac-
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tions between subsystems without changing the number of electrons in them.

This results in a renormalization of the bare Hamiltonian on the account of

coupling between the model states (2.16) with the charge-transfer states only

implicitly present in the theory. As shown in Ref. [86] and discussed above,

this approach is only acceptable when the charge transfer states are signifi-

cantly higher in energy than the considered excited d -d states, which gives the

boundary condition for the applicability of the present approach.

Averaging the effective Hamiltonian obtained by the Löwdin partition over

the multiplier functions Ψd and Ψl leads to the following Hamiltonians for the

subsystems [86, 99]:

Heff
d = Hd + ⟨⟨Hc⟩⟩l + ⟨⟨HRR⟩⟩l , (2.20)

Heff
l = Hl + ⟨⟨Hc⟩⟩d , (2.21)

where Hd and Hl are the bare Hamiltonians for the d - and l -systems excluding

all mutual interactions and ⟨⟨⟩⟩d,l stands for averaging over the ground states

of the d - or l -systems respectively.

The effective Hamiltonian for the l -system requires an evaluation of ⟨⟨Hc⟩⟩d for

which an exact density matrix of the d -shell is required. Taking into account

the previously discussed atomic-like character of the d -shell in the crystal, one

can employ the following approximation for this matrix [86]:

ρµν = δµν
nd

5
, (2.22)

where µ and ν numerate d -orbitals.

Evaluating ⟨⟨Hc⟩⟩d by using this matrix gives the following additional terms

to the l -system’s Hamiltonian:
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H intra
c =

∑
i,j∈TM

∑
σ

nd

5

[∑
µ

{
(µµ| ij) − 1

2
(µi| µj)

}]
l+iσljσ + h.c., (2.23)

H inter
c =

∑
i/∈TM

∑
σ

nd

5

∑
µ

(µµ| ii) l+iσliσ, (2.24)

where i, j numerate atomic orbitals of the l -system, µ numerates d -orbitals, σ

stands for the spin projection, l+iσ (liσ) are the creation (annihilation) operators

on the i-th AO of the l -system, and (µµ| ij) are Coulomb two-electron inte-

grals. The term H intra
c describes repulsion of electrons residing on s-, p-orbitals

of the TM atom from d -electrons of the same atom, while H inter
c corresponds

to the two-center two-electron repulsion of electrons of the l -system from d -

electrons.

With this effective Hamiltonian one finds the wave function Ψl of the l -system

using SCF approximation. The obtained WF is then used to calculate the

averages ⟨⟨Hc⟩⟩l and ⟨⟨HRR⟩⟩l entering the effective Hamiltonian of the d -

system, which yields

Heff
d = Hd +

∑
µ,ν

∑
σ

(
H intra

µν + Hcf
µν + Hres

µν

)
d+µσdνσ + h.c., (2.25)

where d+µσ (dµσ) are the creation (annihilation) operators on the µ-th d -orbital.

Effective terms in Heff
d involve the following contributions: (i) H intra

µν stands for

interactions of d -electrons with the electronic density located on the s-, p-

orbitals of the same TM atom; (ii) Hcf
µν describes interactions of d -electrons

with the electron density located on other atoms and their nuclei; it has the

form of classical (Coulomb, ionic) crystal field matrix elements [40]; (iii) Hres
µν

represents resonance (covalent, charge transfer) interactions between d - and

l -systems as follows from Löwdin’s perturbation theory – the terms specific

for the EHCF approach. It should be noted that generalisation to periodic

systems only affects the expression for Hres
µν and the way to evaluate Hcf

µν ,
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therefore, they will be discussed in more detail.

In order to evaluate the terms re-normalizing the Hamiltonian of the crystal

containing TM ions we need the (retarded) GF of the l -system, which is defined

as:

G (ε) = lim
δ→0+

∑
nk

∑
σ

|nk⟩ ⟨nk|
ε− εnk + iδ

, (2.26)

where εnk is the dispersion law for the n-th band (including the spin-projections),

ε is a real argument, |nk⟩ are the Bloch states expressed as linear combinations

of the Bloch sums

|ak⟩ =
1√
K

∑
r

exp (ikr) |ar⟩ , (2.27)

where |ar⟩ are atomic (spin-)orbitals located in the r-th cell, belonging to the

l -system, k is a vector in the 1st Brillouin zone, and K is a number of unit cells

in the crystal model.

In terms of the GFs the resonance contribution to renormalization of the d -

shell Hamiltonian is given by

Hres
µν =

∑
n

∑
k

βµnkβνnk

(
ℜG+

nk (−Id) + ℜG−
nk (−Ad)

)
, (2.28)

where the first term in the brackets takes into account the effect of the charge

transfer states with an electron transferred from the d - to the l -system, the

second one from the l -system to the d -shell in the effective potential felt by

the electrons in the d -shell; β denotes resonance (hopping) integrals between

the l -Bloch states and the d -orbitals, Id and Ad are ionization potential and

electron affinity of the d -shell. Since the electron transfer to (from) l -bands

may happen only for unoccupied (occupied) orbitals, the Green’s functions

G±
nk entering the last equation are

G+
nk (ε) = lim

δ→0+
(1 − nnk)

|nk⟩ ⟨nk|
ε− εnk + iδ

, (2.29)
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G−
nk (ε) = lim

δ→0+
nnk

|nk⟩ ⟨nk|
ε− εnk + iδ

, (2.30)

where nnk,σ is an occupation number of the given l -Bloch state, which may have

only two possible values: 0 for the vacant and 1 for the occupied states. As it

should be, due to the Kramers-Kronig relations, the real parts of these GFs are

the negative Hilbert transforms of the imaginary parts (note, both functions

are defined as the analytic continuation from the lower complex half-plane to

the real axis). These functions are evaluated from the GF of the system.

When considering Hcf
µν , we note that these interactions include a long-range

(∼ 1/R) Coulomb part. In the case of ionic lattices these terms must be singled

out and their summation must be carried out within the Ewald procedure [100].

This gives a correct shift of d -orbitals in the crystal field of the ionic solid,

which will indirectly affect the splitting by changing the energies of electron

transfer between d - and l -systems (see below). However, the Coulomb splitting

induced by the ions of the crystal itself is not affected by this, since more than

99% of its value comes from interactions with the 1st and 2nd neighbours of

TM atom (actually dipole and quadrupole terms ∼ 1/R3, ∼ 1/R5, respectively).

Another important difference from the molecular case must be noted at this

point. Since the transfer of an electron from (to) molecular orbitals happens

not into (from) the vacuum, but to (from) the d -shell, one has to shift the

poles of the G±
nk by the interaction gdnk = − (dd| nk, nk) of the electron (hole)

placed to the l -Bloch state (d -shell) with the electron located in the d -shell (l -

Bloch state). This shift, however, becomes negligible in the periodic case since

each individual l -OES is delocalized between a huge (asymptotically infinite)

number of atomic orbitals, while the electron-hole interactions over atomic

orbitals decay with the distance from TM atom as ∼ 1/R (that is two-center

Coulomb integrals, others decay even faster). It means that the value of gdnk

is of the order of K−1, where K is a number of unit cells in the periodic model.

Since, by the main assumption of the EHCF method, denominators entering
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GFs in the Eq. (2.28) and equal to (−Id − εnk,σ) and (−Ad − εnk,σ) must be

larger than the energies of the d -d excitations, integrals gnkd are negligible

compared to them.

The integral gdnk describing electron-hole interactions has the following form

gdnk = − (dd| nk, nk) , (2.31)

where d and nk are atomic d -orbitals and Bloch-states of the l -system respec-

tively. The latter is expressed as a linear combination of the Bloch-states:

|nk⟩ =
∑
a

⟨nk| ak⟩ |ak⟩ . (2.32)

Inserting this into Eq. (2.31) and leaving the largest two-centre integrals in the

summation one gets

gdnk = − 1

K

∑
a,r

|⟨nk| ak⟩|2 (dd| ar, ar) . (2.33)

Inter-atomic Coulomb integrals entering the last equation decay as 1/R with

the distance from the atom where orbital d is located. Therefore, the sum in

the equation converges to a finite number describing Madelung field acting on

electron (hole) in the d -shell. It means that gdnk ∼ 1/K, where theoretically

K → ∞ and in practical calculations K is equal to 103 − 104.

To evaluate resonance integrals βµnk over d -orbitals localized on the TM atom,

it is convenient to represent l -Bloch states in the basis of local atomic orbitals

as well, which gives

βµnk =
∑
i

⟨nk| i⟩ βµi. (2.34)

Resonance integrals βiµ decay exponentially with the distance from TM there-

fore, the summation is restricted by a rather small number of l -AOs. Inserting

this expression to Eq. (2.28) and rearranging the terms one obtains
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Hres
µν =

∑
i,j

βµiβνj

(
ℜG+

ij (−Id) + ℜG−
ij (−Ad)

)
, (2.35)

where the GFs G± are now represented in the local atomic basis and may be

calculated from the retarded GF of the l -subsystem in this basis. In the next

Section we describe the theory used to calculate the GF in different cases.

To conclcude this Section, we discuss the representation of the electronic struc-

ture of TM compounds as follows from EHCF method. In regular band struc-

ture calculations, the energy diagram of the one-electron states is given by

density of states plots, that are frequently used to analyse the features of

the electronic structure. In the hybrid EHCF approach, such a representa-

tion remains completely valid for the bands of the l -system described within

the SCF approach, whereas multi-reference eigenstates of the many-electron

d -Hamiltonian cannot be simply projected onto the space of the one-electron

states. From this point of view, the electronic structure can be seen as bands

of the l -system augmented by local many-electron d -multiplets. However, it is

useful to estimate the position of one-electron d -states on the energy diagram

by taking the eigenvalues of the one-electron part of the Hamiltonian of the d -

system and adjusting them by an average d-d electron repulsion calculated in

the mean field approach. Such peaks of the d -states are shown in all DOS plots

discussed in the next Chapters of this thesis. When analysing these plots, one

must be careful, that this representation does not reflect the whole complexity

of the electronic structure of the d -system.

2.1.3 Green Function of periodic systems

In this Section we describe theory that allows to obtain the Green function

of a crystalline system required to calculate the effective Hamiltonian of the

d -system.

The electronic structure of the l -system is obtained by an iterative eigenvalue-

eigenvector problem with the density dependent Fockian matrix F [P] in the
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functional space spanned by the Bloch states

(εI− F [P]) |nk⟩ = 0. (2.36)

Solutions of this equation are the eigenvalue-eigenvector pairs εnk, |nk⟩ satis-

fying the well known relation

F [P] |nk⟩ = εnk |nk⟩ . (2.37)

The density P is determined by the occupied eigenvectors |nk⟩ whose eigenval-

ues are subject to the condition εnk ≤ εF , where εF is the Fermi energy selected

so that the number of occupied one-electron states is equal to that of electrons.

The eigenvalue-eigenvector problems Eqs. (2.36), (2.37) are sequentially solved

until the convergence for P is achieved.

The eigenvalue-eigenvector problem can be alternatively formulated in terms

of the Green function

G (z) = (zI− F)−1 , (2.38)

of a complex argument z. Since the Fockian F (hereinafter, we omit its P

dependence for brevity) is a Hermitian operator, its eigenvalues εnk are al-

ways real. Thus, for an arbitrary complex z not equal to any of εnk the matrix

(zI− F) is non-degenerate and can be inverted producing a z-dependent quan-

tity. Its close relation to the eigenvalue-eigenvector problem stems from the

spectral representation

G (z) =
∑
nk

|nk⟩ ⟨nk|
z − εnk

, (2.39)

which immediately derives from the expressions for the identity matrix and

the Fockian in the basis of its eigenvectors
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I =
∑
nk

|nk⟩ ⟨nk| ; F =
∑
nk

εnk |nk⟩ ⟨nk| . (2.40)

As soon as the GF is known in the basis of the eigenvalues of F, where it is

diagonal, it is known in any basis. For example, in the basis of local atomic

spin-orbitals |a⟩ , |b⟩ , ... a Greenian matrix is formed by the elements

Gab (z) =
∑
nk

⟨a | nk⟩ ⟨nk | b⟩
z − εnk

, (2.41)

where ⟨a | nk⟩ are expansion coefficients of the eigenvector |nk⟩ over the atomic

basis.

Being defined as a function of a complex variable, the GF appears in the

expressions for the physical quantities under the integral over the real axis

only. Since the GF has many poles on the real axis, it should be considered

there as a distribution (or a generalized function). Such a distribution is defined

as a limit

G (ε) = lim
ν→0+

G (ε + iν) , (2.42)

where z is set to be ε + iν with real ε and ν. The behaviour of the Green

function on the real axis can be described by using the theory of residues of the

functions of a complex variable [101]. Since G (z) is continuous everywhere in

the complex plane except for the simple, first-order poles located on the real

axis at the points z = εnk, one can express the solution of the eigenvector-

eigenvalue problem in terms of the GF. Its poles, obviously, correspond to the

eigenvalues, while the residues

Res
εnk

G (z) =
1

2πi

∮
Cεnk

G (z) dz = lim
z→εnk

(z − εnk)G (z) = |nk⟩ ⟨nk| (2.43)

are the projection operators onto the eigenvectors of the Fockian F. In Eq. (2.43)

the first equality is the definition of the residue, the second one is the theorem
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expressing the integral over a contour encircling a simple pole, and the last

one is the result of the calculation for the first-order poles. Correspondingly,

the density (matrix) of the system in its ground state, which is the sum of the

operators projecting onto the occupied |nk⟩’s, is expressed through the inte-

gral over the contour C encircling all poles εnk ≤ εF as illustrated in Figure

2.1

P =
∑
nk

εnk ≤ εF

|nk⟩ ⟨nk| =
1

2πi

∮
C

G (z) dz. (2.44)

Figure 2.1: A form of the contour C used to calculate integrals of the GF – the
elements of the perturbed density matrix. Black crosses are the poles of the unper-
turbed GF referring to the allowed energy band of the crystal. The blue cross on the
abscissa to the left of the allowed band is the additional pole referring to the local
state outside the allowed band which can appear due to perturbation. The cyan cross
represents an additional pole within the allowed band, located in the complex upper
half-plane. This pole corresponds to the virtual state, which manifests itself on the
real axis as a wide Lorentzian peak of the perturbed DOS. Similarly, the red cross
represents a pole within the allowed energy band, but close to the Fermi level.

The density matrix elements in the basis of atomic functions |a⟩ , |b⟩ , ... can be

found by integration of the matrix elements Gab of the GF over the contour C

encircling all poles εnk ≤ εF
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Pab =
1

2πi

∮
C

Gab (z) dz. (2.45)

In physics books these results are frequently represented with the use of the

intuitively less clear recipe involving the δ-functions and Kramers-Kronig re-

lations [102] as applied to the GF of the real argument. It tacitly employs the

crucial fact that in the expressions for the physical quantities the GF appears

under the integral over the real axis, where it has a plenty of poles. Thus, the

Green functions on the real axis are not functions in the usual sense (although

they are holomorphic functions in the complex plane), rather they are distri-

butions – linear functionals on the space of the true functions. Evaluating the

physical quantities derived from the GF requires the values of these functionals

as such and the limits they may converge to. The reasoning is based on the

inverse of a complex number

z = x + iy ⇒ 1

z
=

x− iy

x2 + y2
, (2.46)

where z is set equal to ε + iν with an energy ε and (half-)width ν. Then the

GF separates into real and imaginary parts

G (z) =
∑
nk

|nk⟩ ⟨nk|
(

ε− εnk

(ε− εnk)2 + ν2
− i

ν

(ε− εnk)2 + ν2

)
=

= ℜG (z) + iℑG (z) . (2.47)

The second term in the brackets above is the Lorentzian of half-width ν mul-

tiplied by iπ – one of the well-known probability distributions (Cauchy dis-

tribution). Making ν → 0+ nullifies it everywhere except for ε = εnk where

it diverges: very unnatural and peculiar behaviour for a true function. Only,

bearing in mind the intentional use of the above expression as a multiplier in

an integrand over ε and not as a function of ε per se, and then, taking the

limit while ν → 0+, supplies meaning to the formal expression:
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lim
ν→0+

1

ε + iν − εnk
= P

(
1

ε− εnk

)
− iπδ (ε− εnk) . (2.48)

Finally, we have the following expression for the analytical continuation of the

GF on the real axis

G (ε) = ℜG (ε) + iℑG (ε) ,

ℜG (ε) =
∑
nk

|nk⟩ ⟨nk|P
(

1

ε− εnk

)
, (2.49)

ℑG (ε) = −π
∑
λ

|nk⟩ ⟨nk| δ (ε− εnk) ,

where δ (ε) is the Dirac δ-function and P indicates that the integral of a

function f (ε), multiplied by (ε− εnk)−1, with respect to ε must be understood

as the Cauchy principal value. In terms of the GF of a real argument the

general expression for the density operator takes the form

P = −π−1

∫ εF

−∞
ℑG (ε) dε. (2.50)

A remarkable feature of the GF of the crystal is that the poles coalesce in

(quasi-) continuous segments being the allowed energy bands of electrons. Con-

sidering the GF on the real axis according to Eq. (2.49) produces the electronic

density of states

DOS (ε) = − 1

πK
SpℑG (ε) =

∑
nk

δ (ε− εnk) . (2.51)

Applying the same trick to the diagonal elements of the Greenian matrix

Eq. (2.41) in the basis of local atomic orbitals

Gaa (z) =
∑
nk

⟨a | nk⟩ ⟨nk | a⟩
z − εnk

, (2.52)

we arrive at



Chapter 2. Theory 29

DOSa (ε) = − 1

πK
ℑGaa (ε) =

∑
nk

⟨a | nk⟩ ⟨nk | a⟩ δ (ε− εnk) (2.53)

the projection of the DOS upon the atomic state a familiar from numerous

packages, e.g. lobster [103] or wannier90 [104] used to perform analysis

of numerical data derived from PAW-DFT or other computer experiments on

solids, see Refs. [103, 105]. Treating the off-diagonal elements:

Gar,br′ (z) =
∑
nk

⟨a | nk⟩ ⟨nk | bk⟩ exp (ik (r− r′))

z − εnk
, (2.54)

similarly, yields

− 1

πK
ℑGar,br′ (ε) =

∑
nk

ℜ [⟨a | nk⟩ ⟨nk | b⟩ exp (ik (r− r′))] δ (ε− εnk)

(2.55)

which is a close relative of the crystal orbital overlap and crystal orbital Hamil-

ton populations [106–108] that is also widely available in the solid state pack-

ages. In these expressions |ar⟩ corresponds to the AO a in the unit cell r, so,

the latter formula allows one to calculate the density matrix element for the

pair of orbitals from different unit cells.

The power of the GF formalism manifests itself when perturbations are ad-

dressed. For the GF of the Fockian F, being a sum of an unperturbed one F(0)

and a perturbation F′

F = F(0) + F′, (2.56)

the Dyson equation

G (z) = G(0) (z) + G(0) (z)F′G (z) (2.57)

holds [109] that is valid in the whole complex plane. Solving for G (z), it gives
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G (z) =
(
I−G(0) (z)F′)−1

G(0) (z) , (2.58)

which generates a perturbation series if one expands the inverse matrix as

(
I−G(0) (z)F′)−1

= I + G(0) (z)F′ + G(0) (z)F′G(0) (z)F′ + ...

G (z) = G(0) (z) + G(0) (z)F′G(0) (z) + G(0) (z)F′G(0) (z)F′G(0) (z) + ...

Thus, the general perturbative treatment is rewritten in terms of the Green’s

functions. Formally, in the case of a point defect in an infinite crystal the

solution of the Dyson equation would require inversion of a matrix of infinite

dimension. However, switching to a local atomic orbital representation allows

to reduce the problem to a finite one, since in this case a point (local) pertur-

bation acts on a relatively low-dimensional subspace (A) of the entire space of

one-electronic states. We employ this possibility and consider the perturbation

matrices of a form:

F′ =

 F′
AA 0

0 0

 =

 V 0

0 0

 . (2.59)

The Greenian matrix is then split into blocks

G(0) =

 G
(0)
AA G

(0)
AB

G
(0)
BA G

(0)
BB

 , (2.60)

where B refers to the orthogonal complement of the subspace A (argument z

is omitted for brevity). Introducing a dimA × dimA matrix M, sometimes

called a mass operator

M = V
(
IAA −G

(0)
AAV

)−1

, (2.61)

one obtains the corrections to the matrix blocks [110]
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GAA −G
(0)
AA = G

(0)
AAMG

(0)
AA,

GBB −G
(0)
BB = G

(0)
BAMG

(0)
AB, (2.62)

GAB −G
(0)
AB = G

(0)
AAMG

(0)
AB , GBA −G

(0)
BA = G

(0)
BAMG

(0)
AA,

which, respectively, express the effect of the perturbation on the Green’s func-

tion in the subspace A itself, in the subspace where the perturbation is absent

(B) and on the coupling between the perturbed and unperturbed subspaces.

Density matrix elements of the perturbed system are calculated with Eq. (2.50)

once the Dyson equation is solved. If one takes into account the density de-

pendence of the Fockian, the calculated density serves as an input for a next

step of iterative solution. This perturbative treatment of the Green function of

the l -system is used when considering diluted impurities of transition metals

– see Chapter 3 of this thesis.

2.1.4 Calculation of 57Fe Mössbauer spectra

The wave functions and the energy of the ground and low-lying excited states

obtained by the EHCF method can be used to calculate the parameters of

the Mössbauer spectra [111], namely the isomeric shift and quadrupole split-

ting. Here, we focus on calculations of the temperature dependence of the

quadrupole splitting in the Mössbauer spectrum of periodic solids containing

a radioactive isotope of iron, 57Fe .

In an electric field with a gradient represented by a tensor Vαβ, the spin states

of the nucleus split according to the following equation:

Em =
e2QVZZ

2

3m2 − I (I + 1)

3I2 − I (I + 1)

√
1 +

η2

3
, (2.63)

where VZZ is the main component of Vαβ, Q is the quadrupole moment of the

nucleus, I is the nuclear spin, m is the projection of the nuclear spin in a given
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excited state, and η is the asymmetry parameter defined as

η =
|VXX | − |VY Y |

|VZZ |
. (2.64)

Eq. (2.63) shows that the state of 57Fe having the nuclear spin of 1/2 does not

split, whilst the excited state (with the nuclear spin 3/2) splits into two levels.

The energy difference gives the quadrupole splitting

∆EQS =
e2QVZZ

2

√
1 +

η2

3
. (2.65)

The tensor, Vαβ, describing the gradient of the electric field acting on the

nucleus of iron has three contributions [112]. Two contributions, V
4p/3d
αβ , come

from electrons of the p- and d -shells of the Fe atom, and they are described as

V
4p/3d
αβ =

∑
p,q∈4p/3d

Ppq ⟨p |vαβ| q⟩ , (2.66)

whilst the third component of the tensor, V L
αβ, originates from the charge

density of the rest of the periodic crystal structure which is represented by a

set of atomic point charges

V L
αβ =

∑
A∈L

qAvαβ (rA) , (2.67)

where,

vαβ (r) =
3rαrβ − δαβr

2

r5
. (2.68)

In Eqs. (2.66) - (2.68), iron nucleus is positioned at the origin, Ppq are the

elements of the one-electron density matrix, qA and rA are the effective charge

and radius-vector of atom A, and rα and rβ are the Cartesian components of

the vector r.

The core electrons, which are not included explicitly, yield the screening effect

to the contributions from 4p- and 3d -orbitals and the anti-screening effect to
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the contribution from ligands [113, 114]. With these corrections taken into

account, the electric field gradient can be expressed as

Vαβ = (1 −R)V L
αβ + (1 − γ∞)V 4p

αβ + (1 − γ∞)V 3d
αβ , (2.69)

where the screening coefficients are (1 − R) = 0.68 and (1 − γ∞) = 10.14

according to Refs. [113, 114].

Accounting for contributions of the excited electronic states populated accord-

ing to the Maxwell–Boltzmann statistics gives the final equation for the electric

field gradient

Vαβ (T ) =

∑
n V

(n)
αβ exp (−En/kT )∑
n exp (−En/kT )

. (2.70)

This expression is used to describe temperature dependence of the quadrupole

splitting.

2.2 Software Implementation

The general methodology described in the previous Sections can, in principle,

have various implementations depending on the chosen method of calculat-

ing the required matrix elements. One may recollect ab initio methods [115]

where the integrals are calculated exactly, and their number is substantial due

to the presence of multi-centre two-electron integrals. Another approach is

to use the projector augmented wave PAW-DFT [66] where the required ma-

trix elements are derived through various localisation/projection procedures,

as implemented e.g. in VASP [66], lobster [103] or wannier90 [104] pack-

ages. Finally, one can use a semi-empirical procedure [116, 117] where some

parameters are extracted from experimental data and additional assumptions

are made to express the matrix elements.

As a proof-of-concept implementation, we find a semi-empirical setup to pro-

vide a reasonable compromise between an agreement with experimental optical
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transitions and computational efficiency. The main features of our parametri-

sation scheme are:

• one-centre core attraction integrals are extracted from the experimental

data on atomic spectra;

• the number of multi-centre two-electron integrals is reduced by either

zero differential overlap (ZDO) or neglect of diatomic differential overlap

(NDDO) approximations, the central semi-empirical methods of quan-

tum chemistry;

• the resonance parameters describing coupling between d - and sp-subsystems

are calculated using the following approximate expression involving the

overlap integral Sµν ,

βµν = 1/2
(
β0
µ + β0

ν

)
Sµν , (2.71)

where the resonance parameters β0
µ and β0

ν are fitted to experimental

spectral data;

• the remaining integrals are evaluated analytically over STO-based atomic

orbitals expressed as a linear combination of Slater-type primitives.

Imaginary parts of AO-projected Green functions and density matrices are

calculated using the improved tetrahedron integration method [118] over the

first Brillouin zone with Monkhorst-Pack k-mesh [119]. Real parts are cal-

culated from the imaginary one by applying an algorithm for fast numerical

Hilbert transform on a grid described in Ref. [120]. Linear CI equations for

the d -shells are solved in the basis of the Young tableaux [56]. Several basis

sets of STO type are available such as single STOs, MAP [121], Bunge [122],

and Koga [123]; an option of using arbitrary atomic parameters defined by the

user is available. The program is written in FORTRAN2018 and supports
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(a) (b)

Figure 2.2: (a) CPU time as a function of the number of orbitals in the unit
cell. Dots show the measured execution times for the calculations of unit cells of
different size, whereas the solid line is a polynomial cubic fit (R2 = 0.99999997) that
demonstrates O(n3) scaling with the number of orbitals. (b) the same as (a) but
showing linear scaling of the CPU time with the number of k-points used to sample
the Brillouin zone.

the OpenMP interface for parallel computations. Test calculations on an 8-

core processor show that the program exhibits O(n3) scaling with the number

of orbitals in the unit cell and linear scaling with the number of k-points as

shown in Figure 2.2.

2.3 Computational Details

Experimental crystal structures of transition metal oxides studied in Chapter 3

were taken from the American Mineralogist Crystal Structure Database [124],

whereas structures of the metal-organic frameworks investigated in Chapter 4

were downloaded from the CSD database [125]. EHCF calculations were per-

formed with the resonance parameters originally fitted for molecular complexes

of transition metals [86, 126]; no additional re-parametrisation was performed.

The band structure and density of states of the l -subsystems were calculated

using the periodic SCF method in the basis of local atomic orbitals with the

Ewald summation for the long-range Coulomb interactions. Dimensions of the
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Table 2.1: Dimensions of the Monkhorst-Pack k-grid used to sample the 1st Brillouin
zone in EHCF calculations presented in this work and the corresponding numbers
of atoms in the unit cell.

system atoms k-grid
MO (M=Mn, Fe, Co, Ni) 2

11 × 11 × 11
α-Fe2O3, Cr2O3 10

Co3O4 14
MNCN (M= Fe, Co, Ni) 8

M(HNCN)2 (M= Fe, Co, Ni) 18
α-Mn2O3 40

5 × 5 × 5Fe(pyridine)2Ni(CN)4 32
M -MOF-74 (M= Fe, Co, Ni) 54

Fe2(H0.67bdt)3 54 3 × 3 × 3
Cr:α-Al2O3 120

2 × 2 × 2Cr:AlB4O6N 192
Cr:BeAl2O4 112

FeN4, NiN4 single-atom catalysts 31 7 × 7

Monkhorst-Pack k-grids [119] used for the band structure calculations of all

systems considered in this work are collected in Table 2.1. Atomic orbital pro-

jected Green functions were calculated on an energy grid with a step of 0.01

eV. Linear CI equations for the d -shells were solved in the basis of the Young

tableaux.

Spin-only values of the magnetic moments of transition metal atoms were

calculated using the following equation

µ = g
√
S (S + 1)µB, (2.72)

where S is the spin of the ground state of the d -shell, g ≈ 2 is the electronic

Landé factor.

In Chapter 3 we discuss results of PAW-DFT calculations performed for chromium

(III) dopants in wide band gap materials. These DFT results courtesy of Dr.

Petros-Panagis Filippatos and Dr. Shayantan Chaudhuri, School of Chem-

istry, University of Nottingham. PAW-DFT calculations were performed us-

ing the Vienna Ab initio Simulation Package (VASP) software with the Crsv

(p6d5s1), Be (s2p0), Al (s2p1), B (s2p1) and O (s2p4) projector-augmented

wave pseudopotentials [67, 127]. All calculations were performed within the
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spin-polarized framework and the regularized-restored strongly constrained

and appropriately normed (r2SCAN) MGGA [70] was used as the density-

functional approximation, which has shown improved optical transition ener-

gies for other well-studied qubit hosts, almost reaching the accuracy of hybrid

density-functional approximations [128]. Although r2SCAN has been used in

many different semiconductors to accurately predict their optoelectronic prop-

erties, it has not yet been applied to Al2O3-related structures. Converged

plane-wave cut-off energies of 650 eV, 700 eV and 700 eV were used for the

Al2O3, BeAl2O4, and AlB4O6N hosts, respectively. Furthermore, a reciprocal

space grid (k-grid) of size 4 × 4 × 2 for the primitive unit cells was observed

to be converged. All considered structures were optimized until the residual

forces applied to all the ions of the cell were less than 0.01 eV/Å. For struc-

tures including defects, expanded supercells of 120, 112 and 188 atoms were

used for the Al2O3, BeAl2O4 and AlB4O6N conventional cells, respectively, to

reduce interactions between periodic images of the defects.

To identify the ground state of defective structures, the ShakeNBreak method

[129] was employed. This involved generating initial Γ-point-only relaxations

for each defect, with each subjected to distinct local distortions. The minimum

energy configuration was determined from these initial relaxations and fur-

ther structural optimizations, using converged Γ-centred 3×3×2, 3×3×2 and

2×2×1 k-point meshes, were performed to calculate the total energy of the

ground-state supercell. Finally, constrained DFT (cDFT) calculations were

performed to determine zero-phonon line (ZPL) energies, which have been

shown to correctly predict ZPL energies for quantum defects, such as the

nitrogen-vacancy center in diamond [130]. The FERWE and FERDO keywords

within VASP were used to set the occupations for the spin-up and spin-down

components for each k-point, respectively, to manually fix the electron con-

figuration of the system. This calculation provides the total energy of the

excited structure. The ZPL is then defined as the energy difference between
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the excited and the ground states.

2.4 Conclusions and Outlook

In this Chapter we discussed the general basis for the theoretical construc-

tion of a hybrid electronic structure methods and applied it to develop an

embedding quantum chemistry method to study crystalline systems contain-

ing transition metal ions – the Effective Hamiltonian of Crystal Field. EHCF

is designed to describe the ground state and low-lying local d-d excitations.

Analysis of the limitations of EHCF shows that, in its present form, it cannot

be used to study high-energy charge transfer excitations. This restriction may,

in principle, be lifted by explicitly considering z dependence of the effective

Hamiltonian, which will also yield a more computationally demanding method.

We developed a theoretical framework to calculate the effective Hamiltonians

of the subsystems using the Green function formalism. The proposed theory

was implemented as a software suitable for calculating the electronic structure

of solid materials containing transition metals. Benchmark calculations show

O(n3) scaling with the number of orbitals in the unit cell and linear scaling

with the number of k-points. This allows us to use EHCF to study rather large

systems, which is demonstrated in Chapters 3 and 4.

Finally, it is interesting to compare EHCF with the DMFT method as they

share a very similar underlying idea of treating strong correlations in local sub-

systems in a hybrid manner. In the EHCF method, the effective Hamiltonians,

Heff
d and Heff

l , play a role analogous to the impurity and bath Hamiltonians of

DMFT, whereas the CI solution for the effective Hamiltonian, Heff
d , in EHCF

corresponds to the AIP solution within DFT + DMFT. The Löwdin parti-

tioning acts as the downfolding within DFT + DMFT, however, there is no

upfolding counterpart. This restricts the applicability of the EHCF method

to the systems where the density reconstruction in the correlated sub-system

is relatively weak, such as in the the case of d -shells in TM impurities or,
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equivalently, where the electronic structure of the l -system/bath is not sig-

nificantly affected. Furthermore, within EHCF, calculations are performed at

the CI level of theory thus implying T = 0K, whilst DFT + DMFT calcula-

tions are usually done at finite temperature. When it comes to the study of

d-d transitions, DMFT has certain difficulties in describing the spin-forbidden

excitations. For example, in order to access the spin-forbidden transitions in

MnF2 DFT+DMFT [6] had to be augmented by additional terms taking care

of the corresponding excitation processes, while spin-forbidden transitions in

NiO were not captured by DMFT at all. At the same time, the CI procedure

employed within EHCF directly produces the energies of all many-electron

d -multiplets in the framework of a single numerical protocol. We will briefly

come back to this discussion in the next Chapter devoted to transition metal

oxides.



Chapter 3

Electronic Structure and

Optical Spectra of Transition

Metal Oxides and Transition

Metal Dopants in Solid

Materials

3.1 Introduction

Transition metal oxides are classical objects of study in theoretical solid-state

physics, vividly reflecting the complexity of the electronic structure of periodic

systems with open d -shells. They are very well characterised experimentally

and their optical properties are known in great detail. It makes TM oxides

excellent benchmarks for electronic structure theories. The purpose of this

Chapter is to apply EHCF to calculate energies of vertical d -d excitations

in various oxides and assess its performance against experimental data and

other electronic structure methods that are used in the literature. In addition,

we compare calculated quadrupole splittings for 57Fe Mössbauer spectra with

experimental values. We start with a set of divalent oxides having the rock

40
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salt structure: MnO, FeO, CoO and NiO. We then consider other oxides of the

first row transition metals exhibiting different oxidation states and symmetries

of the coordination sphere.

Crystal field excitations are local in nature and their existence does not require

a high concentration of TM atoms in the crystal. Therefore, they can be ex-

perimentally observed for transition metal dopants in oxide materials. In the

second part of this Chapter, we apply EHCF to study optical spectra of TM

dopants in MgO. Furthermore, we apply EHCF to study the electronic struc-

ture of chromium (III) dopants in wide gap materials, that present significant

interest for laser technologies and quantum computing.

3.2 Transition Metal Oxides

In this Section, we test EHCF approach on a series of divalent oxides of the

first row transition metals MnO, FeO, CoO and NiO, which have rock-salt

structure with lattice constants 4.45 Å, 4.36 Å, 4.26 Å and 4.17 Å respectively.

We compare our numerical results with available experimental data on optical

spectra and previous EHCF calculations performed within the finite cluster

approach [1]. For the NiO crystal, band structure calculations of the l -system

consisting of s-, and p-orbitals, performed with the effective Hamiltonian Heff
l ,

yield the density of states presented in Figure 3.1(a). The low-lying wide 2s

band located in the energy interval between – 38 eV and – 17 eV is not shown

in the Figure, which focuses on the vicinity of the Fermi level. Density of

states of the l -system has the shape typical for insulators with the rock-salt

structure, and it is similar for all studied oxides. NiO is a typical example, and

fairly similar graphs of the density of states for the l -systems of the remaining

oxides are shown in Figure 3.2.

Figure 3.1 shows the orbital projected density of states. The highest occupied

band, has a shape of two narrow, high peaks, consisting mainly of oxygen

2p-orbitals with some fraction of 2s-orbitals, while the wide low-lying band
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(a)

(b)

Figure 3.1: (a) The orbital projected density of states of NiO: total (black), O 2s
(orange), O 2p (blue), Ni 4s (green), Ni 4p (red) and Ni 3d (grey); (b) the resonance
term V res

µµ (ε) defined in Eq. (3.1) for both t2g (blue) and eg (red) d-orbitals.
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(a)

(b)

(c)

Figure 3.2: Total and orbital projected densities of states of (a) MnO, (b) FeO
and (c) CoO. Low lying wide 2s bands are not shown for clarity. Colour code is the
same as in Fig. 3.1(a).
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Table 3.1: Periodic EHCF parameters of the electronic band structure of the l -
system: Esp

gap is the energy gap between valence and conduction s,p-bands, and
Q(M), Q(O) are effective atomic charges on the metal and oxygen.

Esp
gap, eV Q (M) = −Q (O)

periodic model cluster model periodic model cluster model
this work [1] this work [1]

MnO 7.72 9.71 1.21 1.03
FeO 9.30 10.61 1.25 0.96
CoO 11.53 11.25 1.24 0.89
NiO 12.74 11.82 1.23 0.85

corresponds to 2s orbitals. Transition metal 4s- and 4p-orbitals, on the other

hand, provide major contribution to the conduction band: the first peak has

a distinct 4s-character while the others have 4p-character. These features

become particularly important in the discussion of the resonance contributions

to the effective Hamiltonian Eq. (2.35) for the d -shell.

Atomic charges (Q) and the values of the energy gap between valence and

conduction s,p-bands (Esp
gap) are presented in Table 3.1. The quantity Esp

gap

should not be confused with the experimentally observed band gap, which is

evaluated by taking into account partially filled d -multiplets lying between

the s,p-valence and similar conduction bands. The predicted charges on the

metal and oxygen are significantly lower than the formal charges of ±2 due

to delocalization of the electron density over the bands of the crystal. The

charges obtained for periodic solids are noticeably greater than those obtained

in the cluster approximation. This can be explained by the Madelung elec-

trostatic field, which cannot be fully captured in the cluster approach. The

values of charges tend to increase with the cluster size [1], so that somewhat

higher values in periodic calculations are anticipated. Another noticeable dif-

ference between these two approaches is that the effective atomic charges in

the periodic model vary only insignificantly for different TM oxides.

The Effective Hamiltonian Heff
d , calculated with the density matrix and Green’s

functions obtained from the band structure of the l -system, gives the position
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Table 3.2: Periodic EHCF splitting parameter of the d -orbitals compared to the
experimental data and cluster model calculations [1]; MAE and MAPE for optical
spectra lines are calculated based on Tables 3.3-3.6.

10Dq, eV
periodic model cluster model experiment MAE, eV MAPE, %

this work [1]

MnO 1.35 0.84 1.21 [2], 1.25 [131] 0.08 3.67

FeO 1.38 1.04 1.20 [3, 4] 0.16 8.17

CoO 1.27 0.90 1.17 [2] 0.15 7.22

NiO 1.13 0.87 1.13 [5] 0.09 3.47

and splitting of d -orbitals into triply (t2g) and doubly (eg) degenerate levels as

must be expected for the octahedral point symmetry of the TM environment.

The splitting can be characterised by a single spectroscopic parameter 10Dq,

which is usually known experimentally from the data on low-lying transitions

observed in optical absorption spectra. Calculated values of 10Dq in compar-

ison with experimental data and previous cluster model results can be found

in Table 3.2. For all oxides, our results obtained in the periodic solid approach

reproduce experimental values for the splitting with a fairly good accuracy; the

relative errors are <1% for NiO, ca. 10% for MnO and CoO, and 15% for FeO.

Periodic EHCF yields better quantitative agreement with experiment than the

cluster approximation, which tends to underestimate the splitting. This can

be explained by higher charges and higher population of oxygen orbitals in the

periodic model and by an improved representation of the electronic structure

of the l -system and the covalent terms in the effective Hamiltonian Heff
d .

Comparing ionic and covalent contributions to 10Dq we notice that the elec-

trostatic crystal field interactions cause only ca. 10% of the total splitting,

while the major fraction of it comes from the resonance interactions given by

Eq. (2.35). The resonance interactions Eq. (2.35) contain several different con-

tributions, and their influence on the splitting needs to be analysed further. It

is obvious, that the orbitals centred at the oxygen atoms nearest to the d -shell

of the TM play a central role as the overlap (and resonance integrals) with
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the d -orbitals is higher, at least by an order of magnitude, than for any other

atomic orbital in the system. The contribution of the Bloch states |nk⟩ to

the resonance matrix element Hres
µν at the energy ε can be characterised by the

quantity

V res
µν (ε) =

∑
n,k

βµnkβνnkδ (ε− εnk) , (3.1)

which reflects the strength of the resonance between d -orbitals and the Bloch

states, taking into account their density on the energy scale (δ (ε) is the Dirac

delta-function). The resonance matrix elements, Hres
µν , in Eq. (2.35) are the

Hilbert transforms of the functions V res
µν (ε) taken at the particular points −Ad

and −Id. Note, that Eq. (3.1) resembles the imaginary part of the hybridisation

operator characteristic to the DMFT theory.

Due to the high-symmetry of TM ions in the studied oxides, both Hres
µν and

V res
µν (ε) are diagonal with two eigenvalues: one triply degenerate correspond-

ing to µ = ν = t2g and another doubly degenerate for µ = ν = eg. The

resonance term V res
µµ (ε) in Figure 3.1(b) shows that the occupied states have

much stronger (by an order of magnitude) effect on the d -shell. This indicates

the importance of the states corresponding to an electron transferred from the

valence bands to the d -shell. The valence band mostly consists of 2s and 2p

orbitals of oxygen atoms as shown in Figure 3.1(a). Therefore, major contri-

butions to the total splitting are due to 2pσ → eg and 2s → eg charge transfer,

in descending order. The 2pπ → t2g charge transfer provides a small contribu-

tion to the splitting (compared to the interactions with eg orbitals) by slightly

shifting the t2g states upwards on the energy scale.

We emphasise that the EHCF method represents the electronic structure of TM

oxides as a band structure of the l -system augmented with local d -multiplets

treated with quantitatively accurate CI method. This makes EHCF methodol-

ogy conceptually different from a variety of solid state methods widely used to

calculate electronic band structure. The differences manifest themselves in the
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most apparent way when we attempt to compare density of states. As discussed

in Chapter 2, although interpretation of the density of states produced by the

EHCF method for the l -system is straightforward, introducing d -multiplets is

not trivial due to an ill-defined character of the conventional concepts within

the approximation of the electronic structure underlying ECHF. Due to the

local nature of d -multiplets, the concept of a d -band does not naturally appear

in EHCF, and the d -orbital projected density of states can only be represented

as a set of two discrete peaks (δ-functions) corresponding to t2g and eg orbitals.

The position of the peaks is estimated from eigenvalues of the one-electron part

of the effective d -Hamiltonian adjusted by the average d-d electronic repulsion

as discussed in Chapter 2. Such a representation does not reflect the whole

complexity of the electronic structure.

The CI calculations of the d -shell with the effective Hamiltonian Heff
d produce

the spin and symmetry of the ground state along with the energy of excited

states corresponding to the observable d -d transitions in optical spectra. These

results are compared to the experimental lines in Tables 3.3 - 3.6, whilst the

mean absolute and mean absolute percentage error (MAE and MAPE) be-

tween the calculated and experimental spectral lines are given in Table 3.2.

In general, the proposed methodology gives the correct spin multiplicity and

spatial symmetry of the ground state in all cases, and it allows us to predict

the energy of the low-lying excited states in a very good agreement with ex-

perimental observations (MAE does not exceed 0.16 eV, MAPE - 9%). As in

the case of the 10Dq parameter, the periodic version of the EHCF method

shows an improvement over the cluster EHCF calculations in terms of numer-

ical accuracy. Note that in the case of CoO, we obtain a different order of the

excited 4T2g and 2Eg terms as compared to Ref. [2]. In all other cases, the

calculated order of excited states and their multiplicity agree with the cited

experimental data.

Now that the EHCF method has been tested on divalent oxides with small

unit cells, we apply this method to study optical d -d transitions of triva-
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Table 3.3: Periodic EHCF d -d transitions in MnO compared to the experimental
data [2] and cluster model calculations [1].

term periodic model cluster model experiment
this work [1] [2]

6A1g 0.00 0.00 0.00
4T1g 1.90 2.92 2.03
4T2g 2.47 3.30 2.58
4A1g 2.96 3.45 2.95
4Eg 2.96 3.45 -

Table 3.4: Periodic EHCF d -d transitions in FeO compared to the experimental
data [3, 4] and cluster model calculations [1].

term periodic model cluster model experiment
this work [1] [3, 4]

5T2g 0.00 0.00 0.00
5Eg 1.38 1.05 1.20
3T1g 1.42 1.72 -
1A1g 1.40 2.02 -
3T2g 1.92 2.14 -
3T1g 2.58 2.58 2.64
3T2g 2.78 2.79 -
3Eg 2.98 2.94 -
3T1g 3.04 3.00 3.28

Table 3.5: Periodic EHCF d -d transitions in CoO compared to the experimental
data [2] and cluster model calculations [1].

term periodic model cluster model experiment
this work [1] [2]

4T1g 0.00 0.00 0.00
4T2g 1.13 0.77 0.90 - 1.03
2Eg 0.84 1.64 1.61
2T1g 1.88 2.32 2.03
2T2g 1.95 2.35 2.05
4A2g 2.38 1.67 2.14
4T1g 2.39 2.45 2.26 - 2.33
2T1g 2.41 2.91 2.49 - 2.56
2A1g 2.90 2.93 2.60
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Table 3.6: Periodic EHCF d -d transitions in NiO compared to the experimental data
[5], cluster model calculations [1], and recent DMFT calculations of the triplet-triplet
transitions [6].

term periodic model cluster model DFT + DMFT experiment
this work [1] [6] [5]

3A2g 0.00 0.00 0.00 0.00
3T2g 1.13 0.87 0.93 1.13
3T1g 1.86 1.48 1.55 1.75
1Eg 1.94 2.12 - 1.95
1T2g 3.02 2.92 - 2.75
1A1g 3.11 3.04 - 2.95
3T1g 3.25 3.28 2.91 3.25
1T1g 3.60 - - 3.52

lent and mixed oxides having more complex crystalline structures. We con-

sider three different structural types shown in Figure 3.3 and four transition

metal compounds: α-Fe2O3 and Cr2O3 having a corundum structure, α-Mn2O3

(bixbyite) and Co3O4 adopting a normal spinel structure. All structures con-

tain six-coordinated trivalent metal ions with distorted octahedral coordina-

tion spheres. In addition, spinel has a set of tetrahedral sites occupied by Co2+

ions. Calculated energies of the one-electron d -levels are collected in Table 3.7

for all oxides. In all cases there is a large splitting of the t2g and eg states

(10Dq parameter) accompanied by smaller splittings of the octahedral mani-

fold caused by distortions of the coordination spheres. In α-Fe2O3, Cr2O3 and

Co2+ in Co3O4 these additional splittings are very small, whereas for α-Mn2O3

and Co3+ in Co3O4 they have quite significant values due to substantial devia-

tions of the O-M-O angles from 90o in these structures. The energy difference

between the t2g and eg levels in α-Fe2O3 calculated by EHCF is in excellent

agreement with the values extracted from experimental data [7, 8]. The eg-t2g

energy separation for tetrahedral Co2+ in Co3O4 is significantly smaller com-

pared to the 10Dq parameters for octahedral ions. Calculated d -d spectra of

all oxides are collected in Tables 3.8-3.11. Ground states of Cr2O3, α-Mn2O3

and α-Fe2O3 are all high-spin with S = 3/2, S = 2 and S = 5/2 respectively,
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Figure 3.3: Structural types of trivalent and mixed oxides investigated in this Chap-
ter: (a) corundum, (b) bixbyite and (c) spinel. Red spheres correspond to oxygen
atoms in all cases, blue and grey spheres are octahedral and tetrahedral sites respec-
tively in the spinel structure type (c).

whereas Co3+ is low-spin (S = 0) and Co2+ (S = 3/2) is high-spin in Co3O4 in

agreement with experiment for stoichiometric cobalt (II, III) oxide [11]. Lower-

ing the symmetry of the coordination spheres causes splitting of the multiplets

corresponding to the degenerate irreducible representations of the Oh group.

However, as can be seen from Tables 3.8-3.11, magnitude of these splittings is

usually small compared to the typical energy separation between multiplets,

which allows us to use octahedral notations to describe the symmetry of the

electronic states of all considered materials.

Hematite (α-Fe2O3) exhibits strong adsorption in UV-vis spectrum with broad

bands resulting from the superposition of peaks corresponding to different

electronic transitions lying relatively close to each other on the energy scale

[7, 132, 133]. Extracting energies of the individual optical transitions and in-

terpretation of experimental spectra is a challenging task for hematite due to

its complex electronic structure. Absolute values of energies reported in the

literature vary depending on experimental conditions and fitting methodology.

In addition, there is no full agreement between different authors on the as-

signment of the lines observed in experiment. The most systematic analysis of

optical spectra was performed for aqueous suspensions of hematite nanoparti-

cles in Ref. [7], where the second derivative of adsorption profiles was studied

in 200-600 nm range. This analysis allowed for identification of seven lines, that
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were attributed to either local d -d transitions, pair 6A1g + 6A1g → 4T1g + 4T1g

excitations or ligand-to-metal charge transfer (LMCT) states. We compare

these experimental positions of d -d lines to the results of EHCF calculations

shown in Table 3.8. The calculated energies of 4T1g,
2T1g and 4Eg demonstrate

a very good agreement with experiment and lie within the experimental ranges

reported in Refs. [7, 132, 133], whereas the 4T2g position is overestimated by

ca. 0.3 eV. Our calculations confirm the assignment of these states as d -d

transitions made in Ref. [7]. Calculated Mössbauer quadrupole splitting of

hematite does not exhibit temperature dependence and its value is 0.17 mm/s

which is in a good agreement with experimental data [9, 10].

UV-vis absorption spectrum of Cr2O3 demonstrates two distinct peaks in the

green part of the visible spectrum corresponding to d -d transitions and a

wide LMCT band at higher energies [134, 135]. EHCF calculations allow us to

assign two peaks to spin-allowed d -d transitions 4A2g → 4T2g and 4A2g → 4T1g,

whose calculated energies are in good agreement with experiment. The optical

spectrum of α-Mn2O3 is not very well characterised in the literature. In Ref.

[136] the UV-vis absorption spectra of α-Mn2O3 nanoparticles obtained by the

co-precipitation method at different pH exhibited a peak located at 2.05-2.32

eV depending on pH. EHCF calculations allow us to assign this peak to the

5E → 5T2 spin-allowed transition of the Mn3+ ion. It is interesting to point

out here, that the 5T2 multiplet is significantly split into a doubly-degenerate

state having an energy of 2.22 eV and a non-degenerate state located at 2.60

eV. This is caused by a noticeable splitting of the t2g levels in the distorted

octahedron discussed above.

The optical spectrum of Co3O4 exhibits four transitions at energies 0.87, 1.70,

2.85 and 5.39 eV [11]. The last transition corresponds to LMCT, whereas the

first three lines can be assigned to the crystal field transitions according to

our EHCF calculations. The low-energy line (0.87 eV) is Co2+: 4T1 → 4T2,

the second one (1.70 eV) corresponds to Co3+: 1A1 → 3T1, whereas the last

band (2.85 eV) is most likely formed by an overlap of the Co2+:4T1 → 4T1 and
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Table 3.7: Calculated relative energies of one-electron d -states and 57Fe Mössbauer
quadrupole splittings in a series of trivalent oxides. Note, that the order of the
t2g and eg levels is opposite for the sites of Oh and Td symmetries. Experimental
values of the t2g-eg splittings for α-Fe2O3 are 1.38 ± 0.2 [7] and 1.37 [8] eV. The
experimental value of the 57Fe Mössbauer quadrupole splitting for hematite is −0.21
mm/s [9, 10].

α-Fe2O3 Cr2O3 α-Mn2O3 Co3O4 (Oh) Co3O4 (Td)

t2g [eV]

0.00 0.00 0.00 0.00 0.70

0.00 0.00 0.38 0.00 0.74

0.01 0.04 0.38 0.37 0.74

eg [eV]
1.41 2.05 2.60 3.14 0.00

1.41 2.05 2.60 3.14 0.00

QS [mm/s] −0.17 - - - -

Table 3.8: Energies of d -d transitions (in eV) in α-Fe2O3 calculated by EHCF and
compared to available experimental data. Experimental values from Ref. [7] have
ranges due to the fact that the observed energies depend on the size distribution of
the hematite nanoparticles.

line EHCF exp
6A1g → 4T1g 2.55; 2.63 2.53-2.55[7]; 2.48[133]; 2.33-2.54[132]
6A1g → 4T2g 3.18; 3.22 2.80-2.93[7]; 2.80[133]
6A1g → 2T2g 3.26; 3.44 3.10-3.40[7]
6A1g → 4Eg 3.64 3.77-3.97[7]

Co3+:1A1 → 1T1 spin-allowed transitions.

3.3 d-d Excitations of Transition Metal Dopants

in MgO

Another experimentally well-studied case is provided by substitutional impu-

rities in MgO where a small fraction of Mg ions is replaced by doubly charged

transition metal ions. In this Section, we consider the electronic structure and

Table 3.9: Energies of the d -d transitions (in eV) in Cr2O3 calculated by EHCF and
compared to available experimental data.

line EHCF exp
4A2g → 2Eg 1.90 -
4A2g → 2T1g 1.97; 2.00 -
4A2g → 4T2g 2.03; 2.05 2.11[134]; 2.07[135]
4A2g → 2T2g 2.82; 2.87 -
4A2g → 4T1g 2.90; 3.01 2.94[134]; 2.76[135]
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Table 3.10: Energies of the d -d transitions (in eV) in α-Mn2O3 calculated by EHCF
and compared to available experimental data. Experimental values vary depend-
ing on pH of the solution used to synthesise α-Mn2O3 nanoparticles by the co-
precipitation method, therefore, a range of values is given.

line EHCF exp
5E → 3T1 0.16; 0.32 -
5E → 1T2 1.34; 1.39 -
5E → 1E 1.53 -
5E → 3E 2.14 -
5E → 3T2 2.07; 2.12 -
5E → 5T2 2.22; 2.60 2.05-2.32 [136]
5E → 3A1 2.33 -
5E → 3A2 2.38 -
5E → 1A1 2.47 -

Table 3.11: Energies of the d -d transitions (in eV) in Co3O4 calculated by EHCF
and compared to available experimental data from Ref. [11].

Co3+ (Oh) Co2+ (Td)
line EHCF exp line EHCF exp

1A1 → 5T2 1.13; 1.50 - 4T1 → 4T2 0.72; 0.74 0.87
1A1 → 3T1 1.41; 1.51 1.70 4T1 → 4A2 1.24 -
1A1 → 3T2 2.05; 2.21 - 4T1 → 2E 2.43 -
1A1 → 1T1 2.61; 2.72 2.85 4T1 → 2T1 2.52 -

4T1 → 4T1 2.73; 2.77 2.85
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optical properties of Co:MgO and Ni:MgO solids using the periodic EHCF ap-

proach developed in this work. The TM impurity, which forms a point defect

in a periodic solid, is treated differently to TM in pure oxides, namely the

parameters describing 4sp-orbitals of the TM impurity are different to those

of the 3sp-orbitals of Mg. Starting from the ideal MgO band structure, we

evaluate the effect of a local defect on the l -system by applying perturbation

theory as discussed in Chapter 2. The perturbed Green’s function of the modi-

fied l -system is then used to construct the effective Hamiltonian for the d -shell

of a TM impurity and calculate its spectrum.

The periodic EHCF density of states for pure MgO is shown in Figure 3.4(a).

The calculated charge of the ions is ±0.958. Calculations of Co:MgO and

Ni:MgO show that in both cases perturbations of the orbital-projected GFs and

density matrix elements decay very fast with the distance from the impurity

site, as anticipated for a 3D insulator. For instance, the atomic charges (and

diagonal density matrix elements) demonstrate no significant changes starting

from the 3rd neighbours. Changes in the atomic charges for the impurity site

and its 1st and 2nd neighbours are collected in Table 3.12. The perturbed

site-projected density of states for these sites are shown in Figures 3.4(b,c)

in comparison to the ideal MgO crystal. From these data we conclude that

impurities have a rather small yet noticeable effect on the electronic structure,

which is localised in the vicinity of the impurity site. The calculated splitting

parameters 10Dq for the d -shell of the TM impurity and the energy of optical

transitions are collected in Tables 3.13 - 3.15 where they are compared to

experimental data. As one can see, the predicted theoretical values of 10Dq

are overestimated for both Co:MgO and Ni:MgO. A significant discrepancy of

0.47 eV is observed for Co, whereas for Ni the deviation is much smaller and

lies within an acceptable accuracy of 0.14 - 0.20 eV.

Our analysis indicates that the errors in the splitting parameters originate

from a poor quality of the ideal MgO band structure used as a starting point

in our calculations. The most significant contribution to 10Dq comes from
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Table 3.12: Periodic EHCF atomic charges induced by the point defect in Co:MgO
and Ni:MgO compared to the corresponding values in the ideal MgO crystal.

impurity site 1st neighbours 2nd neighbours
MgO 0.958 -0.958 0.958

Co:MgO 1.083 -0.983 0.954
Ni:MgO 1.043 -0.978 0.953

Table 3.13: Splitting parameter of the d -orbitals for Co:MgO and Ni:MgO compared
to the experimental data. Corrected values correspond to the shifted 2p O band as
discussed in the text.

10Dq (eV)
periodic EHCF corrected value experiment

Co:MgO 1.67 1.49 1.20 [12]
Ni:MgO 1.21 1.07 1.07 [13]; 1.00 [138]

the resonance interaction with the 2p O band located just below the Fermi

level. Consequently, its position on the energy scale, relative to d -orbitals, is

an important factor affecting the splitting. The position of the 2p O band

in MgO is located higher than that of NiO by 2.88 eV; at the same time,

the experimental NIST X-ray photoelectron spectroscopy results [137] indicate

that the difference between the Auger parameters 1s - KL2,3L2,3 for MgO and

NiO is 1.1 eV. If the 2p O band of MgO is shifted down by 1.78 eV to make

its position to agree with the experimental data, then the calculated values

of 10Dq and optical transitions demonstrate a much better agreement with

experiment. These results are shown in the third column in Tables 3.13 - 3.15.

3.4 Chromium (III) dopants in wide band gap

materials

Solid-state materials functionalised with transition metal dopants are widely

used in many areas of science and engineering, including optoelectronics [139,
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Figure 3.4: (a) The orbital projected density of states of MgO: O 2s (orange), O 2p
(blue), Mg 3s (green) and Mg 3p (red); (b) the perturbed (red) and unperturbed (blue)
density of states projected onto 4s and 4p orbitals on the impurity site in Ni:MgO;
(c) the same as (b) but for 2s and 2p orbitals of the oxygen sites surrounding the
TM point defect.
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Table 3.14: Periodic EHCF d -d transitions in Co:MgO compared to the experimental
data from Ref. [12].

term periodic EHCF corrected value experiment [12]
4T1g 0.00 0.00 0.00
4T2g 1.50 1.34 1.05
2Eg 0.46 0.63 1.13
2T1g 1.86 1.87 2.13
2T2g 1.95 1.95 2.13
4A2g 2.43 2.42 2.32
4T1g 2.75 2.58 2.43
2T1g 3.18 2.83 2.54
2A1g 3.28 3.11 3.05

Table 3.15: Periodic EHCF d -d transitions in Ni:MgO compared to experimental
data from Ref. [13].

term periodic EHCF corrected value experiment [13]
3A2g 0.00 0.00 0.00
3T2g 1.20 1.07 1.07
1Eg 1.95 1.78 1.68
3T1g 1.97 1.94 1.83
1T2g 3.10 2.96 2.69
1A1g 3.13 3.08 3.04
3T1g 3.36 3.16 3.21
1T1g 3.67 3.54 3.50
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140], laser technologies [41, 42, 141], photovoltaic and photo-electrochemistry

[142, 143], spintronics [144], semiconductors [144–146], and quantum comput-

ing [47, 48]. The key reason for the emergence of unique properties, that

determine the wide application of these materials, is the existence of open

d-shells, giving rise to a very rich multiplet structure of the electronic spec-

trum, including states with different spatial and spin symmetries and degrees

of degeneracy. Moreover, the structure of d-multiplets can be fine-tuned by

choosing the symmetry of doping sites and adjusting the dopant-host interac-

tions by varying the chemical nature of the host. Chromium(III) (Cr3+) is an

attractive dopant choice as its d3 configuration includes multi-reference terms

that reflect the complexity of strongly-correlated transition metal ions, while

specific features of the multiplet structure of Cr3+ make it a useful candidate

for laser materials [43] and spin qubits [47]. For example, Ref. [47] have ex-

perimentally shown the spin initialization and readout for the triplet ground

state of Cr3+ dopants and achieved high spin coherence times. It is therefore

important to investigate Cr3+ dopants in different host materials and evaluate

their potential applications for quantum technologies.

In this Section, we study the electronic structure of Cr3+ dopants in a series of

wide band gap materials: corundum (α-Al2O3), aluminium oxonitridoborate

(AlB4O6N) [16] and chrysoberyl (BeAl2O4). BeAl2O4 is widely utilized in

solid-state laser technologies due to its exceptional emission properties in the

700-800 nm range [147]. AlB4O6N recently synthesized in Ref. [16] possesses

interesting fluorescence and luminescence properties, as well as a high thermal

stability. These three host materials show characteristics that are promising

for quantum technologies. Using both DFT and EHCF, we investigate the

d-d excitations in these three Cr3+-doped materials, analyse the capabilities

of both methods, and show how they can be used in tandem to gain a deep

understanding of the complex electronic structure of transition metal dopants

in solids.

The crystal lattices of α-Al2O3, AlB4O6N and BeAl2O4 belong to the trigo-
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nal, hexagonal and orthorhombic systems with the space groups R3c [148],

P63mc [16] and Pbnm [149] respectively. Their experimental crystal param-

eters together with the values calculated in this work with r2SCAN are col-

lected in Table 3.16. In all three materials, the Cr (III) dopant substitutes

aluminium cations (Al3+) leading to the formation of six-coordinate impurity

sites of various symmetries. Based on our r2SCAN calculations, we conclude

that AlB4O6N has an impurity site of highest Oh symmetry with minimal dis-

tortions of the perfect octahedral coordination. α-Al2O3 exhibits C3 symmetry

and BeAl2O4 has two dopant sites characterized by Cs and Ci symmetry point

groups. Calculated geometries of the Cr dopant coordination spheres are illus-

trated in Figure 3.5. In all cases, the geometries of the coordination spheres

are close to that of a regular octahedron, with fairly small distortions result-

ing in lower symmetry point groups. Because of that, we use the notations

of irreducible representations of the Oh group to describe electronic states in

all three systems and separately discuss splittings of the high-symmetry mul-

tiplets caused by the imperfections of dopant sites. As it follows from the

Tanabe-Sugano diagram of the d3 configuration in the octahedral field, Cr3+

cations must always have a high-spin quartet (spin quantum number S = 3/2)

ground state (4A2), and a set of low-spin quartet and doublet (S = 1/2) ex-

cited states, the order and energies of which depend on the interactions of

the impurity atom with the host. Transition between these states correspond

to the class of crystal field d-d excitations and can be experimentally probed

via ultraviolet-visible and photoluminescence (PL) spectroscopy. We further

test the capabilities of DFT and EHCF in reproducing the energies and spin-

symmetries of excited d-multiplets of Cr3+ dopants.

Firstly, we analyse the one-electron states of the three systems, as calculated

using DFT and EHCF methods. The atomic orbital-projected density of states

(DOS) for the ground states of Cr3+-doped α-Al2O3, AlB4O6N, and BeAl2O4

are shown in Figure 3.6. As can be seen from the density of states calculated
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Table 3.16: Experimental lattice parameters (in Å) of α-Al2O3, AlB4O6N and
BeAl2O4 compared to r2SCAN DFT calculations performed in this work.

α-Al2O3 AlB4O6N BeAl2O4

exp[150] r2SCAN exp[16] r2SCAN exp[149] r2SCAN
a 4.76 4.76 5.05 5.21 9.42 9.40
b - - - - 5.48 5.47
c 12.98 12.98 8.25 8.52 4.43 4.42

by DFT, in all systems the narrow d-bands of Cr3+ lie in the gap between the

wide sp valence and conduction bands of the host material. The small width

of the d-states indicate a small degree of the coupling between the d-shell and

sp-states, supporting the assumption regarding the locality of d-shells that is

employed within EHCF. The EHCF-calculated DOS plots qualitatively agree

with DFT regarding the position of the one-electron d-states and the struc-

ture of the frontier sp-bands. The valence band of the sp-subsystem mostly

comprises oxygen 2p orbitals for each host material, whereas the conduction

band has significant contributions from aluminium 3s and 3p orbitals. If the

concentration of Cr3+ dopants is sufficiently low, the gap between the valence

and conduction sp-bands should be close to the band gap of the host ma-

terial. Our r2SCAN calculations show that for the given unit cells sp-band

gaps of the doped materials are smaller than band gaps of the pure hosts by

0.1-0.2 eV, which can be compared against corresponding experimental values.

Experimental values of the band gap for α-Al2O3 lie in the range 8.2-9.4 eV

depending on the conditions [151], whereas the reported experimental value

for chrysoberyl is 9.00 eV [152]. Calculated values of these gaps are listed in

Table 3.17; as can be seen, EHCF systematically overestimates the gap by

0.5-1.5 eV for α-Al2O3 and 2 eV for BeAl2O4. This overestimation occurs as

the Hartree-Fock method is used to calculate the electronic structure of the

sp-subsystem. In contrast, r2SCAN underestimates the gap by about 1.5 eV

for both materials. Hybrid density-functional approximations and GW ap-

proaches could instead be employed to predict more accurate gap values but

such methods are very computationally expensive.
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Splitting diagrams for the one-electron d-states and the ground state, as cal-

culated with EHCF and r2SCAN, respectively, are shown in Figure 3.5. Both

methods qualitatively agree on the form of the splitting diagrams and follow

the same symmetry considerations. In all cases, a large t2g-eg splitting is ob-

served, which is typical for the octahedral crystal field. There is an additional

small splitting of the three-degenerate manifold in α-Al2O3 (C3 symmetry) and

full lifting of the degenerate states in BeAl2O4 having Cs and Ci symmetry.

However, the absolute values of the splitting parameters are different between

EHCF and r2SCAN, as shown in Table 3.17. This disparity is to be expected

due to the nature of one-electron energies in both methods. EHCF splitting

diagrams correspond to the eigenvalues of the one-electron part of the effective

Hamiltonian, whereas energy levels produced by DFT already include an effect

of d-d electron interactions. From this point of view, EHCF produces splitting

parameters that are usually discussed in the literature related to spectroscopy

of transition metal ions, such as 10Dq in the Oh crystal field.

Many-electron multiplet energies calculated using r2SCAN, HSE06 and EHCF

are detailed in Tables 3.18, 3.19, and 3.20, where they are compared against

experimental values. Theoretically, the most simple transition is 4A2 → 4T2,

which corresponds to the promotion of one electron from t2g to eg. Both mul-

tiplets can be accurately described using a single determinant wave function

[54], so the effect of static correlations should be small in this case. Both DFT

methods accurately reproduce the energy of this transition for all materials

with absolute errors ranging between 0.10-0.15 eV. EHCF provides the same

level of accuracy. Other excited states have significant multi-reference charac-

ter, and correctly describing their energies is therefore much more challenging.

It was previously pointed out in the literature, that by using constrained DFT,

the excited states of different spin to the ground state may not be obtainable or

could be significantly underestimated with respect to experiments [153]. This
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is clearly illustrated by the results for 2E state that present significant interest

for Cr3+-based spin qubits. Both DFT methods consistently give low energies

of 2E terms as compared to experiment, with absolute errors ranging between

0.50-0.60 eV. However, EHCF provides good accuracy for the 2E lines for all

materials, with absolute errors ranging between 0.07-0.11 eV. The 2T1 and

2T2 states are even more complicated as their energies cannot be calculated

using cDFT. This is because their multi-reference wave functions cannot be

approximated by the one-electron population matrix, that is used to set up a

trial Kohn-Sham wave function in cDFT. Full configuration interaction treat-

ment of the d-shell, as implemented in EHCF, permits the 2T1 and 2T2 wave

functions to be determined and results in energies that are in good agreement

with experimental data for all systems. Therefore, a combination of DFT and

EHCF can provide comprehensive and reliable information about the multiplet

structure of Cr3+ dopants in solid-state materials.

We also note an interesting discrepancy with experiment for Cr3+Al :BeAl2O4 at

the Ci dopant site. As shown in Table 3.20, for the Cs dopant site, both

EHCF- and r2SCAN-calculated energies for the 4A2 → 4T2 transition are

in good agreement with experiment. However, for the Ci dopant site case,

the 4A2 → 4T2 transition is significantly overestimated by all computational

methods (by around 0.9 eV with EHCF and 0.4 eV with DFT) as compared

to experimental values. This indicates that the Cs dopant site is preferred

to the Ci dopant site, and the 4A2 → 4T2 transition observed in experiments

corresponds to the Cs dopant site. In line with this conclusion, our DFT calcu-

lations demonstrate that Cr3+ preferably substitutes the Cs-symmetrized site,

which is also consistent with experimental findings [154].

In this Section, we applied DFT, hybrid DFT and wave function based EHCF

methods to investigate the electronic structure of the low-lying d-d excited

states of chromium (III) dopants in a series of wide band gap materials. Our

results demonstrate that the energy of the 4A2 → 4T2 transition between single-

reference quartet states can be accurately described by all three methods with
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Figure 3.5: Crystalline structures of (a) chromium(III)-doped corundum, (b) alu-
minium oxonitridoborate and (c) chrysoberyl along with corresponding geometries of
the Cr coordination sphere and the splitting diagrams of the one-electron d-states.
Red, light blue, dark blue, green and light green spheres correspond to oxygen, alu-
minium, chromium, boron and beryllium, respectively.
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Figure 3.6: The atomic orbital-projected density of states for (a) chromium(III)-
doped corundum, (b) aluminium oxonitridoborate and (c) chrysoberyl (Cs), as calcu-
lated using the r2SCAN meta-generalized gradient approximation and EHCF meth-
ods. The total DOS, chromium, oxygen 2p, and aluminium 3p states are shown in
gray, blue, red and light-blue, respectively. Other atomic orbitals are not shown for
clarity.
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Table 3.17: Energies of the one-electron d-states of chromium (III) dopants and
sp-band gaps calculated using r2SCAN and EHCF.

host → α-Al2O3 AlB4O6N BeAl2O4 (Cs) BeAl2O4 (Ci)
EHCF r2SCAN EHCF r2SCAN EHCF r2SCAN EHCF r2SCAN

t2g [eV] 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.08 0.19 0.04 0.14 0.08
0.03 0.10 0.03 0.08 0.30 0.06 0.37 0.08

eg [eV] 2.08 3.90 2.48 3.66 2.50 3.90 2.95 4.28
2.15 3.90 2.48 3.66 2.69 4.05 3.17 4.39

Esp
gap [eV] 9.86 7.22 13.51 7.99 11.71 7.45 11.77 7.45

Table 3.18: Calculated energies of excited d-multiplets of Cr3+Al :α-Al2O3 using dif-
ferent quantum mechanical methods compared to optical absorption spectroscopy
data and CASSCF calculations for [CrO6]

-9 cluster. The 4A2 → 2E transition is
extracted from the R-line in Refs. [14, 15].

Transition Experiment EHCF r2SCAN HSE06 CASSCF
4A2 → 2E 1.78[14]; 1.80[15] 1.90 1.21 1.14 1.78[48]
4A2 → 2T1 not resolved 1.97; 2.00 - - -
4A2 → 4T2 2.22[14, 15]; 2.25[155]; 2.28[14] 2.08; 2.14 2.37 2.36 2.49[48]
4A2 → 2T2 not resolved 2.82; 2.83; 2.90 - - -
4A2 → 4T1 3.01-3.03[14, 15, 155]; 3.12[14] 2.94; 2.97; 3.11 5.21 4.96 -

Table 3.19: Calculated energies of excited d-multiplets of Cr3+:AlB4O6N using dif-
ferent quantum mechanical methods compared to photoluminescence excitation and
emission (for 4A2 → 2E line) spectroscopy data Ref. [16].

Transition Experiment EHCF r2SCAN HSE06
4A2 → 2E 1.81 1.92 1.27 1.96
4A2 → 2T1 1.89 2.00 - -
4A2 → 4T2 2.43 2.63 2.02 2.20
4A2 → 2T2 2.70 2.93 - -
4A2 → 4T1 3.26 3.47 4.43 5.26

Table 3.20: Calculated energies of excited d-multiplets of Cr3+:BeAl2O4 using differ-
ent quantum mechanical methods compared to UV-vis spectroscopy data Ref. [17].

Transition Experiment
Cs site Ci site

EHCF r2SCAN HSE06 EHCF r2SCAN HSE06
4A2 → 2E 1.82 1.89; 1.90 1.27 1.17 1.80; 1.88 1.22 1.15
4A2 → 2T1 1.91 1.95; 1.99; 2.00 - - 1.91; 2.01; 2.04 - -
4A2 → 4T2 2.10 2.34; 2.41; 2.52 2.18 2.16 2.72; 2.91; 2.95 2.47 2.43
4A2 → 2T2 - 2.91; 2.95; 2.96 - - 3.01; 3.04; 3.09 - -
4A2 → 4T1 3.02 3.23; 3.37 4.96 4.73 3.64; 3.96; 4.03 5.64 5.32
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the same level of accuracy. At the same time, other transitions, especially high

spin to low spin excitations, are much more difficult to capture with r2SCAN

and HSE06. In contrast, the EHCF method, treating open d-shells at the CI

level, allows us to calculate the energies of all transitions with a good accuracy.

A combination of DFT and EHCF, therefore, provides a reliable tool for the

precise quantitative study of the materials doped by transition metal atoms.

The proposed theoretical framework can guide design of materials for optical,

magnetic and quantum technologies.

3.5 Conclusions and Outlook

In this Chapter, we applied the periodic EHCF method to study various tran-

sition metal oxides and TM impurities in oxide materials. Our calculations

demonstrate the ability of the EHCF method to accurately reproduce the spin

multiplicity and spatial symmetry of the otherwise problematic highly corre-

lated ground and excited states of the studied materials. Theoretical results

on the local d-d transitions were compared to experimental data from optical

absorption and PL spectroscopy. Figure 3.7 shows absolute and percentage

errors in optical transitions of all studied materials calculated by EHCF. The

absolute and relative errors do not exceed ca. 0.2 eV and 10 %, which is a

good accuracy for the energies of the excited states in strongly-correlated TM

containing solids. Comparison to the previously published DMFT results on

NiO [6] shows that EHCF gives slightly better accuracy for the spin allowed

d-d transitions and allows to reproduce spin-forbidden excitations that are

not captured by DMFT. Additionally, we compared EHCF results to r2SCAN

and hybrid PAW-DFT calculations for a series of wide gap materials doped

by chromium (III) ions. Both approaches give comparable accuracy for the

energy difference between single-reference ground and 4T2 excited state in all

considered materials. However, other crystal field transitions observed in ex-

periment are not captured well by PAW-DFT, which is associated with the
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Figure 3.7: Mean absolute error and mean absolute percentage error in the ener-
gies of the crystal field optical transitions in oxide materials calculated by EHCF as
compared to experimental data from UV-vis and PL spectroscopy.

multi-reference nature of the excited terms. By contrast, EHCF allows one to

reproduce the energies of these states with a good accuracy.

Future improvements of the EHCF methodology described here include the

implementation of geometry optimisation of the excited state to consider non-

vertical excitation energies and developing the theory that will allow a treat-

ment of pair d-d excitations that are sometimes observed in experiments for

TM oxides and are not currently captured by EHCF.



Chapter 4

Electronic Structure and d-d

spectra of metal-organic

frameworks containing

transition metal ions

4.1 Introduction

Metal-organic frameworks (MOFs) are actively studied crystalline porous ma-

terials [156, 157] with a wide range of remarkable properties [158] and ap-

plications which include gas storage [159–162], separation [159, 163–170] and

sensing [171], heterogeneous catalysis [172, 173], biomedical imaging [174] and

other areas. Metal-organic frameworks containing transition metal ions rep-

resent a particularly interesting class since their complex electronic structure

caused by the presence of open d -shells yields unique responses to the ad-

sorption of small molecules [28, 29, 175–181], interaction with magnetic fields

[182], and temperature changes [183, 184]. Changes in optical, electrical and

magnetic properties of MOFs caused by the adsorption of guest molecules

have been actively used in sensing applications [29, 175, 185, 186]. They can

be associated with the spin-crossover phenomenon [46], in which spin of the

67
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ground state of a d -shell switches due to an external perturbation such as

temperature change or adsorption of small molecules. This is possible due to

the presence of a low-lying excited state with a spin different from the spin of

the ground state. Therefore, quantitative studies of the sensing behaviour of

MOFs containing transition metals require an accurate theoretical description

of the electronic structure featuring open d -shells, the spin and symmetry of

the ground state, the multiplicity and energy of the low-energy multi-reference

states of the d -shells, and the low-lying excitations inside an individual d -shell.

Computational approaches to predicting the complex electronic structure of

MOFs containing transition metals focus their attention on different aspects of

the problem. Periodic density functional theory and its various combinations

with high-level quantum chemical methods [187–190], explicitly taking into

account the multi-reference nature of the electronic states of the d -shells [191],

are often used to describe the ground state properties of MOFs. The EHCF

method allows us to describe simultaneously the electronic structure of the

ground state and the low-energy spectrum of the d -shells.

In this Chapter, we extend the EHCF method to describe the electronic struc-

ture of MOFs. We first test the EHCF method on relatively small and exper-

imentally well-studied compounds possessing the key features of MOFs and

then describe the electronic and magnetic properties of selected MOFs struc-

tures. Carbodiimides and hydrocyanamides of transition metals with the gen-

eral formulae MNCN and M (HNCN)2 were chosen as suitable model systems.

They contain structural components characteristic of MOFs such as transi-

tion metal ions and rod-like anions NCN2− and HNCN− with both σ-bonds

and a delocalized π-system, which play the role of organic linkers forming

the frameworks. In addition, these systems are semiconductors, and their

magnetic properties are known from experiment [192, 193]. After testing the

EHCF approach on carbodiimides and hydrocyanamides containing various

transition metals (Fe, Co and Ni) we apply it to study a series of MOF-74

frameworks [194–196]. We calculate the magnetic moment of the metal atoms,
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the d -d spectrum, and temperature dependence of the quadrupole splitting

in Mössbauer spectra of iron containing compounds and compare the compu-

tational predictions to available experimental data. In the conclusion of this

Chapter we investigate two metal-organic frameworks exhibiting temperature

induced spin-crossover, that present a significant challenge for solid-state elec-

tronic structure methods.

4.2 Carbodiimides and Hydrocyanamides

Relatively simple, and well-studied experimentally, structures of carbodiimides,

MNCN, and hydrocyanamides, M (HNCN)2 (M = Fe, Co, Ni), have been se-

lected for the initial test calculations. Figures 4.1 and 4.2 show the calculated

densities of states (DOS) for the l -subsystem of carbodiimides and hydro-

cyanamides, respectively. In all cases, the density of the occupied states near

the Fermi level is almost completely determined by the nitrogen orbitals, while

unoccupied states consist of a mixture of nitrogen orbitals and s,p-orbitals of

the TM, with the predominance of the latter. As nitrogen atoms form the

nearest coordination sphere of the metal, the resonance contribution to the

effective Hamiltonian of the d -system is mainly determined by the electron

transfer states N(2p) → M (3d) and N(2s) → M (3d). This is analogous to

the previous results for TM oxides [99], where electron transfer from oxygen

orbitals to the vacant 3d orbitals were responsible for the resonance contri-

bution. Another interesting similarity between MNCN and the corresponding

oxides (MO) is manifested in very close values of the net atomic charge on the

metal ions (1.26, 1.23 and 1.22 for FeNCN, CoNCN and NiNCN; 1.25, 1.24

and 1.23 for FeO, CoO and NiO [99]). This means that the NCN2− ion might

be considered as an electronic analogue of O2− ion.

The observed local symmetry of the TM ion environment in carbodiimides is

lower than that of the ideal octahedron due to trigonal distortion and distor-

tions of the M -N bond length and N-M -N angles. This leads to an additional
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splitting of the t2g level, as shown in the Figure 4.1(b); the corresponding

splitting parameters are shown in Table 4.1. The splitting of the t2g level is

rather small, which reflects a slight deviation from the octahedral symmetry.

The splitting parameter, ∆1, depends weakly on the resonance integrals, and

it is mainly determined by the contribution from the crystal field interactions.

Hence, ∆1 depends only on the effective charges of atoms obtained in the band

structure calculations for the l -subsystem. At the same time, the splitting pa-

rameter ∆2 is essentially determined by the resonance interactions – resonance

contribution is ca. 85% in all cases.

In hydrocyanamides, tetragonal distortions occur leading to a reduction from

octahedral symmetry to the D4h group. An additional distortion of the N-

M -N angles leads to further lowering of the symmetry, so the final splitting

diagram corresponds to irreducible representation of the C2h group as illus-

trated in Figure 4.2(b). Therefore, the splitting of the d -levels in M (HNCN)2

is described by four parameters presented in Table 4.1. In all cases, the ground

state is a high spin state, which corresponds to the weak crystal field. The

calculated spin-only values of the magnetic moment, which describe a magnet-

ically diluted case, are also listed in Table 4.1. When we compare these values

with experimental data [192, 193], we must acknowledge that these systems

are by no means magnetically diluted. Experiments on the temperature de-

pendence of magnetic susceptibility [192, 193] demonstrate that these systems

exhibit antiferromagnetic behaviour with rather high Néel temperatures. This

is caused by the exchange interactions between individual d -shells and leads

to the lower experimental values of the magnetic moment compared to the

computationally predicted values [18, 79].

The calculated energy of the d -d transitions are given in Tables 4.2 - 4.4. A

comparison with previous EHCF calculations performed in the cluster approx-

imation [18] shows that the solid-state periodic implementation of the method

leads systematically to higher d -d excitation energies. This is in agreement

with our previous conclusions regarding transition metal oxides [99]. It is
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Figure 4.1: (a) The crystal structure of MNCN, red spheres correspond to M, blue
spheres correspond to N, and brown to C; (b) a diagram of the splitting of d-levels
corresponding to the spatial D3d symmetry of the coordination sphere of a TM ion;
(c) the DOS of carbodiimides: grey, blue and red colours correspond to the total, N-
and M-projected density respectively. Dark-red colour corresponds to the d-states of
transition metal. Deep-lying s-bands are not shown in the DOS plots for clarity.

Table 4.1: The calculated splitting parameters of the d -levels (∆1−4, in eV) and
the spin of the ground state (S) for a series of MNCN, M (HNCN)2, and M -MOF-
74. The calculated magnetic moments (in µB) are compared to the experimental
literature values.

∆1 ∆2 ∆3 ∆4 S µtheor µexp

FeNCN 0.14 1.04 - - 2 4.90 3.9 [192]
CoNCN 0.13 0.89 - - 3/2 3.87 3.7 [193]
NiNCN 0.14 0.73 - - 1 2.83 1.9 [193]

Fe(HNCN)2 0.10 0.03 0.84 0.59 2 4.90 4.5 [192]
Co(HNCN)2 0.09 0.03 0.75 0.39 3/2 3.87 -
Ni(HNCN)2 0.06 0.11 0.58 0.36 1 2.83 -
Fe-MOF-74 0.05 0.34 0.61 1.62 2 4.90 3.64 [197]
Co-MOF-74 0.11 0.33 0.51 1.31 3/2 3.87 3.45 [197]
Ni-MOF-74 0.10 0.26 0.70 1.08 1 2.83 3.36 [197]
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Figure 4.2: (a) The crystal structure of M(HNCN)2, red spheres correspond to
M, blue spheres correspond to N, brown to C, and pink to H; (b) a diagram of the
splitting of d-levels corresponding to the spatial C2h symmetry of the coordination
sphere of a TM ion; (c) the DOS of the l-subsystem, the colour scheme is the same
as the one in Figure 4.1.
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also interesting to compare the periodic EHCF results for the excited energies

of carbodiimides with the periodic density functional theory, DFT GGA+U ,

calculations performed in Ref. [79]. In that work, it has been concluded

that GGA+U yields an overestimated value for the band gap of NiNCN and

CoNCN, which contradicts our knowledge of the simplest optical properties of

these materials. Furthermore, for FeNCN, GGA+U predicts the ground state

to be metallic, which is not consistent with experimental observations. From

this point of view, the periodic EHCF method [99] shows an improvement in

our theoretical understanding of the optical properties of MNCN.

As no detailed experimental data is available on the optical spectra of MNCN

and M (HNCN)2 it makes it impossible to validate readily the predicted ener-

gies of d -d transitions. However, the temperature dependence of the quadrupole

splitting in the Mössbauer spectrum of 57Fe nucleus is known from experiment

for FeNCN [20], which allows us to test the accuracy of our predictions for the

energy of the first excited state, 5E, relative to the ground state of D3d sym-

metry. Figure 4.3 shows a comparison of the experimental ∆EQS temperature

dependence with the calculated result, and it indicates that, in agreement with

experiment, the calculated values of ∆EQS decrease with increasing tempera-

ture although the temperature scale and the splitting scale are overestimated.

The temperature scale is determined by the energy of the first excited state

5E. The correct scale of the temperature dependence corresponds to the en-

ergy of the first excited state equal to 0.06 eV, while the EHCF calculation

gives 0.14 eV. Note, that the relative energy of the 5E state is determined only

by the parameter ∆1 and it does not depend on the two-electron interactions.

At the same time, as mentioned above, ∆1 depends only on the charges on

the atoms. Therefore, we conclude that the source of the discrepancy seems to

be associated with the quality of the charge distribution of the l -system that

follows from the Hartree-Fock calculations.

For Fe(HNCN)2, the quadrupole splitting was measured for one value of the

temperature only, namely T = 300 K [20]. These experimental results sug-
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Figure 4.3: Temperature dependence of the quadrupole splitting ∆EQS in the
Mössbauer spectra of 57Fe nuclei for FeNCN. Crosses indicate the experimental val-
ues [20], and the line corresponds to the EHCF values.

gest that for this compound the d -orbital does not undergo a rapid relaxation

resulting in two observed values of 1.85 and 2.67 mm/s. The EHCF calcula-

tions assume that if this relaxation takes place it gives the value of 3.21 mm/s.

For the three lowest energy states of the d -shell, the values of the quadrupole

splitting are 3.31, 3.39, and 2.39 mm/s. These results show a proportional

overestimation by about 25%, which is consistent with the data obtained for

FeNCN.

4.3 Electronic Structure of MOFs with Tran-

sition Metal Ions

The structure of M -MOF-74 and the calculated density of states are shown

in Figure 4.4. In all cases, the DOS consists of sharp narrow peaks, which

reflects a small degree of delocalization between the organic linkers of the
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Table 4.2: EHCF energy (in eV) of the d -d excitations for periodic FeNCN and
Fe(HNCN)2 structures as compared to the cluster EHCF results [18].

FeNCN Fe(HNCN)2
symmetry periodic cluster symmetry periodic cluster

5A1 0 0 5A1 0 0
5E 0.14 0.03 5E 0.10 0.05

0.14 0.03 0.13 0.06
5E 1.17 0.83 5E 0.97 0.75

1.19 0.95 1.56 1.13
3E 1.76 1.93 3E 1.34 1.79

1.80 1.94 1.61 1.84
3A1 1.89 1.97 3A1 1.71 2.01
3E 2.05 2.25 3E 2.05 2.12

2.18 2.27 2.11 2.23
1A1 2.09 2.46 1A1 1.73 2.33

Table 4.3: EHCF energy (in eV) of the d -d excitations for periodic CoNCN and
Co(HNCN)2 structures as compared to the cluster EHCF results [18].

CoNCN Co(HNCN)2
symmetry periodic cluster symmetry periodic cluster

4A1 0 0 4A1 0 0
4E 0.04 - 4E 0.04 -

0.04 - 0.04 -
4A2 0.85 0.70 4E 0.72 0.73
4E 0.77 0.72 0.80 0.74

0.78 0.72 4A2 1.08 0.75
4A2 1.67 1.47 4A2 1.83 1.54
2E 1.65 1.81 2E 1.37 1.72

1.65 1.81 1.67 1.79

Table 4.4: EHCF energy (in eV) of the d -d excitations for periodic NiNCN and
Ni(HNCN)2 structures as compared to the cluster EHCF results [18].

NiNCN Ni(HNCN)2
symmetry periodic cluster symmetry periodic cluster

3A2 0 0 3A2 0 0
3E 0.76 0.72 3A 0.69 0.73

0.76 0.74 3E 0.84 0.84
3A 0.69 0.87 0.99 0.85
3E 1.21 1.26 3A 1.32 1.33

1.22 1.33 3E 1.45 1.40
3A 1.37 1.48 1.48 1.44
1E 1.90 2.05 1E 1.91 2.10

1.91 2.11 1.97 2.11
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Table 4.5: EHCF energy (in eV) of the d -d excitations for M -MOF-74 frameworks.

Fe-MOF-74 Co-MOF-74 Ni-MOF-74
spin energy spin energy spin energy

2 0.05 3/2 0.18 1 1.09
2 0.39 3/2 0.27 1 1.19
1 0.66 1/2 0.76 0 1.40
1 0.86 3/2 0.99 1 1.77
1 0.95 3/2 1.35 1 1.78
2 1.00 3/2 1.51 0 1.95
0 1.01 1/2 1.75 1 2.53

frameworks. The coordination sphere of the transition metal ion is a distorted

tetragonal pyramid approximately corresponding to the C4v symmetry point

group. Therefore, the splitting of one-electron d -states corresponds to the

diagram depicted in Figure 4.4(b). The values of the splitting parameters are

collected in Table 4.1.

The calculated magnetic moments of the ground state and d -d transitions are

presented in Tables 4.1 and 4.5. In all cases, the calculated ground state of the

d -shell is high-spin, which agrees with experiment [197, 198] and previous hy-

brid MP2/DFT-D calculations [191]. Due to the close proximity of transition

metal atoms in MOF-74, the magnetic interaction between them (antiferro-

magnetic for Fe-MOF-74 and Co-MOF-74 and ferromagnetic for Ni-MOF-74)

leads to a significant deviation of the experimental value for the magnetic mo-

ment from the pure spin values. For Fe and Co, we overestimate the magnetic

moment, similar to the case of carbodiimides, whereas the ferromagnetic be-

haviour of Ni-MOF-74 leads to a higher experimental value compared to the

computational prediction.

The EHCF method has been applied to study the electronic structure of transi-

tion metal carbodiimides and hydrocyanamides and of M -MOF-74 frameworks

of Fe, Co and Ni. The multiplicity of the ground state and the experimentally

observed magnetic moments have been reproduced accurately for all considered

chemical systems. A comparison with the experimental data for the Mössbauer

spectrum of FeNCN and Fe(HNCN)2 has demonstrated the ability of the EHCF
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method to reproduce also the spatial symmetry and energy of the low-lying

excited d -states with a very reasonable accuracy. The EHCF calculations are

computationally effective and free from convergence problems typical for DFT

methods; this makes EHCF a reliable method for numerical modelling of the

electronic structure, magnetic and optical properties of MOFs.

4.4 Spin-Crossover in Metal-Organic Frame-

works

The rapid proliferation of stimuli-responsive materials brings renewed and

growing emphasis on the intricate reversible switching capabilities of transi-

tion metal (TM) complexes with energetically close-lying spin states as highly

attractive for technological applications in information storage and quantum

technologies. A diverse range of molecular complexes, nanoparticles, thin
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films, and coordination frameworks exhibit spin crossover behaviour demon-

strated by a change in the spin state of a TM ion triggered by external stimuli

such as temperature, pressure, light irradiation,[46, 199] magnetic fields, and

the adsorption of guest molecules. Metal-organic frameworks displaying spin

crossover (SCO-MOFs) exhibit dramatic changes in their physical and chem-

ical properties associated with the spin state change upon external perturba-

tion. This further expands the prospects and capabilities of SCO-MOFs in

nanoscale electronic and spintronic devices [177, 178, 199, 200] and chemical

sensing applications [27–29, 171, 175, 186, 195, 200].

The most common ion used in the design of SCO-MOFs is Fe(II) having six

electrons in the open d -shell. The first iron-containing SCO-MOF, Fe(py)2Ni(CN)4,

was synthesised by Kitazawa et al. [26], which belongs to the class of Hofmann-

type MOFs [201]. This material exhibits thermally-induced spin crossover in

the temperature range of 170 K to 210 K, as evidenced by magnetic suscep-

tibility measurements and 57Fe Mössbauer spectroscopy [26]. In the past 30

years, numerous representatives of the Hofmann-type SCO-MOFs with general

formulae FeL2M
II(CN)4 and FeL2[M

I(CN)2]2 have been prepared and studied

in detail [202–212] (here, MI = Ag, Au; MII = Ni, Pd, Pt and L is an organic

ligand such as pyridine, pyrazine etc). In addition, various forms of iron-based

SCO-MOFs that do not belong to the Hofmann-type frameworks have been

described in the literature [30, 213].

Macroscopic characteristics of spin crossover processes, such as temperature

dependence of magnetization or relative fraction of ions with the high spin (HS)

and low spin (LS) electronic configurations, can be accurately described using

classical methods of thermodynamics and statistical physics. These include

the phenomenological Slichter–Drickamer model [214], the Ising-like [215–217]

and elastic [218–221] models among many others [222, 223]. Although these

methods provide a detailed macroscopic picture of SCO for a large ensemble

of spin centres, they are not capable of capturing the intricate changes in

the electronic structure accompanying the transition. This missing insight is
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critical for our complete understanding of SCO as it relates on the atomic

scale the change of the ground state of an individual TM ion with structure

deformations and provides a quantitative estimate of the energy parameters

used in statistical macroscopic models.

Description of electronic and vibrational structure in SCO systems involves

many elaborate steps including calculations of the potential energy surfaces

of HS and LS configurations, spin-orbit coupling and vibronic effects in the

vicinity of the degeneracy point. Spin transitions in iron-containing complexes

present a particularly challenging case for the electronic structure calculations

because the 1A1 state in the octahedral d6-shell has a significant multi-reference

character whilst the 5T2 term can be described with a single configuration [54].

For iron containing molecular complexes, the most reliable estimations of the

relative energy between the HS and LS states have been obtained with the

coupled cluster theory (CCSD(T)) and combined CC/CASPT2 approaches

[224–226], which accurately account for electron correlations in the open d -

shell. CASPT2 on its own gives a systematic error for spin-crossover complexes

of iron (II) [227], but in some cases the fully internally contracted CASPT2

method demonstrates a reasonably good agreement [228]. When we move from

molecular systems to solid-state SCO-MOFs, the application of CCSD(T) and

CASPT2 methods becomes computationally prohibitive due to periodic nature

of these systems and large unit cell size.

To circumvent these limitations, Kohn–Sham density functional theory (DFT)

has been routinely used to study SCO-MOFs [30, 76]. With an appropriate

selection of the density functional [229], DFT provides good results for SCO

systems, however significant d -shell localization and the multi-reference nature

of the low-spin state may cause well known problems with accuracy and con-

vergence of DFT when applied to strongly-correlated systems including MOFs

with transition metal atoms [190, 229]. Hybrid quantum mechanical methods

emerge as a viable alternative to computationally expensive multi-reference

approaches and DFT.
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In this Section, we apply the EHCF method to calculate the potential energy

surfaces of the high spin and low spin electron configurations of SCO-MOFs

in the space of atomic coordinates varying during spin crossover transitions.

We demonstrate the viability of the adopted hybrid method on the most thor-

oughly studied representative of SCO-MOFs, the Hofmann-type Fe(py)2Ni(CN)4

(1) MOF. We further include the study of the electronic structure of a novel

non-Hofmann SCO-MOF based on 1,4-benzeneditetrazolate (bdt), Fe2(H0.67bdt)3

(2) which exhibits interesting changes in magnetic properties upon spin tran-

sition [30]. The presented analysis describes spin transition processes by com-

bining the languages of solid-state chemistry and classical crystal field theory

and refines them within a strict quantum chemical formalism. Therefore, this

work will be equally useful to specialists in the fields of inorganic and solid-

state chemistry and materials science.

Figure 4.5(a) shows the crystalline structure of 1 in which Fe and Ni ions are

arranged in the corrugated 2D layers coupled by CN groups so that N atoms

coordinate with Fe and C atoms are connected to Ni. Pyridine molecules are

axially attached to Fe ions, which have the total coordination number of six.

The distance between Fe and the N atoms of the CN groups (denoted as N1)

is smaller than the Fe-N2 distance between Fe and pyridine. This results in a

distorted octahedral coordination sphere corresponding to D4h symmetry (see

Figure 4.5(b)). Ni has a square-planar coordination corresponding to the same

point group.

The room-temperature (RT) structure [26] of 1 has the distance d(Fe-N1) =

2.155 Å and d(Fe-N2) = 2.208 Å, whereas in the low-temperature (LT) struc-

ture [230] d(Fe-N1) = 1.935 Å and d(Fe-N2) = 1.985 Å. Results of the EHCF

calculations for these two structures are collected in Tables 4.6 and 4.7. In

agreement with experiment [26], the calculated spin of the ground state of Fe

ions is S = 2 (high-spin) in the RT structure and S = 0 (low-spin) in the LT

geometry. The calculated values of the 57Fe Mössbauer quadrupole splittings

are 3.62 mm/s at room temperature and 1.65 mm/s at low temperature, which
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can be compared with the reported experimental difference in the quadrupole

splitting of 0.86 mm/s in favour of the RT value [26]. In agreement with ex-

periment, the RT structure is characterised by a higher quadrupole splitting,

however, the calculated difference is overestimated by 1.11 mm/s.

Although, the LT structure of 1 contains diamagnetic iron (II) ions, it exhibits

paramagnetic behaviour in experiments [26, 202, 231]. Mössbauer [231] and

temperature-dependent EXAFS [230] studies show that the spin-transition of

Fe (II) is complete below 100K, so the residual paramagnetism of LT had been

associated with paramagnetic impurities such as Fe (III) [26, 231]. The pres-

ence of paramagnetic impurities is additionally supported by the effective mag-

netic moments in the RT structure that can be extracted from the experimental

value of magnetic susceptibility. The reported values of χmT , measured for the

RT structure, are 3.2 cm3 K mol−1 [26], 3.49 - 3.73 cm3 K mol−1,[202] and 3.8

cm3 K mol−1,[231] which yield the effective magnetic moments of 5.06µB, 5.28

- 5.46µB and 5.51µB, respectively. All these experimental values are noticeably

higher than the theoretical estimation of 4.90µB for the magnetic moment of

high-spin Fe (II), thus suggesting the existence of other paramagnetic ions. As-

suming that the higher effective moment comes solely from Fe (III) impurities,

we can express it as

µ2
eff = xµ2

Fe3+ + (1 − x)µ2
Fe2+ , (4.1)

where µFe2+ = 4.90µB and µFe3+ = 5.92µB are the magnetic moments of the

respective high-spin Fe ions, and x is the percentage of Fe (III) which can be

estimated as x = 14 - 58% for the experimental values of µeff extracted from

references [26, 202, 231]. In addition, the experimental ratio of the effective

magnetic moments in the RT and LT structures, µRT
eff : µLT

eff = 2.15 - 2.53,

[26, 202] gives a comparable estimation of the percentage of Fe (III) lying in

the range of 15 - 20%. Such concentration of impurities is extremely unlikely

in a good quality sample. By contrast, estimation of the Fe (III) concentration
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from the Mössbauer spectrum yields ca. 3% for system 1 [231], which is also

consistent with elemental analysis reported there.

An alternative source of the higher magnetic moment of system 1 could poten-

tially be Ni (II) ions which have d8 configuration and can exist in the triplet

state. The ratio of the effective magnetic moments, µRT
eff : µLT

eff = 2.0, calcu-

lated using the magnetic moment of 2.83µB for the triplet Ni ion, is reasonably

close to the experimentally observed range. The predicted effective magnetic

moment of the RT structure in the presence of high-spin Fe and Ni ions equals

to 5.66µB, which is only 3% higher than that observed in Ref. [231] and 4

- 7% higher than the values reported in Ref. [202]. Therefore, the high-spin

Ni represents a plausible alternative explanation of the magnetic properties

of 1. It means that Ni is not involved in the spin crossover process but it is

responsible for the augmented magnetic moment of the RT phase as compared

to the pure high-spin Fe (II) and a residual paramagnetism of the LT phase.

Our calculations of the electronic structure of 1 support this hypothesis and

yield a high-spin (S = 1) configuration of Ni (II) ions in both RT and LT

structures, see Table 4.6.

Although compatible with the magnetic measurements, the high-spin ground

state of Ni atom in the presence of cyanide groups, usually referred to as strong-

field ligands, might appear surprising. This result can be readily compared

to similar solid compounds Ni(CN)2MX (M=Rb, Cs; X=Cl, Br) exhibiting

low-spin of Ni (II) ions coordinated with cyanide ligands [232]. The splitting

diagram of Ni d -states corresponds to square-planar geometry, and the splitting

parameters ∆1−3 are given in the Table 4.6. Parameter ∆3 corresponds to the

splitting of the octahedral eg manifold and its value determines spin of the

ground state of nickel. Although, the RT structure of 1 has the same geometry

of the first coordination sphere of Ni as Ni(CN)2MX, the calculated value of

the ∆3 splitting parameter in Ni(CN)2MX is 3.72 eV [232], which is twice

larger than that obtained in this work for the RT structure of 1 (∆3 = 1.72

eV, see Table 4.6). Such a substantial difference in the splitting parameter is
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responsible for different spins of the ground state of Ni ion in these two systems.

Our analysis shows that the larger value of ∆3 in Ni(CN)2MX is due to the

higher resonance contribution expressed in Eq. (2.28) and corresponding to the

electron transfer from ligand orbitals to the d -shell of Ni. For Ni(CN)2MX,

the energy of the electron transfer between the frontier orbitals of CN and Ni

3d orbitals is equal to 2.30 eV, while the same energy for the RT structure of

1 is 5.56 eV. The value of the Green function ℜG− entering equation (2.28) is

inversely proportional to the energy of the electron transfer, which explains a

larger splitting in Ni(CN)2MX as compared to structure 1.

The density of states (DOS) for the RT and LT structures have similar profile,

and the atom-projected DOS at RT is shown in Figure 4.6. The valence band

of the l -subspace below the Fermi level has a frontier peak corresponding to CN

groups, whereas the orbitals of pyridine nitrogen atoms (N2) contribute to the

deeper lying states. The local one-electron d -states of Fe and Ni are located

in the band gap of the l -system. Splitting of the Fe d -orbitals corresponds to

irreducible representations of D4h group (see Figure 4.5(b)), and the splitting

parameters for the RT and LT structures are also collected in Table 4.6. Pa-

rameters ∆1 and ∆3 correspond to the distortion of the ideal octahedron and

are rather small compared to ∆2 representing 10Dq parameter in octahedral

complexes. The LT structure exhibits much stronger splitting, which naturally

leads to the low-spin ground state. The calculated difference in ∆2 for the RT

and LT structures can be attributed to a combination of the increase in the

value of resonance integrals between the d orbitals of Fe and N and decrease in

the relative energy of N 2p and Fe 3d states. At the same time, the variation

in population of N atomic orbitals of the RT and LT structures is negligible

and it does not contribute to the change of ∆2.

The calculated spectra of the excited d-d states for the RT and LT struc-

tures are presented in Table 4.7. In both cases, the energy difference be-

tween the ground state and the excited state with a different spin is high,

EHS − ELS = 4.05 eV for the LT structure and EHS − ELS = −1.01 eV for
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the RT structure. This means that both structures are relatively far from

the degeneracy point. We next investigate the behaviour of the EHS − ELS

energy difference as a function of structural deformation accompanying the

spin-transition. To do that, we must first identify the relevant structural de-

formations. Raman spectroscopy of 1 shows [233] that when moving from the

RT to the LT structure the change in frequencies corresponding to vibrations

of CN and pyridine groups is very small, suggesting that the geometry of the

ligands does not undergo a significant change during a spin-transition. How-

ever, in the RT to LT transition, Fe-N bonds become shorter while Ni-C bonds

increase in length, and the SCO is accompanied by a shift of CN and pyridine

groups as a whole. This conclusion is supported by XRD [234] and EXAFS

[230] studies of 1 and similar structures where Ni is substituted by Pd and Pt.

XRD experiments also demonstrate that the change of the unit cell volume

is rather small (ca. 3%) and preserves the symmetry of the compound. As

we show below, this small contraction of the volume has little effect on the

behaviour of EHS −ELS. These careful considerations allow us to describe the

deformation as a two-dimensional manifold with coordinates corresponding to

d(Fe-N1) and d(Fe-N2) distances.

The values of EHS − ELS as a function of these two distances are plotted in

Figure 4.5(c). A yellow boundary indicates the line of degeneracy between the

HS and LS states, whilst the orange-red region corresponds to the stable LS

state and the green-blue region corresponds to the stable HS state. Figure

4.5(c) shows that the dependence of the degeneracy line on distance Fe-N1 is

rather sharp, and the spin transition occurs in a narrow region of d(Fe-N1) =

2.08 Å - 2.12 Å. The dependence on d(Fe-N2) is weak in the intervals 2.05-

2.08 Å and 2.12-2.18 Å and exhibits a step-like change in a narrow range

d(Fe-N2) = 2.08-2.10 Å. The observed trend that the relative energy is more

sensitive to Fe-N1 separation is due to the fact that the N1 2p - Fe 3d hopping

is much stronger because of the frontier peak in the valence band attributed

to the CN groups. A cut through the two dimensional diagram (Figure 4.5(c))



Chapter 4. Spin-Crossover in Metal-Organic Frameworks 85

Table 4.6: Spin of the ground state, splitting parameters and 57Fe Mössbauer
quadrupole splittings calculated for open d -shells of Fe and Ni ions in system 1.

Fe Ni
room T low T room T low T

S 2 0 1 1
∆1 [eV] 0.48 0.69 0.04 0.02
∆2 [eV] 1.57 3.90 0.11 0.10
∆3 [eV] 0.03 0.59 1.72 0.81

QS [mm/s] 3.62 1.65 - -

is shown in Figure 4.5(d) which looks similar to Tanabe-Sugano diagrams but

expressed as a function of the principal geometrical parameter describing SCO

deformation. The degeneracy point is located at d(Fe-N1) = 2.085 Å, and for

all d(Fe-N1) < 2.085 Å the ground state remains in the LS state. The state

with S = 1 (magenta) is never the ground state, but for the LT structure it

lies lower in energy than the HS term S = 2, and therefore it is the lowest

excited state.

Finally, we analyse how the variation of the unit cell volume affects the be-

haviour of the relative energies of the HS and LS terms. We consider a defor-

mation corresponding to the uniform compression of the volume, calculate the

energies of the HS and LS states and plot them as a function of the d(Fe-N1)

distance (see Figure 4.7(a)). The relative energy follows the same trend for

both deformations, and its values are very close in a wide range of Fe-N1 sep-

arations, except for the vicinity of the LT structure. Here, the position of the

degeneracy point remains almost the same. Figure 4.7(b) demonstrates that

the values of the splitting parameter ∆2, equivalent to 10Dq, are also very

close for both deformations. This implies that the only significant effect of

the volume compression is contraction of the Fe-N1 and Fe-N2 distances and

justifies neglecting ca. 3% compression of the unit cell volume (as observed for

1 in experiment) in the two-dimensional manifold of the full potential energy

surface shown in Figure 4.5(c).

A recent study [30] reported an SCO MOF Fe2(H0.67bdt)3 (2) exhibiting un-

usual behaviour of the magnetic susceptibility in the spin-crossover process.
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Figure 4.5: (a) The crystal structure of 1: dark-red polyhedra correspond to the
coordination spheres of Fe ions, gray spheres correspond to Ni, blue spheres represent
N, black spheres represent C, and H atoms are not shown; (b) the splitting diagram
of Fe d-orbitals in the D4h crystal field and spin-crossover transition for the d6

configuration; (c) the two-dimensional diagram of the relative energy between the
high-spin and low-spin electronic states as a function of the d(Fe-N1) and d(Fe-N2)
distances within the Fe coordination sphere; (d) the energy of the states with different
spin relative to the ground state as a function of d(Fe-N1) and d(Fe-N2): the blue
line corresponds to S = 2 (HS), red to S = 0 (LS) and magenta to S = 1.

Table 4.7: Calculated energies (in eV) of d -d transitions for open d -shells of Fe and
Ni ions in system 1. Letters “A” and “E” in the brackets indicate if the state is
non-degenerate or doubly degenerate respectively.

room T low T
Fe Ni Fe Ni

spin energy spin energy spin energy spin energy
2 (A) 0 1 (A) 0 0 (A) 0 1 (A) 0
2 (E) 0.48 1 (E) 0.22 1 (E) 2.58 1 (E) 0.13
0 (A) 1.01 0 (A) 0.72 0 (E) 3.67 1 (A) 0.59
1 (E) 1.26 1 (A) 0.92 1 (E) 3.75 1 (A) 0.80
1 (A) 1.68 1 (A) 1.72 1 (A) 3.79 1 (E) 0.84
1 (E) 1.85 1 (E) 1.79 1 (A) 3.92 0 (A) 1.44
2 (A) 2.05 0 (A) 1.93 2 (A) 4.05 0 (A) 1.87
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Figure 4.6: Atomically-projected DOS of 1. Filled peaks correspond to (partially)
filled d-states of Fe and Ni. Note, that some peaks correspond to d-levels of different
symmetries, lying close to each other, and are not resolved on the plot. Hence, there
are notations containing several irreducible representations.
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Figure 4.7: (a) Relative energies of the states with different spin and (b) splitting
parameter ∆2 as functions of d(Fe-N1). Solid lines correspond to the deformation
that does not change the volume of the unit cell and circles correspond to the case of
uniform volume compression. Blue colour corresponds to S = 2 (HS), red to S = 0
(LS) and magenta to S = 1.

The room temperature phase (2a) of this MOF is paramagnetic with χmT =

3.18 cm3 · K/mol. When the temperature increases, the magnetic suscepti-

bility decreases and exhibits a sharp inflection point which is not typical for

SCO-MOFs. The phase corresponding to the inflection point is denoted 2b and

is paramagnetic with χmT = 1.89 cm3 · K/mol. After passing the inflection

point, the magnetic susceptibility continues to decrease with a much smaller

gradient as it reaches the diamagnetic high-temperature phase 2c. System 2

contains two types of iron ions (Fe1 and Fe2) each surrounded by six nitrogen

atoms of tetrazole fragments as illustrated in Figure 4.8(a,b). Geometries of

the first coordination spheres of the iron ions are octahedral in all structures

except for Fe2 in 2b having a slightly distorted octahedral symmetry (to D4h

group). However, there is an additional asymmetry in the crystal structure

coming from the fact that only two of six tetrazolate rings in the unit cell are

protonated, which leads to a non-uniform distribution of the electron density

between the nitrogen atoms forming coordination spheres. As a result, the

total symmetry of Fe1 and Fe2 is lowered to C2v and Cs groups respectively.
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Both of these groups have only one-dimensional irreducible representations,

therefore d -shells of the iron ions in 2 do not have degenerate levels and the

splitting is characterised by four parameters (∆1−4) collected in Table 4.8. As

one can see, the splitting diagram of Fe2 ion exhibits quite small deviation

from the octahedral manifold (see Figure 4.9 and Table 4.8), and largest ∆3

parameter plays the role of 10Dq. Moving from structure 2a to 2b parameter

∆3 increases significantly which leads to a spin-transition of the Fe2 ion from

a HS quintet to a LS singlet state, in agreement with experiment. A very un-

usual transformation of the electronic structure of Fe1 occurs during the spin

transition. The 2a and 2c structures have low-spin Fe1 ions, while in the 2b

structure the triplet state with intermediate spin S = 1 (IS) is the ground

one. An intermediate spin-state of iron (II) ions is rare, and its existence as

the ground state might appear surprising. This state is known to be stable

in porphyrins [235–237], where iron (II) is coordinated by four nitrogen atoms

that belong to an extended π-conjugated system consisting of five-membered

rings and, in some cases, in addition to two axial ligands forming a distorted

octahedral coordination sphere.

This result means that the SCO in system 2 occurs via a step-wise mecha-

nism as illustrated in Figure 4.8(c). In the first stage, the system goes from

a paramagnetic structure with quintet Fe2 ions to paramagnetic phase with

triplet Fe1 (2a → 2b), while in the second stage the Fe1 sites undergo tran-

sition to the LS state yielding diamagnetic 2c. This mechanism explains the

atypical behaviour of the magnetic susceptibility where χmT drops by half

and exhibits a sharp inflection point at 345K, which corresponds to structure

2b. The theoretical drop in the Curie constant of 2.8 between 2a and 2b is

slightly overestimated compared to the experimental value of 1.7, which may

be associated with an incomplete spin transition of the Fe2 ions.

The EHCF method was used to study the electronic structure and energetics

of HS and LS states of spin-crossover MOFs containing strongly-correlated d -

shells of iron (II) ions. For the Hofmann-type framework, Fe(pyridine)2Ni(CN)4,
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Figure 4.8: (a) The crystal structure of 2, the colour code is the same as in Figure
4.5; (b) a fragment of the structure showing coordination spheres of Fe1 and Fe2
ions; (c) the splitting diagrams and spin-states of Fe1 and Fe2 ions for structures
2a, 2b and 2c corresponding to temperatures 300, 345 and 423K respectively. The
scheme demonstrates a step-wise spin-transition mechanism, where Fe2 ions change
spin from quintet (S = 2) to singlet (S = 0) in the range of 300-345K, whereas Fe2
exhibits singlet-triplet-singlet transition when moving from structure 2a to 2b and
2c.

Table 4.8: Spin of the ground state, splitting parameters and quadrupole splittings
calculated for open d -shells of Fe1 and Fe2 ions in system 2 for three different
structures.

Fe1 Fe2
2a 2b 2c 2a 2b 2c

d(Fe-N) [Å] 1.97 1.93 1.91 2.18 1.97; 2.01 1.97
S 0 (LS) 1(IS) 0 (LS) 2 (HS) 0 (LS) 0 (LS)

∆1 [eV] 0.81 0.60 0.12 0.14 0.10 0.14
∆2 [eV] 0.12 4.13 0.07 0.02 0.08 0.05
∆3 [eV] 3.45 0.31 5.75 1.59 3.43 3.85
∆4 [eV] 1.85 1.26 0.93 0.06 0.79 1.91

QS [mm/s] 0.43 5.16 0.27 3.02 0.31 0.47
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Figure 4.9: Atomically-projected DOS of system 2.
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we identified a two-dimensional manifold of structural parameters describing

deformations accompanying the spin-transition and calculated potential sur-

face energies of HS and LS states in this manifold. We identified a line of

degeneracy of the spin-states and described its behaviour as a function of

inter-atomic distances d(Fe-N1) and d(Fe-N2). In addition, our results show

that the Ni ion of the system 1 exists in high-spin configuration which explains

the non-vanishing magnetic moment observed at low temperatures.

The electronic structure of three geometrical configurations of Fe2(H0.67bdt)3

was studied by EHCF method, elucidating the changes in the d -shells of iron

ions upon spin-transition. Our results yield a step-wise mechanism of spin-

transition involving both types of iron ions existing in this system. Fe2 ions

undergo a conventional transition from quintet (S = 2) to singlet (S = 0) in

the range of temperatures 300-345K. At the same time, the Fe1 ions show a

singlet-triplet-singlet transition upon structural deformations between 300 and

423K. This explains the atypical behaviour of the magnetic susceptibility of

system 2, having an inflection point in this range of temperatures.

4.5 Conclusions and Outlook

In this Chapter we applied the EHCF method to study the electronic structure

of metal-organic frameworks including a particularly challenging case of MOFs

exhibiting temperature induced spin-crossover.

Future improvements include implementation of the Hessian matrices with

respect to the nuclear coordinates that will allow us to study the effects of

vibronic coupling on the energy difference between low- and high-spin states

in the spin-crossover process in MOFs. This will allow us to obtain a complete

picture of the behaviour of the potential energy surfaces of LS and HS states

in SCO-MOFs. Another interesting future direction is to estimate parameters

of ferro- and antiferromagnetic coupling in MOF-74 and use them to calculate

magnetic structure of these materials.



Chapter 5

Theoretical Analysis of

Electronic Properties and

Synthesis of Single-Atom

Catalysts

5.1 Introduction

Efficient use of scarce precious metals in heterogeneous catalysis can be greatly

improved with the development of thermally stable, atomically dispersed cat-

alysts. Single atom catalysts (SACs) often exhibit improved selectivity and

activity in different industrially important reactions [31, 33]. Theoretical meth-

ods are used to study elementary reactions involving SACs and to describe the

processes of their formation. Previous computational efforts supporting exper-

imental work on SACs have been based mainly on density functional theory

(DFT) [31, 238–242] and classical molecular dynamics simulations [239, 243].

High-throughput computational screening approaches to SACs design have

been also proposed recently [241, 244], mostly focusing on prediction of the

catalytic activity.

In this Chapter we first apply EHCF to study the electronic structure of two

93
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iron and nickel based single-atom catalysts, and analyse their activity on a

qualitative level based on these calculations. In the second part of this Chapter,

we develop a kinetic nucleation model to study physical vapour deposition

process of SACs production.

5.2 Carbon supported MN4 single-atom cata-

lysts

In this Section we apply EHCF to investigate the electronic structure of MN4

SACs (M = Fe and Ni), where metal atom occupies a divacancy in the

nitrogen-doped graphene structure as shown in Figure 5.1(a). These materi-

als are used in electrochemical CO2 reduction and oxygen reduction processes

[32, 34, 245]. The coordination sphere of divalent metal ion in these systems

exhibits a distorted square-planar symmetry (D2h group) with equivalent M -N

bonds and two N-M -N angles deviating from 90o (ca. 82o and 98o). Distortion

lifts the degeneracy of the e states of the D4h group producing the splitting

diagram of d -orbitals shown in Figure 5.1(b) with energies collected in Table

5.1. As typically observed for the square-planar complexes, the dx2−y2 orbital

lies high in energy, whereas the remaining four orbitals exhibit relatively small

energy splitting not exceeding ca. 0.6-0.8 eV. The key aspect required for the

interpretation of catalytic activity of SACs is the spin of the ground state and

energies of the excited d -multiplets having different spin of the TM ion. Our

calculations show that the NiN4 SAC has a low-spin ground state with S = 0,

FeN4 exhibits an intermediate-spin S = 1 in the ground state. The ground

state of FeN4 is more active in catalytic reactions as opposed to the singlet

NiN4 due to the presence of a partially occupied dz2 orbital orthogonal to the

surface [45]. It is interesting to note, that the FeN4 SAC gives another example

of stable intermediate-spin iron (II), that is rare as compared to LS (S = 0)

and HS (S = 2) states. Our result on the spin of ground states agrees with
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Figure 5.1: (a) The structure of carbon supported MN4 single-atom catalysts. The
red sphere corresponds to the transition metal atom, blue spheres to nitrogen and
gray to carbon; (b,c) the splitting diagrams of d-orbitals and the electronic structure
of the ground and excited states for FeN4 and NiN4 single-atom catalysts determined
by EHCF calculations.

DFT+U analysis of these systems [45].

An inert ground state of the NiN4 single-atom catalyst, however, contradicts its

obsreved high activity in the electrochemical CO2 reduction reaction. In Ref.

[45] the authors suggest, that the existence of a low-lying excited triplet state

might explain behaviour of NiN4 in electrochemical process. Our calculated

energies of the excited d -multiplets are shown in Table 5.2. Indeed, NiN4

has a high-spin triplet state that lies 0.96 eV above the ground state, that

compares well to the value of 1.06 eV calculated by DFT+U method. Such

a relatively low-lying triplet state allows for a LS-HS spin transition under

the electrochemical potential causing a negative shift of the Fermi level and

decrease of N 2p → Ni 3d charge transfer and crystal field splitting.
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Table 5.1: Spin of the ground state and energies (in eV) of the one-electron d -orbitals
in FeN4 and NiN4 single-atom catalysts.

FeN4 NiN4

S 1 (IS) 0 (LS)
dxz 0.00 0.00
dyz 0.15 0.15
dz2 0.42 0.31
dxy 0.84 0.59

dx2−y2 5.93 4.07

Table 5.2: Energies (in eV) and spins of excited many-electron d -multiplets in FeN4

and NiN4. All states are non-degenerate.

FeN4 NiN4

spin energy spin energy
1 0.00 0 0.00
1 0.28 1 0.96
1 0.45 1 1.30
1 0.86 1 1.57
0 1.00 1 2.22
0 1.37 0 2.88
0 1.50 0 3.12
1 1.83 0 3.41
0 1.91 0 3.51
0 1.97
1 2.41
2 2.48
2 2.63
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5.3 Kinetic theory of single-atom catalysts pro-

duction

Production methods of SACs typically employ either wet or dry synthetic

routes [246]. Wet synthesis of SACs includes adsorption-based methods such as

facile adsorption [247] and wetness impregnation [248], photoreduction [249],

and ion exchange methods [250] (see Refs. [246, 251] for comprehensive re-

views). Dry routes are represented by variations of chemical and physical

vapour deposition [252–255], thermally induced atom trapping [238, 239, 256]

and ball-milling methods [257]. In these methods, single metal atoms, which

are typically mobile and unstable on an ideal surface due to the high surface

energy, get stabilised at anchoring sites such as functional groups, point defects

or other strong covalent binding sites.

Despite significant progress in production, characterisation and catalytic appli-

cations of SACs, the development of reliable methods for controlled synthesis

of materials with an increased fraction of metal surface atoms at a specified

loading remains challenging. A well-known problem is coexistence, within the

same material, of metal single atoms (SA) and nanoclusters (NCs) formed due

to nucleation of mobile atoms [246]. Selecting suitable experimental conditions

to improve the SA:NC ratio requires a fundamental understanding of surface

phenomena accompanying the formation of dispersed atoms and their influence

on the thermodynamics and kinetics of SACs production and stabilisation. Al-

though modern methods of analytical chemistry have had a tremendous impact

on the development of our knowledge of the SACs structure and properties,

comprehensive insights into the mechanisms underlying single atom formation

are still lacking [246, 251].

This work presents a predictive tool to guiding synthesis of metal single atom

catalysts and nanoclusters on surfaces, which is based on a rigorous macro-

kinetic formalism tested in experiment. It captures the relevant competing pro-

cesses of stable single atom formation and homo- and heterogeneous nucleation
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of nanoclusters1 and defines key relations between experimental conditions and

synthesis outcomes, which are not accessible by direct measurements. This for-

malism can be applied readily to study the nucleation and formation of any

metal single atoms stabilised by point defects on any surfaces. To validate the

developed kinetic model in terms of accuracy of its predictions for the SA:NC

ratio and nanocluster size, a flow of Pt atoms was produced and deposited

on exfoliated hexagonal boron nitride (h-BN) using the magnetron sputtering

technique [258], then imaged by aberration-corrected scanning transmission

electron microscopy (AC-STEM). This metal atom deposition method is our

preferred choice as it includes processes essential to most SACs production

techniques and involves a minimal number of subsidiary reactions, especially

as compared to wet chemistry methods. It can be performed on a structurally

well-defined support with a relatively small number of well controlled experi-

mental parameters, thus making it an ideal candidate for a direct comparison

of conclusions drawn from theory and experiment.

We generalise the kinetic theory [259–264] to describe the formation of stable

single atoms on point defects, in addition to competing nucleation processes

already captured by the theory. The resulting model describes the time evolu-

tion of the surface concentration of metal atoms and nanoclusters by a set of

kinetic differential equations written in terms of statistically averaged parame-

ters. This presents a macroscopic description of statistically relevant ensembles

containing a large number of elementary reaction steps which occur on a long

timescale, from seconds to hours. The effect of metal – support interactions

and deposition parameters on the resulting SA:NC ratio has been analysed

focusing on the role of metal centres formed on point defects in the kinetics of

nucleation. In the current approach, point defects on the surface have a fixed

density and the capture of a metal atom by the defect is an irreversible process

due to the high values of the binding energy.

1Nanoclusters include all particles, which are not single atom, starting from dimers and
their size is limited to 1 nm. The presented chemical kinetics model is general, not limited
to a particular size range, and it can be applied to bigger nanoparticles.
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Mobile single metal atoms are not attached to a point defect on the surface;

they are unstable on the surface due to the excessive free energy [251, 265] and

move freely until they nucleate and/or attach to the point defects. Measure-

ments of the surface concentration of mobile single atoms cannot be performed

directly and, importantly, mobile metal atoms do not contribute significantly

to the estimation of the SA:NC ratio. The maximum concentration of single

atoms that can be supported by a substrate is equal to the total of the den-

sity of point defects and the equilibrium concentration of mobile atoms that

co-exist with the solid phase of metal deposited on the surface. However, the

equilibrium concentration of mobile atoms is orders of magnitude lower than

the typical concentration of single atoms observed in our experiments [19]. The

concentration of mobile atoms is, therefore, neglected and the surface density

of single atoms is attributed only to the atoms captured by the point defects.

Figure 5.2(a) depicts a range of elementary reactions included in the kinetic

model. Single metal atoms arrive to the surface from the gas phase with a

constant rate, J . Once deposited onto the surface, metal atoms can participate

in the following processes: (i) re-evaporation, a relevant atom depletion process

which takes place when the binding energy of the atom to the surface is low;

(ii) surface diffusion of atoms; (iii) capture of the adsorbed atom by the point

defect leading to the formation of an immobilised metal centre; (iv) lateral

attachment of the metal atom to the growing nucleus of a NC; (v) on-top

attachment of a metal atom directly from the gas phase to the growing NC.

At room temperature, the surface mobility of NCs is negligible relative to

the mobility of single atoms. The case of low surface sub-monolayer coverage

has been considered here, and the coalescence processes occurring at the later

stages of surface coating have been neglected.

Within the assumptions of kinetic nucleation theory, metal nanoclusters can

be formed by (i) homogeneous nucleation through the attachment of a mobile

surface atom to a growing nucleus on a defect-free part of the support, and (ii)

heterogeneous nucleation where a single atom gets attached to an immobilised
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Figure 5.2: (a) Competing processes included in the kinetic nucleation theory; (b,c)
phase diagrams showing the dependence of the SA:NC ratio (logarithmic scale) and
the mean diameter of NCs on the kinetic parameters involving the total loading of
metal atoms, Jτ , the density of point defects, Nd, and the effective change in the
nucleation barrier caused by the point defects, RT lnβ. The white cross and black
symbols on the phase diagrams correspond to the probe and validation experiments,
their approximate positions on the Jτ/Nd axis are 12.55, 1.55, 0.35, 0.07.
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metal centre created on a point defect. Due to the different chemical nature,

these mechanisms are characterised by different rates of single atom attach-

ment. We denote the surface concentration of clusters formed in homogeneous

nucleation as ni (i is the number of atoms in a cluster), whilst clusters formed

on point defects are labelled as fi. The evolution of the surface nucleation

process in time can be described by the following set of differential equations:

dn1

dt
= J (1 − θ) − t−1

a n1 − α1Jn1 − 2k1n
2
1 −

∑
i≥2

kin1ni −
∑
i≥0

kd
i n1fi, (5.1)

dni

dt
= ki−1n1ni−1 − kin1ni + αi−1Jni−1 − αiJni, i ≥ 2, (5.2)

df0
dt

= −kd
0n1f0 − α0Jf0, (5.3)

dfi
dt

= kd
i−1n1fi−1 − kd

i n1fi + αi−1Jfi−1 − αiJfi, i ≥ 1, (5.4)

where the fractional surface occupancy is given by

θ =
∑
i≥1

αi (ni + fi) . (5.5)

In these equations, n1 corresponds to the surface concentration of mobile single

metal atoms, f0 is the concentration of point defects without attached metal

atoms, and f1 is the concentration of single metal atoms trapped by the point

defects.

Eq. (5.1) describes processes involving a deposited metal atom as the time

evolution of the surface concentration of single atoms, n1. It includes the

rates of all processes shown in Figure 5.2(a) and described earlier in the text.

The first term in Eq. (5.1) corresponds to the flow of atoms to an unoccupied

part of the surface followed by re-evaporation of adatoms, on-top attachment
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directly from the gas, formation of a dimer from two adatoms and, finally, the

last two terms describe the lateral attachments of metal atoms to nanoclusters

growing on a defect-free part of the surface and on point defects, respectively.

Eqs. (5.1)-(5.4) are solved with the initial conditions f0 (0) = Nd, ni (0) = 0

and fi (0) = 0 for i ≥ 1. If deposition occurs over time τ , then the observed

ratio of single atoms to nanoclusters can be estimated as

SA : NC = f1 (τ)

{∑
i≥2

[ni (τ) + fi (τ)]

}−1

. (5.6)

The kinetic parameters αi, ta, ki, and kd
i are time independent. Parameters

αi, containing the values of surface area occupied by the clusters consisting of

i atoms, can be calculated for any metal and shape of the cluster as described

in Ref. [19]. Here, we assume a two-dimensional shape of clusters as the

most reasonable approximation to the experimental AC-STEM images shown

in Figure S5 of Supporting Information of Ref. [19]. The life-time of mobile

adatoms can be calculated from the desorption energy, Edes, as

ta = ν−1
0 exp

(
Edes

RT

)
, (5.7)

where ν0 ≈ 1013 s−1 is the standard vibrational frequency (see for example

Ref. [266]). From the value of the desorption energy of Pt on h-BN calculated

by DFT [267], the life-time can be estimated as ta ≈ 1012 s. This implies that

re-evaporation of Pt atoms is not a relevant process in this case and can be

neglected. The rate constants ki and kd
i correspond to the lateral attachment

of metal atoms to NCs growing on ideal parts of the surface and on point

defects, respectively. These processes yield the most significant contributions

to nanocluster growth.

In homogeneous nucleation, the lateral attachment is not an elementary pro-

cess as it includes three principal stages: atom diffusion towards the NC,

interface transfer, and embedding of metal atom into the NC structure. The

relative rates of these processes determine the kinetic regime of nucleation
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and the corresponding mathematical expressions for the rate of attachment

[261, 263]. If the energy barrier to surface diffusion of metal atoms is high

(higher than ca. 40 − 50 kJmol−1), diffusion becomes a limiting step and nu-

cleation proceeds in the diffusive regime. This is the case for Pt on h-BN as

DFT calculations estimate the diffusion barrier of Ediff = 74 kJmol−1 [267], in-

dicating that the attachment process and NCs growth are governed by surface

diffusion of single metal atoms. A slightly lower value of the diffusion barrier

used in this work, Ediff = 55 kJmol−1, leads to a good agreement with the ex-

perimentally observed width of NCs size distribution as discussed in Ref. [19].

It lies within a typical range of the values for the diffusion barrier predicted

by different DFT setups. The DFT diffusion barrier of Ref. [267] does not

account for dispersion corrections to the total energy, which tend to lower the

difference between the transition and ground states, and it is calculated for

a mono-layer of h-BN, whereas our experimental setup produces multi-layer

nanosheets [268].

Generally, mobility of atoms on a surface is characterised by the diffusion

coefficient

D = D0 exp

(
−Ediff

RT

)
, (5.8)

where the pre-exponential factor can be evaluated as [269]

D0 =
a2ν0
z

, (5.9)

a is the distance between two nearest energy minima on the support lattice

and z is the coordination number of the energy minimum. DFT calculations

[267] confirm that for Pt on h-BN the strongest adsorption site is on top of

the N atom. This gives the values of a = 0.2504 nm and z = 6 resulting

in D0 = 1.045 × 10−7 m2s−1, which is in a good agreement with previously

reported values of D0 for similar processes on different substrates. For example,

experimental values of D0 obtained using scanning tunnelling microscopy for
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Pt [270] and Ag [264] on Pt(111) are 1.283×10−7 m2s−1 and 1.797×10−6 m2s−1,

respectively. Another DFT analysis of metal mobility on the α-Al2O3(0001)

surface [271] yields values of D0 in the range of 10−6 to 10−8 m2s−1 depending

on the metal. Ab initio molecular dynamics (AIMD) simulations for Ag and

Cu on graphite give D0 = 3.17 × 10−7 m2s−1 and D0 = 1.44 × 10−7 m2s−1,

respectively [272].

In the diffusive regime, the rate constant for nucleation on a defect-free area

of the surface is given by

ki = σiD, (5.10)

where σi is a slowly varying function of the number of atoms [261]. The rate

constants, kd
i , describing the attachment processes occurring on a metal atom

occupying a point defect are scaled as

kd
i = βki = βσiD, i ≥ 1. (5.11)

If the scaling factor β > 1 then surface point defects activate the nucleation,

and if β < 1 they deactivate the process. Chemically, the value of β is deter-

mined by the difference in the energy barriers describing the attachment on a

defect and on the ideal surface as

β ∼ exp

(
Ediff − Ed

at

RT

)
, (5.12)

where Ed
at is the barrier to the attachment of adatom to the metal centre

formed on a point defect.

At room temperature, RT ≈ 2.5kJmol−1 so that β is expected to be signifi-

cantly different from unity, i.e. β ≫ 1 or β ≪ 1. For any type of point defect,

it would be difficult to estimate the value of the scaling factor β directly from

experiment, however it can be obtained computationally. It would require

calculations of a few barriers corresponding to the consequent attachments of
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adatoms to the metal centre formed on a point defect and comparison with

the barrier for diffusion. Here, we provide a few qualitative assumptions re-

garding the behaviour of the scaling parameter β for different types of point

defects. Deactivation of nucleation (β < 1) is possible when the interaction of

metal atom with point defect yields significant change in the oxidation state

and electronic structure of the atom. This typically happens when strong co-

valent bonds are formed between metal atom and point defect, for example,

in the case of vacancies and substitutional atoms with high electronegativity

such as oxygen. At the same time, foreign atoms or clusters (e.g. organic mat-

ter) adsorbed on the surface will activate heterogeneous nucleation resulting

in β > 1.

In summary, kinetics of a nucleation process and the resulting composition of

the obtained ensemble can be determined by the following parameters: the

flow rate of metal atoms to the surface (J), time of deposition (τ), initial con-

centration of the defects (Nd), diffusion coefficient (D), and scaling parameter

(β). The first two kinetic parameters can be controlled within an experimental

setting, and the remaining three parameters describing the quality of support

surface and the nature of metal - support interactions can be obtained com-

putationally. In the context of the production of atomically dispersed SAC

materials, it is important to understand how the SA:NC ratio depends on the

parameters of the kinetic model.

Let us analyse the behaviour of SA:NC ratio for different values of the diffu-

sion parameter D for a particular case β = 1 allowing an analytical treatment.

To do that, we assume low surface occupation by neglecting on-top attach-

ment terms that are 1-2 orders of magnitude smaller than the rates of lateral

attachments in this case [19]. In addition, we neglect slow i dependence of

parameters σi [261] be setting ki = k = σD.

In the case of β = 1 nucleation on the point defects completely prevails over

nucleation on ideal parts of the surface, therefore, taking into account all

assumptions, we obtain the following system of equations:
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dn1

dt
= J − kNdn1, (5.13)

df0
dt

= −kn1f0, (5.14)

df1
dt

= kn1 (f0 − f1) , (5.15)

SA : NC =
f1 (τ)

Nd − f1 (τ) − f0 (τ)
. (5.16)

Solutions for n1 (t) and f0 (t) with initial conditions n1 (t) = 0 and f0 (0) = Nd

are straightforward:

n1 (t) =
J

kNd

[1 − exp (−kNdt)] , (5.17)

f0 (t) = Nd exp [−s (t)] , (5.18)

where

s (t) =
Jt

Nd

(
1 − 1 − exp (−kNdt)

kNdt

)
(5.19)

To solve the equation for f1 (t) let us introduce a new function y (t) = f1(t)/f0(t).

Then the equation transforms into

dy

dt
= kn1, y (0) = 0, (5.20)

which finally yields

y (t) =
f1 (t)

f0 (t)
= s (t) . (5.21)

The ratio SA:NC can be then expressed through s (τ) as:
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SA : NC =
s (τ) exp [−s (τ)]

1 − [1 + s (τ)] exp [−s (τ)]
. (5.22)

Let us now analyse s (τ) as a function of D. From its functional form, one

obtains

s (τ) ≈ Jτ

Nd

, σDNdτ ≫ 1 (5.23)

s (τ) ≈ σJDτ 2

2
, σDNdτ ≪ 1 (5.24)

In the first case s (τ) and, hence, the SA:NC ratio do not depend on the

diffusion parameter D. In the second case SA : NC ∼ D−1. Taking the

smallest value of the defects concentration considered in the phase diagram

Figure 5.2(b) (Nd = Jτ/15), one obtains that the first case is satisfied when

the diffusion barrier is lower than ≈ 60 kJ · mol−1. This is the case for our

system, therefore, one can safely neglect dependence of the SA:NC ratio on

D. In addition, we note that according to the DFT study of Ref. [267], Pt has

the highest barrier of diffusion on h-BN among all investigated metals, which

makes it possible to conclude that the weak dependency on D will be satisfied

for other metals on h-BN as well.

This analysis allows us to conclude that the SA:NC ratio depends weakly on

the diffusion coefficient D, which mostly affects the shape of the NCs size

distribution function. The effect of the other four kinetic parameters on the

SA:NC ratio is represented by the phase diagram, shown in Figure 5.2(b),

which demonstrates that the manifold of the parameters is divided into three

distinct areas: (i) green-yellow region of predominant existence of single atoms;

(ii) red-orange area of predominant existence of nanoclusters and (iii) blue

phase, where SA and NC co-exist in comparable quantities (where ca. 0.25 ≤

SA:NC ≤ 4.0). For the SACs production, the green region marks the most

desirable outcome, where the formation of nanoclusters is almost completely
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suppressed. The phase diagram in Figure 5.2(b) gives a clear guidance on how

to improve SACs production by selecting an appropriate support and tuning

experimental parameters of the magnetron sputtering deposition process. In

experiment, we optimise the magnetron sputtering setup in order to reach the

region below the critical boundary in the parameter space separating blue and

green-yellow phases in Figure 5.2(b). In the investigated parameter domain,

this boundary has almost linear behaviour and it can be approximated as

RT ln β = −AJτ/Nd + B (5.25)

with A = 5.91 kJmol−1 and B = 3.05 kJmol−1. This approximation has

been used to estimate the critical loading that can be achieved for a given

support with the known concentration and type of point defects. Vice versa, if

a particular load is desired it can also predict which type of point defects and

in what concentration they are required. Additionally, we plot the dependence

of the mean diameter of NCs on the same kinetic parameters (Figure 5.2(c))

obtained for a given value of the diffusion coefficient and deposition time τ =

1s. For Jτ/Nd < 5, the range of diameters form a valley in the parameter

space, where the sizes of the NCs are quite small, of the order of 0.35 nm to

0.55 nm, whereas higher ratios of the loading to the concentration of defects

yield larger sizes of NCs.

The proposed general kinetic analysis has been validated by the magnetron

sputtering experiments where Pt was deposited on a h-BN support and, for

the produced samples, the values of the SA:NC ratio and mean diameter of

NCs were extracted (experimental details are given in Ref. [19]). A direct

comparison of experimental results with theoretical predictions would require

full structural characterisation of the support, which represents a significant

challenge to experiment. In the absence of precise knowledge of the types and

concentration of point defects present on a h-BN support, a probe experiment

has been first undertaken aimed at extracting a reasonable range of the two
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unknown parameters of the kinetic model, namely, β defining the type of

defects and Nd determining their concentration.

In the probe experiment, an exfoliated h-BN sample was exposed to a flow of Pt

atoms with the rate estimated at J = 1.77 ± 0.40 nm−2s−1 for 1 second [19],

and the electron microscopy analysis confirmed co-existence of single atoms

with nanoclusters as shown in Figure 5.3. The SA:NC ratio was estimated to

range from 0.8 to 1.2 across different areas in the image, indicating that this

experimental setup corresponds to the blue region of the phase diagram shown

in Figure 5.2b. The experimental mean diameter of NCs is determined as 0.7

nm.

From this data, the upper boundary for the concentration of defects (Nd ≤

Jτ/5) and for the values of β (RT ln β ≤ −5 kJmol−1 and β ≤ 0.14) were

deduced. Additionally, analysis of the phase diagram Figure 5.2b in the wider

range of parameters shows that the blue area is bound to the left by the values

of Jτ/Nd ≤ 14 [19]. It gives the lower boundary for the defect concentration

of Nd ≥ Jτ/14. Using the experimental values of J and deposition time

τ = 1 s, we estimate the surface concentration of point defects as 0.09 ≤

Nd ≤ 0.40 nm−2, which agrees very well with the value recently reported in

Ref. [273] where the total surface density of point defects in exfoliated h-

BN was measured as Nd = 0.14 nm−2. A vast majority of these defects (85%)

corresponds to the vacancies in which a boron atom is removed from the lattice,

whilst vacancies with a missing nitrogen atom and di-vacancies accounted for

the remaining 15%. Note that the photoluminescence (PL) spectrum of the

h-BN samples used in this work exhibits similar peaks to the PL spectrum

reported in Ref. [273] This indicates indirectly the presence of a comparable

concentration of point defects responsible for the emission in the visible range

(see experimental detail in Ref. [19]).

The results of the probe experiment, having a defect concentration similar to

the previously reported experimental value of Nd = 0.14 nm−2, are marked

by the white cross on the phase diagrams in Figure 5.2. As follows from the
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Table 5.3: Experimental and theoretical values of the SA:NC ratio and mean diam-
eter of the nanoclusters for four different loadings of Pt on h-BN. Experimental data
was obtained from the analysis of a series of the AC-STEM images as described in
Ref. [19].

experimental SA:NC ratio NC mean diameter, nm
loading, nm−2 exp theory exp theory

probe 1.77 ± 0.40 1.0 ± 0.2 0.3 0.7 ± 0.3 0.7
validation 1 0.22 ± 0.08 1.5 ± 0.5 1.7 - 16.5 0.6 ± 0.2 0.4 - 0.5
validation 2 0.05 ± 0.03 4.8 ± 2.5 19.8 - 200.0 0.6 ± 0.1 0.4
validation 3 0.01 ± 0.01 only SA 129.1 - 411.2 - -

phase diagram in Figure 5.2(b), the SA:NC ratio can be further increased by

decreasing the value of Jτ/Nd. The simplest way to do this without modifying

the support is to decrease the loading. To validate this conclusion, three ad-

ditional samples have been produced by magnetron sputtering with gradually

decreasing loading values, which are tabulated in Table 5.3. The AC-STEM

images of these sample are presented in Figure 5.3. The results of the valida-

tion experiments are also marked in the phase diagram in Figure 5.2(b) by the

black symbols.2

The predicted theoretical values of the SA:NC ratio and NCs mean diame-

ter are compared with experimental data in Table 5.3, which shows that the

kinetic theory provides excellent agreement for the NCs average size and cap-

tures the trend in the variation of the SA:NC ratio. The latter is particularly

encouraging considering the limited statistics provided by the AC-STEM im-

ages.

In summary, a chemical kinetic model has been applied to investigate the pro-

duction of SACs on surfaces containing point defects and to reveal general

trends describing the dependence of the SA:NC ratio on the key kinetic pa-

rameters such as metal loading and chemical nature and concentration of point

defects. These predictions provide useful guidance for the choice of experimen-

tal conditions and the design of supports in the targeted synthesis of SACs.

As a proof of concept, sputter deposition of Pt on h-BN was carried out to

2These positions are determined without taking into account error bars in the experi-
mental values of loading and must be taken as approximate locations.
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Figure 5.3: AC-STEM images of four samples with different loading of Pt on h-
BN: J = 1.77 nm−2 s−1 in the probe experiment; J = 0.22 nm−2 s−1 in validation
1, J = 0.05 nm−2 s−1 in validation 2, and J = 0.01 nm−2 s−1 in validation 3
experiments. The time of deposition is equal to 1 second in all cases.



Chapter 5. Conclusions and Outlook 112

probe the predicted trends.

5.4 Conclusions and Outlook

The first part of this Chapter outlines potential application of EHCF method

to study the electronic structure and catalytic activity of single-atom cata-

lysts. At the current stage, we can investigate the low-lying part of the d-d

spectrum to qualitatively interpret the catalytic activity of FeN4 and NiN4

SACs observed in experiments. Further development includes more detailed

calculations of the changes in the electronic structure of TM atom caused by

adsorption of reagents and investigation of the catalytic barriers of reactions

using the nudged elastic band method to optimise a path on the potential

energy surface.

The second part of this Chapter contains a detailed model describing the ki-

netics of formation of SACs in the presence of point defects and competing

nucleation processes. This model can be used to estimate the concentration

of single atoms on the surface in physical vapour deposition process for differ-

ent combinations of metals, supports and experimental conditions. This is an

important characteristic that determines the overall catalytic activity of the

material. Combined with the electronic structure theory studies of the elemen-

tary reactions that occur on the individual TM sites, the kinetic theory can

be used for comprehensive theoretical analysis of catalytic activity of realistic

SACs.



Chapter 6

Conclusion

6.1 Main Contributions

The main contribution of this thesis is the development of a hybrid electronic

structure method, Effective Hamiltonian of Crystal Field, designed to ac-

curately calculate local d -d (crystal field) excitations in solid-state systems

containing transition metal atoms. These excitations occur inside individual

d -shells and involve multi-reference states that are difficult to capture with

single-determinant methods. The EHCF method provides a theoretical means

of embedding the multi-reference CI description of the d -shells into the band

structure of the crystal spanned by sp-states, that is treated with an afford-

able self-consistent field single-reference method. This embedding is achieved

by using the concept of group wave functions and the Löwdin partitioning

technique described in detail in Chapter 2 of this thesis.

The EHCF method was extensively tested on transition metal oxides and TM

dopants in oxide materials. We considered a series of oxides with different

structural types, that contain first row transition metal atoms in various va-

lence states and coordination. The calculated d -d transition energies were com-

pared to experimental data from UV-vis and photoluminescence spectroscopy

to determine the accuracy of the method. Our analysis shows, that EHCF

allows one to reproduce experimental energies of the excited d -multiplets with

113
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a good quantitative agreement with experiment. Comparison to r2SCAN and

hybrid DFT calculations in the case of Cr (III) dopants in wide band gap

materials shows that EHCF outperforms these methods in reproducing optical

crystal field transitions and offers the same level of computational efficiency.

Comparison with DMFT results for NiO available in the literature shows, that

EHCF manages to capture spin-flip transitions, which are lacking in the DMFT

description of the excited states.

We further applied the EHCF method to study challenging crystalline sys-

tems – metal-organic frameworks. We considered a series of three-dimensional

MOFs and reproduced the spin of the ground state and certain features of

the electronic spectrum that are known experimentally. EHCF was applied to

study two iron-containing MOFs exhibiting temperature induced spin-crossover.

It was demonstrated that this method allows us to capture spin-crossover

process in both cases. For Fe(py)2Ni(CN)4 we calculated the relative energy

of high- and low-spin states as a function of structural deformation and de-

scribed the line of degeneracy in the space of these coordinates. In the case

of Fe2(H0.67bdt)3 we analysed the unusual temperature profile of the magnetic

susceptibility observed in experiment and propose a hypothetical explanation

of the atypical inflection point appearing in the spin-crossover process.

EHCF was additionally applied to study iron and nickel atoms adsorbed in a

nitrogen-doped double vacancy of graphene, which are used as heterogeneous

single-atom catalysts. It was shown that the EHCF method can be used to

analyse the electronic structure of low-lying excited states, that play an im-

portant role in interpreting catalytic activity of SACs.

Another outcome of this thesis lies outside the scope of the electronic structure

theory and is related to the theory of nucleation and formation of stable single

atoms of transition metals on the surface. We have adopted the Volmer-Weber

model of nucleation and expanded it to include point defects that play a crucial

role in the stabilisation of single-atom catalysts. Our mathematical analysis

of the resulting system of differential equations shows, that the ratio between
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single atoms and nanoclusters depends on two principle parameters and ex-

hibits a weak dependence on all other parameters. This allowed us to propose

general guiding principles for a rational design of SACs that can prevent metal

nucleation.

6.2 Outlook and Suggestions for Further Im-

provements

Two main limitations of the EHCF method have been identified in this work.

The first one is related to the fact, that LMCT states can not be captured

well by this method. This is due to the specific form of the wave function used

in EHCF that disregards charge transfer states between d - and sp-subsystems

and takes their influence into account through the Löwdin partitioning method.

This limitation prohibits application of EHCF to systems where hybridisation

of d -states and sp-states is too strong to be considered within the partitioning

approach prescribed by EHCF. Such systems include materials with metal-

carbon valence bonds and containing heavy transition elements. Possible fu-

ture development, that might help to lift this restriction, is based on introduc-

ing a one-centre spd -hybridisation manifold parametrised by the SO(9) Lie

group, that will allow us to spatially localise the atomic states of TM atom

and include selected hybrids (exhibiting largest overlaps with the orbitals of

the surrounding atoms) into the delocalised wave function of the sp-subsystem.

The second limitation of the present realisation of EHCF comes from the fact

that the SCF HF method is used for sp-subsystem. This results in the rel-

atively poor quality of representation of the dynamical correlation effects in

l -subsystem. The theoretical formulation of EHCF method remains valid if

we describe the sp-subsystem by any method allowing the single-determinant

form of the trial wave function. From this point of view, a very important

future step in the development of EHCF is applying Kohn-Sham PAW-DFT
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to describe sp-subsystem. This is a straightforward task that requires re-

parametrisation of pseudo-potentials used in PAW-DFT so that they include

d -orbitals of transition metals, that are treated with CI approach.

More technical future developments of the EHCF method include implement-

ing the gradients and Hessians of energy with respect to atomic coordinates

and unit cell parameters. This will allow geometry optimization and analysis

of vibronic coupling in spin-crossover systems. Implementation of spin-orbit

coupling of d -electrons is required for a more realistic treatment of heavy tran-

sition metals within the jj scheme. Finally, an additional interesting possibility

is applying EHCF wave functions of the d -multiplets to estimate Heisenberg

coupling parameters required to investigate the magnetic structure of solid

systems.

6.3 Summary

In summary, we developed an efficient hybrid electronic structure method,

EHCF, that can be used to study the ground state electronic structure and

local d -d excitations in crystalline systems containing transition metals. The

method was tested on various classes of systems including TM oxides, MOFs

and single-atom catalysts. EHCF can be used as a helpful tool for interpre-

tation and prediction of UV-vis and PL transitions and magnetic properties

of solid-state systems containing transition metals. Additionally, a few impor-

tant theoretical aspects of metal nucleation and stabilisation of surface single

atoms of transition metals were addressed.
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and J. Sánchez Costa, “Spin crossover-assisted modulation of electron
transport in a single-crystal 3D metal–organic framework,” Chem-
istry of Materials, vol. 35, p. 6012–6023, 2023. [Online]. Available:
http://dx.doi.org/10.1021/acs.chemmater.3c01049

[31] B. Qiao, A. Wang, X. Yang, L. F. Allard, Z. Jiang, Y. Cui, J. Liu,
J. Li, and T. Zhang, “Single-atom catalysis of CO oxidation using
Pt1/FeOx,” Nature Chemistry, vol. 3, pp. 634–641, 2011. [Online].
Available: https://doi.org/10.1038/nchem.1095

[32] A. Wang, J. Li, and T. Zhang, “Heterogeneous single-atom catalysis,”
Nature Reviews Chemistry, vol. 2, p. 65–81, 2018. [Online]. Available:
http://dx.doi.org/10.1038/s41570-018-0010-1

[33] Y. Chen, R. Gao, S. Ji, H. Li, K. Tang, P. Jiang, H. Hu, Z. Zhang, H. Hao,
Q. Qu, X. Liang, W. Chen, J. Dong, D. Wang, and Y. Li, “Atomic-level
modulation of electronic density at cobalt single-atom sites derived from
metal–organic frameworks: enhanced oxygen reduction performance,”
Angewandte Chemie International Edition, vol. 60, pp. 3212–3221, 2020.
[Online]. Available: https://doi.org/10.1002/anie.202012798

[34] S. K. Kaiser, Z. Chen, D. Faust Akl, S. Mitchell, and J. Pérez-
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to analysis of Mössbauer data on spin–active iron(II) compounds,”
Theoretical Chemistry Accounts, vol. 114, pp. 97–109, 2005. [Online].
Available: https://doi.org/10.1007/s00214-005-0649-9

[113] A. Trautwein and F. E. Harris, “Molecular orbital structure,
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[167] J. Lü, C. Perez-Krap, M. Suyetin, N. H. Alsmail, Y. Yan, S. Yang,
W. Lewis, E. Bichoutskaia, C. C. Tang, A. J. Blake, R. Cao, and
M. Schröder, “A robust binary supramolecular organic framework
(SOF) with high CO2 adsorption and selectivity,” Journal of the
American Chemical Society, vol. 136, pp. 12 828–12 831, 2014. [Online].
Available: https://doi.org/10.1021/ja506577g

[168] W. Yang, A. J. Davies, X. Lin, M. Suyetin, R. Matsuda, A. J. Blake,
C. Wilson, W. Lewis, J. E. Parker, C. C. Tang, M. W. George,
P. Hubberstey, S. Kitagawa, H. Sakamoto, E. Bichoutskaia, N. R.
Champness, S. Yang, and M. Schröder, “Selective CO2 uptake and
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