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Abstract

Eddy current induction in objects is a technique that can be used for detection,
characterisation and imaging of a sample. By using a primary radio frequency mag-
netic field eddy currents can be induced in an object which in turn produces a
secondary magnetic field. This secondary magnetic field can then be measured us-
ing a magnetic field sensor such as a fluxgate magnetometer or an optically pumped
magnetometer (OPM). The characteristics of the magnetic field sensor chosen need
to be considered in order to ensure the noise floor, operational frequency and band-
width are sufficient. In this thesis, experiments and numerical simulations for the
evaluation of conductive objects are carried out. A commercially available fluxgate
magnetometer is used to detect and characterise a non-magnetic (aluminium) and
magnetic (steel) sample. The frequency dependence (up to 1 kHz) and positional
dependence of the secondary magnetic field is investigated.

Optically pumped magnetometers are capable of measuring oscillating magnetic
fields with sensitivities in the fT/

√
Hz range in magnetically shielded and unshielded

environments. In this thesis, there is a focus on alignment based magnetometers.
Typically, alignment based magnetometers use paraffin coated vapour cells to extend
the spin relaxation lifetimes of the alkali vapour. Although this works well, paraffin
coated cells have the drawback of being hand-blown making the supply of the cells
somewhat unreliable. Buffer gas cells have the ability to be micro-fabricated and
hence have the potential to be mass produced. Here, the first implementation of
a buffer gas cell in an alignment based OPM is presented. A single laser beam is
used to pump and probe the atomic ensemble. Initially, a table-top set up is used to
characterise the buffer gas cell’s capabilities in an alignment based magnetometer.
A sensitivity of 310 fT/

√
Hz with a bandwidth of 800 Hz is found at a Larmor

frequency of 𝜔𝐿 ≈ 2𝜋(10 kHz). This data is compared to a paraffin coated cell
placed in the same set up.

Characterisation of OPMs and the dynamical properties of their noise is im-
portant for applications in real time sensing tasks. The spin noise spectroscopy
of an alignment based magnetometer, using a paraffin coated cell, is presented. A
stochastic model that predicts the noise power spectra when, as well as the the
static magnetic field responsible for the Larmor precession, a white noise field is
applied in the beam propagation direction. By experimentally varying the strength
of the white noise applied as well as the linear-polarisation angle of incoming light,
the theoretical model is verified. This work paves the way for alignment based
magnetometers to become operational in real time sensing tasks.

The table-top set up is also used to utilise a spin aligned atomic ensemble for mag-
netometry at zero-field. An approach is introduced which involves evaluating how
the linear polarisation of light rotates as it passes through the atomic vapour to null
the magnetic field. Analytical expressions are derived for the resulting spin align-
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ment and photodetection signals. The experimental results show good agreement
with the theoretical predictions. The sensitivity and bandwidth of the magnetometer
are characterised and the practical utility for medical applications is demonstrated
by successfully detecting a synthetic cardiac signal.

The buffer gas vapour cell is then implemented into a compact and portable
magnetometer sensor head that was developed. For the development of the portable
OPM, a low noise and high bandwidth balanced photodetector (BPD) was designed.
The final design had a shot noise limit of ∼ 4 μW below 1 MHz, which exceeds that
of a commercial BPD that was used for comparison. The use of the home-made
detector resulted in a lower overall noise floor in the magnetometer with sensitivities
of 230 fT/

√
Hz at a Larmor frequency of 𝜔𝐿 ≈ 2𝜋(6 kHz) in magnetically shielded

conditions and 865 fT/
√

Hz in unshielded conditions. Eddy current measurements
were then carried out with the sensor in unshielded conditions where aluminium
samples with a diameter as small as 1.5 cm were detected at a distance of 26.4 cm
from the excitation coil and 23.9 cm from the sensing point of the magnetometer.

The portable OPM was developed with a future goal of imaging the conductivity
of the heart with the use of magnetic induction tomography. High frequencies are
required to measure induced fields in an object with a low conductivity. The portable
OPM has a sensitivity of 825 fT/

√
Hz at 𝜔𝐿 ≈ 2𝜋(1.5 MHz) in shielded conditions.

The use of a buffer gas vapour cell in the prototype OPM is a promising step towards
this goal.
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7.3 Calibration of the amplitude of the white noise spectral density. (a)
The output of the white noise setting on a function generator that is
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of data are recorded using a 40 MHz sample rate. The power spec-
tral density of the data sets are then computed, which is rescaled to
the units of Hz. (b) To calculate the conversion factor between the
applied voltage and Hz, the effective magnitude of the noise spec-
tral density needs to be calculated. The average value of the power
spectral density is computed for five different frequency ranges, as
a function of the amplitude Vnoise of the noise applied. The plot
contains quadratic fits 𝑓noise = 𝑐𝑉2

noise, applicable to each of the five
frequency ranges used for averaging. These calibrations agree well
and yield 𝑐 = 1.33(3) × 10−5 Hz/mV2

rms. . . . . . . . . . . . . . . . . . 126
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data (black dots) with the predicted theoretical fit function, Equa-
tion 7.8, plotted on top of the data (magenta line). Time traces of the
magnetometer signal were recorded with 100 averages, each of which
had a duration of 1 second. (a) The power spectral density of the
signal when a relatively low noise spectral density of 𝑓noise = 0.26 Hz
is applied to the system and the input polarisation is set to 𝜃 = 40

◦
.

(b) The power spectral density of the magnetometer signal when a
high noise spectral density is applied to the experimental setup of
strength 𝑓noise = 120 Hz with the input polarisation angle set to
𝜃 = 25

◦
. The power spectral density for all settings have the ex-

perimental noise floors (shown in (c) subtracted and then are fitted
using a single function (magenta curve)) containing three absorptive
Lorentzian peaks with their centres located close to the frequencies
𝑓 = 0, 𝑓𝐿 and 2 𝑓𝐿. For low noise spectral density (a) the three peaks
are distinguishable due to their small linewidth. At high noise spec-
tral densities the linewidths become much larger and the three peaks
significantly overlap. . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

7.5 Amplitudes of the power spectral density peaks as a function of the
white noise strength, which is varied from 6.53 × 10−4 Hz to 163 Hz
with the light polarisation angle fixed at 𝜃 = 25

◦
. For each value
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and linewidth, by fitting the PSD to an absorptive Lorentzian (as
described in Figure 7.4). The theoretical model is fitted to the ex-
perimental data with the resulting fit plotted on top of the data for
each peak at 0 Hz (pink, dotted-dashed), ∼ 𝑓𝐿 (green, solid) and
∼ 2 𝑓𝐿 (blue, dashed). All three peak amplitudes 𝑝𝑎

𝑗
clearly follow the

theoretical predictions of the form given in Equation 7.16 where the
proportionality constant, 𝐶 𝑗 , for each of the three peaks is allowed
to differ as well as the common values for the dissipation rates Γ̃0, Γ̃1
and Γ̃2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
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7.6 The linewidth (a) and central frequency (b) of the power spectral den-
sity peaks as a function of the white noise strength ( 𝑓noise), which is
varied from 6.53×10−4 Hz to 163 Hz with the light polarisation angle
fixed at 𝜃 = 25

◦
. (a) The linewidth increases linearly as a function of

𝑓noise with the slope for each peak agreeing almost exactly with the
proportionality constants predicted in Equation 7.15. Their offsets at
𝑓noise = 0 provide the three dissipation rates Γ0, Γ1 and Γ2, which are
consistent (up to ≈ 10 Hz) to those predicted by fitting the amplitudes
(Figure 7.5). (b) The change in the central frequency is theoretically
predicted in Equation 7.14. The theoretical fit is plotted on top of
the experimental data (dashed lines) with 𝑓𝐿 = 9435(1) Hz is the only
free parameter when fitting for 𝑓1 ≈ 𝑓𝐿 (green circles) and 𝑓2 ≈ 2 𝑓𝐿
(blue squares). The overall error in the experimentally determined
central frequencies is approximately ±5 Hz, arising both from experi-
mental imperfections (e.g., drifts, background-noise subtraction) and
the fitting procedure. . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

7.7 The peak amplitudes of the power spectral density as a function of the
input polarisation angle of the light, which is varied from 𝜃 = −20

◦

to 120
◦
. The white noise strength is fixed at 𝑉noise = 140 mVrms,

corresponding to 𝑓nosie = 0.26 Hz. The theoretical model predic-
tions (Equation 7.16), in particular the angular dependencies ℎ(𝜃)
and 𝑔(𝜃) (see Equations 7.18 and 7.19), are represented by the solid
curves. The data is shown for the three peaks that appear in the
power spectral density which have peaks centred at (a) 0 Hz, (b)
𝑓𝐿 Hz and (c) 2 𝑓𝐿. The theory is fitted using the known dissipation
rates (see Figure 7.8a), with a common correction to the input angle
such that 𝜃 → 𝜃 + 𝛿𝜃 where 𝛿𝜃 = 0.77(7)◦ . For each 𝑝𝑎

𝑗
a proportion-

ality constant is fitted and determined to be 𝑐0 = 3.1(5) × 10−6 V,
𝑐1 = 2.0(1) × 10−6 V and 𝑐2 = 1.3(5) × 10−6 V. . . . . . . . . . . . . . 132

7.8 The angular dependence on the (a) half width half maximum (HWHM)
and the (b) central frequency for the three peaks in the power spectral
density. As expected from the theory, both of these parameters are
independent of the input polarisation angle and hence remain constant.133

8.1 Experimental setup of utilising an alignment based magnetometer
near zero magnetic field. The laser passes through a cubic vapour
cell filled with caesium. There are two set of three Helmholtz coils
surrounding the cell within the magnetic field. The laser light is
polarised in the 𝑧-direction (magenta arrow) and propagates along
the 𝑥-direction. The setup consists of a polarisation maintaining fibre,
half wave plates (𝜆/2), polarising beam splitters (PBS), beam splitters
(BS), a mirror, a single photodiode detector (PD) and a balanced
photodetector consisting of two photodiodes. . . . . . . . . . . . . . 137
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8.2 Nulling procedure of sweeping a magnetic field 𝐵sweep𝑦 (𝑡) which is ap-
plied along the 𝑦-direction in near zero-field conditions. For each
magnetic field sweep, different static fields are chosen in a set direc-
tion. For the obtained magnetic resonances the experimental data
(solid, coloured lines) are fitted to the theoretical predictions shown
in Equation 8.8 (black dotted lines). The varied parameter in each
data set is then extracted and is fitted to a linear relation (black
dotted line). (a) The magnetic resonance signals for various values
of the applied static field 𝐵DC

𝑥 along the 𝑥-direction where the DC
magnetic field applied along the 𝑦- and 𝑧-directions are kept constant
at 𝐵DC

𝑦 = −44.00(1) nT and 𝐵DC
𝑧 = −97.35(1) nT. (b) The corre-

sponding fit parameters 𝑥 ∝ (𝐵residual𝑥 + 𝐵DC
𝑥 ) extracted from (a) as a

function of the applied DC field. The DC field along the 𝑧-direction
is then varied with the magnetic resonances (c) being fitted and (d)
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Chapter 1

Introduction

The detection of magnetic fields has been an important area of research for nearly
two centuries with the first measurements being reported in 1832 by C. Gauss [7].
The magnetic field sensor was made using a bar magnet that was suspended in
the air and was designed to measure the Earth’s magnetic field. The Earth has a
static magnetic field which has been measured and found to have a strength of 25-
65 μT (equivalent to 0.25-0.65 Gauss). Since the first magnetic field measurement,
magnetic field sensors have developed drastically with multiple different sensor de-
signs that can measure static DC and oscillating radio frequency (RF) fields in the
kHz-MHz range. Some examples of magnetic field sensors include Hall-effect probes
[8], fluxgate magnetometers [9, 10], inductance coil sensors [11], magneto-resistive
sensors [12], proton precession magnetometer [13], superconducting quantum in-
terference devices (SQUIDs) [14] and optically pumped magnetometers (OPMs)
[15, 16, 17, 18, 19]. SQUIDs have shown promising potential with sensitivities ap-

proaching the fT/
√

Hz scale [14]. However, they require cryogenic cooling which
makes them bulky and expensive to operate. The OPM shows promising results
with the sensitivities outperforming SQUIDs [20, 21]. OPMs can measure static
(DC) and oscillating (kHz-MHz) magnetic fields. They can be made into compact
sensors with the added advantage of not needing to be kept stationary whilst mea-
suring magnetic fields [22].

Optically pumped magnetometers [15, 16, 17, 18, 19] (also called atomic magne-
tometers or optical magnetometers) that are based on spin polarised atoms contain-
ing e.g. caesium (Cs), rubidium, potassium or helium have shown great potential

in reaching high sensitivities in the fT/
√

Hz [23, 24, 25, 2, 3] and sub-fT/
√

Hz range
[20, 21]. The first demonstration of an optically pumped magnetometer by Bloom
and Bell was in 1957 [26]. The improvements in the performance and sensitivities
of OPMs since then have surpassed the sensitivity of SQUIDs without the need for
cryogenic cooling [14]. OPMs have demonstrated their use in a variety of fields
where the precise detection of small magnetic fields is essential. Some examples in-
clude material characterisation [27], non-destructive testing [28, 29, 30], geophysics,
remote sensing [2, 31], dark matter searches [32] and nuclear magnetic resonance
gyroscopy [33]. OPMs have also shown their potential in numerous medical ap-
plications such as magneto-encephalography [34, 35, 36] and magneto-cardiography
[37, 38].

The basic principles behind optically pumped magnetometers depend on measur-
ing the atomic Larmor precession 𝜔𝐿 of the atomic spins in a static magnetic field.
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The Larmor frequency is related to the applied static magnetic field by 𝜔𝐿 = 𝛾𝑔 |B|
where 𝛾𝑔 is the gyromagnetic ratio of the atom. The atoms are polarised by optical
pumping [39] of the atomic ensemble where angular momentum is transferred from
light, that is on resonance with an atomic transition, to the atoms. To create an
aligned state, where the atoms are typically pumped to two outer dark states, lin-
early polarised light is used. Atoms within the dark state cannot absorb a photon
and therefore are ‘trapped’ in these states. In an aligned state the atomic spins have
a preferred axis but not a preferred direction. To create an oriented state, where
typically the atoms are pumped to a single dark state, circularly polarised light is
used. In this case the atomic spins have a preferred direction as well as a preferred
axis. The spin polarisation can then be monitored using a linearly polarised probe
beam propagating through the atomic ensemble. The change in angle of the light
polarisation of the probe beam can then be measured. From this, information about
the strength of magnetic fields can be determined allowing for the detection of small
fields.

Compact and portable OPMs are highly desirable, especially for the integration
of them into densely packed arrays in medical applications [22]. Current commer-
cially available OPMs typically operate in the spin exchange relaxations free (SERF)
[40, 41, 42]. SERF magnetometers have proved to be some of the most sensitive

magnetometers working close to zero magnetic field with fT/
√

Hz sensitivities being
demonstrated [43, 44, 45]. In the SERF regime the vapour cells are heated to high
temperatures (100

◦
C - 200

◦
C) [46] leading to high number densities of the alkali

atoms. The high number density causes more collisions between the atoms. Upon
collisions, spin relaxation occurs and the spins of the atoms are randomised. In the
setting of near zero-field magnetic fields, the rate of spin relaxation is much faster
than the Larmor precession. Hence the magnetometry signal is a measure of the
evolution of the average atomic spin and the system is not subject to decoherences
caused by spin exchange. These types of magnetometers are capable of measuring
one, two or three components of the magnetic field. In recent years, an alternative
zero-field magnetometer has been made commercially available [47]. This magne-
tometer is based on an ensemble of helium atoms being pumped into an aligned state.
This magnetometer has the benefit of working at room temperature and having a
larger dynamic range. Although it has shown an impressive sensitivity to magnetic
fields, it is not as sensitive to small oscillating magnetic fields when compared to
SERF magnetometers [40, 47]. As well as zero-field optical magnetometers, scalar
OPMs are also commercially available. These magnetometers have a large enough
dynamic range that they can be operated in the Earth’s magnetic field [40].

In addition to measuring low frequency magnetic fields (DC - 1 kHz), the de-
tection of radio frequency (RF) magnetic fields is also of interest. RF-OPMs are
not yet commercially available but prototypes are becoming more prominent in the
literature [29, 2, 48, 49]. Many research groups are focused on the development,
characterisation and potential applications of detecting magnetic fields in the kHz-
MHz frequency range. There are two common types of RF-OPMs, the first being
an orientation based OPM which are typically implemented using two or three laser
beams [24, 50, 23]. The other is an alignment based OPM which is typically im-
plemented with a single laser beam [51]. Both show promise for applications and
commercialisation. Current prototypes in the literature are based upon orientation
based OPMs [29, 2, 48, 49] and utilise two laser beams. Alignment based OPMs
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show great potential for further miniaturisation due to the use of a single laser beam.
Both types of OPMs can operate at room temperature or elevated temperatures that
are still much less than a SERF magnetometer.

Measuring oscillating magnetic fields plays a key part in the remote detection and
characterisation of electrically conductive and magnetically permeable objects. Elec-
tromagnetic induction is commonly used in eddy current testing as a non-destructive
technique for flaw detection and material characterisation [52, 53, 54, 55]. Eddy cur-
rent testing is based upon a primary magnetic field B1(𝑡) exciting eddy currents in
a sample which induced a secondary magnetic field Bec(𝑡) [56, 57]. The secondary
magnetic field contains information about the sample including its position, shape,
electrical conductivity and magnetic permeability [58, 1]. This technique can be
used to detect a wide range of objects, as it is sensitive to both the electrical con-
ductivity 𝜎 and the magnetic permeability 𝜇 = 𝜇0𝜇𝑟 of the object, where 𝜇0 is the
vacuum permeability and 𝜇𝑟 is the relative permeability. Hence, the potential and
use of eddy current testing has already shown great potential in numerous appli-
cations including, but not limited to, remote sensing [31, 2], defect detection and
non-destructive testing [28, 59].

Eddy current detection can image samples using magnetic induction tomography
(MIT) [56]. MIT can be used to detect objects as well as construct 2D and 3D maps
of the structure and electromagnetic properties [56, 58, 60, 61]. In order to create 3D
images of the objects the frequency of the primary magnetic field needs to be varied
as each object has a frequency dependent skin depth. The skin depth determines
the distribution of the eddy currents in an object. Hence by varying the frequency
different penetration depths can be obtained for the primary magnetic field in the
object [62]. This method is of potential importance in medical applications in the
non-invasive diagnosis of atrial fibrillation [61]. Atrial fibrillation is a common heart
condition where the heartbeat is irregular. Currently, details about the causes are
unknown. It is thought that a potential cause is due to permanent anomalies in the
electrical conductivity 𝜎 of the heart [61]. As the causes are not known, current
treatment methods are less than optimal and often fail in treating the irregularities
[63]. If permanent anomalies in the conductivity of the heart are the issue, the use of
magnetic induction tomography could prove promising in creating a 3D map of the
conductivity as a diagnostic tool [61]. The heart has a low conductivity of ∼ 0.5 S/m
so a sensitive magnetometer needs to be used to detect the small secondary magnetic
field with a sufficient signal to noise ratio. Optically pumped magnetometers are a
good option with their fT/

√
Hz sensitivities. Their potential has already been shown

with the detection and imaging of low conductivity phantoms [30, 25].
This thesis is structured as follows: to begin with, the theoretical background

that underpins radio frequency OPMs is then presented in Chapter 2. This includes
the atomic structure of caesium, atomic interactions with magnetic fields and light,
before finally looking at how the atomic ensemble can be optically pumped into an
aligned state.

Following on from this, the basic principles needed to understand how electro-
magnetic induction imaging can be used to image samples with electromagnetic
properties are then discussed in Chapter 3. These principles are experimentally
demonstrated throughout the thesis.

This is followed by the theory of an alignment magnetometer, which is presented
in Chapter 4. This shows how a single laser beam can be used to pump and probe
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an atomic ensemble. The theory takes into account the difference between using a
paraffin coated cell and a buffer gas cell, where appropriate, to measure oscillating
magnetic fields.

Chapter 5 focuses on eddy current testing with a study of how the secondary
magnetic field produced in a non-magnetic and magnetic sample vary with the fre-
quency of the primary magnetic field and position of the object. In this chapter, a
commercial fluxgate that is well calibrated and known to perform well in unshielded
conditions is used. This data is used as a point of reference for experimental data
taken using a prototype portable OPM and to characterise the materials extracting
the conductivity and relative magnetic permeability. The data presented in this
chapter is verified using COMSOL which shows good agreement with the experi-
mental data. The findings are first detailed in Ref. [1].

The thesis will then turn to the experimental results obtained over the course of
the PhD with a focus on alignment based OPMs. In Chapter 6, a table-top magne-
tometer is shown. The magnetometer is characterised with two different vapour cells
being used. Initially, a paraffin coated cell is placed into the experimental setup.
The magnetometer is characterised to determine the minimal detectable field and
the non-linear Zeeman splitting is observed. This magnetometer is then used to
perform eddy current measurements on an aluminium sample. The vapour cell is
then replaced with a 65 Torr nitrogen (N2) buffer gas cell. This is the first demon-
stration of a buffer gas cell being used in an alignment based OPM [3] as in previous
work anti-relaxation coated vapour cells are used [51, 64]. The magnetometer is
then characterised to determine the minimum detectable field and the non-linear
Zeeman splitting is observed with the use of the buffer gas cell. It is noted that
for a fair comparison vapour cells of comparable size are used. The advantage of
using a buffer gas cell is the ability for them to be produced on a mass scale using
micro-fabrication techniques [65, 66, 67]. These techniques are not currently compa-
rable with anti-relaxation coated cells that have to be hand-made. Combining the
micro-fabrication techniques with the use of a single laser beam makes buffer gas
alignment magnetometers well-suited for further miniaturisation of RF-OPMs.

Using the table-top alignment based magnetometer in Chapter 6 with the paraffin
coated cell, the setup is further characterised. In Chapter 7, a stochastic model of
the spin noise spectroscopy is presented. How the power spectral density of the
alignment based magnetometer, in the presence of a static magnetic field, is affected
by white noise is presented [5]. This work paves the way for exploring alignment
based magnetometers in real time sensing tasks, in which it is possible to track
time-varying signals beyond the nominal bandwidth dictated by the magnetometer.
In Chapter 8, the alignment based magnetometer is used to investigate how to
use a spin aligned atomic ensemble for zero-field magnetometry [4]. A modulation
free technique for nulling the magnetic field is presented. The method involves
evaluating how the linear polarisation of the light is rotated as it is transmitted
through the atomic ensemble. Having presented the method for nulling the magnetic
field, the magnetometer is then characterised and the sensitivity and bandwidth are
determined.

Finally, the development of a portable alignment based magnetometer prototype
is presented. In order to create a portable device, a high bandwidth low noise
balanced photodetector (BPD) with a small footprint needed to be designed. The
design procedure and performance of the final balanced photodetector are presented
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in Chapter 9. Chapter 10 shows the use of this BPD, along with the buffer gas
cell, in a portable OPM prototype. The development and characterisation of the
OPM in shielded and unshielded conditions is presented. The OPM has a sub-
pT/

√
Hz performance in unshielded conditions. The use of the OPM for eddy current

detection is also presented, with samples as small as 1.5 cm being detected with a
good signal to noise ratio at a distance of 26.4 cm from the excitation coil and
23.9 cm from the sensing point of the magnetometer. The findings in this thesis are
then summarised in Chapter 11.
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Chapter 2

Atomic physics and magnetometry

2.1 Caesium

2.1.1 Atomic structure

Caesium (Cs) only has one stable isotope which is Cs-133 [68]. Caesium has an
atomic number 55 and an electronic configuration of [Xe] 62S1/2 where Xenon (Xe)
is a noble gas. The electronic shells in Xe are full resulting in it being non-reactive.
Caesium has a single electron in the outer shell. This outer electron makes caesium
useful for magnetometry. The electron is described by 62S1/2 where the ‘6’ is the
principal quantum number 𝑛 and ‘S’ represents the orbital angular momentum 𝐿

of the outer electron. The superscript ‘2’ results from 2𝑆 + 1 where 𝑆 = 1/2 is
the intrinsic spin of the electron and the subscript of ‘1/2’ is the total angular
momentum 𝐽 of the electron. The higher the quantum number 𝑛 the less tightly
bound the electron is to the nucleus. For the orbital angular momentum of the
electron ‘S’ corresponds to 𝐿 = 0 and ‘P’ corresponds to 𝐿 = 1.

The outer electron prefers to be in the lowest energy configuration which corre-
sponds to 𝐿 = 0. In the excited state there is a fine structure doublet with possible
levels of 62P1/2 and 62P3/2. The fine structure arises from the coupling between the
orbital angular momentum L and the spin angular momentum S and can be calcu-
lated from the total angular momentum J [68]. This can be used to determine the
possible quantum numbers that 𝐽 can take. The total electronic angular momentum
J needs to be calculated as

J = L + S. (2.1)

The quantum number 𝐽 can take values of |𝐿 − 𝑆 | ≤ 𝐽 ≤ 𝐿 + 𝑆 in steps of 1. For
the caesium atom in the ground state the electron has 𝐿 = 0, 𝑆 = 1/2 and hence
𝐽 = 1/2. In the excited state the electron has 𝐿 = 1 and hence 𝐽 = 1/2 or 3/2. The
energy level structure can be seen in Figure 2.1. The energy level transition (D-line)
from the ground state to the excited state is split into two. The transition from
62S1/2 → 62P1/2 is called the D1 transition and 62S1/2 → 62P3/2 is known as the
D2 transition. In order for a Cs atom to be excited from the ground state it must
absorb a photon of the correct wavelength that matches the transition. For the D1
transition (62S1/2 → 62P1/2) the photon needs a wavelength of ∼ 895 nm and for
the D2 transition (62S1/2 → 62P3/2) the photon needs a wavelength of ∼ 852 nm.

Each sublevel further splits into the hyperfine states which arise from the cou-
pling between the total electronic angular momentum J and the total nuclear angular
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Figure 2.1: Caesium energy level diagram with the ground states 𝐹 = 3 and 𝐹 = 4.
The two energy transitions are shown with the 62S1/2 → 62P1/2 (D1) transition
having excited states 𝐹′ = 3, 4 and the 62S1/2 → 62P3/2 (D2) transition having
excited states 𝐹′ = 2, 3, 4, 5. An atom must absorb a photon of wavelength 894 nm
and 852 nm to become excited for the D1 and D2 transitions, respectively.

momentum I. This results in a total angular momentum F which is given by

F = J + I. (2.2)

The values of 𝐹 can take the values of |𝐽− 𝐼 | ≤ 𝐹 ≤ 𝐽+ 𝐼 in steps of 1. Caesium has a
total nuclear angular momentum 𝐼 = 7/2 and hence for the ground state level which
has a total electronic angular momentum 𝐽 = 1/2 the total angular momentum can
take the values 𝐹 = 3, 4. For the excited states the couplings result in a total angular
momentum of 𝐹′ = 3, 4 for 62P1/2 which has 𝐽 = 1/2 and 𝐹′ = 2, 3, 4, 5 for 62P3/2
which has 𝐽 = 3/2. Here 𝐹′ is used to distinguish the excited state from the ground
state which is denoted by 𝐹. For the hyperfine splitting, the atomic energy levels
are shifted according to the value of 𝐹.

Due to the Heisenberg uncertainty principle, only one of the components of the
total angular momentum F can be measured with 100% certainty. The total angular
momentum components 𝐹𝑥, 𝐹𝑦 and 𝐹𝑧 are spin operators, for simplicity in the text
the ‘hats’ are dropped. In this thesis the 𝐹𝑧 component will be measured. The 𝐹𝑧
component can take possible values in the range of 𝑚𝐹 = [−𝐹,−𝐹 + 1, ..., 𝐹 − 1, 𝐹].
When measuring the 𝐹𝑧 component the 𝐹𝑥 and 𝐹𝑦 components cannot be known
with 100% certainty as they do not commute [𝐹𝑥 , 𝐹𝑦] = 𝑖ℏ𝐹𝑧. The uncertainties can
be determined using the Heisenberg uncertainty principle

Δ𝐹𝑥Δ𝐹𝑦 ≥
ℏ

2
⟨𝐹𝑧⟩ . (2.3)
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In order to describe the interactions of the atomic states with magnetic fields
and light it is convenient to describe the different sublevels in vector form. For a
simple model with the transition of 𝐹 = 1 → 𝐹′ = 0, the ground state sublevels can
be defined as |𝐹, 𝑚𝐹⟩ = {|1, 1⟩ , |1, 0⟩ , |1,−1⟩} with the excited state being defined
as

��𝐹′, 𝑚′
𝐹

〉
= |0′, 0′⟩.

2.1.2 Number density

In a magnetometer a vapour cell containing a small amount of caesium is utilised.
The amount of caesium vapour depends on the temperature and pressure of the cell.
Caesium has a low melting point of 301.6 K (28.44

◦
C). For temperatures below the

melting point, 𝑇 < 301.6 K, the pressure 𝑃𝑣 is calculated from

log10(𝑃𝑣) = −219.482 + 1088.676

𝑇
− 0.083362𝑇 + 94.888log10𝑇. (2.4)

Above the melting point, 𝑇 > 301.6 K, the pressure 𝑃𝑣 is given by

log10(𝑃𝑣) = 8.22127 + 4006.048

𝑇
− 0.00060194𝑇 − 0.19623log10𝑇. (2.5)

The pressure 𝑃𝑣 here is given in units of Torr [68]. The relation between the pressure
of the atomic vapour as temperature increases can be seen in Figure 2.2a. From the
pressure, the number density in the Cs vapour cell can be calculated as

𝑛 =
𝑃𝑣

𝑘𝐵𝑇
, (2.6)

where 𝑃𝑣 is the vapour pressure in units of Pascals. The pressure is converted from
Torr to Pascals using the conversion factor 133.322 Pa/Torr. The number density
as a function of temperature is shown in Figure 2.2b. Two key temperatures used
in this thesis are 18.5

◦
C and 50

◦
C which have a corresponding number density of

2.2 × 1016 m−3 and 4.1 × 1017 m−3, respectively.
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Figure 2.2: The atomic (a) pressure and (b) number density of the caesium vapour
as a function of temperature.
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2.2 The Zeeman effect

When a static magnetic field is applied to the atomic ensemble, the magnetic-field-
atom-interaction Hamiltonian is determined from

𝐻𝐵 = −𝜇 · B, (2.7)

where 𝜇 = 𝑔𝐹𝜇𝐵 (𝐹𝑥x̂ + 𝐹𝑦ŷ + 𝐹𝑧ẑ)/ℏ is the atom’s magnetic dipole operator while
𝑔𝐹 is the hyperfine Landé g-factor [68] and 𝜇𝐵 is the Bohr magneton. Hence the
Hamiltonian is calculated from

𝐻𝐵 =
𝑔𝐹𝜇𝐵

ℏ
(𝐹𝑥𝐵𝑥 + 𝐹𝑦𝐵𝑦 + 𝐹𝑧𝐵𝑧). (2.8)

This holds for a generic magnetic field but the focus will now move to a static
magnetic field 𝐵0 applied in the 𝑧-direction. Hence, only the 𝐹𝑧 component in
Equation 2.8 remains and can be determined from

𝐹𝑧 |𝐹, 𝑚𝐹⟩ = ℏ𝑚𝐹 |𝐹, 𝑚𝐹⟩ . (2.9)

For simplicity, a simple model with a ground state of 𝐹 = 1 which has sublevels
|𝐹, 𝑚𝐹⟩ = {|1,−1⟩ , |1, 0⟩ , |1,−1⟩} and an excited state 𝐹′ = 0 with

��𝐹′, 𝑚′
𝐹

〉
= |0, 0⟩,

as shown in Figure 2.3, will be used. In this case, 𝐹𝑧 can be defined as

𝐹𝑧 = ℏ

©­­­«
1 0 0 0
0 0 0 0
0 0 −1 0
0 0 0 0

ª®®®¬ , (2.10)

and hence in a static magnetic field the magnetic-field-atom-interaction Hamiltonian
is given by

𝐻𝐵 = 𝑔𝐹𝜇𝐵

©­­­«
𝐵0 0 0 0
0 0 0 0
0 0 −𝐵0 0
0 0 0 0

ª®®®¬ . (2.11)
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Figure 2.3: A simple energy level model with a single ground state level 𝐹 = 1 and
a single excited state 𝐹′ = 0. (a) A 𝜋-polarised light drives the 𝐹 = 1 → 𝐹′ = 0
transition to excite atoms. (b) In the presence of a weak static field the ground state
energy levels are equally split by the Larmor frequency 𝜔𝐿.
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The application of this static magnetic field causes perturbations in the hyperfine
structure. This is described by the Zeeman effect. For a weak static magnetic field,
the energy sublevels are displaced by an even amount with the energy difference
proportional to the magnetic field strength,

Δ𝐸𝐹,𝑚𝐹
= 𝑔𝐹𝜇𝐵𝑚𝐹𝐵0. (2.12)

From this the operational frequency of a magnetometer can be determined as

𝜈𝐿 =
Δ𝐸𝐹,𝑚𝐹

− Δ𝐸𝐹,𝑚𝐹−1
ℏ

. (2.13)

Hence, it can be seen that in the weak field regime the Larmor frequency can be
calculated as 𝜈𝐿 = 𝛾cs𝐵0 where 𝛾cs = 3.5 kHz/μT is the gyromagnetic ratio of
caesium in units of Hz. The Zeeman splitting is shown for the ground state of
caesium in Figure 2.4.
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Figure 2.4: Zeeman splitting of the caesium ground state levels in a weak static
magnetic field which splits neighbouring levels by the Larmor frequency 𝜔𝐿.

2.2.1 The non-linear Zeeman effect

When a strong magnetic field is applied to the system the splitting of the hyperfine
levels is no longer equal and hence Equation 2.13 is not valid. As the linear response
is no longer valid second order corrections need to be considered. For a system where
𝐽 = 1/2 the energy splitting is described by the Breit-Rabi formula [68] which is given
by

𝐸 = − 𝐸hfs

2(2𝐼 + 1) − 𝑔𝐼𝜇𝐵𝑚𝐹𝐵0 ±
𝐸hfs

2

√︄
1 + 4𝑚𝐹

(2𝐼 + 1) 𝑥 + 𝑥
2, (2.14)

where 𝐸hfs = ℎ𝜈hfs is the hyperfine splitting of the ground state, 𝑔𝐼 = 𝜇𝐼/(𝜇𝑁 𝐼) is
the nuclear g-factor, 𝜇𝐼 is the nuclear magnetic moment, 𝑔𝐽 ∼ 2 and

𝑥 =
(𝑔𝐽 − 𝑔𝐼)𝜇𝐵

𝐸hfs
𝐵0. (2.15)
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The choice of the sign factor ± is determined from 𝐹± = 𝐼±1/2 where 𝐹± represented
the hyperfine splitting.

Expanding the final term up to second order of 𝐵0 and substituting in 𝐼 = 7/2
for caesium Equation 2.14 becomes

𝐸 =
7𝐸hfs

16
+ 𝜇𝐵

(𝑚𝐹

4
− 𝑔𝐼

)
𝐵0 +

𝜇2
𝐵
(16 − 𝑚2

𝐹
)

16𝐸hfs
𝐵20. (2.16)

By calculating the energy difference between the 𝑚𝐹 and 𝑚𝐹 − 1 state, for some ar-
bitrary 𝐹, the frequency difference between two adjacent sublevels can be calculated
as

Δ𝜈𝑚,𝑚−1 = 𝜈𝐿 +
2𝜈2

𝐿

𝜈hfs

(
𝑚 − 1

2

)
. (2.17)

As is shown in Section 6.4.5, for the 𝐹 = 4 caesium ground state the difference
between the two outer states is Δ𝜈𝑚=4,𝑚=3 − 𝛿𝜈𝑚=−3,𝑚=−4 = −7(2𝜈2

𝐿
)/𝜈hfs.

2.3 Light-atom interactions

The optical electric field for light that is polarised in the 𝑧-direction can be written
as

E = 𝐸0 cos (𝜔𝑡)ẑ, (2.18)

where 𝐸0 is the electric field amplitude and 𝜔 is the angular frequency of the light.
The light-atom interaction Hamiltonian 𝐻𝑙 is

𝐻𝑙 = −E · d (2.19)

= −𝐸0 cos (𝜔𝑡)𝑑𝑧, (2.20)

where d = 𝑑𝑥x̂ + 𝑑𝑦ŷ + 𝑑𝑧ẑ is the dipole operator. The components of the dipole
operator can be defined as

𝑑𝑥 =
𝑑−1 − 𝑑1√

2
, (2.21)

𝑑𝑦 = − 𝑖 𝑑−1 − 𝑑1√
2

, (2.22)

𝑑𝑧 =𝑑0. (2.23)

Here 𝑑1, 𝑑0 and 𝑑−1 are rank-1 spherical tensor components that are used to describe
the dipole operator vector [16]. The Wigner-Eckart Theorem can be used to calculate
𝑑0 [16]. The Wigner-Eckart formula for a rank-1 tensor is given by

⟨𝐹1, 𝑚1 | 𝑑𝑞 |𝐹2, 𝑚2⟩ = (−1)𝐹1−𝑚1

(
𝐹1 1 𝐹2
−𝑚1 𝑞 𝑚2

)
⟨𝐹1 | |𝑑 | |𝐹2⟩ , (2.24)

where the matrix in the equation is the Wigner-3j symbol and ⟨𝐹1 | |𝑑 | |𝐹2⟩ is the
reduced matrix elements for the transition. The Wigner-3j symbol is related to the
Clebsch-Gordon coefficient ⟨𝐹1, 1, 𝑚1, 𝑞 |𝐹2,−𝑚2⟩ [68] by(

𝐹1 1 𝐹2
−𝑚1 𝑞 𝑚2

)
=

(−1)𝐹1−1−𝑚2

√
2𝐹2 + 1

⟨𝐹1, 1, 𝑚1, 𝑞 |𝐹2,−𝑚2⟩ . (2.25)
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For a simple model with the transition 𝐹 = 1 → 𝐹′ = 0, 𝑑0 is calculated as

𝑑0 =

©­­­«
0 0 0 0
0 0 0 −1
0 0 0 0
0 −1 0 0

ª®®®¬
⟨1| |𝑑 | |0′⟩

√
3

. (2.26)

The derivation of 𝑑1 and 𝑑−1 are not of use to the geometries used in this thesis
but can be found in Ref. [16]. For light that is linearly polarised along the the
quantisation axis in the 𝑧-direction the 𝑑𝑧 component is equal to the 𝑑0 component
calculated here. Therefore, the light-atom interaction Hamiltonian is found to be

𝐻𝑙 = 𝐸0 cos (𝜔𝑡)
©­­­«
0 0 0 0
0 0 0 −1
0 0 0 0
0 −1 0 0

ª®®®¬
⟨1| |𝑑 | |0′⟩

√
3

(2.27)

= ℏΩ𝑅 cos (𝜔𝑡)
©­­­«
0 0 0 0
0 0 0 −1
0 0 0 0
0 −1 0 0

ª®®®¬ , (2.28)

where Ω𝑅 = (⟨1| |𝑑 | |0′⟩ 𝐸0)/(ℏ
√

3) is the Rabi frequency.

2.3.1 Selection rules

With the use of linearly polarised light, as shown here, the atom can change its
total angular momentum Δ𝐹 when in the excited state such that Δ𝐹 = 𝐹 − 𝐹′ = 1
without changing the projection of the angular momentum along the quantisation
axis. In general, the allowed transitions can be calculated from the Wigner-3j symbol
(Equation 2.25) and they show that for a transition 𝐹 → 𝐹′ = 𝐹±1, Δ𝑚𝐹 = −1, 0, +1
are allowed. Where as for a transition 𝐹 → 𝐹′ = 𝐹, Δ𝑚𝐹 = −1, +1 are only allowed.
Here the polarisation type of light couples to the different Δ𝑚𝐹 level with 𝜋-polarised
light coupling to 𝑚𝐹 → 𝑚′

𝐹
, 𝜎+-polarised light coupling to 𝑚𝐹 → 𝑚′

𝐹
+ 1 and 𝜎−-

polarised light coupling to 𝑚𝐹 → 𝑚′
𝐹
− 1. Hence for the experiments presented in

this thesis the allowed transition is Δ𝑚𝐹 = 0.

2.4 Vapour cells

In this thesis there are three vapour cells of interest. The first is a vapour cell only
containing caesium vapour which is used as a reference cell. The next is a paraffin
coated cell which is used in the table-top setup, for the spin noise measurements and
as a zero-field magnetometer. The paraffin coated cell is hand-blown and cubic with
a volume of (5 mm)3. The paraffin coated vapour cell is not heated and remains at
room temperature (∼ 18.5

◦
C) for all measurements. The final cell is a 65 Torr buffer

gas cell which is used in the table-top setup as well as in the portable prototype
that was developed. The buffer gas used in the cell is nitrogen (N2) which is heated
to ∼ 50

◦
C. The cell is heated using a Shapal ceramic cover that is wrapped in a

non-magnetic resistive heating wire. This is then surrounded by a heat insulator
aerogel and Kapton tape to keep the wires in place. The tip of the cell is not heated
to keep the solid Cs in the stem. All three cells can be seen in Figure 2.5.
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(a)

(b) (c)

Figure 2.5: Caesium filled vapour cells: (a) a 7 cm long reference cell containing
only Cs, (b) a (5 mm)3 paraffin coated cell, (c) a 5 mm diameter and 5 mm long
nitrogen buffer gas cell.

2.4.1 Quantum noise

Optically pumped magnetometers have a fundamental noise floor limit that are
imposed by quantum mechanics. There are two typical sources of noise that arise
from the quantum fluctuations in the atomic ensemble and probe beam known as
the spin projection noise 𝛿𝐵spin and photon shot noise 𝛿𝐵shot, respectively. The
total quantum noise limit is given by

𝛿𝐵quantum =

√︃
𝛿𝐵2spin + 𝛿𝐵

2
shot

. (2.29)

The theoretical values for the spin projection noise and photon shot noise can be
derived following the reasoning in Ref. [21].

Starting with the derivation of the spin projection noise which arises from the
uncertainty relation

Δ𝐹𝑥Δ𝐹𝑦 ≥
|𝐹𝑧 |
2
, (2.30)

for non-commuting operators with total angular momentum
[
𝐹𝑥 , 𝐹𝑦

]
= 𝑖𝐹𝑧. As there

is no squeezing used here it can be assumed that Δ𝐹𝑥 = Δ𝐹𝑦 and hence the relation
simplifies to

Δ𝐹𝑥 ≥
√︂

|𝐹𝑧 |
2𝑁

, (2.31)

41



where there are 𝑁 atoms in the system. For a continuous measurement over a time
𝑡 the uncertainty of 𝐹𝑥 can be adapted to have the form [21, 69]

Δ𝐹𝑥 =

√︂
2𝐹𝑧𝑇2
𝑁

, (2.32)

where 𝑇2 is the transverse relaxation time. The uncertainty on the measurement of
Δ𝐹𝑥 can also be related to the uncertainty on the measurement of the oscillating
magnetic field. With the light polarised in the 𝑧-direction and a resonant oscil-
lating magnetic field along the 𝑦-direction given by 𝐵rf cos (𝜔𝐿𝑡)ŷ, the transverse
polarisation can be calculated as

𝑃𝑥 =
𝐹𝑥

𝐹𝑧
=

1

2
𝛾cs𝐵rf𝑇2 sin (𝜔0𝑡). (2.33)

Hence the uncertainty on 𝐹𝑥 can be calculated from

Δ𝑃𝑥 =
Δ𝐹𝑥

𝐹𝑧
=
𝛾cs𝑇2

2
𝛿𝐵spin. (2.34)

Combining Equations 2.32 and 2.34 results in the spin projection noise being calcu-
lated as [21]

𝛿𝐵spin =
1

𝛾cs

√︄
8

𝐹𝑧𝑛𝑉𝑇2
, (2.35)

where 𝑛 is the number density of atoms and 𝑉 is the volume of atoms being probed.
In order to determine the photon shot noise limit the angle at which the linear

polarisation of the probe beam is tilted, due to the transverse spin polarisation of
the RF field, needs to be considered. The angle of rotation is given by [21]

𝜙 =
1

2
𝑙𝑟𝑒 𝑓osc𝑛𝑃𝑥𝐷 (𝜈), (2.36)

where 𝑙 is the length of the vapour cell, 𝑟𝑒 = 2.8 × 10−13 cm is the classic electron
radius, 𝑓osc ≈ 1/3 is the typical oscillator strength for the D1 transition and 𝐷 (𝜈)
is the dispersion profile which is given by 𝐷 (𝜈) = (𝜈 − 𝜈0)/[(𝜈 − 𝜈0)2 + (Δ𝜈/2)2].
Here 𝜈0 is the frequency of the D1 transition and Δ𝜈 is the optical full width half
maximum. The uncertainty of the measured rotation arises from the uncertainty in
the number of photons hitting each photodiode in the balanced photodetector and
is given by

𝛿𝜙 =

√︄
1

2Φ𝜂
, (2.37)

where Φ is the flux of the photons and 𝜂 is the quantum efficiency of the photodiodes.
Using Equations 2.33, 2.36 and 2.37, the photon shot noise can be calculated as

𝛿𝐵spin =
2
√

2

𝜋𝑙𝑟𝑒𝑐 𝑓 𝑛𝐷 (𝑣)
√
Φ𝜂

. (2.38)

In an ideal case the photon shot noise limit will be equal to the spin projection noise
such that the total quantum noise can be determined by 𝛿𝐵quantum =

√
2𝛿𝐵spin.
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2.5 Absorption spectroscopy

The hyperfine levels that are shown in Figure 2.1 can be seen experimentally by
performing absorption spectroscopy measurements. This method involves shining
laser light through a vapour cell and detecting the transmitted light using a single
photodiode detector. A reference cell with a length of 7 cm filled with caesium
vapour is used to see the hyperfine transitions on the D1-line. A custom-made laser
as described in Section 6.3 is used with the wavelength being ramped up and down
around 894.5 nm. The wavelength is varied in order to match the different energy
transitions between the hyperfine levels. The amplitude of the transmitted light is
detected as the wavelength of the laser is ramped up and down around 894.5 nm.
The signal is then normalised such that the light power before the vapour cell 𝐼 (0) is
equal to the light power after the vapour cell 𝐼 (𝑙) when the laser light is off resonance.
The resulting signal can be seen in Figure 2.6. It can be seen that the four expected
transitions are detected and separated by the expected frequency differences.
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Figure 2.6: Absorption spectrum of the D1 line for caesium reference cell normalised
to the light power before the vapour cell 𝐼 (0).

2.5.1 Doppler broadening

In temperatures above 0 K, atoms move with a velocity v. The atom has a speed
component 𝑣𝑥 along the laser propagation direction, this causes the frequency of the
laser that the laser experiences to be shifted due to the Doppler effect as given by,

𝜈(𝑣𝑥) = 𝜈0
(
1 ± 𝑣𝑥

𝑐

)
, (2.39)

where 𝑐 is the speed of light and 𝜈0 is the resonant frequency between the ground and
excited states. The atoms can take a range of velocities with the speed distribution
𝑓 (𝑣) being given by the Maxwell-Boltzmann distribution

𝑓 (𝑣) =
√︂

2

𝜋

(
𝑚cs

𝑘𝐵𝑇

)3/2
𝑣2 exp

{
−𝑚cs𝑣

2

2𝑘𝐵𝑇

}
, (2.40)
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where 𝑚cs is the mass of a caesium atom, 𝑘𝐵 is the Boltzmann constant, 𝑇 is the
temperature and 𝑣 is the speed of the atom. The Doppler effect causes broadening
of the atomic resonance. The resulting signal takes the form of a Gaussian lineshape
with a full width at half maximum given by

Γ𝐺 =
2𝜈0
𝑐

√︄
2 ln (2)𝑘𝐵𝑇

𝑚cs
. (2.41)

For the caesium D1 line the Doppler broadening can be calculated to be Γ𝐺 =

356 MHz at a temperature of 20
◦
𝐶. As the excited states are separated by a

frequency of 1.168 GHz the two 𝐹′ transitions can be resolved individually for
𝐹 = 3 → 𝐹′ and 𝐹 = 4 → 𝐹′ as is shown in Figure 2.6.

2.5.2 Pressure broadening

The measurement time of an OPM is determined by the spin relaxation time result-
ing in a longer 𝑇2 time being desirable. Factors affecting the spin-relaxation time
in vapour cells containing buffer gas are discussed in Refs. [70, 71]. In the OPM
presented in this thesis, the main contribution to the spin relaxation limit is from
alkali-wall collisions. Buffer gas is added to the caesium vapour cell in order to slows
the diffusion of the caesium atoms causing a longer 𝑇2 time reducing the alkali-wall
collision rate. Hence improving the performance of the OPM. However, the addition
of the buffer gas causes the atoms in the excited states to rapidly collide with the
buffer gas molecules. This leads to rapid collisional mixing in which the atoms in the
excited state are redistributed among the sublevels in the short time they are there.
This causes the linewidth of the absorption spectroscopy to be broadened from the
expected ∼ 5 MHz in a purely caesium cell. For typical buffer gas pressures used in
magnetometry the broadening is on the order of 1 − 100 GHz [72]. This broadening
also alters the lineshape of the absorption spectroscopy with the data needing to be
fitted to a Voigt profile [73]. In complex form, the Voigt profile is defined as [72]

𝑉 (𝜈 − 𝜈0) =
2

Γ𝐺

√︂
ln(2)
𝜋

e−(𝛼(𝜈))
2 (1 − erf (−𝑖𝛼(𝜈))), (2.42)

where Γ𝐺 is the full width half maximum of the Gaussian profile, Γ𝐿 is the full width
half maximum of the Lorentzian profile, erf is the complex error function and

𝛼(𝜈) =
2
√︁

ln (2) [(𝜈 − 𝜈0) + 𝑖(Γ𝐿/2)]
Γ𝐺

. (2.43)

By determining the Voigt profile, the absorption cross section can be determined by

𝜎𝑉 (𝜈) = 𝜋𝑟𝑒𝑐 𝑓oscRe [𝑉 (𝜈 − 𝜈0)] , (2.44)

where 𝑟𝑒 is the classical electron radius, 𝑐 is the speed of light and 𝑓osc is the oscillator
strength.

Figure 2.7 shows the absorption spectroscopy of the 65 Torr N2 buffer gas cell
used in this thesis. The data is plotted on top of the reference cell that contains only
caesium vapour. By fitting the Voigt profile to the data, the pressure broadening
and frequency shifts can be used to determine the buffer gas pressure in the cell as
65(1) Torr, see Section 6.5.1 for further details.
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Figure 2.7: The D1 absorption spectrum for a pure caesium cell (black dotted line)
and a 65 Torr buffer gas cell (red line) at a temperature of 51

◦
C. This corresponds

to a number density of atoms of 43.7 × 1016 m−3. A Voigt profile is fitted to the
𝐹 = 3 → 𝐹′ = 3, 4 and 𝐹 = 4 → 𝐹′ = 3, 4 transitions with the Gaussian linewidth
fixed at Γ𝐺 = 374 MHz so the Lorentzian linewidths, Γ𝐿, and the pressure shifts, 𝛿𝜈,
can be extracted.

2.5.3 Calculating the number density

The absorption spectroscopy can be used to experimentally determine the number
density of a vapour cell. This is an accurate method to measure the temperature
of the atomic ensemble. The expected light intensity after the vapour cell can be
determined by the Beer-Lambert law where

𝐼 (𝑙) = 𝐼 (0) exp{−𝑛𝜎(𝜈)𝑙}. (2.45)

Here 𝑛 is the number density and 𝜎(𝜈) is the absorption cross section which is given
by [72],

𝜎(𝜈) = 𝜋𝑟𝑒𝑐 𝑓osc𝑉 (𝜈). (2.46)

The number density can then be calculated as

𝑛 = − 1

𝜋𝑟𝑒𝑐 𝑓osc𝑙

∫ ∞

−∞
ln
𝐼 (𝑙)
𝐼 (0) 𝑑𝜈. (2.47)

In Figure 6.5.1 it can be seen that the number density for the reference cell is found
to be 𝑛 = 2.2 × 1016 m−3 and 𝑛 = 43.7 × 1016 m−3 for the buffer gas cell. The
temperature of the atomic ensemble can then be determined by substituting the
results for the number density into Equation 2.6 and rearranging for 𝑇 .

2.6 Optical pumping

The size of the signal from a magnetometer is proportional to the polarisation of the
atomic vapour. Assuming negligible spin-exchange collisions, the vapour is initially
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unpolarised with an equal population in each of the ground state sublevels. It is
noted that if the spin-exchange collisions are not negligible then the population
of the ground state sub-levels are defined by the spin temperature. For the theory
presented here it is assumed that the spin-exchange collisions are negligible. Optical
pumping can be used to create a polarised ensemble. On resonance laser light can
be used to transfer angular momentum and drive transitions, creating a polarised
sample. In this thesis, light that is linearly polarised along the 𝑧-axis is used to
create an aligned state using two different types of cells, a paraffin coated cell and
a buffer gas cell. A single laser beam that is tuned to the 𝐹 = 4 → 𝐹′ = 3 transition
is used to pump and probe the ensemble, as shown in Figure 2.8.

F’ = 4

F’ = 3

F = 4

F = 3

𝜋 𝜋 𝜋 𝜋 𝜋 𝜋 𝜋

Figure 2.8: Optical pumping of the caesium D1 transition using linearly (𝜋) polarised
light to drive the 𝐹 = 4 → 𝐹′ = 3 transition. The allowed states that the atom can
decay to, when in the excited state, is represented by the red dashed arrows.

Initially, the optical pumping of a paraffin coated cell will be studied. For a
paraffin coated cell the main de-excitation is from spontaneous emission. The use of
linearly polarised (𝜋-polarised) light results in no change in the angular momentum
with Δ𝑚𝐹 = 0. This can be seen by looking at a single atoms. If an atom that is in
the |𝐹, 𝑚𝐹⟩ = |4, 3⟩ sublevel absorbs a photon it is excited to the

��𝐹′, 𝑚′
𝐹

〉
= |3′, 3′⟩.

The atoms remains in the excited state for a short period of time as the natural
lifetime of the excited states is very short (𝜏nat = 34.9 ns for the 62P1/2 excited
state). The atom then decays back to the ground state. It can decay to any one of
five allowed |𝐹, 𝑚𝐹⟩ sublevels of either 𝐹 = 3, 𝑚𝐹 = 2, 3 or 𝐹 = 4, 𝑚𝐹 = 2, 3, 4. Note
that, if the atom decays into the 𝐹 = 3 state it is not re-excited due to the laser
being resonant with the 𝐹 = 4 ground state transition. The probability of the atom
decaying into each of these states is determined by the square of the Clebsch-Gordan
coefficients [68]. The square of the Clebsch-Gordan coefficients are represented as〈
𝐹, 1, 𝑚𝐹 , 𝑞

��𝐹′, 𝑚′
𝐹

〉2
for the transition |𝐹, 𝑚𝐹⟩ ↔

��𝐹′, 𝑚′
𝐹

〉
. For linearly polarised

light 𝑞 = 0. The rate equations that describe how the population of the magnetic
sublevels vary with time can be written in a general form, for light that is tuned to
the 𝐹 = 4 → 𝐹′ = 3 transition, as

𝑑𝑝3,𝑚𝐹

𝑑𝑡
= 𝑅𝑝

1∑︁
𝛼=−1

𝑝4,𝑚𝐹+𝛼
〈
4, 1, 𝑚𝐹 + 𝛼, 0

��3′, 𝑚′
𝐹 = 𝑚𝐹 + 𝛼

〉2 − Γ1𝑝3,𝑚𝐹
+ Γ1

16
, (2.48)
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and

𝑑𝑝4,𝑚𝐹

𝑑𝑡
=𝑅𝑝

1∑︁
𝛼=−1

𝑝4,𝑚𝐹+𝛼
〈
4, 1, 𝑚𝐹 + 𝛼, 0

��3′, 𝑚′
𝐹 = 𝑚𝐹 + 𝛼

〉2
(2.49)

− Γ1𝑝4,𝑚𝐹
+ Γ1

16
− 𝑅𝑝𝑝4,𝑚𝐹

〈
4, 1, 𝑚𝐹 , 0

��3′, 𝑚′
𝐹 = 𝑚𝐹

〉
for the 𝐹 = 3 and 𝐹 = 4 ground states, respectively. Note that when exciting
to the 𝐹′ = 3 state, 𝑚′

𝐹
= −3,−2, ..., 2, 3. If in Equations 2.48 and 2.49 𝑚′

𝐹
does
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Figure 2.9: Optical pumping into an aligned state when spontaneous emission is
the dominant de-excitation mechanism, as is the case in a paraffin coated cell. The
populations of the states in the steady state are presented for (a) 𝐹 = 4 and (b)
𝐹 = 3 ground state levels with longitudinal relaxation rates Γ1 = 0, 0.05, 0.5, 1 with
the optical pumping rate 𝑅𝑝 = 1.

not obey this condition angular momentum is not conserved, and as a result the
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Clebsch-Gordan coefficient vanishes setting this term to zero. Here 𝑅𝑝 is the optical
pumping rate, Γ1 is the longitudinal relaxation rate and 𝑝𝐹,𝑚𝐹

is the population
of the magnetic sublevel. All 16 equations are explicitly defined in Appendix A.
Solving the 16 differential equations determines the populations 𝑝𝐹,𝑚𝐹

of each of the
sublevels. The populations of the ground state levels in the steady state are plotted
in Figure 2.9 for a range of longitudinal relaxation rates Γ1 = 0, 0.05, 0.5, 1. For
simplicity it is assumed that 𝑅𝑝 = 1. It can be seen in Figure 2.9a that the bigger
the value of Γ1 the weaker the alignment in the steady state.

The addition of a buffer gas to a vapour cell causes rapid collisional mixing of
the caesium atoms in the excited states. This causes the state that the Cs atom
is in, in the excited state, to be randomised. The molecules of the buffer gas have
many vibrational and rotational states which, upon interacting with the excited
states of the Cs atoms, quenches the ensemble. These quenching collisions become
the dominant decay mode for Cs excited states in the presence of a buffer gas. The
rate 𝑅𝑄 at which an excited atom undergoes a quenching collision is given by

𝑅𝑄 = 𝑛𝑄𝜎𝑄𝑣, (2.50)

where 𝑛𝑄 is the number density of quenching gas molecules, 𝜎𝑄 is the quenching

cross section and 𝑣 =
√︁

8𝑘𝐵𝑇/𝜋𝑀eff is the relative velocity between an alkali atom,
caesium, and the quenching molecule with 𝑀eff being the effective mass. For the
buffer gas used in this thesis (see Section 2.4) the number density of the N2 molecules
is 𝑛𝑄 = 𝑃/(𝑘𝐵𝑇) = 1.91 × 1024 m−3 at a temperature of 55

◦
C. The quenching cross

section at 100
◦
C is 𝜎𝑄 = 5.5× 10−19 m2 for Cs and N2 [72] and 𝑣 = 548 m/s. Substi-

tuting these values into Equation 2.50 it can be found that 𝑅𝑄 = 5.9 × 108 s−1. The
probability that an atom will decay via spontaneous emission instead of quenching
is known as the quenching factor 𝑄 [72]. This is given by the ratio of the quenching
rate and the spontaneous emission rate and defined as

𝑄 =
1

1 + 𝑅𝑄𝜏nat
. (2.51)

When 𝑄 = 1 the atom will decay by spontaneous emission where as when 𝑄 = 0 it
will decay by quenching. For the 65 Torr nitrogen buffer gas cell presented in this
thesis 𝑄 = 0.05 and hence the dominant de-excitation mechanism is quenching. This
means that the decay probabilities to the ground states are no longer governed by
the Clebsch-Gordan coefficients but now there is an equal probability of 1/16 that
the atom will decay to any of the ground state sublevels. Hence the optical pumping
equations need to be defined such that this is taken into considerations. The rate
equations in the presence of a quenching gas are given by

𝑑𝑝3,𝑚𝐹

𝑑𝑡
= 𝑅𝑝

[
1

16

3∑︁
𝑚=−3

𝑝4,𝑚
〈
4, 1, 𝑚𝐹 = 𝑚, 0

��3′, 𝑚′
𝐹 = 𝑚

〉2] − Γ1𝑝3,𝑚𝐹
+ Γ1

16
, (2.52)

and

𝑑𝑝4,𝑚𝐹

𝑑𝑡
=𝑅𝑝

[
1

16

3∑︁
𝑚=−3

𝑝4,𝑚
〈
4, 1, 𝑚𝐹 = 𝑚, 0

��3′, 𝑚′
𝐹 = 𝑚

〉2]
(2.53)

− Γ1𝑝4,𝑚𝐹
+ Γ1

16
− 𝑅𝑝𝑝4,𝑚𝐹

〈
4, 1, 𝑚𝐹 , 0

��3′, 𝑚′
𝐹 = 𝑚𝐹

〉
.
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It is noted that when exciting to the 𝐹′ = 3 state, 𝑚′
𝐹

= −3,−2, ..., 2, 3. If in
Equations 2.48 and 2.49 𝑚′

𝐹
does not obey this the Clebsch-Gordan coefficient and

hence the term is equal to zero. The 16 differential equations can then be solved, in
the steady-state, to determine the populations of each sublevel. The populations of
the ground state levels are presented in Figure 2.10 for translational relaxation rates
Γ1 = 0, 0.05, 0.5, 1 with 𝑅𝑝 = 1. Again here, it can be seen that for larger values of Γ1
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Figure 2.10: Optical pumping into an aligned state when quenching is the dominant
de-excitation mechanism, as is the case in the buffer gas cell. The populations of
the states in the steady state are presented for (a) 𝐹 = 4 and (b) 𝐹 = 3 ground state
levels with longitudinal relaxation rates Γ1 = 0, 0.05, 0.5, 1 with the optical pumping
rate 𝑅𝑝 = 1.

the optical pumping into the 𝑚𝐹 = ±4 states is weaker. In all values presented these
states do have the highest population, in the steady state, however it is much more
efficient for Γ1 = 0. By comparing this data to that presented in Figure 2.9, the
optical pumping efficiency can be compared for the two scenarios where the atoms
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decay via spontaneous emission (𝑄 = 1) and when the atoms decay via quenching
(𝑄 = 0). The optical pumping will be compared when Γ1 = 0.05. For 𝑄 = 1 ∼ 12% of
the atoms are pumped into the 𝑚𝐹 = ±4 state where as for 𝑄 = 0 a lower percentage
of ∼ 10% of the atoms are pumped into the outer most states. For all values of Γ1
the optical pumping produces a better aligned state when spontaneous emission is
the dominating de-excitation mechanism. Hence, the alignment produced is better
in the paraffin coated cell than in the buffer gas vapour cell.
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Chapter 3

Eddy currents

3.1 Motivation

A primary oscillating magnetic field B1(𝑡) can be used to induce eddy currents in
a sample using the general principals of electromagnetic induction. Eddy currents
are generated in electrically conductive objects due to changing magnetic fields.
They are produced in closed loops as a result of Faraday’s law of induction. The
magnitude and density of the induced eddy currents are related to the primary
magnetic field strength, dielectric properties and geometry of the sample. This
results in a secondary magnetic field Bec(𝑡) being produced as a result of Lenz’s law
which opposes the primary magnetic field. This magnetic field can then be measured
using a magnetic field sensor [74, 75, 56]. As the secondary magnetic field produced
is related to the dielectric properties of the sample, the properties can be determined
from the measured signal. These properties include the conductivity, 𝜎, magnetic
permeability, 𝜇, and the electrical permittivity, 𝜀. These measurements are often
referred to as eddy current testing, electromagnetic induction imaging, or magnetic
induction tomography (MIT), to name a few. It is noted that although electrically
conductive objects are of interest in this thesis, electromagnetic induction imaging
can also be used with magnetically permeable objects where the primary magnetic
field magnetises the sample which in turn produces a secondary magnetic field [76].

In the literature there are a few approaches to calculate the theoretical strength
of the induced magnetic field Bec(𝑡). One method is through Maxwell’s equations
as shown in Refs. [60, 58]. An alternative approach is presented in Ref. [56]. Here
eddy currents are induced in a cylindrical sample and individual current loops are
calculated. This is then integrated over the sample to gain the total induced field.
Both of these theories are used to characterise a magnetic and non-magnetic sample
in Section 5.

A main difficulty found in magnetic induction tomography, for low conductivity
samples, is deciphering the secondary (induced) magnetic field component from
the total magnetic field detected. This is due to the amplitude of the secondary
magnetic field typically being much weaker than the primary magnetic field. In
order to over come this issue a highly sensitive OPM which uses the differential
technique [30] is required to detect low conductivity objects. In this configuration a
compensation magnetic field B2(𝑡) is introduced which cancels the primary magnetic
field at the sensing point of the magnetic field sensor. Hence the sensor measures
B1(𝑡) +Bec(𝑡) +B2(𝑡) ≈ Bec(𝑡). This technique means that a larger primary magnetic
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field can be used without saturating the magnetic field sensor when no object is
present. As the primary field is proportional to the secondary induced magnetic
field, larger signals can be detected and hence it is easier to obtain the information
about the dielectric properties of the sample.

A main dielectric property of the samples that is of interest is the conductivity.
From the measured secondary magnetic field a 2D or 3D image of the electrical con-
ductivity of the sample can be mapped. This technique is important for imaging the
conductivity of the human heart in order to improve the understanding of the causes
of atrial fibrillation and to act as a potential new diagnostic tool for the damaged
tissue [61]. It is also important in the diagnosis of brain haemorrhages [77, 78] with
the use of MIT playing an important role in both applications. The properties and
principals of inducing eddy currents and magnetic induction tomography will now
be discussed further.

3.2 Skin depth

The skin effect is the tendency for eddy currents to flow and be distributed in an
object which results in the current density being largest near the surface. The
current density in the object drops off exponentially with depth. The skin depth
depends on the frequency of the alternating current where higher frequencies result
in the current density being more concentrated at the surface of the object. At a
depth of 𝑑 from the surface of the object, the current density is given by

𝐽 (𝑑) = 𝐽0𝑒−𝑑/𝛿(𝜔) , (3.1)

where 𝐽0 is the current density at the surface of the object and 𝛿(𝜔) is the skin
depth. The skin depth is the point at which the current density value has dropped
to 𝐽0𝑒

−1. The skin depth parameter is calculated from

𝛿(𝜔) =

√︄
2𝜌

𝜔𝜇

(√︁
1 + (𝜌𝜔𝜀)2 + 𝜌𝜔𝜀

)
, (3.2)

where 𝜔 = 2𝜋𝜈rf is the angular frequency of the magnetic field, 𝜇 = 𝜇0𝜇𝑟 is the
magnetic permeability, 𝜀 = 𝜀0𝜀𝑟 is the electric permittivity, and 𝜌 = 1/𝜎 is the
resistivity of the medium. The skin depth controls the amount an RF magnetic field
can penetrate a medium.

The skin depth is a key factor in eddy current detection of conductive/ magnetic
objects as it is used to calculate the appropriate operational frequency to set the
penetration depth of the primary magnetic field. This plays an important role in the
goal of 3D imaging as the penetration depth can be varied by varying the frequency
of the primary field resulting in different skin depths.

3.2.1 High conductivities

Highly conductive samples are easily detectable using low frequencies. In the regime
where 𝜎 >> 𝜔𝜀 the bracket in Equation 3.2 tends to 1 and the skin depth equation
simplifies to

𝛿(𝜔) =

√︄
2𝜌

𝜔𝜇
. (3.3)
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This simplified form of the skin depth equation is used throughout the work pre-
sented here when detecting metal samples.

3.2.2 Low conductivities

For a poor conductor, like a human heart, high frequencies are needed to detect the
objects as will be discussed in Section 3.3. In the case where high frequencies are
used such that 𝜎 << 𝜔𝜀 the skin depth is given by

𝛿(𝜔) = 1

𝜔


𝜇𝜀

2
©­«
√︄

1 +
(

1

𝜌𝜔𝜀

)2
− 1

ª®¬

−1/2

. (3.4)

Asymptotically, as 𝜔𝜀𝜌 → ∞, the skin depth tends to

𝛿(𝜔) = 2𝜌

√︂
𝜀

𝜇
. (3.5)

3.3 Magnetic induction tomography (MIT)

Magnetic induction tomography is an imaging technique that provides a non-invasive,
direct mapping of the electrical and magnetic properties of an object. This includes
the conductivity, 𝜎, magnetic permeability, 𝜇, and the electrical permittivity, 𝜀.
This method uses an excitation coil to produce a primary oscillating magnetic field,
B1(𝑡) which induces eddy currents in a conductive sample. This in turn produces
a secondary magnetic field, Bec(𝑡). The secondary field is produced such that it
opposes the primary field. The secondary field can then be detected. This method
is carried out without the need for the sensor to be in contact with the sample. The
relationship between the two fields and the total field can be seen in Figure 3.1. If
the skin depth of B1 is larger than the object’s thickness, the relationship of the two
fields is

Bec(𝜔) = {𝑄𝜔𝜇0 [𝜔𝜀0(𝜀𝑟 − 1) − 𝑖𝜎] + 𝑃(𝜇𝑟 − 1)}B1(𝜔), (3.6)

where 𝜔 is the oscillation frequency, 𝑄 and 𝑃 are geometric factors [56], 𝜀𝑟 is the
relative permittivity and 𝜇𝑟 is the relative permeability. In Equation 3.6 the con-
ductivity 𝜎 is the only imaginary term and hence can be isolated from the other
parameters. This can be used to map the conductivity of an object. The imaginary
term is dependent on the frequency as well as the conductivity so it can be seen
that for objects with low conductivities higher frequencies for the excitation coil are
desirable to obtain a larger secondary field that can be detected.

Standard magnetic induction tomography uses a driving coil to produce the
primary magnetic field, B1(𝑡), and then an additional set of coils which detects the
overall magnetic field after it has been perturbed by the object. The sensing coils
detect both the primary magnetic field and the induced secondary magnetic field
Bec(𝑡) at their position. However there are limits to this method. At low frequencies
the sensitivity is limited and the coils do not have a large enough bandwidth to
detect low- or non-conductive objects. The size of the coils also limits the spatial
resolution of the imaging and the miniaturisation of the system [61]. These factors
have prevented the work of using MIT for medical imaging.
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Figure 3.1: Magnetic induction imaging with a primary magnetic field B1(𝑡) inducing
a secondary magnetic field Bec(𝑡) in an object. The total magnetic field can then be
measured with the primary and secondary magnetic field having a phase difference
of 𝜙.

3.3.1 OPM based MIT

Replacing the coils that detect the response field in standard MIT measurements
with a highly sensitive OPM could improve the performance of MIT for low conduc-
tive objects [37, 25]. The MIT primary field, B1(𝑡), can be produced by an array of
coils that are placed above the object. Using commercial devices, an AC current sup-
ply can be used to drive the excitation coils with a tuneable frequency in the range
of 𝜈rf = 1 MHz - 100 MHz. The induced magnetic field Bec(𝑡) can then be detected
by radio-frequency OPMs instead of a pick up coil. The development of portable
OPM sensors would allow for this technique to be used in applications outside of the
lab. The induced magnetic field interacts with the precessing atoms. This causes
the probe laser beam’s polarisation to be rotated. A balanced photodetector then
measures the change in the oscillations of the polarisation and from this the mag-
netic field can be calculated. The output of the OPM can be selectively amplified by
a lock-in amplifier which can extract the signal from a noisy environment. Using the
differential technique [30], changes in the induced secondary magnetic field can be
measured. The relative phase of the imaginary component of the signal is directly
related to the conductivity. From this a map the conductivity of the object can
be produced. For larger objects or time sensitive measurements, an array of OPMs
could be used [61].

3.4 MIT detection of the heart

3.4.1 Benefits of imaging the heart

Cardiac arrhythmias are characterised by irregular, slow or accelerated beating of
the heart. Atrial fibrillation is a common example that affects 10% of the population
who are over 70 [79]. The causes are related to the conduction of electrical pulses in
the heart. However, the causes are unknown and hence treatment is sub-optimal. It
is common in people with other heart conditions and is also associated with other
medical conditions such as pneumonia, asthma, diabetes, COPD, and lung cancer
[80]. However, it is not always linked to another health condition, as many athletes
have also suffered from atrial fibrillations and other cardiac arrhythmias. There are
also a number of known triggers such as binge drinking, being overweight, caffeine,
drug usage and smoking. Currently there are very limited diagnostic tools. The most
common to be used are checking the pulse and ECGs. If an arrhythmia is present
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then the heart rate will be irregular and can beat at a rate over 100 beats/minute,
which can be seen by simply checking the pulse. However, in this case the arrhyth-
mia has to be present at the time of testing which is hard to detect as they can
be unpredictable. To try and detect this better most patients are asked to wear
an ECG for 24 hours. Even in this case an arrhythmia can be missed [81]. The
diagnostic tools are poor as even if they detect unusual behaviour they do not give
any information about the cause, or location of what is causing the abnormal heart
beat. The cause is thought to be linked to the abnormal generation and conduction
of electrical pulses that control the heart [82]. It is thought that OPM-MIT can be
used to diagnose and locate the source of the issue by creating a conductivity map
of the heart. If the arrhythmia is caused by a conductivity issue this would be de-
tectable and the image would also show the location of the issue. If successful, this
could improve the number of arrhythmias detected as well as potentially improving
the success rate of operations to correct for these issues.

3.4.2 Dielectric properties of the heart

In order to calculate the desired frequency range that an OPM needs to operate
in, the resistivity, 𝜌, permeability, 𝜀𝑟 and the skin depth, 𝜎 of human tissues need
to be determined as these are all involved in the resultant signal from imaging the
heart. These tissues typically include skin, fat, muscle and bone. The resistivity
and relative permeability can be determined theoretically from the complex relative
permittivity 𝜀 which is determined from the Cole-Cole equation,

𝜀 = 𝜀∞ + 𝜎𝑖

𝑖𝜔𝜀0
+

∑︁
𝑛

Δ𝜀𝑛

1 + (𝑖𝜔𝜏𝑛) (1−𝛼𝑛)
(3.7)

where 𝜀∞ is the electrical permittivity at high frequencies (𝜔𝜏 >> 1), Δ𝜀𝑛 = 𝜀𝑠 − 𝜀∞
with 𝜀𝑠 being the quasi-static permittivity (𝜔𝜏 << 1), 𝜏𝑛 is the 𝑛-th relaxation
time and 𝛼𝑛 is a phenomenological parameter describing the broadening of the 𝑛-th
contribution. From this the dependence of the resistivity 𝜌 and relative permittivity
𝜀𝑟 on frequency can be determined as

𝜌 = − 1

𝜔𝜀0Im[𝜀(𝜔)] , (3.8)

and
𝜀𝑟 = Re[𝜀(𝜔)], (3.9)

respectively. Using the values stated in Ref. [83], the dependence of the resistivity
𝜌 and relative permittivity 𝜀𝑟 are calculated for a heart. The results for the resis-
tivity were then scaled to match average values that are determined across multiple
experiments with frequencies between 100 Hz to 10 MHz being used. For the rel-
ative permittivity there is insufficient literature on the expected value and so the
results from Equation 3.9 are assumed to be true. The average data is summarised
in Ref. [84] and the theoretical results calculated from Equations 3.8 and 3.9 are
shown in Figure 3.2. The results match the predictions in Ref. [61].

The frequency relations predicted in Figure 3.2 can then be substituted into
Equation 3.2 to determine how the skin depth varies with the frequency of the
primary magnetic field when detecting a heart. Figure 3.3 shows the predicted
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Figure 3.2: The computed (a) resistivity 𝜌 and the (b) relative permeability 𝜖𝑟 of
healthy human heart tissue in the frequency range between 1 Hz and 10 MHz.

frequency dependence for frequencies between 1 MHz and 10 MHz. As the frequency
increases the skin depth decreases. By varying the frequency of the primary magnetic
field, eddy currents can be induced at various depths of the heart. Tuning of the
primary magnetic field frequency can hence be used to produce a 3D map of the
object of interest i.e. a heart. With the use of an OPM, the tuning of 𝜈rf can be
finely controlled over the penetration depth. This makes the technique suitable for
locating areas of abnormal conductivity in the heart.
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Figure 3.3: Predicted skin depth of the eddy currents induced in heart tissue, using
the computed resistivity and relative permittivity, as a function of frequency.

The same calculations can be carried out to determine the predicted values for
other tissues that will need to be considered when imaging a heart. Table 3.1 shows
the predicted values for these tissues at 3 MHz. From Table 3.1 it can be seen that
the resistivity of bones and fat are much higher than the other surrounding tissue.
In particular, the significant difference in the heart’s values means that the other
tissue has an almost negligible contribution to the signal observed. This supports
the feasibility of using OPM-MIT for mapping the conductivity of the heart.

The final consideration is how the magnetic field is attenuated as it propagates
through a body to the heart. A primary magnetic field, B1(𝑡), that is penetrating
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𝜌 𝜀𝑟 ℎ

(Ωm) (mm)
Skin 15.84 745.67 1.8
Fat 38.54 20.92 4.8
Muscle 1.76 522.35 7.2
Bone 12.22 83.25 12
Heart 2.43 759.81

Table 3.1: Calculated values for the resistivity 𝜌 and relative permittivity 𝜀𝑟 , as well
as the expected thickness ℎ of human tissues that surround the heart at a frequency
of 3 MHz.

inside a patient’s chest, will have an attenuation along the ẑ direction given by

Δ(𝜔) = |B1(𝑧) |
|B1(0) |

=
∑︁

𝑖=𝑙𝑎𝑦𝑒𝑟

𝑒−(𝑧
𝑏
𝑖
−𝑧𝑡

𝑖
)/𝛿𝑖 (𝜔) , (3.10)

where the sum is over the different layers of tissue that the primary field encounters
as it travels to the heart is calculated. Each of these layers is located between
a top position, 𝑧𝑡

𝑖
, and a bottom position, 𝑧𝑏

𝑖
, such that 𝑧𝑏

𝑖
− 𝑧𝑡

𝑖
= ℎ𝑖 where ℎ𝑖 is

given in Table 3.1. A prediction of how the attenuation varies with distance, at
different frequencies, is shown in Figure 3.4. These results demonstrate how feasible
the MIT measurements of the human heart are. As the frequency is increased
the attenuation of the primary field becomes larger. It can be seen that B1(𝑡) is
reduced by ∼ 20% by the time it reaches the surface of the heart when using the
highest frequency of 100 MHz. This can potentially induce additional eddy currents
in other biological materials. Despite this, a sufficiently large primary magnetic
field is still present at the heart leading to the effective excitation of eddy currents.
As there is only a little change in the attenuation of the primary magnetic field,
bones and fat appear almost completely transparent so the OPM based MIT is
insensitive to these screening effects. At all frequencies presented, air does not alter
the attenuation of the primary magnetic field as it acts as a transparent medium
in the MHz band. The largest attenuation is in the heart itself, meaning that the
device is highly sensitive to the heart’s response to the primary magnetic field. This
allows for control over the skin depth by altering the frequency of the field, 𝜈rf . The
secondary field will undergo a comparable attenuation as the signal travels to the
sensor position due to it oscillating at the same frequency as the primary field. As
a relative measurement of the conductivity is desired, the possible diffraction effects
at the boundaries of materials do not cause an issue. Hence systematic effects due
to the patient’s anatomy should not impact the experiment [61], supporting the
feasibility of using OPM-MIT for imaging the heart.

3.4.3 Simulation

A simulation of an experimental setup in which a salt water sample is detected
was designed using the AC/DC module in COMSOL multiphysics. The simulation
conditions are the same as that shown in Appendix C.1, with full details about
the model shown in Appendix C.2. A rectangular object with a conductivity of
0.5 S/m, which is comparable to that theoretically determined for a heart, with a
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Figure 3.4: Relative attenuation of the primary magnetic field as it propagates
through the human body near the heart at (a) 1 MHz to 5 MHz and (b) 1 MHz to
100 MHz as s function of distance.

6 cm × 4 cm size and a 1 cm thickness is modelled. The relative permittivity was
set to 1. The excitation coil and OPM were aligned along the 𝑧-axis. The coil has a
radius of 5 mm and is placed 3 cm from the centre of the object. The sensing point,
i.e. the position of the OPM sensing point, is 5 cm from the centre of the object
on the opposite side to the coil, as shown in Figure 3.5a. A defect is placed in the
centre of the object with a 5 mm radius and a conductivity of 0 S/m. The object is
moved from −5 cm to 5 cm along the 𝑥-axis and between −4 cm and 4 cm along the
𝑦-axis, with respect to the centre of the object. The position of the coil and sensing
point remains constant. An oscillating primary magnetic field with a frequency of
3 MHz is applied to the coil with a dipole moment of 0.00157 Am2. The results of
the induced secondary magnetic field are shown in Figure 3.5b. It can be seen that
the largest signal is induced at the centre of the object despite the defect that was
placed there. This is due to the coil radius being the same size as the defect. Signals
will also be induced due to the edges where the properties change. A smaller coil
would be required for experiments. The dipole moment of the coil matches what
could be realistically achieved with a smaller coil of radius 1.5 mm. The secondary
magnetic field strength is at least 5 pT where the low conductive object is, and so
for a signal to noise ratio of at least 2 a minimal detectable field of at least 2.5 pT
is required.
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Figure 3.5: (a) Simulation setup for the imaging of a low conductive object. (b)
Simulation results of the induced magnetic field heat map of a rectangular sample of
dimensions 6 cm×4 cm and a 1 cm thickness. The sample has a 0.5 S/m conductivity.
A 1 cm diameter defect is placed at the centre of the object with a conductivity of
0 S/m. The sample’s position is varied whilst the excitation coil and magnetic field
sensor are kept at a constant position.

3.5 Conclusion

In this chapter, the basic principals behind eddy current testing and how it can
be used for detection, characterisation and imaging are presented. There is a fo-
cus on how eddy current testing can be used to image biological tissue such as the
heart, with findings agreeing with those in the literature [61]. Using a COMSOL
simulation predicted values of the induced magnetic field size, using realistic exper-
imental parameters, is obtained. As arythmias are caused by local variations in the
heart’s conductivity, the simulation shows how feasible OPM-MIT is with the sensor
described in Section 10. This gives a base goal for the sensitivities required, in mag-
netic field sensors, to reconstruct a 2D image of a sample with low conductivities,
such as heart tissue. The resolution of the detected signal here is set by the size of
the excitation coil. This could be improved by using a smaller excitation coil and
further data analysis techniques [69].
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Chapter 4

Alignment based magnetometry
theory

4.1 Motivation

Throughout this thesis, alignment based magnetometers are used for a variety of
experiments that look at the characterisation, miniaturisation and potential appli-
cations. They use a single laser beam that ‘pumps’ and ‘probes’ the atomic ensem-
bles. The theory presented in this chapter is a combination and revision of theories
presented in Refs. [85, 16, 64, 4, 5].

4.2 Hamiltonian of the system

In order to determine the Hamiltonian for the system a simplified model will be
used. Atoms with a 𝐹 = 1 → 𝐹′ = 0 optical transition are considered. Here the
ground state sublevels are defined as |𝐹, 𝑚⟩ = {|1, 1⟩ , |1, 0⟩ , |1,−1⟩} and an excited
sublevel of |𝐹′, 𝑚′⟩ = |0, 0⟩. A static magnetic field is applied in the 𝑧-direction and
the polarisation of the laser light is assumed to be along the same direction. The
laser light is linearly polarised (𝜋-polarised) leading to the atoms being pumped into
𝑚 = ±1 with an equal probability of being pumped into either sublevel. This creates
an aligned state as the spins are aligned along a preferred axis but do not have
a preferred direction. With the optical pumping this creates a dark state which,
assuming all atoms are pumped into the 𝑚 = ±1 sublevels, leads to all of the laser
light being transmitted through the vapour cell. An additional magnetic field is
applied to the system along the 𝑦-direction. This is an oscillating magnetic field
that has to be applied perpendicular to the static field. This field is detectable and
affects the light that is transmitted from the cell as it affects the atomic polarisation,
creating an oscillating component of the polarisation. In this thesis, this field is
detected by measuring the absorption or polarisation rotation of the transmitted
light.

The total Hamiltonian that describes this system is given by

𝐻 = 𝐻0 + 𝐻𝑙 + 𝐻𝐵, (4.1)

where 𝐻0 is the unperturbed Hamiltonian, 𝐻𝑙 is the light-atom Hamiltonian and
𝐻𝐵 is the magnetic-field-atom-interaction Hamiltonian. Assuming that the energy
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of the lower state is zero, the unperturbed Hamiltonian is defined as

𝐻0 =

©­­­«
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 ℏ𝜔0

ª®®®¬ , (4.2)

where 𝜔0 = 2𝜋𝑐/𝜆 is the transition frequency, 𝑐 is the speed of light and 𝜆 is the
wavelength.

The optical electric field for light that is polarised in the 𝑧-direction can be
written as

E = 𝐸0 cos (𝜔𝑡)ẑ, (4.3)

where 𝐸0 is the electric field amplitude and 𝜔 is the frequency of the light. The
light-atom interaction Hamiltonian 𝐻𝑙 is

𝐻𝑙 = −E · d (4.4)

= −𝐸0 cos (𝜔𝑡)𝑑𝑧, (4.5)

where d = 𝑑𝑥x̂ + 𝑑𝑦ŷ + 𝑑𝑧ẑ is the dipole operator. The derivation of 𝑑𝑧 and 𝐻𝑙 in
detail can be seen in Section 2.3 where the light-atom interaction Hamiltonian is
found to be

𝐻𝑙 = 𝐸0 cos (𝜔𝑡)
©­­­«
0 0 0 0
0 0 0 −1
0 0 0 0
0 −1 0 0

ª®®®¬
⟨1| |𝑑 | |0′⟩

√
3

(4.6)

= ℏΩ𝑅 cos (𝜔𝑡)
©­­­«
0 0 0 0
0 0 0 −1
0 0 0 0
0 −1 0 0

ª®®®¬ , (4.7)

where Ω𝑅 = (⟨1| |𝑑 | |0′⟩ 𝐸0)/(ℏ
√

3) is the Rabi frequency.
Finally, the magnetic-field-atom-interaction Hamiltonian 𝐻𝐵 needs to be derived

for the setup described here. As stated previously, there are two applied magnetic
fields in the setup: a static magnetic field B0 applied along the 𝑧-direction and an
oscillating magnetic field Brf (𝑡) applied along the 𝑦-direction. It will be assumed
that there are no magnetic fields along the 𝑥-direction. The total magnetic field is
B = 𝐵rf cos (𝜔rf 𝑡)ŷ + 𝐵0ẑ. Hence, the magnetic-field-atom-interaction Hamiltonian
is given by

𝐻𝐵 = −𝛍 · B, (4.8)

where 𝛍 = 𝑔𝐹𝜇𝐵 (𝐹𝑥x̂ + 𝐹𝑦ŷ + 𝐹𝑧ẑ)/ℏ is the atom’s magnetic dipole operator with 𝑔𝐹
being the hyperfine Landé g-factor [68] and 𝜇𝐵 the Bohr magneton. Substituting
this into Equation 4.8 the Hamiltonian can be written as

𝐻𝐵 =
𝑔𝐹𝜇𝐵

ℏ
(𝐹𝑦𝐵𝑦 + 𝐹𝑧𝐵𝑧) =

𝑔𝐹𝜇𝐵

ℏ
(𝐹𝑦𝐵rf cos (𝜔rf 𝑡) + 𝐹𝑧𝐵0). (4.9)

In the model setup being described here, only one of the magnetic fields is along the
quantisation axis. The oscillating magnetic field is orthogonal to the quantisation
axis meaning that radio frequency coherences are expected between the sublevels in
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the ground state. These are expected to occur between |1, 1⟩ and |1, 0⟩ as well as
between |1, 0⟩ and |1,−1⟩. As a result, the various components of the total angular
momentum vector need to be determined. The 𝐹𝑦 component can be calculated
using raising and lowering operators using

𝐹𝑦 =
−𝑖(𝐹+ − 𝐹−)

2
, (4.10)

where 𝐹+ is the raising operator and 𝐹− is the lowering operator. These operators
are defined as follows:

𝐹+ |𝐹, 𝑚⟩ = ℏ
√︁
𝐹 (𝐹 + 1) − 𝑚(𝑚 + 1) |𝐹, 𝑚 + 1⟩ , (4.11)

and
𝐹− |𝐹, 𝑚⟩ = ℏ

√︁
𝐹 (𝐹 + 1) − 𝑚(𝑚 − 1) |𝐹, 𝑚 − 1⟩ . (4.12)

By substituting these operators into Equation 4.10 the 𝐹𝑦 component can be calcu-
lated from

𝐹𝑦 |𝐹, 𝑚⟩ =
𝐹+ |𝐹, 𝑚⟩ − 𝐹− |𝐹, 𝑚⟩

2𝑖

=
ℏ

2𝑖

(√︁
𝐹 (𝐹 + 1) − 𝑚(𝑚 + 1) |𝐹, 𝑚 + 1⟩ (4.13)

−
√︁
𝐹 (𝐹 + 1) − 𝑚(𝑚 − 1) |𝐹, 𝑚 − 1⟩

)
,

which in matrix form is given by

𝐹𝑦 =
ℏ

𝑖
√

2

©­­­«
0 1 0 0
−1 0 1 0
0 −1 0 0
0 0 0 0

ª®®®¬ . (4.14)

The 𝐹𝑧 component is determined from

𝐹𝑧 |𝐹, 𝑚⟩ = ℏ𝑚 |𝐹, 𝑚⟩ , (4.15)

which, as a matrix, is defined as

𝐹𝑧 = ℏ

©­­­«
1 0 0 0
0 0 0 0
0 0 −1 0
0 0 0 0

ª®®®¬ . (4.16)

Hence substituting the matrices for the total angular momentum into Equation 4.8
gives the magnetic-field-atom-interaction Hamiltonian as

𝐻𝐵 =
𝑔𝐹𝜇𝐵

ℏ


ℏ

𝑖
√

2

©­­­«
0 1 0 0
−1 0 1 0
0 −1 0 0
0 0 0 0

ª®®®¬ 𝐵rf cos (𝜔rf 𝑡) + ℏ

©­­­«
1 0 0 0
0 0 0 0
0 0 −1 0
0 0 0 0

ª®®®¬ 𝐵0
 (4.17)

= 𝑔𝐹𝜇𝐵

©­­­­­«
𝐵0

𝐵rf cos (𝜔rf 𝑡)
𝑖
√
2

0 0

−𝐵rf cos (𝜔rf 𝑡)
𝑖
√
2

0 𝐵rf cos (𝜔rf 𝑡)
𝑖
√
2

0

0 −𝐵rf cos (𝜔rf 𝑡)
𝑖
√
2

−𝐵0 0

0 0 0 0

ª®®®®®¬
, (4.18)
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which, by defining the strength of the RF magnetic field as Ωrf = 𝑔𝐹𝜇𝐵𝐵rf/ℏ, can
be rewritten as

𝐻𝐵 = ℏ

©­­­­­«
𝜔𝐿

Ωrf cos (𝜔rf 𝑡)
𝑖
√
2

0 0

−Ωrf cos (𝜔rf 𝑡)
𝑖
√
2

0 Ωrf cos (𝜔rf 𝑡)
𝑖
√
2

0

0 −Ωrf cos (𝜔rf 𝑡)
𝑖
√
2

−𝐵0 0

0 0 0 0

ª®®®®®¬
. (4.19)

Hence, the total Hamiltonian 𝐻 = 𝐻0 + 𝐻𝑙 + 𝐻𝐵 is

𝐻 = ℏ

©­­­­­«
𝜔𝐿

Ωrf cos (𝜔rf 𝑡)
𝑖
√
2

0 0

−Ωrf cos (𝜔rf 𝑡)
𝑖
√
2

0 Ωrf cos (𝜔rf 𝑡)
𝑖
√
2

−Ω𝑅 cos (𝜔𝑡)
0 −Ωrf cos (𝜔rf 𝑡)

𝑖
√
2

−𝜔𝐿 0

0 −Ω𝑅 cos (𝜔𝑡) 0 𝜔0

ª®®®®®¬
. (4.20)

4.3 The rotating-wave approximation

The Hamiltonian for the system has time dependencies at the optical frequency 𝜔
and the RF frequency 𝜔rf . These oscillations are a vital part of the setup, however
it is preferable for the time dependants to be removed from direct consideration
in the theory. This can be done by using the rotating wave approximation [16].
The approximation is valid when the optical frequency 𝜔 is close to the atomic
transition frequency 𝜔0. In an alignment based magnetometer, the laser light is on
resonance with the atomic transition and hence the optical frequency is tuned to the
atomic transition frequency such that 𝜔 ≈ 𝜔0. Hence for the system described here
the rotating wave approximation is valid. The total Hamiltonian that is derived
above is in the lab frame. This Hamiltonian can be transformed into a rotating
frame. Initially, the Hamiltonian will be transformed to a rotating frame at the
optical frequency 𝜔 around the 𝑧-axis. This transformation is carried out using a
transformation matrix [16]

𝑈 =

©­­­«
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 e𝑖𝜔𝑡

ª®®®¬ , (4.21)

which is unitary, i.e. 𝑈†𝑈 = 𝑈𝑈† = 1. Typically, under a change of basis an operator
O transforms as O′ = 𝑈†O𝑈. However, as the rotating frame that the Hamiltonian
is being transformed to is not inertial, the transformation equation needs to be
modified and an effective Hamiltonian can be calculated. The modified effective
Hamiltonian is calculated from

𝐻′
eff = 𝑈†𝐻𝑈 − 𝑖ℏ𝑈† 𝜕𝑈

𝜕𝑡
. (4.22)
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Substituting in the total Hamiltonian presented in Equation 4.20, the first and
second term are found to be

𝑈†𝐻𝑈 = ℏ

©­­­­­«
𝜔𝐿

Ωrf cos (𝜔rf 𝑡)
𝑖
√
2

0 0

−Ωrf cos (𝜔rf 𝑡)
𝑖
√
2

0 Ωrf cos (𝜔rf 𝑡)
𝑖
√
2

−Ω𝑅 cos (𝜔𝑡)e𝑖𝜔𝑡

0 −Ωrf cos (𝜔rf 𝑡)
𝑖
√
2

−𝜔𝐿 0

0 −Ω𝑅 cos (𝜔𝑡)e−𝑖𝜔𝑡 0 𝜔0

ª®®®®®¬
,

(4.23)
and

𝑖ℏ𝑈† 𝜕𝑈

𝜕𝑡
= ℏ

©­­­«
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 𝜔

ª®®®¬ , (4.24)

respectively. The effective Hamiltonian 𝐻′ in the rotating frame is given by

𝐻′
eff = ℏ

©­­­­­­«
𝜔𝐿

Ωrf cos (𝜔rf 𝑡)
𝑖
√
2

0 0

−Ωrf cos (𝜔rf 𝑡)
𝑖
√
2

0 Ωrf cos (𝜔rf 𝑡)
𝑖
√
2

−Ω𝑅 (1+e2𝑖𝜔𝑡 )
2

0 −Ωrf cos (𝜔rf 𝑡)
𝑖
√
2

−𝜔𝐿 0

0 −Ω𝑅 (1+e−2𝑖𝜔𝑡 )
2 0 𝜔0 − 𝜔

ª®®®®®®¬
, (4.25)

where the substitution cos (𝜔𝑡) = (e𝑖𝜔𝑡 + e−𝑖𝜔𝑡)/2 has been used. The optical fre-
quency 𝜔 is tuned to the transition frequency 𝜔0 and so the detuned, fast oscillating,
terms that contain 2𝜔 can be dropped. The use of the rotating frame approximation
here results in the effective Hamiltonian being

𝐻′
eff = ℏ

©­­­­­«
𝜔𝐿

Ωrf cos (𝜔rf 𝑡)
𝑖
√
2

0 0

−Ωrf cos (𝜔rf 𝑡)
𝑖
√
2

0 Ωrf cos (𝜔rf 𝑡)
𝑖
√
2

−Ω𝑅

2

0 −Ωrf cos (𝜔rf 𝑡)
𝑖
√
2

−𝜔𝐿 0

0 −Ω𝑅

2 0 𝜔0 − 𝜔

ª®®®®®¬
. (4.26)

In this frame there are still time dependencies coming from the RF magnetic field so
a second transformation needs to be carried out on the Hamiltonian. In the second
transformation, the transformation matrix is given by

𝑈rf =

©­­­«
e−𝑖𝜔rf 𝑡 0 0 0

0 1 0 0
0 0 e𝑖𝜔rf 𝑡 0
0 0 0 1

ª®®®¬ . (4.27)

The effective Hamiltonian in the RF rotating frame is calculated using

𝐻eff = 𝑈
†
rf
𝐻′𝑈rf − 𝑖ℏ𝑈†

rf

𝜕𝑈rf

𝜕𝑡
. (4.28)
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In this case the effective Hamiltonian (Equation 4.26) in the rotating frame is used.
The first and second terms for this transformation are given by

𝑈
†
rf
𝐻′𝑈rf = ℏ

©­­­­­­«
𝜔𝐿

e𝑖𝜔rf 𝑡Ωrf cos (𝜔rf 𝑡)
𝑖
√
2

0 0

−Ωrf cos (𝜔rf 𝑡)e−𝑖𝜔rf 𝑡

𝑖
√
2

0 e𝑖𝜔rf 𝑡Ωrf cos (𝜔rf 𝑡)
𝑖
√
2

−Ω𝑅

2

0 −Ωrf cos (𝜔rf 𝑡)e−𝑖𝜔rf 𝑡

𝑖
√
2

−𝜔𝐿 0

0 −Ω𝑅

2 0 𝜔0 − 𝜔

ª®®®®®®¬
,

(4.29)
and

𝑖ℏ𝑈
†
rf

𝜕𝑈rf

𝜕𝑡
= ℏ

©­­­«
𝜔rf 0 0 0
0 0 0 0
0 0 −𝜔rf 0
0 0 0 0

ª®®®¬ , (4.30)

respectively. Hence the effective Hamiltonian takes the form,

𝐻eff = ℏ

©­­­­­­«
𝜔𝐿 − 𝜔rf

e𝑖𝜔rf 𝑡Ωrf cos (𝜔rf 𝑡)
𝑖
√
2

0 0

−Ωrf cos (𝜔rf 𝑡)e−𝑖𝜔rf 𝑡

𝑖
√
2

0 e𝑖𝜔rf 𝑡Ωrf cos (𝜔rf 𝑡)
𝑖
√
2

−Ω𝑅

2

0 −Ωrf cos (𝜔rf 𝑡)e−𝑖𝜔rf 𝑡

𝑖
√
2

−𝜔𝐿 + 𝜔rf 0

0 −Ω𝑅

2 0 𝜔0 − 𝜔

ª®®®®®®¬
. (4.31)

Using the same technique as was done for the effective Hamiltonian and neglecting
the fast oscillating terms at 2𝜔rf , the Hamiltonian in the (RF) rotating frame is
found to be

𝐻eff = ℏ

©­­­­­«
𝜔𝐿 − 𝜔rf

Ωrf

𝑖2
√
2

0 0

− Ωrf

𝑖2
√
2

0 Ωrf

𝑖2
√
2

−Ω𝑅

2

0 − Ωrf

𝑖2
√
2

−𝜔𝐿 + 𝜔rf 0

0 −Ω𝑅

2 0 𝜔0 − 𝜔

ª®®®®®¬
. (4.32)

The Hamiltonian describing the system is now independent of time as desired.

4.4 Relaxation and repopulation of the state

How the atoms decay from the excited states to the ground states is not included in
the derived Hamiltonian, but these dynamics need to be taken into account when
studying the dynamics of the system. Each sublevel undergoes relaxation due to
atoms exiting from the light beam at a rate 𝛾. Atoms in the excited state also
undergo spontaneous decay at a rate Γ. Hence, the relaxation matrix is given by

Γ̄ =

©­­­«
𝛾 0 0 0
0 𝛾 0 0
0 0 𝛾 0
0 0 0 𝛾 + Γ

ª®®®¬ . (4.33)

The relaxation matrix is the same in the rotating and lab frame. In order to conserve
the number of atoms in the system, a repopulation of states must also be considered.
The first term that contributes to the repopulation of the states is the fact that as
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atoms leave the laser beam, it is assumed that other atoms that are in the ground
state enter the beam. The atoms in the ground state are unpolarised so, as the atom
density is normalised to unity, the three ground state sublevels are repopulated at a
rate 𝛾/3. The second term that repopulates the states results from the spontaneous
decay of atoms in the excited state. In the simplified model here the atoms can decay
to any of the three ground states with an equal probability so the repopulation rate
from the spontaneous decay is Γ𝜌0′0′/3 where 𝜌0′0′ is the density matrix element
corresponding to the population of the excited state. For systems with multiple
excited sublevels, rapid collisional mixing and the allowed ground sublevels that the
atoms can decay to need to be considered (see Section 2.6). For the system with a
single excited state the repopulation matrix is hence given by

Λ = (𝛾 + Γ𝜌0′0′)
©­­­«
1
3 0 0 0
0 1

3 0 0
0 0 1

3 0
0 0 0 0

ª®®®¬ . (4.34)

4.5 Liouville equation for a density matrix

In order to study the dynamics of the atomic state a density matrix 𝜌 is constructed
in the rotating frame

𝜌 =

©­­­«
𝜌1,1 𝜌1,0 𝜌1,−1 𝜌1,0′

𝜌0,1 𝜌0,0 𝜌0,−1 𝜌0,0′

𝜌−1,1 𝜌−1,0 𝜌−1,−1 𝜌−1,0′
𝜌0′,1 𝜌0′,0 𝜌0′,−1 𝜌0′,0′

ª®®®¬ . (4.35)

The diagonal elements of the density matrix represent the populations of the different
sublevels and the off diagonal elements represent the coherences between the different
sublevels. The density matrix in the lab frame can be found by the transformation
𝜌 = 𝑈𝜌𝑈†. In the rotating frame, the density matrix elements can be found by
solving the Liouville equation

𝑖ℏ
𝜕𝜌

𝜕𝑡
=

[
𝐻, 𝜌

]
− 𝑖ℏ

2

(
Γ̄𝜌 + 𝜌Γ̄

)
+ 𝑖ℏΛ. (4.36)

Substituting in the derived effective Hamiltonian, relaxation matrix and repopula-
tion matrix results in 16 differential equations that need to be solved. The solutions
to these equations determines the 16 matrix elements of the density matrix which
describe the atomic state.

4.6 Description of the atomic state as a spherical

tensor

An atom that has a hyperfine quantum number 𝐹 can be described by a density
matrix of size (2𝐹 + 1) × (2𝐹 + 1). The density matrix can be written in terms of
the eigenbasis of the angular momentum operators 𝐹2 and 𝐹𝑧 [39]

𝜌 =

𝐹∑︁
𝑀,𝑀 ′=−𝐹

𝜌
(𝐹)
𝑀𝑀 ′ |𝐹, 𝑀 ⟩⟨𝐹, 𝑀′| . (4.37)
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An alternative and more convenient approach is to decompose the density matrix
into the basis of spherical tensor operators of rank 𝜅 = 0, 1, ..., 2𝐹 due to their prop-
erties under rotations. Each operator transforms independently in each 𝜅 subspace
under rotations. Equation 4.37 can be rewritten in the general form as

𝜌 =

2𝐹∑︁
𝜅=0

𝜅∑︁
𝑞=−𝜅

𝑚𝜅𝑞T̂ (𝜅)
𝑞 , (4.38)

where 𝑚𝜅𝑞 are multipole components with rank 𝜅 = 0, 1, ..., 2𝐹, 𝑞 = −𝜅, ..., 𝜅 and

T̂ (𝜅)
𝑞 are spherical tensor operators [85, 16, 18]. Each multipole represents an item

in the density matrix so in total there are (2𝐹 +1)2 multipoles. Given that a system

has a fixed 𝐹 a basis forms from T̂ (𝜅)
𝑞 that satisfies the condition Tr{T̂ (𝜅)

𝑞 (T̂ (𝜅′)
𝑞′ )†} =

𝛿𝜅𝜅′𝛿𝑞𝑞′ . In order to ensure that the density matrix given by Equation 4.38 is Her-

mitian, it is convenient to impose T̂ (𝜅)†
𝑞 = (−1)𝑞T̂ (𝜅)

−𝑞 , leading to the conditions
𝑚𝜅,𝑞 = (−1)𝑞𝑚∗

𝜅,−𝑞 and Im{𝑚𝜅,0} = 0. Using the condition that Tr(𝜌) = 1 the coeffi-

cient 𝑚0,0 can be determined as 𝑚0,0 =
1√

2𝐹+1
and the corresponding tensor operator

for a rank 𝜅 = 0 is given by T̂ (0)
0 = 1√

2𝐹+1
12𝐹+1. T̂ (0)

0 is the only operator with a

non-zero trace and is invariant under any rotation.
As is the case with the caesium D1-line used in this thesis, the atomic steady

state may include various 𝐹 levels. For the D1-line of caesium there are two values
with 𝐹 = 3, 4. If the laser light is tuned on resonance to a single 𝐹 level and there
are no coherent couplings between the different 𝐹 levels, the coherences can be
disregarded and the atomic state can be generally defined as

𝜌 =
⊕
𝐹

𝑝𝐹𝜌
(𝐹) , (4.39)

where 𝑝𝐹 is the effective fraction of atoms having the total angular momentum 𝐹.
The focus can then be on a single 𝜌(𝐹) for the 𝐹 level that is contributing to the
light-atom interaction. For simplicity, the 𝐹 superscript will be dropped.

How the spin is orientated is defined by the multipoles with rank 𝜅 = 1,

m1 = (𝑚1,−1, 𝑚1,0, 𝑚1,1)𝑇 , (4.40)

where ‘𝑇 ’ represents the transpose. How the spin of the atoms is aligned along some
axis is defined by the multipoles with rank 𝜅 = 2,

m2 = (𝑚2,−2, 𝑚2,−1, 𝑚2,0, 𝑚2,1, 𝑚2,2)𝑇 . (4.41)

As the density matrix is described using the multipoles, atoms that are optically
pumped using circularly polarised light (creating an orientation state) are described
by m1. For linearly polarised light used for optical pumping, only the even rank
𝜅 components are altered by the light [86]. With the pump in the system being
relatively strong, the atomic state which is described by Equation 4.38, reads as

𝜌 =
1

√
2𝐹 + 1

12𝐹+1 +
2∑︁

𝑞=−2
𝑚2,𝑞T̂ (2)

𝑞 +
4∑︁

𝑞=−4
𝑚4,𝑞T̂ (4)

𝑞 + · · · . (4.42)

However, as only the orientation (𝜅 = 1) and alignment (𝜅 = 2) components can be
probed, by resorting to electric dipole light-atom interactions [39, 86], any signal
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obtained by probing the atoms with light is determined by m = m2 whose dynamics
can be tracked.

If the quantisation axis is chosen to be along the 𝑧-direction and the light polari-
sation along the quantisation axis, then by symmetry, the atomic steady state must
be invariant to any rotations around 𝑧 (see Figure 4.1a). Only the coefficient with
𝑞 = 0 acquires some value 𝑚2,0 → 𝑚in

2,0 , whose maximum value is constrained by the
theoretical positivity of 𝜌 ≥ 0. Practically the constraint arises from the efficiency
of the optical pumping being counteracted by relaxation. This is the case for the
experiments in this thesis, with the exception of Section 7, and hence the vector in
the steady state meq is given by

meq = 𝑚in
2,0 (0, 0, 1, 0, 0)

𝑇 . (4.43)

If the light polarisation is at an arbitrary angle 𝜃 to the 𝑥𝑧-plane then the steady
state vector can be determined by rotating the above solution (for 𝜃 = 0) around the
direction of the light-propagation (𝑥-direction). The meq vector generated by the
linearly polarised light at a polarisation angle 𝜃, with respect to the quantization
axis, reads as

meq = 𝑚in
2,0

(
−
√

6

4
sin2 𝜃, 𝑖

√
6

4
sin 2𝜃, 1 − 3

2
sin2 𝜃, 𝑖

√
6

4
sin 2𝜃,−

√
6

4
sin2 𝜃

)𝑇
. (4.44)

Applying a strong static field B0 causes the atomic state to precess around the 𝑧-
axis much faster than the time it takes to reach the steady state. Hence, as the
Larmor frequency 𝜔𝐿 = 𝛾𝑔 |B0 | is much larger than the overall relaxation rate, all
of the multipoles which have 𝑞 ≠ 0 average to zero. According to the Secular
approximation [39] the steady state vector is simplified to

meq = 𝑚in
2,0

(
0, 0, 1 − 3

2
sin2 𝜃, 0, 0

)𝑇
. (4.45)

Note that 𝛾𝑔 = 𝑔𝐹𝜇𝐵/ℏ where 𝑔𝐹 is the Landé g-factor for an atom of total spin 𝐹

and 𝜇𝐵 is the Bohr magneton.

4.6.1 Visualising the state

It is useful to think about the atomic states in terms of the angular-momentum
probability surfaces. These are defined by the probability of detecting the state of
maximum angular momentum in a given direction and are useful for the visualisation
of the states. They are defined by

𝑟 (n) = n⟨𝐹, 𝐹 | 𝜌 |𝐹, 𝐹⟩n , (4.46)

where n is defined as the quantisation direction. When the light is vertically po-
larised (𝜃 = 0

◦
) the probability surface takes on a ‘peanut’ shape (see Figure 4.1a)

and when it is horizontally polarised (𝜃 = 90
◦
) the probability surface has a ‘dough-

nut’ shape (see Figure 4.1b). The surface that corresponds to T̂ (2)
0 has a rotational

symmetry relative to the 𝑧-axis. The surfaces that correspond to T̂ (2)
±1 and T̂ (2)

±2
return to the original state after rotations by 2𝜋 and 𝜋 respectively. This results in
peaks being seen at Ω𝐿 and 2Ω𝐿 in the predicted spectra discussed in Section 7.2.
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(a) (b)

Figure 4.1: The angular momentum probability surfaces in the steady state for an
alignment based magnetometer with the light propagating along the 𝑥-direction and
polarised along the (a) 𝑧-axis and (b) 𝑦-direction.

4.7 Evolution of the atomic state

In order to study the evolution of the atomic state when defined in terms of the
multipole moments an arbitrary magnetic field will initially be considered. It is
assumed that the atoms are placed in a magnetic field

B = 𝐵𝑥x̂ + 𝐵𝑦ŷ + 𝐵𝑧ẑ. (4.47)

To see the dynamics of the system, the Liouville equation (see Equation 4.36) for
the density matrix can be rewritten as a matrix equation for the multipoles. This
is possible due to the properties of spherical tensors under rotations. The matrix
equations can be written as

¤m2 =

(
−𝑖𝜔𝑥𝐽 (2)𝑥 − 𝑖𝜔𝑦𝐽 (2)𝑦 − 𝑖𝜔𝑧𝐽 (2)𝑧

)
m2 − Γm2 + Γmeq

2 , (4.48)

where ¤m2 = 𝑑m2/𝑑𝑡 and a single ground state relaxation rate (Γ) has been included
for simplicity. Here 𝜔𝑥 = 𝛾𝑔𝐵𝑥, 𝜔𝑦 = 𝛾𝑔𝐵𝑦 and 𝜔𝑧 = 𝛾𝑔𝐵𝑧, where 𝛾𝑔 is the gyro-

magnetic ratio of the atom. 𝐽 (2)𝑥 , 𝐽 (2)𝑦 and 𝐽
(2)
𝑧 are the rank-2 angular momentum

operators given by

𝐽
(2)
𝑥 = ℏ

©­­­­­­­­«

0 1 0 0 0

1 0
√︃

3
2 0 0

0
√︃

3
2 0

√︃
3
2 0

0 0
√︃

3
2 0 1

0 0 0 1 0

ª®®®®®®®®¬
, (4.49)

𝐽
(2)
𝑦 = ℏ

©­­­­­­­­«

0 𝑖 0 0 0

−𝑖 0 𝑖

√︃
3
2 0 0

0 −𝑖
√︃

3
2 0 𝑖

√︃
3
2 0

0 0 −𝑖
√︃

3
2 0 𝑖

0 0 0 −𝑖 0

ª®®®®®®®®¬
, (4.50)
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𝐽
(2)
𝑧 = ℏ

©­­­­­«
−2 0 0 0 0
0 −1 0 0 0
0 0 0 0 0
0 0 0 1 0
0 0 0 0 2

ª®®®®®¬
. (4.51)

By substituting in the angular momentum operators and setting ¤mss
2 = 0, a set

of linear equations can be solved to find the steady state solutions of the rank-2
multipoles. The steady state solutions are given by

©­­­­­­«

𝑚ss
2,−2

𝑚ss
2,−1
𝑚ss

2,0

𝑚ss
2,1

𝑚ss
2,2

ª®®®®®®¬
=

𝑚
eq
2,0(

Γ2 + 𝜔2
𝑥 + 𝜔2

𝑦 + 𝜔2
𝑧

) [
Γ2 + 4

(
𝜔2
𝑥 + 𝜔2

𝑦 + 𝜔2
𝑧

) ]

×

©­­­­­­­­­­­«

−
√︃

3
2

(
𝜔𝑥 + 𝑖𝜔𝑦

)2 (
Γ2 + 𝜔2

𝑥 + 𝜔2
𝑦 + 3𝑖Γ𝜔𝑧 − 2𝜔2

𝑧

)
−
√︃

3
2

(
𝜔𝑥 + 𝑖𝜔𝑦

)
(𝑖Γ + 2𝜔𝑧)

(
Γ2 + 𝜔2

𝑥 + 𝜔2
𝑦 + 3𝑖Γ𝜔𝑧 − 2𝜔2

𝑧

)
Γ4 +

(
𝜔2
𝑥 + 𝜔2

𝑦 − 2𝜔2
𝑧

)2
+ Γ2

[
2
(
𝜔2
𝑥 + 𝜔2

𝑦

)
+ 5𝜔2

𝑧

]√︃
3
2

(
𝜔𝑥 − 𝑖𝜔𝑦

)
(−𝑖Γ + 2𝜔𝑧)

(
Γ2 + 𝜔2

𝑥 + 𝜔2
𝑦 − 3𝑖Γ𝜔𝑧 − 2𝜔2

𝑧

)
−
√︃

3
2

(
𝜔𝑥 − 𝑖𝜔𝑦

)2 (
Γ2 + 𝜔2

𝑥 + 𝜔2
𝑦 − 3𝑖Γ𝜔𝑧 − 2𝜔2

𝑧

)

ª®®®®®®®®®®®¬
. (4.52)

It can be seen that (𝑚ss
2,−2)

∗ = 𝑚ss
2,−2 and (𝑚ss

2,−1)
∗ = 𝑚ss

2,−1 where ∗ represents the
complex conjugate.

4.8 Observables of interest

From the steady state solution of the multipoles the expected lineshapes of the
observable signals can be calculated. Throughout this thesis the main observable
measured is the polarisation rotation of the light. In this case, how the polarisation
of the light changes after it has exited the atomic ensemble is measured using a
balanced photodetector. In Section 8 the intensity of the transmitted light, referred
to as the absorption measurement, is also of interest. Here the amount of light that
is transmitted from the vapour cell is measured using a single diode photodetector.
For a vapour cell with a length 𝑙 the intensity of the light after the vapour cell is

given by 𝐼 (𝑙) = 𝐼 (0)e−𝑆abs𝑙 where 𝐼 (0) is the intensity of the light before the vapour
cell and 𝑆abs is the absorption coefficient being measured. In both cases it will be
assumed that the laser light is polarised along the 𝑧-direction and propagates along
the 𝑥-direction. This is in order to match that previously defined when calculating
the Hamiltonian of the system (see Section 4.2) and the experimental geometry.
This means that 𝜃 = 0 and hence 𝑚eq

2,0 = 𝑚
in
2,0.

In order to derive the forms of the equations of the expected signals the sym-
metry properties that these observables have need to be identified. The symmetry
arguments then allow for the linear combinations of the spherical tensor components
𝑚𝜅,𝑞 (with 𝜅 ≤ 2) that make up the observable signals to be determined. In terms of
the spherical tensor components, the absorption coefficient and polarisation rotation

70



signal can be generally written as

𝑆abs = 𝐶0𝑚0,0 +
1∑︁

𝑞=−1
𝐶1𝑞𝑚1𝑞 +

2∑︁
𝑞=−2

𝐶2𝑞𝑚2𝑞 (4.53)

= 𝐶0𝑚0,0 + C𝑇1m1 + C𝑇2m2, (4.54)

and

𝑆PR = 𝐷0𝑚0,0 +
1∑︁

𝑞=−1
𝐷1,𝑞𝑚1,𝑞 +

1∑︁
𝑞=−2

𝐷2,𝑞𝑚2,𝑞, (4.55)

= 𝐷0𝑚0,0 +D𝑇
1m1 +D𝑇

2m2, (4.56)

respectively. Here 𝐶0, 𝐶1𝑞 and 𝐶2𝑞 are complex coefficients for the absorption signal
and 𝐷0, 𝐷1𝑞 and 𝐷2𝑞 are complex coefficients for the polarisation rotation signal.
These coefficients are rewritten as row vectors such that C𝑇1 contains the coeffi-
cients 𝐶1𝑞, C

𝑇
2 contains the coefficients 𝐶2𝑞, D

𝑇
1 contains the coefficients 𝐷1𝑞 and D𝑇

2
contains the coefficients 𝐷2𝑞.

Due to properties of the system, rotating the atomic state around the light
propagation axis (𝑥-axis) by 𝜋 must be equivalent to rotating the light polarisation
around the 𝑥-axis by −𝜋. As the light is linearly polarised, the rotation of the
light around the 𝑥-axis by −𝜋 does not affect the system. This means that both
the absorption and polarisation rotation signal are not affected by either of these
rotation operations. The operators have a matrix form of

R(1)
𝑥 = exp

[
−𝑖𝜋𝐽 (1)𝑥 /ℏ

]
=

©­«
0 0 −1
0 −1 0
−1 0 0

ª®¬ , (4.57)

R(2)
𝑥 = exp

[
−𝑖𝜋𝐽 (2)𝑥 /ℏ

]
=

©­­­­­«
0 0 0 0 1
0 0 0 1 0
0 0 1 0 0
0 1 0 0 0
1 0 0 0 0

ª®®®®®¬
, (4.58)

when acting on the m1 and m2 multipoles, respectively. The 𝑚0,0 component remains

constant and unchanged. The matrices 𝐽 (1)𝑥 and 𝐽
(2)
𝑥 are the 𝜅 = 1 and 𝜅 = 2

representations of the 𝑥-component of the angular momentum operators. For the
𝜅 = 2 case the matrix is given in Equation 4.49. For the signals to be invariant under
the transformations it must be imposed that

C𝑇1m1 + C𝑇2m2 = C𝑇1R
(1)
𝑥 m1 + C𝑇2R

(2)
𝑥 m2, (4.59)

D𝑇
1m1 +D𝑇

2m2 = D𝑇
1R

(1)
𝑥 m1 +D𝑇

2R
(2)
𝑥 m2. (4.60)

This must hold true for any m1 and m2. Hence, C1 and D1 must be eigenvectors

of (R(2)
𝑥 )𝑇 as well as C2 and D2 being eigenvectors of (R(1)

𝑥 )𝑇 . These must all
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correspond to an eigenvalue of 1 meaning that

C1,D1 ∈ span

©­«
1
0
−1

ª®¬
 , (4.61)

C2,D2 ∈ span


©­­­­­«
1
0
0
0
1

ª®®®®®¬
,

©­­­­­«
0
1
0
1
0

ª®®®®®¬
,

©­­­­­«
0
0
1
0
0

ª®®®®®¬

. (4.62)

Specific symmetry properties arising from the the observables individually will now
be considered.

4.8.1 Absorption coefficient

When measuring the light absorption coefficient 𝑆abs, the light polarisation direction
does not depend on the direction that the laser light is propagating in. So, a rotation
of the atomic state around the light polarisation axis (𝑧-axis), at an angle of 𝜑, can
be calculated using the operators

R(1)
𝜑 = exp

[
−𝑖𝜑𝐽 (1)𝑧 /ℏ

]
=

©­«
e𝑖𝜑 0 0
0 1 0
0 0 e−𝑖𝜑

ª®¬ , (4.63)

R(2)
𝜑 = exp

[
−𝑖𝜑𝐽 (2)𝑧 /ℏ

]
=

©­­­­­«
e2𝑖𝜑 0 0 0 0
0 e𝑖𝜑 0 0 0
0 0 1 0 0
0 0 0 e−𝑖𝜑 0
0 0 0 0 e−2𝑖𝜑

ª®®®®®¬
. (4.64)

It can be seen that C1 and C2 must be eigenvectors of (R(1)
𝜑 )𝑇 and (R(2)

𝜑 )𝑇 , respec-
tively, and both correspond to an eigenvalue of 1. As a result of this C1 and C2 can
be defined as

C1 ∈ span

©­«
0
1
0

ª®¬
 , (4.65)

C2 ∈ span


©­­­­­«
0
0
1
0
0

ª®®®®®¬

. (4.66)

Again here, the 𝑚0,0 component remains unchanged. When also taking into account
the expressions presented in Equations 4.65 and 4.66 it can be seen that C1 =(
0 0 0

)𝑇
and C2 ∝

(
0 0 1 0 0

)𝑇
and there are no constraints on the value of

𝐶0. Substituting these results into Equation 4.53 the formula for the signal when
measuring the absorption coefficient is given by
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𝑆abs = 𝐶0𝑚0,0 +
(
0, 0, 0

) ©­«
𝑚1,−1
𝑚1,0

𝑚1,1

ª®¬ +
(
0, 0, 1, 0, 0

) ©­­­­­«
𝑚2,−2
𝑚2,−1
𝑚2,0

𝑚2,1

𝑚2,2

ª®®®®®¬
. (4.67)

Carrying out the multiplication the absorptive signal, in terms of the multipoles,
takes the form

𝑆abs ∝
(
𝑚0,0 − 𝜒 · 𝑚2,0

)
, (4.68)

where 𝜒 depends on the hyperfine quantum number 𝐹. By substituting in the steady
state solutions found in Equation 4.52, the absorption signal is given by

𝑆abs ∝ 𝑚0,0 − 𝜒
𝑚

eq
2,0{Γ

4 + (𝜔2
𝑥 + 𝜔2

𝑦 − 2𝜔2
𝑧 )2 + Γ2 [2(𝜔2

𝑥 + 𝜔2
𝑦) + 5𝜔2

𝑧 ]}
(Γ2 + 𝜔2

𝑥 + 𝜔2
𝑦 + 𝜔2

𝑧 ) [Γ2 + 4(𝜔2
𝑥 + 𝜔2

𝑦 + 𝜔2
𝑧 )]

. (4.69)

It is noted that although this model uses the simplified ‘toy model’ of a 𝐹 = 1
ground state, the theory still holds valid for a caesium atom with a ground state of
𝐹 = 3, 4. In general, the 𝐹 = 4 state can have multipoles with values 𝜅 = 0, 1, 2, ..., 8.
As low light power is assumed in this setup only the 𝜅 = 2 multipole is relevant as
the light only probes multipoles with 𝜅 ≤ 2. This is also not an issue when carrying
out rotations as this does not cause any couplings between different values of 𝜅.

4.8.2 Polarisation rotation signal

Now, the symmetry arguments arising from the polarisation rotation measurements
will be determined. If the light propagates in the opposite direction, in the case
presented here in the −𝑥-direction, the polarisation-rotation signal has the same
magnitude but with the opposite sign. Hence a clockwise light polarisation rotation
around the 𝑥-axis becomes an anti-clockwise rotation. Flipping the direction that
the light propagates in is equivalent to rotating the atomic system around the 𝑧-axis
by 𝜋. The matrix for this rotation is given by

R(1)
𝑧 = exp

[
−𝑖𝜋𝐽 (1)𝑧 /ℏ

]
=

©­«
−1 0 0
0 1 0
0 0 −1

ª®¬ , (4.70)

R(2)
𝑧 = exp

[
−𝑖𝜋𝐽 (2)𝑧 /ℏ

]
=

©­­­­­«
1 0 0 0 0
0 −1 0 0 0
0 0 1 0 0
0 0 0 −1 0
0 0 0 0 1

ª®®®®®¬
. (4.71)

In order for the detected signal amplitude to maintain the same magnitude but with
the opposite sign it is imposed that

𝐷0𝑚0,0 +D𝑇
1m1 +D𝑇

2m2 = −(𝐷0𝑚0,0 +D𝑇
1R

(1)
𝑧 m1 +D𝑇

2R
(2)
𝑧 m2), (4.72)
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for any 𝑚0,0, m1 and m2. From this, it can be calculated that 𝐷0 = 0 and

D1 ∈ span

©­«
1
0
0

ª®¬ , ©­«
0
0
1

ª®¬
 , (4.73)

D2 ∈ span


©­­­­­«
0
1
0
0
0

ª®®®®®¬
,

©­­­­­«
0
0
0
1
0

ª®®®®®¬

. (4.74)

D1 is an eigenspace of (R(1)
𝑧 )𝑇 and D2 is an eigenspace of (R(2)

𝑧 )𝑇 respectively, and
both correspond to the eigenvalue of −1. By taking into account the conditions
determined previously in Equations 4.65 and 4.66 it can be concluded that D1 ∝(
−1 0 1

)𝑇
and D2 ∝

(
0 1 0 1 0

)𝑇
. Hence the polarisation rotation signal can

be calculated using Equation 4.55 and reads

𝑆PR = 𝐷1,1(𝑚1,1 − 𝑚1,−1) + 𝐷2,1(𝑚2,1 + 𝑚2,−1). (4.75)

For the signal to be real 𝐷2,1 needs to be purely imaginary. As linearly polarised
light is used to create an aligned state 𝑚1,𝑞 = 0 for all 𝑞 so the detected signal is
given by

𝑆PR ∝ 𝑖
(
𝑚2,1 + 𝑚2,−1

)
. (4.76)

By substituting in the steady state solutions found in Equation 4.52, the polarisation
rotation signal is found to be

𝑆PR ∝
√

6𝑚eq
2,0 [Γ

3𝜔𝑥 − Γ2𝜔𝑦𝜔𝑧 + 2𝜔𝑦𝜔𝑧 (𝜔2
𝑥 + 𝜔2

𝑦 − 2𝜔2
𝑧 ) + Γ𝜔𝑥 (𝜔2

𝑥 + 𝜔2
𝑦 + 4𝜔2

𝑧 )]
(Γ2 + 𝜔2

𝑥 + 𝜔2
𝑦 + 𝜔2

𝑧 ) [Γ2 + 4(𝜔2
𝑥 + 𝜔2

𝑦 + 𝜔2
𝑧 )]

.

(4.77)

4.9 RF magnetometry signals

The main focus of this thesis is on RF magnetometry in which the system has an
RF magnetic field as well as a static magnetic field. It is convenient to here define
the equations for the expected signals in this case. The general form of the expected
signal in terms of the multipoles (Equation 4.77) will be used with the magnetic
field components defined to match the experimental setup as was initially described
in Section 4.2. The system has a static magnetic field B0 being applied in the 𝑧-
direction and an oscillating magnetic field Brf cos(𝜔rf 𝑡) along the 𝑦-direction. It will
be assumed that the magnetic field along the 𝑥-direction is zero. Due to the time
dependence of the oscillating magnetic field it is convenient to use the rotating wave
approximation when calculating the multipole components. In the rotating frame,
the ensemble is rotating around the 𝑧-axis (around B0) at the RF frequency. In the
rotating frame the multipoles are given by

�̃�𝜅,𝑞 = e𝑖𝑞𝜔rf 𝑡𝑚𝜅,𝑞 . (4.78)
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Assuming the rotating wave approximation, described in Section 4.3, holds true and
dropping the fast oscillating terms, the equation that describes the evolution of the
multipoles is given by

¤̃m2 =

(
−𝑖Ωrf

2
𝐽
(2)
𝑦 + 𝑖Δrf𝐽

(2)
𝑧

)
m̃2 − Γm̃2 + Γm̃eq

2 , (4.79)

where Δrf = 𝜔rf −𝜔𝐿. The steady state solutions are found by solving Equation 4.79
when ¤̃𝑚2 = 0 and are found to be

𝑚ss
2,−2 =

−
√︃

3
2𝑚

eq
2,0Ω

2
rf

[
4 (Γ − 𝑖Δrf ) (Γ − 2𝑖Δrf ) +Ω2

rf

]
4
(
Γ2 + 4Δ2

rf
+Ω2

rf

) [
4
(
Γ2 + Δ2

rf

)
+Ω2

rf

] , (4.80)

𝑚ss
2,−1 =

−
√︃

3
2𝑚

eq
2,0 (Γ + 2𝑖Δrf )Ωrf

[
4 (Γ − 𝑖Δrf ) (Γ − 2𝑖Δrf ) +Ω2

rf

]
2
(
Γ2 + 4Δ2

rf
+Ω2

rf

) [
4
(
Γ2 + Δ2

rf

)
+Ω2

rf

] , (4.81)

𝑚ss
2,0 =

𝑚
eq
2,0

[
16

(
Γ2 + Δ2

rf

) (
Γ2 + 4Δ2

rf

)
+ 8

(
Γ2 − 2Δ2

rf

)
Ω2
rf
+Ω4

rf

]
4
(
Γ2 + 4Δ2

rf
+Ω2

rf

) [
4
(
Γ2 + Δ2

rf

)
+Ω2

rf

] , (4.82)

𝑚ss
2,1 =

√︃
3
2𝑚

eq
2,0 (Γ − 2𝑖Δrf )Ωrf

[
4 (Γ + 𝑖Δrf ) (Γ + 2𝑖Δrf ) +Ω2

rf

]
2
(
Γ2 + 4Δ2

rf
+Ω2

rf

) [
4
(
Γ2 + Δ2

rf

)
+Ω2

rf

] , (4.83)

𝑚ss
2,2 =

−
√︃

3
2𝑚

eq
2,0Ω

2
rf

[
4 (Γ + 𝑖Δrf ) (Γ + 2𝑖Δrf ) +Ω2

rf

]
4
(
Γ2 + 4Δ2

rf
+Ω2

rf

) [
4
(
Γ2 + Δ2

rf

)
+Ω2

rf

] . (4.84)

Rotating the steady state solutions of the multipoles back to the lab frame and
substituting them into Equation 4.76 results in the polarisation rotation signal being

𝑆PR(𝑡) ∝ 𝐴 cos(𝜔rf 𝑡) + 𝐷 sin(𝜔rf 𝑡), (4.85)

where 𝐴 and 𝐷 correspond to the absorptive and dispersive lineshapes corresponding
to the in-phase (𝑋 = 𝐴) and quadrature (𝑌 = 𝐷) components of the detected signal.
These take the form of

𝐴 (Δrf ,Ωrf ) =

√︃
3
2𝑚

eq
2,0ΓΩrf

[
4
(
Γ2 + 4Δ2

rf

)
+Ω2

rf

]
4(Γ2 + 4Δ2

rf
+Ω2

rf
)
[
4
(
Γ2 + Δ2

rf

)
+Ω2

rf

] , (4.86)

and

𝐷 (Δrf ,Ωrf ) =

√︃
3
2𝑚

eq
2,0ΔrfΩrf

[
2
(
Γ2 + 4Δ2

rf

)
−Ω2

rf

]
2(Γ2 + 4Δ2

rf
+Ω2

rf
)
[
4
(
Γ2 + Δ2

rf

)
+Ω2

rf

] . (4.87)

As the magnetometers presented in this thesis are primarily operated in the regime
of weak RF magnetic field strengths, the signal can be simplified. In the limit of a
low RF magnetic field strength (Ωrf ≈ 0) the components of the signal simplify to

𝐴 (Δrf ,Ωrf ≈ 0) =

√︃
3
2𝑚

eq
2,0ΓΩrf

4
(
Γ2 + Δ2

rf

) , (4.88)
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and

𝐷 (Δrf ,Ωrf ≈ 0) =

√︃
3
2𝑚

eq
2,0ΔrfΩrf

4
(
Γ2 + Δ2

rf

) . (4.89)

The signal amplitude is given by 𝑅 =
√
𝑋2 + 𝑌2 =

√
𝐴2 + 𝐷2 which in the weak RF

field regime can be calculated as

𝑅 (Δrf ,Ωrf ≈ 0) =

√︃
3
2𝑚

eq
2,0Ωrf

4
√︃
Γ2 + Δ2

rf

. (4.90)

These predictions will be compared to experimental data throughout this thesis.
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Chapter 5

Eddy current measurements using
a commercial fluxgate

5.1 Motivation

The remote detection and characterisation of conductive objects is useful in many
areas including medical, defence, aerospace and quality control applications [87, 88,
89, 90, 91]. The use of eddy currents has the added benefit of not needing to be in
contact with the object being investigated and hence is a non-destructive method
of measurement [52, 53, 54, 55]. The use of eddy currents for flaw detection has
already shown its potential in the aerospace, transport and power supply industries
[92]. Additional applications include subsurface crack and corrosion detection with
current technologies that are used in the kHz to MHz range to detect cracks ∼ 0.1 mm
or less in depth [52, 92]. This is done using an oscillating primary magnetic field to
detect and characterise conductive objects. The primary field induces eddy currents
in the object resulting in a secondary magnetic field that can be measured using a
magnetic field sensor such as a fluxgate magnetometer. This method has also been
applied to the monitoring of fuel cells [93, 94].

Although there has been a lot of research in this area over the years there are still
a number of challenges. This includes being able to differentiate the object from the
noisy background it is in. In the case of an unexploded ordnance (UXO) it takes time
and multiple resources to be able to distinguish the object from false signals [95].
The detection of the secondary magnetic field that results from the eddy currents in
an electrically conductive object when placed in an oscillating/oscillatory primary
magnetic field, contains distinct characteristics such as the electrical conductivity,
magnetic permeability, object geometry, and size of the object. This can help with
the identification of the correct object. The work in this chapter shows a method of
characterising both non-magnetic and magnetic objects in low frequency magnetic
fields. The response of the secondary magnetic field is measured as a function
of frequency, by varying the primary magnetic field from 10 Hz to 1 kHz. How
the secondary induced field varies with the placement of the conductive object is
also looked at with the position being varied on- and off-axis from the fluxgate
magnetometer. The findings are verified using COMSOL simulations and theory.
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5.2 Experimental setup

Figure 5.1a shows the experimental setup used to detect and characterise aluminium
and steel samples (see Figure 5.1b). The setup is 3D printed with ridges to place
the object’s position with a high level of precision. A Bartington Mag690 fluxgate is
used to detect the magnetic fields induced in the samples. Further details about the
sensor can be found in Section 5.3. The sensor can measure the field components in
all three directions, however for simplicity only the on-axis component (𝑧-direction)
of the induced magnetic field is investigated. The experiment is controlled by a
sbRIO-9627 field-programmable gate array (FPGA) programmed in LabVIEW. The
FPGA can output oscillating signals, record and save data, apply real time feedback,
perform lock-in amplification and analyse data.

A primary magnetic field oscillating at a particular frequency 𝜈, induces eddy
currents in a conductive object which then induces a secondary magnetic field that
can be detected. The signal detected is of the form 𝑆 = 𝑅 cos (2𝜋𝜈𝑡 + 𝜙). This can
be given in terms of the in-phase 𝑋, and out-of-phase components 𝑌 such that 𝑆 =

𝑋 cos (2𝜋𝜈𝑡) +𝑌 sin (2𝜋𝜈𝑡). The in-phase and out-of-phase components of the signal
are detected and tracked using the lock-in amplifier implemented in the FPGA.

An excitation coil is used to produce a primary magnetic field B1(𝑡) that is
oscillating at a set frequency 𝜈 ranging between 10 Hz and 1000 Hz. For the primary
field the phase of the lock-in amplifier was adjusted such that the field is all in the
in-phase component. The excitation coil has a radius of 8 cm with 60 coil windings.
The wire used on this coil has a diameter of 1 mm to prevent heating and results
in a small resistance. A 10 Ω power resistor is placed in series with the coil. The
centre of the coil is positioned 48.4 cm from the detection point of the fluxgate
magnetometer. The primary magnetic field was produced using a sinusoidal voltage
with an amplitude of ≈ 7.2 Vpp which generates a current of 𝐼𝑒 = 0.53 A. This
corresponds to a magnetic dipole moment of 𝜇𝑒 = 0.64 Am−2 in the 𝑧-direction. The
primary magnetic field induced has an amplitude of 𝐵1 = 1.09 μT at the detection
point of the magnetometer.

A second coil is used in the experiment to compensate the magnetic field when
no object is present. The compensation coil consists of a one turn Helmholtz coil
with a radius of 3 cm and is placed around the sensing point of the magnetometer.
A 6 Ω power resistor was placed in series with the coil. The compensation coil
produces a second magnetic field B2(𝑡) which oscillates at the same frequency as
the primary field. A 0.24 Vpp oscillating voltage is applied to the compensation
coil. This generates a current of 𝐼𝑐 = 0.036 A corresponding to a magnetic dipole
moment of 𝜇𝑐 = 1.02×10−4 Am−2. This cancels the primary field such that when no
object is present the total magnetic field at the position of the magnetometer reads
B1(𝑡) + B2(𝑡) ≈ 0.

When a conductive object is placed between the excitation coil and the mag-
netometer, eddy currents are induced in the object which in turn creates a sec-
ondary magnetic field that oscillates at the same frequency as the primary field 𝜈.
As the compensation field amplitude is much smaller than the magnetic field gen-
erated by the excitation coil (the primary field), the eddy currents are primarily
induced by the primary field and hence the amplitude of the induced secondary
field is proportional to the primary field. As the field is cancelled when no object
is present the total magnetic field detected by the magnetometer is the secondary
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(a) (b)

Figure 5.1: Experimental setup for detecting and characterising metal samples. (a)
An image of the active detection system, consisting of an excitation coil, a sensor,
a compensation coil, and an object, of thickness t, which can be placed either on-
axis or off-axis. The object is placed at a distance a from the excitation coil and a
distance a’ from the detection point of the magnetometer. (b) The samples detected
in this setup. These are solid and hollow samples of 6061 T6 aluminium and 440c
steel.

field, Btotal(𝑡) = B1(𝑡) + B2(𝑡) + Bec(𝑡) ≈ Bec(𝑡). Cancelling the primary field allows
the secondary field to be directly measured. Unlike for optically pumped magne-
tometers (OPMs) [30] this technique does not have any added stability, as can be
seen in Section 5.3.1.

Figure 5.1b shows the four objects that were detected and characterised. They
are all cylinders with a 2 cm radius and a 2 cm width. A solid and hollow cylinder
of two different materials were used. The hollow cylinders had a wall thickness of
4 mm. The cylinders were made of either 6061 T6 aluminium or 440c steel; 6061
T6 aluminium has an electrical conductivity of 𝜎 = 24.6 MSm−1, is non-magnetic,
and has a relative magnetic permeability of 𝜇𝑟 = 1 [96], while the electrical prop-
erties of 440c steel are not well defined [97]. While the electrical conductivity and
permeability are unknown they can be determined experimentally [58]. In Ref. [58]
a 440C sample is used where they experimentally determined the conductivity to be
𝜎 = 1.51(1) MS/m and a relative permeability of 𝜇𝑟 = 16.7(1). It is expected that
similar values should be obtained experimentally in this chapter.

The experimental setup is used to determine how the frequency response of the
induced magnetic fields in a non-magnetic and magnetic object differ. How the
signal changes with distance on- and off-axis is also analysed with the findings being
verified using simulations (COMSOL) and theoretical models [56, 60, 58]. When
varying the frequency of the primary field, the frequency was varied from 10 to
1000 Hz. The object was placed 22.4 cm from the excitation coil. When varying the
distance of the object, both on- and off-axis, the frequency of the primary coil was
set to 500 Hz. For the on-axis measurement the distance of the object was placed at
approximately 5 cm intervals, beginning from 5 cm in front of the excitation coil to
39.5 cm. For the off-axis measurements the sample was placed 22.4 cm away from
the front of the coil in the 𝑧-direction. The sample was then varied from 0 to 34 cm
off-axis in the 𝑥-direction.
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5.3 Sensor details

The sensor used in this chapter is a commercially available Bartington Mag690-
FL100 Fluxgate magnetometer (see Figure 5.2a) [98]. The magnetometer has a
3 dB bandwidth of 1.5 kHz, a dynamic range of ±100 μT and a calibration factor
of 100 mV/μT.

(a) (b)

Figure 5.2: (a) Image of the Bartington Mag690 Fluxgate magnetometer. (b) A
simple drawing of how a fluxgate magnetometer works. The magnetometer is made
up of two coils, an excitation/ driving coil (black coil) and a pick up coil (pink coil),
wrapped around a magnetically permeable alloy core (blue).

Fluxgate magnetometers measure the strength of a magnetic field along a par-
ticular direction. They operate well in the Earth’s magnetic field. A fluxgate mag-
netometer is made up of two coils, an excitation/ driving coil and a pick up coil,
wrapped around a magnetically permeable alloy core, as shown in Figure 5.2b. A
magnetically permeable core is used as it has a high magnetic susceptibility so it
aligns easily with a magnetic field. A fluxgate magnetometer can have either one
core or two. The fluxgate explained here will be based on the magnetometer having
two cores [98, 99]. A driving coil surrounds the cores (see Figure 5.2b) and an alter-
nating current is passed through it. This repeatedly magnetises and demagnetises
the core. Each core has an opposite direction of the excitation flux. The magnetic
field from the driving coil induces a current in the sensing coil. When there is no am-
bient magnetic field present the current in the driving coil and sensing coil is equal
[10]. When the core is placed in a magnetic field it will be more easily saturated in
the direction of the magnetic field and less easy to saturate in the opposite direction.
This results in the currents in the driving coil and sensing coils to no longer be equal
and hence the difference in the current of the two coils can be integrated over to give
a signal as a voltage. This voltage output is the magnetometer signal and can be
used to determine the magnetic field that the sensor is in. The use of three fluxgate
magnetometer configurations with in a sensor head allows vector measurements to
be measured. Hence, many commercially available fluxgate magnetometers are able
to measure the strength and direction of magnetic fields.
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5.3.1 Performance

In order to determine the stability and sensitivity of the magnetometer in the ex-
perimental setup, 10 minute time traces were taken and the Allan deviation was
calculated. The data in Figure 5.3 shows the Allan deviation for the applied mag-
netic field at various frequencies (10 Hz, 120 Hz, 500 Hz and 1 kHz) in unshielded
conditions. All four sets of data were taken using the setup shown in Figure 5.1a
with no object present. Figure 5.3 shows the Allan deviation of the in-phase com-
ponent of the signal. For each frequency a set of four 10 minute time traces were
obtained with one being when both coils are connected to the voltage source (re-
ferred to as ‘on’), one with the excitation coil on, one with the compensation coil
on and finally one with both of the coils disconnected (referred to as ‘off’). It can
be seen in all four figures that having both coils on does not affect the stability of
the setup compared to only using one coil. The configuration of two coils on has the
benefit of being able to apply larger magnetic fields to induce eddy currents without
saturating the fluxgate magnetometer. With both coils on the smallest detectable
fields are 51 pT at 10 Hz, 35 pT at 120 Hz, 62 pT at 500 Hz, and 70 pT at 1 kHz,
and are in the gate time frame of 1 to 10 seconds. It can be seen that with the coils
off the Allan deviation of the signal is smaller - this is most likely due to drifts in the
current generating the magnetic field. The Allan deviation of the stability at 10 Hz
picks up further noise when both of the coils are on due to flicker noise. To improve
the sensitivity the current source could be replaced with a less noisy supply. The
out-of-phase component can be found in Appendix B and has a similar stability to
the in-phase component of the signal.

In order to see the how the magnetometer’s noise floor changes when in shielded
conditions compared to unshielded conditions, 2 × 1 second time traces were taken.
The first time trace is in unshielded (blue data in Figure 5.4) conditions that the
experiments were carried out in, where the fluxgate is placed in the setup shown in
Figure 5.1a but with no coils on or samples present. The second time trace (red data
in Figure 5.4) was taken with the fluxgate placed inside a mu-metal shield (Twinleaf
MS-2). These time traces were then Fourier transformed to produce the spectral
density of the signals, as shown in Figure 5.4. It can be seen that in the area of
interest the noise floor remains relatively flat with peaks at 50 Hz and its harmonics.
The sensitivity in unshielded conditions here can be seen to be higher than that in
shielded conditions. This shows that the experiment is limited by environmental
noise and not the intrinsic noise of the sensor. The unshielded sensitivities agrees well
with that determined in the Allan deviation data (Figure 5.3) with the sensitivities

reading ∼ 25 pT/
√

Hz, ∼ 30 pT/
√

Hz, ∼ 40 pT/
√

Hz, and ∼ 50 pT/
√

Hz at 10 Hz,
120 Hz, 500 Hz, and 1000 Hz, respectively.

5.4 Example traces

Figure 5.5 shows two example time traces of the detection of conductive objects.
The signals show the object is initially not present in the setup and this remains the
case for ∼ 5 seconds and then the object is placed into the setup for ∼ 10 seconds.
Three repeats were taken for each sample in all data sets. The conductive objects
were placed at a distance of 22.4 cm from the excitation coil. The example traces
show the demodulated signals from the output of the fluxgate when an aluminium
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Figure 5.3: Allan Deviation of the in-phase response of the fluxgate at (a) 10 Hz,
(b) 120 Hz, (c) 500 Hz and (d) 1000 Hz

(Figure 5.5a) and a steel sample (Figure 5.5b) are placed in the setup with an
excitation frequency of 500 Hz. Using these traces the change in the in-phase (Δ𝑋)
and the out-of-phase (Δ𝑌) can be calculated by subtracting the averages of the trace
with and without the objects present. The standard deviation of the time traces
(with and without the object) was found to be ∼ 0.03 mV for both components of
the signal. For the Aluminium sample at 500 Hz (Figure 5.5a) the signal to noise
ratio (SNR) of Δ𝑋 is ∼ 17 and for Δ𝑌 the SNR is ∼ 7. The SNR is also calculated
for the steel sample where for Δ𝑋 a SNR of ∼ 24 can be seen and for Δ𝑌 a SNR of
∼ 4.

The extracted Δ𝑋 and Δ𝑌 are used to calculate the magnitude of the secondary
(induced) field relative to the primary field that is applied (|𝐵ec |/|𝐵1 |) at the sensing
point of the magnetometer. In order to take the bandwidth of the magnetometer into
account, the primary field was measured at all frequencies used in the experiments.
Time traces were recorded for various frequencies between 10 Hz and 1 kHz, as
shown in Section 5.5.
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Figure 5.4: Fourier transform of one second time traces of a Bartington Mag690
fluxgate magnetometer noise floor in unshielded (blue) and shielded (red) conditions.

5.5 Varying frequency

How the secondary magnetic field induced in the conductive cylinders varies with
the frequency of the primary field, 𝑓 , can be seen in Figure 5.6. The signals are
normalised to the amplitude of the primary excitation field. Figures 5.6a and 5.6b
show the in-phase (Δ𝑋) and out-of-phase (Δ𝑌) signals of the field ratio for the
aluminium and steel samples, respectively. Figures 5.6c and 5.6d show the signal
amplitude, 𝑅 and Figs. 5.6e and 5.6f show the phase, 𝜙 = tan−1(Δ𝑌/Δ𝑋), of the
secondary magnetic field relative to the primary excitation field. The dependence
of the secondary signal on the frequency of the primary field is studied in a range
between 10 Hz and 1 kHz. All data is presented alongside the simulated results
produced using the COMSOL AC/DC module. See Appendix C.1 for further details
about the simulation model.

For the aluminium cylinder (see Figure 5.6a) the signal can be seen to be pri-
marily in the out-of-phase component at frequencies below ∼ 150 Hz, with the signal
being linear up to ∼ 50 Hz. For non-magnetic conductive samples the conductivity
of the sample can be determined (see Section 5.5.2.1). The overall magnetic field
ratio saturates at 350 Hz, which can be seen in Figure 5.6c. This is due to the
skin effect of the aluminium sample. The skin effect is important when the skin
depth, 𝛿 = 1/

√︁
𝜋𝜇𝜎 𝑓 , becomes less than or equal to the thickness of the object, 𝑡,

being detected. For the 6061 T6 Aluminium cylinder used here, with a thickness of
𝑡 = 2 cm, 𝜇 = 𝜇0 and 𝜎 = 24.6 MS/m [96], the corresponding frequency at which the
skin effect becomes significant is when 𝑓 ≥ 1/(𝑡2𝜋𝜇𝜎) = 26 Hz. For non-magnetic
samples the signal is out of phase with respect to the primary field and hence the
phase |𝜙| ∼ 90

◦
for low frequencies, as can be seen in Figure 5.6e. As the frequency

increases the signals phase approaches 180
◦

and the in-phase component of the sig-
nal dominates. From this it can be seen that at high frequencies the secondary field
is induced in the opposite direction to the primary field.
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Figure 5.5: Example demodulated time traces for the detection of (a) 6061 T6 alu-
minium and (b) 440c steel samples in an active detection setup. For these data sets,
the primary magnetic field measured 1.09 μT at the position of the magnetometer
and had a frequency of 500 Hz, with the conductive objects 22.4 cm away from the
excitation coil.

The conductivity of the non-magnetic sample can be determined from the gra-
dient (|𝐵ec |/|𝐵1 |/ 𝑓 ) of the signal amplitude at low frequencies, where the signal
response is linear as a function of frequency. The experimental results presented
in Figure 5.6c can be compared to an analytical formula valid for a non-magnetic
conductive cylinder [58]. These equations are presented in detail in Section 5.5.2.1.
The gradient of the magnetic field ratio in Figure 5.6c in the range up to 20 Hz
was used to determined the conductivity of the aluminium sample presented here to
be 25.5 (±1.8) MS/m, which is in agreement with the published value for 6061 T6
aluminium of 24.6 MS/m [96].

For a magnetic sample, such as the 440c steel shown in Figures (5.6b, 5.6d,
and 5.6f), the largest signal is found at low frequencies. This is due to steel being
magnetically permeable. From the phase response of the secondary field with respect
to the primary field, shown in Figure 5.6f, it can be seen that the secondary field is
produced in the same direction as the primary field at low frequencies (|𝜙 | ∼ 0

◦
). The

in-phase component of the signal is much larger than the out-of-phase component.
It can be seen that as frequency increases the in-phase component decreases as
the out-of-phase component increases. However, the in-phase component remains
dominant and this results in the phase difference between the secondary and primary
field (Figure 5.6f) remaining relatively small, |𝜙 | ≤ 20

◦
and the magnetic field ratio

(Figure 5.6b) being very similar to the in-phase component of the signal. Whilst it
can be seen that the magnetic field amplitude decreases with frequency it remains
larger than the signal detected for aluminium in the frequency range presented.

The conductivity and permeability of the steel sample used was unknown due
to the lack of studies presenting the relative permeability of 440c steel. In Ref. [58],
a sample of 440c steel is studied where the relative permeability of the sample is
found to have a value of 𝜇𝑟 = 16 − 17. Aside from this study, no other studies were
found so it is unknown how this value changes between different samples. When
the relative permeability is low, a small change in the relative permeability leads
to a large change in the signal that is detected [58, 60]. In order to determine
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Figure 5.6: Frequency response of the induced secondary magnetic field produced
from (a, c, e) a solid 6061 T6 aluminium cylinder and (b, d, f) a solid 440c steel
cylinder. The frequency of the field was varied from 10 Hz to 1 kHz. (a, b) The
in-phase Δ𝑋 and out-of-phase Δ𝑌 components normalised to the primary field. (c,
d) The ratio of the magnetic field amplitude of the secondary field to the primary
field at the sensing point of the magnetometer. (e, f) The phase (degrees) of the
secondary magnetic field with respect to the primary magnetic field.
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the conductivity and relative permeability of the sample, the theory presented in
Ref. [58] was adapted to the setup presented in Figure 5.1a. These values will then
be used to produce the simulated data in COMSOL. Fitting these equations to the
experimental data for steel in Figure 5.6 the conductivity of the 440c steel sample
used here was found to be 𝜎 = 1.67(±0.2) MS/m and the relative permeability to be
𝜇𝑟 = 50(±15). Full details can be found in Section 5.5.2.2. These values were used
for the simulation model in which the data was found to agree within ∼ 5% of the
experimental data, with both sets following the same trends. Hence, these values
were used throughout the simulations.

Figure 5.6 shows the frequency response of the secondary fields produced by
the two cylinders side by side. It can be seen that by varying the frequencies the
magnetic and non-magnetic samples can be distinguished, especially if the phase
of the induced field is looked at (Figure 5.6e and Figure 5.6f). At low frequencies
the phase of the secondary magnetic field produce is approximately 0

◦
for the steel

sample (magnetic), while the phase is around 90
◦

for the aluminium sample (non-
magnetic).

5.5.1 Hollow cylinders

As well as testing the frequency response of solid cylinders, the response of hollow
cylinders with a wall thickness of 4 mm were tested. Both cylinders are shown in
Figure 5.1b and have the same outer dimensions as the solid samples. They are made
from the same materials as the solid cylinders. Figure 5.7 shows a comparison for the
6061 T6 aluminium cylinders (Figure 5.7a) and the 440c steel cylinders (Figure 5.7b).
It can be seen that the signals are very similar for both the hollow and solid cylinders.
This is due to the cylinders having the same dimensions. Hence results presented in
the remainder of this chapter will only focus on the solid cylinders.
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Figure 5.7: Comparison of the experimental and simulated frequency response of
hollow and solid cylinders made from (a) 6061 T6 aluminium and (b) 440c steel
cylinders. The frequency was varied from 10 Hz and 1 kHz.
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5.5.2 Characterising conductive objects

The conductivity of the aluminium and steel sample can be determined theoretically.
The permeability can also be determined using theory for sources with an unknown
value [56, 58]. Figure 5.1a shows the experimental setup with the corresponding
theoretical parameters for a sample of radius r and thickness t. The distance from
the centre of the excitation coil to the centre of the sample is denoted by a and the
distance from the centre of the sample to the detection point of the magnetometer
is a’.

5.5.2.1 Aluminium

Using the low frequency limit of the data presented in Figure 5.6c, the conductivity
of the aluminium sample can be determined. Equations presented here are of the
form of those found in [56] that have been altered to match the setup described in
Section 5.2.

The current that is induced in a thin area, from 𝜌 to 𝜌+𝑑𝜌, of a cylinder is given
by

𝑑𝐼 =
𝑚𝑡

2𝜋𝛿2
𝜌

(𝑎2 + 𝜌2)3/2
𝑑𝜌, (5.1)

where 𝑚 is the magnetic dipole moment of the coil and 𝛿 is the skin depth. This
current induces a magnetic field that at the detection point of the sensor reads

𝑑𝐵ec =
𝜇0𝑑𝐼

2

𝜌2

(𝜌2 + 𝑎′2)3/2
. (5.2)

Integrating from the centre of the cylinder 𝜌 = 0 to the outer radius of the cylinder
𝜌 = 𝑟 gives the total magnetic field induced by the eddy currents at the magnetome-
ter. For the setup in this thesis, 𝑎 ≠ 𝑎′ and hence

𝐵ec =
𝑚𝑡𝜇0

4𝜋𝛿2

(
𝑎2(2𝑎′2 + 𝑟2) + 𝑎′2𝑟2

(𝑎2 − 𝑎′2)2
√
𝑎2 + 𝑟2

√
𝑎′2 + 𝑟2

− 2𝑎𝑎′

(𝑎2 − 𝑎′2)2

)
. (5.3)

Note that if 𝑎 = 𝑎′ then Equation 5.3 is not defined. This is due to the integral
simplifying before the integral, which is presented in [56]. Both of the equations
tend to the same limit as 𝑎 → 𝑎′. By substituting in the equation for the skin
depth, 𝛿2 = 1/( 𝑓 𝜋𝜇𝜎), and dividing through by 𝑓 𝐵1 = 𝑓 𝜇0𝑚/2(𝑎 + 𝑎′)3𝜋 at the
detection point of the magnetometer it can be found that

𝐵ec

𝐵1 𝑓
=
𝑡𝜋𝜇𝜎

2

(𝑎 + 𝑎′)3
(𝑎2 − 𝑎′2)2

(
𝑎2(2𝑎′2 + 𝑟2) + 𝑎′2𝑟2
√
𝑎2 + 𝑟2

√
𝑎′2 + 𝑟2

− 2𝑎𝑎′
)
. (5.4)

Here the only unknown parameter is 𝜎 and the left hand side of the equation is
given by the gradient of the magnetic field ratio in the low frequency limit where
the relationship is linear. By using a fit function in MATLAB and the experimental
data for the aluminium source in Figure 5.6c the conductivity of 25.5 (±1.8) MS/m
can be extracted, which is in agreement with the data sheet for 6061 T6 aluminium
[96].
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5.5.2.2 Steel

A similar method to that described above can be used to calculate the conductivity
and magnetic permeability of magnetic objects, such as the 440c steel used in this
thesis. The theory presented here is built upon from the equations found in [58,
60] that have been altered to match the experimental setup presented here (see
Figure 5.1a). Note a key difference from the theories presented in [58, 60] is that in
this case a cylindrical sample is used instead of a spherical sample. Using the data
in Figure 5.6d the conductivity and permeability of the steel cylinder presented can
be extracted.

The primary magnetic field at the centre of the cylinder is given by

𝐵1(𝑧 = 𝑎) =
𝜇0𝑚

2𝜋𝑎3
, (5.5)

where 𝑚 is the magnetic moment of the excitation coil, 𝑎 is the distance from
the centre of the excitation coil to the centre of the object and 𝜇0 is the vacuum
permeability. This induces a secondary magnetic field at the sensing point of the
magnetometer, which is equal to

𝐵ec(𝑧 = 𝑎 + 𝑎′) =
𝜇0𝑚ec

2𝜋𝑎′3
. (5.6)

Here 𝑚ec is the magnetic moment that is induced in the conductive object. For a
sphere of radius 𝑟 the magnetic moment is given by

𝑚ec =
2𝜋𝑟3𝐵1(𝑧 = 𝑎)

𝜇0

2(𝜇𝑟 − 1) 𝑗0(𝑘𝑟) + (2𝜇𝑟 + 1) 𝑗2(𝑘𝑟)
(𝜇𝑟 + 2) 𝑗0(𝑘𝑟) + (𝜇𝑟 − 1) 𝑗2(𝑘𝑟)

, (5.7)

where 𝑗0 and 𝑗2 are spherical Bessel functions and 𝜇𝑟 is the relative permeability [58].

The propagation constant is given by 𝑘 =
√︁
𝜇𝜀𝜔2 + 𝑖𝜇𝜎𝜔 where 𝜀 is the permittivity

of the sample, 𝜇 = 𝜇0𝜇𝑟 and 𝜔 = 2𝜋𝜈.
By dividing Equation 5.6 by Equation 5.5, at the detection point of the magne-

tometer (𝑧 = 𝑎 + 𝑎′), the magnetic field ratio can be determined. Simplifying this
equations gives

𝐵ec(𝑧 = 𝑎 + 𝑎′)
𝐵1(𝑧 = 𝑎 + 𝑎′)

=
𝑟3(𝑎 + 𝑎′)3

(𝑎𝑎′)3
2(𝜇𝑟 − 1) 𝑗0(𝑘𝑟) + (2𝜇𝑟 + 1) 𝑗2(𝑘𝑟)
(𝜇𝑟 + 1) 𝑗0(𝑘𝑟) + (𝜇𝑟 − 1) 𝑗2(𝑘𝑟)

, (5.8)

which can be used as a function to fit the experimental data to. This equation
assumes a uniform magnetic field is induced across the spherical object. However,
due to the fact that the cylindrical sample has a finite size the primary field will not
be perfectly uniform across the sample.

Figure 5.8 shows how the theory compares to the simulated and experimentally
obtained data. It can be seen that Equation 5.8 shows good agreement with the
experimental data if a scale factor is introduced. Using a fit function in MATLAB,
and the parameters that match the experimental setup (see Section 5.2), it is possible
to determine 𝜇𝑟 , 𝜎 and the scale factor for the 440c steel cylinder used in this
chapter. The scale factor was calculated to be 0.56 (±0.01). Hence the theory
overestimates the experimental results of |𝐵ec |/|𝐵1 | by 79 (±3)%. The values for
the permeability and conductivity were determined as 𝜇𝑟 = 50 (±15) and 𝜎 =

1.67 (±0.20) MS/m. The function was fitted to the real and imaginary components
of the field ratio |𝐵ec |/|𝐵1 | (see Figure 5.6b). This method can also be used to
calculate the conductivity of non-magnetic samples, such as aluminium, using the
known relative magnetic permeability of 𝜇𝑟 = 1.
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Figure 5.8: Fitting the theoretical model to experimental data to extract the con-
ductivity (𝜎) and relative permeability (𝜇𝑟) of the 440c steel cylinder.

5.6 Varying distance

How the signal changes with distance was studied for the objects being moved on-axis
and off-axis, with the object 22.4 cm away from the excitation coil in the 𝑧-direction.
These results are compared to COMSOL numerical simulations (see Ap. C.1). The
measurements were taken at a fixed frequency of 500 Hz as at this frequency large
signals are seen for both conductive objects.

5.6.1 On-axis

Figure 5.9 shows how the magnetic field detected by the magnetometer changes as
the object is moved along the 𝑧-axis. The excitation coil is placed at 0 cm and the
object is placed at different positions between 5 cm to 39.5 cm, with respect to the
excitation coil’s position. For both conductive objects presented in Figure 5.9 the
magnetic field ratio detected by the magnetometer is smallest when the object is
halfway between the excitation coil and fluxgate detection point. The signals are the
largest when closest to the excitation coil or the magnetometer. When comparing
the response of the aluminium cylinder (Figs. 5.9a and 5.9c) to the steel cylinder
(Figs. 5.9b and 5.9d) it can be seen that the steel cylinder produces a larger signal
amplitude, as expected from Section 5.5. It can also be seen that the in-phase
and out-of-phase signals have an opposite signs for the steel cylinder. For both
conductive cylinders the numerical simulations can be seen to be in good agreement
with the experimental data.
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Figure 5.9: On-axis detection of conductive cylinders at varying distances between
5 cm to 39.5 cm, with respect to the position of the excitation coil. The amplitude
of the magnetic field ratio for (a) 6061 T6 aluminium and (b) 440c steel. (c) and (d)
represent the change in the in-phase and out-of-phase components of the demodu-
lated signal when aluminium and steel cylinders are present, respectively.

5.6.2 Off-axis

As well as looking at how the induced field changes with the position of the object
on-axis, how the field changes with distance off-axis is also of interest. For the
detection of objects in real world conditions the chance of the object being on-axis
might be out of the control of the experiment. Hence, studying the response of
the signal as the objects distance is varied off-axis is of interest. The conductive
objects were varied from 𝑥 = 0 cm (on-axis) to 𝑥 = 34.5 cm off-axis. The object was
placed at a fixed distance from the excitation coil in the 𝑧-direction of 22.4 cm. The
frequency of the primary field was set to 500 Hz. Figure 5.10 shows that as both
the aluminium and steel objects are moved off-axis their signal amplitudes drop and
the sign of the signal changes. For the aluminium sample (Figure 5.10c) the signals
change their sign when the cylinder is approximately 16 cm off-axis. Similarly, the
signal for the steel cylinder changes sign when the object is approximately 12 cm
off-axis. These findings are validated by the simulated results. The change in sign
of the magnetic field is due to the orientation of the induced dipole. Only the 𝑧-
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component of the field was recorded experimentally however, the magnetic field will
also have a 𝑥-component when the object is moved off-axis. The COMSOL model
was used to study how all three components of the magnetic field change as the
conductive objects are moved off-axis. Figure 5.11 shows the simulated results for
the |Bx |, |By | and |Bz | components of the induced magnetic field. In the simulation
an excitation frequency of 500 Hz was used to match the experimental conditions. It
can be seen that for both the non-magnetic and magnetic cylinders the 𝑧-component
of the induced magnetic field is maximal when the object is on-axis (𝑥 = 0 cm).
The 𝑥-component of the field is at a maximum around 5 to 10 cm for both of the
conductive samples. The 𝑦-component of the field remains at zero for all distances,
as the induced dipole is in the (𝑥, 𝑧)-plane.
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Figure 5.10: Magnetic field response as (a, c) an aluminium cylinder and (b, d) a
steel cylinder is placed at varying distances between 0 cm and 34.5 cm off-axis. (a,
b) is the induced field amplitude with respect to the primary field and (c, d) the
in-phase and out-of-phase components of the induced field.
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Figure 5.11: COMSOL simulation results of the 𝐵𝑥, 𝐵𝑦 and 𝐵𝑧 components of the
induced field as a function of distance as non-magnetic (aluminium) and magnetic
(steel) objects are moved off-axis.

5.7 Conclusion

In this chapter it has been demonstrated how commercially available magnetic field
sensors can be used to detect and characterise conductive and magnetic objects
at low frequencies. With varying the frequency the non-magnetic (aluminium) and
magnetic (steel) samples have different responses so can be easily distinguished with
both samples matching the theoretical predictions [56, 60, 58]. The experimental re-
sults are in good agreement with the COMSOL simulations. By varying the distance
of the objects on- and off-axis the capability of the setup to detect objects at a vari-
ety of positions is shown. Using COMSOL for the off-axis measurements shows how
not only the 𝑧-component of the magnetic field changes with distance off-axis, along
the 𝑦-direction, but also the 𝑥-component. So, as the signal in the 𝑧- component
is low the component in the 𝑥-direction is larger so could be used to also track the
object. Although these measurements were carried out in a laboratory environment
the setup could easily be modified and scaled for ‘real world’ applications as all data
was taken in an unshielded environment with no active feedback system to cancel
residual fields. As long as the residual fields are within the operating range of the
magnetometer (±1 Gauss) then the setup works well in the Earth’s magnetic field.
In order to improve the detectable distance and object size that could be detected
in the setup a magnetic field sensor with an improved sensitivity could be used in
place of the fluxgate magnetometer. An optically pumped magnetometer has the
improved sensitivity required for the detection of smaller secondary magnetic fields
[2, 29, 100].
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Chapter 6

Table-top alignment based
magnetometry

6.1 Motivation

Optically pumped magnetometers [15, 16] are highly sensitive magnetic field sensors

with typical sensitivities in the fT/
√

Hz range [20, 50, 24, 23, 101]. OPMs are based
upon spin polarised atomic ensembles and their interaction with light. Current com-
mercially available OPMs operate near to zero magnetic field in the spin-exchange
relaxation free (SERF) regime [40, 41, 47, 42], or in the Earth’s magnetic field as
a scalar magnetic field sensor measuring the total magnetic field amplitude. These
OPMs use one or two laser beams that are typically circularly polarised and are
generated from a signal laser diode inside the sensor head. This makes them com-
pact and robust. These detectors have shown great potential in numerous areas,
especially in magneto-encephalography [102, 22, 19].

In order to detect oscillating magnetic fields in the kHz-MHz frequency range,
radio frequency (RF) magnetometers need to be used [21, 103, 104, 31, 105]. The
atomic ensemble can be polarised in either an oriented [50, 24, 23] or aligned state
[85, 51, 64, 106, 18]. RF-OPMs have many potential applications in areas such
as medical physics [61, 37, 25], remote sensing [31, 2] and non-destructive testing
[28, 100, 59, 107]. The focus in this thesis, and in this chapter, is of atomic en-
sembles optically pumped into an aligned state. This is known as an alignment
based magnetometer (also referred to as ‘double resonance alignment magnetome-
ter’ or ‘RF-OPM based on non-linear magneto-optical rotation’) where the atomic
spins have a preferred axis but not direction. Alignment based magnetometers use
a single linearly (𝜋) polarised laser beam to pump and probe the atoms.

Long spin coherence times are required to gain high sensitivities in an OPM.
This is achieved by using anti-relaxation coatings or adding a buffer gas to vapour
cells. Anti-relaxation coated cells are hand-blown and typically lined with paraffin.
The coating allows moving alkali atoms to bounce off the cell walls multiple times
without losing their spin coherence [108, 109]. Adding a buffer gas to a vapour
cell also prolongs the spin coherence as the collisions between the buffer gas atoms
and the alkali atoms result in the alkali atoms diffusing slowly. Hence reducing the
collisions the alkali atoms have with the vapour cell walls which destroys the spin
coherence. Buffer gas cells can be made via micro-fabrication techniques [65, 66]
meaning they can be mass produced which is ideal for the commercialisation of
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RF-OPMs.
Current demonstrations of alignment based magnetometry have used anti-relaxation

coated cells [51, 64]. These show promising results with high sensitivities however,
due to the cells being handmade, there are limitations in the potential for com-
mercialisation with the use of anti-relaxation coated cells. Buffer gas cells are a
viable alternative but also come with their own issues that need to be considered.
The addition of a buffer gas, in this case N2, causes pressure broadening in the
absorption spectrum which affects the optical pumping that prepares the aligned
state. The pressure needs to be carefully selected such that the spin-coherence time
is sufficiently prolonged but the 𝐹 = 4 → 𝐹′ = 3 and 𝐹 = 4 → 𝐹′ = 4 peaks are still
clearly distinguishable in the spectrum. The buffer gas also acts as a quenching gas
which causes rapid collisional mixing in the excited states [72]. This also affects the
optical pumping into an aligned state (see Section 2.6).

In this chapter, it will be demonstrated that despite the added complexities it
is possible to use a buffer gas cell in an alignment magnetometer and obtain high
sensitivities. It is experimentally demonstrated that using a 65 Torr N2 buffer gas
cell a sensitivity of 310 fT/

√
Hz is obtained at 10 kHz. A paraffin coated cell of

similar dimensions is also placed into the experimental setup in place of the buffer
gas cell. The results from both vapour cells are then compared. These results open
up the possibility for miniaturisation [29, 2, 49] and commercialisation of RF-OPMs.

6.2 Experimental setup

Figure 6.1 shows an image and a schematic of a table-top alignment based magne-
tometer. Linearly polarised light with a wavelength of 895 nm is passed through
an optical fibre from a home-made laser diode system (see Section 6.3). The laser
light is locked on resonance with the 𝐹 = 4 → 𝐹′ = 3 transition on the caesium D1
line (see Figure 2.1) using the absorption spectroscopy of a caesium reference cell.
The output is collimated and propagates along the 𝑥-direction. The first set of a
half wave plate (𝜆/2) and polarising beam splitter (PBS) is used to ensure that the
output polarisation is vertically polarised such that the electric field amplitude 𝐸0ẑ
passes through the vapour cell. This prevents fluctuations in the laser from small
changes in the polarisation at the output of the fibre. These small fluctuations can
be caused by temperature changes in the lab. The second set of a half wave plate
(𝜆/2) and polarising beam splitter (PBS) is to vary the light power of the laser
before it enters the vapour cell. A caesium vapour cell is placed inside a mu-metal
magnetic shield (Twinleaf MS-1 shown is Figure 6.1a). In this chapter two different
caesium vapour cells are used. Figure 6.2a shows a paraffin coated cell which has
an anti-relaxation coating on the windows. The cell is a (5 mm)3 cubic vapour cell
at room temperature (∼ 18

◦
C). Figure 6.2b is a caesium cell filled with a nitrogen

buffer gas. The cell has a diameter of 5 mm and an optical path length of 5 mm.
The buffer gas cell is surrounded by a Shapal cover and heating wires which are
fixed in place using kapton tape, as shown in Figure 6.2c. The Shapal cover allows
uniform heat distribution over the cell from the heating wires. The buffer gas cell
is heated to between 50

◦
C and 55

◦
C.
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Figure 6.1: (a) Image of an experimental setup of a table-top alignment based
magnetometer with a (b) schematic of the setup shown. The laser light propagates
along the 𝑥-direction with its light polarisation in the 𝑧-direction. The light is passed
through two sets of half wave plate (𝜆/2) and polarising beam splitter (PBS). The
first set is to maintain the correct polarisation and the second is to set the light
power. The light then passes through a caesium vapour cell that is placed inside a
magnetic field. Inside the shield a static field B0 is applied along the 𝑧-direction and
an oscillating field Brf (𝑡) is applied along the 𝑦-direction. After the cell, polarisation
rotation measurements are detected using a balanced photodetector. The output is
demodulated using a lock-in amplifier.

A static magnetic field B0 = 𝐵0ẑ is applied along the 𝑧-direction using the coils
built into the Twinleaf MS-1 magnetic shield. An oscillating magnetic field Brf (𝑡) =
𝐵rf cos(2𝜋𝜈rf 𝑡)ŷ is applied along the 𝑦-direction where 𝜈𝑟 𝑓 is the RF frequency in
Hertz. This can also be written in terms of rads−1 as 𝜔rf = 2𝜋𝜈rf . In the case of the
paraffin coated cell, the oscillating magnetic field is produced using a home-made
single coil with a diameter of 3 mm that is placed 1.5 cm away from the vapour cell.
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In order to create a uniform field for the buffer gas cell, the oscillating magnetic field
was produced using a square home-made Helmholtz coil placed in the 𝑦-direction.

After the vapour cell, polarisation rotation of the transmitted light is measured.
This is done using a half wave plate and a polarising beam splitter. The half wave
plate is used to rotate the polarisation of the light to a 45

◦
angle. When this light

is then passed through a polarising beam splitter half of the light is horizontally
polarised so is transmitted and the other half of the light is vertically polarised
and is reflected. The two components of the laser light are then directed to two
photodiodes on a balanced photodetector. The photodetector used for the majority
of this chapter is a Thorlabs PDB210A/M. The photodetector has a 1 MHz band-
width. Where noted in this chapter a home-made balanced photodetector, presented
in Section 9.4.1, is used in place of the commercial detector. The light incident on
each detector is balanced when no magnetic fields are present in the magnetic shield.
The photodiodes convert the laser power into a current. The two current outputs
of the photodiodes are then subtracted, amplified and converted into an output
voltage. The signal oscillates at the driving RF frequency. The oscillating output
signal from the balanced photodetector is fed into a lock-in amplifier (Stanford Re-
search Systems SR830 Lock-In Amplifier) which is then demodulated at the RF
frequency. This produces two signal which are the in-phase (𝑋) and out-of-phase
(𝑌) components of the demodulated signal.

(a) (b) (c)

Figure 6.2: Caesium filled vapour cells used in the alignment based magnetometers
presented in this thesis: (a) a (5 mm)3 paraffin coated cell, (b) a 5 mm diameter
and 5 mm long nitrogen buffer gas cell, (c) buffer gas cell from (b) with a Shapal
cover and heating wires that are surrounded by kapton tape.

6.3 Laser system

Throughout this thesis a home constructed laser system is used, as shown in Fig-
ure 6.3, that is housed inside a 30 cm × 20 cm × 11 cm enclosure. The entire sys-
tem is mounted on an aluminium bread board, is light in weight and hence com-
pletely portable. The laser system is made up from a butterfly DBR laser (Thorlabs
DBR895PN, shown in Figure 6.3bi) which is controlled by a CTL200 Koheron laser
controller. The laser setup is fibre coupled with the output from the DBR laser being
split into three using a custom made fibre splitter from Thorlabs (see Figure 6.3bii).
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Two of the outputs of the splitter carry 25 % of the laser light and the third carries
50 %. Two of the fibre outputs (25 % and 50 %) are coupled directly as outputs
from the laser box to be used in the experiments. The other 25 % fibre output is
used to perform absorption spectroscopy in the enclosure.

The absorption signal is used to lock the laser to the 𝐹 = 4 → 𝐹′ = 3 D1 tran-
sition. The laser is passed through a reference caesium vapour cell with a diameter
of 2.5 cm and a length of 7.5 cm, which can be seen in Figure 6.3a. The trans-
mitted light is detected using a photodiode (Thorlabs SM05PD1A) and the signal
is amplified using a transimpedance amplifier (Koheron PD10TIA). The amplified
photodiode signal is then sent to a Red Pitaya. A Red Pitaya can be used as an
alternative to many lab instruments, such as data acquisition, function generation
and lock-in amplification [110]. The Red Pitaya modulates the signal to give the
absorption spectra and an error signal that can be used to lock the laser to the
correct transition.

(a) (b)

Figure 6.3: (a) Image of the inside of the D1 laser system used throughout this thesis.
(b) Key components of the laser setup are (i) the Thorlabs DBR895PN butterfly
laser embedded on the Koheron CTL200 Digital butterfly laser diode controller and
(ii) the Thorlabs custom made fibre splitter that is compatible with the D1 caesium
line. The fibre splitter has three outputs of 25%, 25% and 50%.

6.4 Characterisation of a paraffin coated cell

To obtain the maximal sensitivity from an optically pumped magnetometer, the laser
light power need to be optimised and the maximal RF magnetic field that can be
used, whilst still in the linear regime, needs to be determined. The conversion from
the RF voltage applied to the coil to the magnetic field that the atoms see needs to be
calibrated so that the signal amplitude can be determined in terms of the magnetic
field amplitude that the atomic ensemble measures. Carefully tuning these factors
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optimises the sensitivity of the magnetometer allowing smaller magnetic fields to be
detected.

6.4.1 Calibrating RF coils

In order to calculate the sensitivity of an optically pumped magnetometer the RF
field (Brf) that the atoms see needs to be calibrated. A conversion from voltage
to field is obtained by calibrating the two RF coils, excitation and compensation,
with the paraffin cell. The voltage is supplied to the coil either using a function
generator (Rigol DG1032Z) or the sinusoidal output on a lock-in amplifier (Stanford
lock-in SR830), both of which have an output impedance of 50 Ω. One coil is placed
above the vapour cell and one below. Both are approximately 1.5 cm from the
centre of the cell and both produce a field in the 𝑦-direction. It is noted that for
the sensitivity measurements only the excitation coil is used. The compensation coil
is used for eddy current detection and hence also needs to be calibrated. As both
coils are calibrated in this section either can be used to obtain the sensitivity of the
magnetometer.

In order to calibrate the excitation coil a small oscillating magnetic field is applied
to the compensation coil. This acts as the RF field for the magnetometer and a
small amplitude is used (40 mVrms). The residual magnetic field in the 𝑥- and 𝑦-

direction should then be nulled as 𝜔𝐿 ∝
√︃
𝐵2𝑥 + 𝐵2𝑦 + 𝐵2𝑧 . In the case presented here

this was done using the coils integrated into the magnetic shield (Twinleaf MS-1).
With the field nulled in two directions the Larmor frequency now only depends
on the magnetic field in the direction that the static field is being applied, i.e.
𝜔𝐿 = 𝛾cs𝐵𝑧, where 𝛾cs is the gyromagnetic ratio of caesium, and the RF coils can
now be calibrated. DC voltages of amplitudes varying from −1 V to 1 V are applied
to the excitation coil using a function generator. The magnetic resonance signal
from the lock-in amplifier is recorded for each DC voltage applied, as can be seen in
Figure 6.4a, with the ‘𝑅’ amplitude being fitted to a Lorentzian function. The central
frequency, 𝜈𝐿 = 𝜔𝐿/(2𝜋), of each of the Lorentzians is extracted from the fit function
and is plotted against the applied DC voltage for each data set. Figure 6.4b shows
how this is then fitted to a quadratic equation and the fit parameters determined
here can be used to determine the calibration from voltage to magnetic field.

If it is assumed that 𝐵𝑥 ≈ 0 then the magnetic field in the shield can be written

as 𝜈𝐿 = 𝛾cs

√︃
𝐵2𝑦 + 𝐵2𝑧 . Then using the fact that 𝐵𝑦 > 𝐵𝑧 and the binomial expansion

(1 + 𝑥)𝑛 = 1 + 𝑛𝑥, to first order, when 𝑥 << 𝑛 the field can be written as

𝜈𝐿 = 𝛾cs

(
1 + 1

2

𝐵2𝑧

𝐵2𝑦

)
. (6.1)

To find the calibration this can be rewritten in terms of the applied voltage and the
central frequency of the signal:

𝜈 = 𝜈0

(
1 + 1

2

(𝑘 ×𝑉DC)2

𝜈20

)
, (6.2)

where 𝑉DC is the applied DC voltage to the coil to be calibrated, 𝑘 is the conversion
factor and 𝜈0 is the central frequency when the total magnetic field is minimal.
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Figure 6.4: Calibrating the excitation (RF) coil by applying various DC voltages
through the coil to see how the (a) magnetic resonances and (b) central frequency
depends on the voltage applied.

Equation 6.2 is of the same form as the fitted parabola in Figure 6.4b. By comparison
it can be seen that 𝜈0 = 1740.06 Hz and 𝑏0 = 𝑘

2/2𝜈0 = 156.44 Hz/V2. Rearranging 𝑏0
it can be determined that 𝑘 =

√
2𝜈0𝑏0 = 737.85 Hz/V. Using the gyromagnetic ratio

for caesium (𝛾cs = 3.5 kHz/μT) this is found to be equivalent to 𝑘 = 210.8 nT/V.
The same process was followed to calibrate the compensation coil (Figure 6.5) and a
conversion factor of 208.6 nT/V was determined. This calibration can now be used
to determine the sensitivity of the alignment magnetometer when the single coil is
used for the RF field.
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Figure 6.5: Calibrating the compensation (RF) coil by applying various DC voltages
through the coil to see how the (a) magnetic resonances and (b) central frequency
depends on the voltage applied.

6.4.2 RF amplitude

In order to optimise the sensitivity of a magnetometer the amplitude of the RF
magnetic field needs to be chosen such that it is maximal but the atoms still has
a linear response to the magnetic field. This is done by varying the amplitude of
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the RF field sent to the excitation coil (see Figure 6.4) and recording a magnetic
resonance sweep. These sweeps are then fitted to an absorptive Lorentzian curve
(see Figure 6.6a):

𝑅 =
√
𝑋2 + 𝑌2 ∝ 𝐵rf

√︄(
1

𝛾2 + (𝜈rf − 𝜈𝐿)2

)2
+

(
(𝜈rf − 𝜈𝐿)

𝛾3 + 𝛾(𝜈rf − 𝜈𝐿)2

)2
, (6.3)

where 𝛾 is the half width half maximum, 𝜈rf is the RF frequency which is varied
and 𝜈𝐿 is the Larmor frequency. From the fitting of this function the full width
half maximum (FWHM) and the amplitude of the Lorentzian can be extracted.
Due to the low probe power utilised in the alignment based magnetometer, the
peak amplitude is the point at which the RF frequency is equal to the Larmor
frequency. It is noted that in general the signal peak frequency can differ from the
Larmor frequency from effects such as light shift. The sensitivity is optimal when
the amplitude/FWHM is at its maximum. For the data set presented in Figure 6.6
the light power was set to 10 μW. It can be seen in Figure 6.6b that for the paraffin
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Figure 6.6: Magnetic resonance signal at various RF magnetic field amplitudes,
which are produced for a paraffin coated caesium cell, with a light power of
10 μW. (a) The 𝑅 signal of the magnetic resonance sweep is fitted to an absorptive
Lorentzian to obtain the (b) A/FWHM dependence on the RF amplitude applied.
The (c) amplitude and (d) full width half maximum (FWHM) of the signals are also
presented.
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coated cell in the alignment setup this is maximal at around 40-50 mVrms. However,
the optimal RF power selected needs to still be within the linear regime. Figure 6.6c
shows that the signal amplitude is only linear with magnetic field amplitudes up
to ∼ 20 mVrms. Hence an RF amplitude of 20 mVrms is used as this is the RF
amplitude, in the linear regime, with optimal amplitude/ FWHM. Figure 6.6d shows
that with the use of 20 mVrms there is only a slight increase in the FWHM. With
no RF broadening it can be seen that the linewidth of the magnetometer would be
∼ 400 Hz. This can be calculated from Figure 6.6d by extracting the full width at
half maximum when Vrf = 0 mVrms.

6.4.3 Optimal light power

As sensitivity is determined by the signal to noise ratio, how the signal changes with
light power also needs to be studied. Similarly to the RF amplitude, the optimal light
power is when the demodulated signal has maximal amplitude whilst maintaining
a narrow linewidth. The 𝑅 signals for a number of light powers were recorded
and are shown in Figure 6.7. The demodulated signals are fitted to an absorptive
Lorentzian (see Figure 6.7a) with the amplitude and full width half maximum being
extracted. From these fits the dependence of A/FWHM on the light power can be
found. Figure 6.7b shows that the maximal value of A/FWHM is at a light power
of 10 μW.

With a light power of 10 μW and the optimal RF amplitude of 20 mVrms it can
be seen in Figure 6.7d that the 𝑅 signal has a full width half maximum of ∼ 400 Hz.
The magnetometer’s bandwidth is given by 400 Hz/

√
3 = 230 Hz which corresponds

to the full width half maximum of the in-phase (𝑋) signal [64]. It is noted that
this linewidth does have some broadening from the light power and RF amplitude.
Without broadening, the 𝑅 signal has a full width half maximum of ∼ 200 Hz which
corresponds to a linewidth of 200 Hz/

√
3 = 115 Hz. The bandwidth is significant as

𝛾 ∝ 1/𝑇2 where 𝑇2 is the transverse relaxation rate. The larger 𝑇2 is the better the
sensitivity of the magnetometer. The 𝑇2 time is used to determine the theoretical
maximal sensitivity of a magnetometer.

6.4.4 Sensitivity

Using the optimised parameters determined from characterising the magnetometer
with a paraffin coated caesium cell, the sensitivity can be determined. To obtain the
sensitivity, four measurements were taken as shown in Figure 6.8. The first data set
is a magnetic resonance sweep where the frequency of the RF field is swept around
the Larmor frequency. The signal amplitude is extracted from this data and using
the coil calibration (see Section 6.4.1) the conversion between the detected field
and the demodulated signal can be found. This is done by extracting the maximal
signal amplitude and dividing this by the coil calibration. Figure 6.8a shows the
demodulated output of the lock-in amplifier when the RF field is varied. A Larmor
frequency of 𝜔𝐿 ≈ 2𝜋(10.65 kHz) is obtained. The RF field is then fixed at the
Larmor frequency, such that 𝜔rf = 𝜔𝐿, and a 4 minute time trace of the lock-in
output is recorded, as presented in Figure 6.8b. The data is sampled at a rate of
10 kHz. The RF field amplitude is then set to zero and another 4 minute time trace
is recorded (see Figure 6.8c). The time trace with the RF field off (set to zero)
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Figure 6.7: Characterising the optimal light power for the paraffin coated caesium
cell, an RF amplitude of 20 mVrms is used. (a) The 𝑅 signal of the magnetic
resonance sweep is fitted to an absorptive Lorentzian to obtain the (b) A/FWHM
dependence on light power. The (c) amplitude and (d) full width half maximum
(FWHM) of the signals are also presented.

represents the intrinsic noise of the magnetometer. Figure 6.8d shows a final four
minute data set is taken with the laser light hitting the photodetector, in this case
the Thorlabs PDB210A/M, being blocked. This is the electronic noise contribution
of the setup resulting from the photodetector, lock-in amplifier and data acquisition
card.

In order to obtain the sensitivity of the time traces, the time traces are di-
vided into one second chunks which are then averaged over, see the dashed lines in
Figure 6.8. The standard deviation of the one second averages is then calculated,
giving the sensitivity of the trace. Alternatively, as shown in Figure 6.8e, the Allan
Deviation of the time traces can be computed. At a gate time of 1 second the sensi-
tivity agrees with that obtained by computing the standard deviation. The benefit
of calculating the Allan Deviation of the sample is that it also shows the systems
stability over time. Figure 6.8c shows the sensitivity of the magnetometer to small
oscillating fields. The in-phase (𝑋) component of the signal has a sensitivity of
410 fT and the out-of-phase (𝑌) component has a sensitivity of 420 fT. Figure 6.8b
shows that the magnetometer has a higher sensitivity of 14.9 pT for the 𝑋 compo-
nent of the signal and 1.6 pT for the 𝑌 component of the signal. This is due to
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Figure 6.8: Sensitivity of a (5 mm)3 Paraffin coated cell at a Larmor frequency of
approximately 10 kHz. The cell is at room temperature (∼ 18

◦
C). (a) The magnetic

resonance signal from sweeping the frequency of the RF magnetic field from 8 kHz
to 13 kHz. Four minute time traces are then recorded with the frequency set to to
the peak value in (a) at which 𝜔L ≈ 2𝜋(10.65 kHz) with (b) the RF field amplitude
on (c) the RF amplitude set at zero which represents the intrinsic noise of the OPM
and (d) the electronic noise of the setup. The standard deviation of one second
averages are found and the (e) Allan deviation is also calculated for the time traces.
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noise from the voltage supplier that drives the RF coils. It would be expected that
the 𝑌 component should have a worse sensitivity than the 𝑋 component due to the
dispersive-Lorentzian shape. However, here it can be seen that the 𝑋 component is
less sensitive to small oscillating fields. This is due to temperature fluctuations in
the lab affecting the optical fibres and changing the light power through the cell.
Improved shielding of the fibre from the environment would improve the sensitivity
of the 𝑋 component. It is noted that in Figure 6.8d it can be seen that the elec-
tronic noise is comparable to the intrinsic sensitivity. The noise that is not caused
by the electronics can be found to be

√
4102 − 3302 = 243 fT for the 𝑋 component

and
√

4202 − 3002 = 294 fT for the 𝑌 component of the signal. Hence, the electronic
noise is the dominant source of noise in the setup. In order to obtain the opti-
mal sensitivity for an optically pumped magnetometer the photodetector should be
replaced with a lower noise detector.

To test if the noise of the OPM setup is reduced if a balanced photodetector
with a lower noise floor is used in position of the Thorlabs PDB210A/M a home-
made balanced photodetector was used. Further details on the performance of the
home-made balanced photodetector can be found in Section 9.4.1. The same data
sets as described above were taken with the new detector and the results can be
seen in Figure 6.9. A different Larmor frequency of 𝜔L ≈ 2𝜋(4.2 kHz) is used as the
noise floor is lowest around this frequency (see Figure 9.6a). Figure 6.9c shows that
using a balanced photodetector with a lower noise floor improves the sensitivity.
The 𝑋 component of the signal has a sensitivity of 360 fT and the 𝑌 component has
a sensitivity of 370 fT. When the lower electronic noise floor of ∼ 200 fT is taken
into account it is found that in this case the system is no longer dominated by the
electronic noise but now by the photon shot noise which contributes a noise floor of
∼ 300 fT. Note that although the electronic noise is no longer the dominating factor
of the sensitivity in this configuration, a lower noise detector would still further
improve the sensitivity.

The quantum noise limit for an optically pumped magnetometer depends on
two main fundamental limits which are the spin projection noise 𝛿𝐵spin and the
photon shot noise 𝛿𝐵shot. These result in a total quantum noise of 𝛿𝐵quantum =√︃
𝛿𝐵2spin + 𝛿𝐵

2
shot

. The theoretical noise floor of an alignment based magnetometer

can be calculated for the setup [51, 111]

𝛿𝐵spin =
2ℏ

𝑔𝐹𝜇𝐵
√
𝑛𝑉𝑇2

, (6.4)

where 𝑔𝐹 = 1/4 for the F = 4 caesium ground state, 𝑛 is the number density of Cs
atoms, 𝑇2 ≈ 1/(𝜋(230𝐻𝑧)) ≈ 1.4 ms is the transverse relaxation time. For paraffin
coated cells, the effective volume is the volume of the entire cell. This is due to the
atoms travelling at high velocities and being able to bounce off the vapour cell walls
up to 10,000 times without depolarising [111] meaning that the laser light is able
to probe all of the atoms. Hence in the setup presented here the volume is given
by 𝑉 = (5 mm)3. The cell is kept at room temperature (𝑇 ≈ 18.5

◦
C) leading to a

number density of 𝑛 ≈ 2.2 × 1016 m−3. The spin projection noise is theoretically
calculated to be 𝛿𝐵spin ≈ 50 fT/

√
Hz. An ideal optically pumped magnetometer has

𝛿𝐵shot = 𝛿Bspin such that 𝛿Bquantum =
√

2𝛿Bspin [21]. Hence the theoretical quantum

noise limit of the magnetometer is 𝛿𝐵quantum ≈ 70 fT/
√

Hz. When comparing the
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Figure 6.9: Sensitivity of a (5 mm)3 Paraffin coated cell at a Larmor frequency of
approximately 4 kHz with a home-made balanced photodetector (see Section 9.4.1)
used in place of a commercial Thorlabs detector. The cell is at room temperature
(∼ 18

◦
C). (a) The magnetic resonance signal from sweeping the frequency of the RF

magnetic field from 2.5 kHz to 5.5 kHz. Four minute time traces are then recorded
with the frequency set to to the peak value in (a) at which 𝜔L ≈ 2𝜋(4.2 kHz) with
(b) the RF field amplitude on (c) the RF amplitude set at zero which represents the
intrinsic noise of the OPM and (d) the electronic noise of the setup. The standard
deviation of one second averages are found and the (e) Allan deviation is also cal-
culated for the time traces.
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theoretical noise floor to that found experimentally it can be seen that the result
is a factor of five out, when the lower noise detector is used. In order to obtain
a sensitivity closer to this noise floor, quieter electronics are required. Another
major factor to this noise floor being higher is due to over half of the atoms in the
setup being lost to the 𝐹 = 3 state. This can be seen from the optical pumping
predictions in Section 2.6. So, even with perfect pumping with the one laser beam
it would still be expected that the experimental noise floor will always be above the
theoretical noise floor. To reach the fundamental limit a second re-pump laser would
be required to pump the atoms out of the 𝐹 = 3 state. The fundamental limit of
the magnetometer could be further improved by heating the vapour cell or using a
vapour cell with a larger volume in order to increase the number density of caesium
atoms that are probed [51, 72].

6.4.5 Non-linear Zeeman splitting

When large static magnetic fields are applied to an optically pumped magnetometer
system the sub-levels are no longer equally split. Therefore, atoms in different sub-
levels precess at different frequencies. This is due to the magnetic sub-levels being
split by larger amounts and hence the Breit-Rabi formula now has to be used to
describe the atom interaction

𝐸 = − ℎ𝜈hfs

2(2𝐼 + 1) + (−𝑔𝐼𝜇𝑁 ± 𝜇eff )𝐵𝑚𝐹 ∓
𝜇2
eff
𝐵2𝑚2

𝐹

ℎ𝜈hfs
± 2

𝜇3
eff
𝐵3𝑚3

𝐹

(ℎ𝜈hfs)2
, (6.5)

where ℎ𝜈hfs is the hyperfine splitting of the ground state, 𝜇eff = (𝑔𝑠𝜇𝐵+𝑔𝐼𝜇𝑁 )/(2𝐼+1),
𝑔𝑠 ∼ 2, 𝜇𝐵 is the Bohr magneton, 𝑔𝐼 = 𝜇𝐼/(𝜇𝑁 𝐼) is the nuclear g-factor, 𝜇𝑁 is the
nuclear magneton and 𝜇𝐼 is the nuclear magnetic moment [112].
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Figure 6.10: Non-linear Zeeman splitting signal for a paraffin coated caesium cell in
a 584 μT static field. The first peak represents the magnetic resonance for 𝑚 = 4 →
𝑚 = 3 and the other maximal peak represents the 𝑚 = −3 → 𝑚 = −4 population
difference.

106



For low static magnetic field amplitudes the linear Zeeman effect atoms expe-
rience an energy given by 𝐸 (𝑚) = 𝑚ℎ𝜈𝐿 where 𝜈𝐿 is the Larmor frequency (in
Hz). For a caesium cell in the 𝐹 = 4 ground state there are 2𝐹 + 1 = 9 sublevels
described by |𝐹, 𝑚⟩. Hence the sublevels are split by an equal amount given by
Δ𝜈𝑚,𝑚−1 = (𝐸 (𝑚) − 𝐸 (𝑚 − 1))/ℎ = 𝜈𝐿. This leads to a single peak in the mag-
netic resonance signal at the Larmor frequency. When the atoms are placed in a
large static magnetic field the splitting is no longer equal between the sublevels due
to the non-linear Zeeman effect. The splittings between different sublevels can be
calculated [113] by

Δ𝜈𝑚,𝑚−1 = 𝜈𝐿 +
2𝜈2

𝐿

𝜈hfs

(
𝑚 − 1

2

)
(6.6)

where the prefactor 2𝜈2
𝐿
/𝜈hfs = 𝜈split arises from the non-linear Zeeman effect. This

prefactor can be left as a free fitting parameter, 𝜈split, as any stark shifts from
the probe light can also have an effect on the experimentally measured value [113].
Hence, the magnetic resonance has a signal amplitude of a different form, that has
a shape described by

𝑅 =

�����∑︁
𝑚

𝐴𝑚,𝑚−1(1 + 𝑖(𝜈rf − 𝜈𝑚,𝑚−1)/𝛾)
(𝜈rf − 𝜈𝑚,𝑚−1)2 + 𝛾2

����� , (6.7)

where, in the case of the caesium atoms in the 𝐹 = 4 ground state, the sum is
over the range 𝑚 = 4 to 𝑚 = −3 and 𝐴𝑚,𝑚−1 is the amplitude of the m’th peak. The
peak amplitudes are proportional to the population difference between neighbouring
magnetic sublevels.

When the linewidth of the magnetometer is smaller than the non-linear Zeeman
splitting, the pumping efficiency can be seen. When pumping the atoms into an
aligned state, for the case of the caesium 𝐹 = 4 state, there should be eight defined
peaks [114]. Obtaining a linewidth that is smaller than the splitting can be achieved
by reducing the RF power and laser light power to remove any broadening effects.
The size of each peak is related to the population of atoms in each state. If optical
pumping is sufficient in an alignment based magnetometer, as described here, it is
expected that the signal will have two large outer peaks and the other six peaks
should be small.

Figure 6.10 shows the non-linear Zeeman splitting of the paraffin cell in the
experimental setup. It can be seen that there are eight peaks that are equally
separated. Note that the inner two peaks are barely visible due to efficient pumping
resulting in small amplitudes. By fitting Equation 6.7 to the data presented in
Figure 6.10 the separation between the two outer peaks can be extracted and are
found to be 7𝜈split ≈ 6.38 kHz and the Larmor frequency is 𝜈𝐿 ≈ 2.044 MHz. The RF
field is swept from 2036 kHz to 2053 kHz. For this measurement a laser light power
of 6 μW and an RF amplitude of 2 Vrms, which had a 3 kΩ resistor in series with
the excitation coil, were chosen so that the peaks are clearly identifiable. A strong
static magnetic field is applied to the system, with an amplitude of 𝐵0 ≈ 584 μT,
using a home-made Helmholtz coil that is homogeneous over the caesium vapour
cell. The Helmholtz coil is made up of a pair of square coils with a side length of
92 mm, separated by a distance of 47.9 mm and each coil has 48 windings.
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6.4.6 Eddy current detection

The alignment based magnetometer, described in Section 6.2, can be used to detect
conductive objects. In this case the paraffin coated cell is used to detect eddy
currents that are induced in a small aluminium disk of diameter 2 cm and thickness
0.4 cm. A one-dimensional translation stage (Thorlabs MTS50-Z8) moves the object
50 mm, in the 𝑧-direction, at a distance of 5 mm above the excitation coil. Another
coil, the compensation coil (diameter of 3 mm, 20 windings see Figure 6.5), is also
present. The compensation coil is at the same frequency as the excitation coil and
cancels the RF magnetic field at the sensing point of the atoms when no conductive
object is present, i.e. Btotal(𝑡) = B1(𝑡) + B2(𝑡) ≈ 0. This method is known as the
differential technique and using this technique for eddy current detection results in
obtaining a better signal to noise ratio and hence the setup is sensitive to smaller
oscillating magnetic fields [30]. This is due to being able to apply a larger primary RF
field with the atoms still having a linear response as they only measure the induced
fields. Eddy currents are induced in the aluminium sample by the excitation coil,
as the compensation coil is at a large enough distance that it can be assumed the
magnetic field contribution from the compensation coil is negligible. The magnetic
field that the atoms measure is the secondary, induced, magnetic field as Btotal(𝑡) =
B1(𝑡) + B2(𝑡) + Bec(𝑡) ≈ Bec(𝑡).

(a) (b)

Figure 6.11: Detected eddy currents signal from a small aluminium disk with a
diameter of 2 cm and a thickness of 0.4 cm. The induced fields are detected using
the paraffin coated caesium cell. The excitation field has an amplitude of (a) 𝐵1 =

16.86 nT and (b) 𝐵1 = 135 nT, at the position of the vapour cell.

Figure 6.11 shows the detection of the aluminium disk when two different RF
amplitudes are applied to the excitation coil. Figure 6.11a shows the signal detected
by the magnetometer when the sample is excited using an applied amplitude of
80 mVrms to the excitation field and 82.4 mVrms to the compensation coil. This
corresponds to a magnetic field amplitude of 𝐵1 = 16.86 nT, using the calibration in
Sec. 6.4.1, at the sensing point of the atoms. When the sample is directly above the
coil and the centre of the vapour cell a maximal signal is seen with the 𝑋 component
having an induced magnetic field measuring |𝐵ec,𝑋 | = 3.63 nT and the 𝑌 component
measuring |𝐵ec,𝑌 | = 0.62 nT. Hence the total magnetic field amplitude is given by

𝐵ec =
√︁
(3.63)2 + (0.62)2 = 3.68 nT. When comparing this to the excitation field it
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can be seen that |𝐵ec |/|𝐵1 | ≈ 0.22. This ratio is relatively large, when compared to
the eddy current detection presented in Section 5 and Section 10.7, due to the close
proximity of the object to the sensing point.

Figure 6.11b shows the detection of eddy currents induced in the same aluminium
disk as above but with an excitation magnetic field with a larger amplitude, 𝐵1 =

135 nT. A double bump feature can be seen in the detected signal. This is due to
the induced magnetic field amplitude being large. This causes issues as the optically
pumped magnetometer no longer has a linear response to magnetic field amplitudes
and hence the magnetic field conversion is no longer accurate. RF broadening causes
the amplitude of the signal to drop, as can be seen in Figure 6.6c when a large RF
magnetic field amplitude is applied to the setup. The magnetic field induced is a
factor of 8 larger than that induced in Figure 6.11a but the detected signal only
increased by just over a factor of 2.

The data presented in Figure 6.11 is the first published demonstration of eddy
current detection using an alignment based magnetometer [48]. The experimental
setup is similar to those in [30, 25] where larger Larmor frequencies of 𝜔𝐿 ≈ 2 MHz
were used to detect salt water samples with similar conductivities to biological tis-
sues, such as the heart. Further details on the use of optically pumped magnetome-
ters for detecting biomedical tissues can be found in Section 3.4.

6.5 Characterisation of a 65 Torr buffer gas cell

Although vapour cells with anti-relaxation coatings, such as paraffin, result in mag-
netometers with high sensitivities [20, 50, 24, 23, 101], these vapour cells are not
readily available and are difficult to make. Few people know how to make high qual-
ity vapour cells with anti-relaxation coatings as the cells are hand-blown. Hence for
RF magnetometers to become commercially available in the future alternatives need
to be found. In the literature, until now, only paraffin coated cells have been used for
alignment based magnetometers to extend the spin relaxation lifetime of the alkali
vapours in use [51, 64]. Buffer gas can be added to vapour cells as an alternative
to anti-relaxation coatings to extend the spin relaxation lifetime. The addition of
the buffer gas, e.g. nitrogen (N2), helium (He), slows the diffusion of caesium atoms
resulting in it taking longer for the atoms to reach the vapour cell walls and the
spin state relaxing. Current commercially available optically pumped magnetome-
ters use buffer gas cells [40, 42, 41, 47]. Buffer gas cells have the potential to be
micro-fabricated and hence are an ideal alternative. However, the question of their
use in an alignment based magnetometer is tricky as the addition of the buffer gas
causes broadening and mixing of the excited states. This makes it more difficult to
drive specific transitions and hence the pumping efficiency decreases. Having dis-
tinct hyperfine levels is essential in an alignment based magnetometer to produce
two dark states. This will be investigated in this section using a 65 Torr buffer gas
cell.

6.5.1 Absorption spectroscopy

The addition of a buffer gas, for example nitrogen, to a vapour cell with an alkali
metal, in this case caesium, leads to pressure broadening. The excited states of a
pure caesium or paraffin coated caesium cell have a natural lifetime of 𝜏nat ≈ 34.9 ns
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for the D1 transition (62P1/2) and 𝜏nat ≈ 30.5 ns for the D2 transition (62P3/2) [68].
This results in a natural linewidth of approximately 5 MHz. When a buffer gas, N2,
is added to a caesium cell the atoms that are in the excited state collide with the
buffer gas molecules. This is due to the scattering cross section of the outer caesium
electron and the buffer gas molecules being much larger in the excited state [72].
This leads to rapid collisional mixing where the caesium atoms are distributed across
the magnetic sublevels during their excited state. This leads to the linewidth of the
absorption spectrum being broadened with the spectrum now having linewidths on
the GHz scale which can far exceed the Doppler broadening. The higher the buffer
gas pressure, the more the signal is broadened.
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Figure 6.12: The D1 absorption spectrum for a pure caesium cell (black dotted line)
and a 65 Torr buffer gas cell (red line) at a temperature of 51

◦
C. This corresponds

to a number density of atoms of 43.7 × 1016 m−3. A Voigt profile is fitted to the
𝐹 = 3 → 𝐹′ = 3, 4 and 𝐹 = 4 → 𝐹′ = 3, 4 transitions with the Gaussian linewidth
fixed at Γ𝐺 = 374 MHz so the Lorentzian linewidths, Γ𝐿, and the pressure shifts, 𝛿𝜈,
can be extracted.

Figure 6.12 shows the absorption spectroscopy of two cells: a pure caesium
cell (dotted black reference line) and a buffer gas cell (red line) that was stated
to have a buffer gas pressure of 100 Torr by the manufacturer. The laser light
is kept low during these measurements to avoid any effects of optical pumping.
The reference caesium vapour cell shows the expected D1 spectroscopy with four
absorption resonances separated by ground- and excited-state hyperfine splittings
of 9.2 GHz and 1.2 GHz. The resonances have a lineshape that is a convolution of
a Lorentzian and Gaussian, known as a Voigt lineshape. For this cell the Gaussian
linewidth is much larger than the Lorentzian linewidth with a 4.6 MHz full width at
half maximum of the excited state. The pressure of the buffer gas vapour cell can be
determined experimentally by fitting the absorption spectroscopy to Voigt profiles
[73]. The fitting of the Voigt profiles results in two ways of verifying the buffer gas
pressure as both the pressure shift and pressure broadening are dependant on the
collisions of the nitrogen molecules and caesium atoms. In complex form, the Voigt
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profile is [72]

V(𝜈 − 𝜈0) =
2
√︁

ln 2/𝜋
Γ𝐺

𝑤

(
2
√

ln 2((𝜈 − 𝜈0) + 𝑖Γ𝐿/2)
Γ𝐺

)
, (6.8)

where Γ𝐺 is the full width half maximum of the Gaussian profile, Γ𝐿 is the full width
half maximum of the Lorentzian profile and the complex error function is

𝑤(𝑥) = 𝑒−𝑥2 (1 − erf (−𝑖𝑥)). (6.9)

By determining the Voigt profile, the absorption cross section can be determined by

𝜎𝑉 (𝜈) = 𝜋𝑟𝑒𝑐 𝑓Re(V(𝜈 − 𝜈0)), (6.10)

where 𝑟𝑒 is the classical electron radius, 𝑐 is the speed of light and 𝑓 is the oscillator
strength. The data of the buffer gas cells absorption spectrum is fitted to a number
of Voigt profiles. The full width half maximum of the Lorentzian is extracted for the
𝐹 = 3 → 𝐹′ = 3, 4 and 𝐹 = 4 → 𝐹′ = 3, 4 separately with two Voigt profiles being
fitted to the 𝐹′ = 3 and 𝐹′ = 4 transition using their relative hyperfine strengths of
1/4 and 3/4 respectively. The same was done for the 𝐹 = 4 → 𝐹′ = 3 and the 𝐹 =

4 → 𝐹′ = 4 transition with the hyperfine strengths being 7/12 and 5/12 respectively
[68]. By fixing the Gaussian linewidth to Γ𝐺 = 374 MHz for a caesium cell at 51

◦
C,

the Lorentzian linewidth is found to be Γ𝐿 = 1.26(5) GHz. Using the conversion in
[73] of 19.51 MHz/Torr a buffer gas pressure of 65(3) Torr is obtained. The buffer
gas pressure can also be calculated from the frequency shift of the spectrum. In
Figure 6.12, a green dashed line can be seen. This shows a frequency shift from
the relative zero point of 𝛿𝜈 = −0.54(1) GHz for the 𝐹 = 4 → 𝐹′ = 3 transition.
Using the conversion to Torr from [73] of −8.23 MHz/Torr, the buffer gas pressure
is calculated to be 65(1) Torr.

6.5.2 Calibrating the RF excitation coil

With the use of buffer gas cells, magnetic field gradients have more of an effect on
the setup. This is due to the buffer gas slowing down the atoms and hence different
atoms see different magnetic fields across the vapour cell. For the data presented for
the buffer gas cell, a home-made square Helmholtz coil surrounding the vapour cell
is used to apply the oscillating magnetic field. The coil is 3 cm in length and has
10 windings. A 3 kΩ resistor is placed in series with the coil. Using the procedure
detailed in Section 6.4.1 the excitation coil used in the alignment magnetometer
setup with the 65 Torr nitrogen buffer gas cell can be calibrated. Figure 6.13a
shows the magnetometer signal response to various applied DC amplitudes. The
extracted central frequency from the fits of the magnetometer signal are shown in
Figure 6.13b. By using the calculations described previously (Sec. 6.4.1) a calibra-
tion of 128.89 nT/V is found for the RF coil with a 3 kΩ resistor in series. This
calibration can be used to determine the smallest detectable magnetic field.

6.5.3 RF amplitude

In order to improve the sensitivity, the buffer gas cell is heated to 55
◦
C. The power

of the laser light was set to 2 μW and the amplitude of the oscillating voltage sent
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Figure 6.13: Calibration of the RF magnetic field coil, used with a 65 Torr buffer gas
cell, by applying various DC voltages through the coil to see how the (a) magnetic
resonances (b) central frequency depend on the applied voltage.

to the RF coil was varied between 4 mVrms and 180 mVrms. For each RF amplitude
applied to the system the magnetometer signal was recorded. By fitting the recorded
signals to Equation 6.3, as seen in Figure 6.14a, the signal amplitude and full width
half maximum can be extracted. The sensitivity of an OPM is optimal when the
amplitude to the full width half maximum is maximal. Figure 6.14b shows that
this ratio is maximal in the range of 120 − 180 mVrms. However, it can be seen in
Figure 6.14c that the signal amplitude is linear up to 30 mVrms. Hence, an optimal
RF amplitude of 30 mVrms is used for the buffer gas cell in the setup described in
Section 6.2.

6.5.4 Optimal light power

With an RF amplitude of 4 mVrms, the optimal light power is determined for the
buffer gas cell. The laser light power is varied from 1 μW to 60 μW with the
demodulated magnetometer signal recorded at each light power, examples of which
are shown in Figure 6.15a. Figure 6.15b shows that the amplitude to full width
half maximum (FWHM) ratio is maximal for a light power of 30 − 60 μW. It is
visible in Figure 6.15d that even with a light power of 30 μW the FWHM has over
doubled in width from 600 Hz to ∼ 1400 Hz. This is not an issue as the amplitude
has also considerably increased. As it is preferable to minimise the broadening of
the linewidth from the laser light power 30 μW is chosen as the optimal value.

6.5.5 Sensitivity

Figure 6.16 shows the sensitivity of the alignment magnetometer setup with the
buffer gas cell using the optimised parameters of 30 mVrms for the RF magnetic field
and 30 μW of light power. As was done with the paraffin cell, four measurements
were taken. All data sets had a 10 kHz sample rate. A magnetic resonance sweep is
recorded with the RF field frequency being varied from 8 kHz to 13 kHz. The signal
amplitude, along with the coil calibration for the RF coil, is used to determine the
conversion factor of 2.33 V/nT. Three time traces of the demodulated signals are
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Figure 6.14: Characterising the amplitude of the RF magnetic field produced for the
65 Torr nitrogen buffer gas filled caesium cell. A light power of 2 μW is used. (a)
The 𝑅 signal of the magnetic resonance sweep is fitted to an absorptive Lorentzian
to obtain (b) the amplitude/FWHM dependence on the RF amplitude applied, (c)
the amplitude and (d) the full width half maximum (FWHM) of the signals are also
presented.

recorded with the RF field frequency being set to the peak value, in Figure 6.16a,
where 𝜔rf = 𝜔𝐿 ≈ 2𝜋(10 kHz). For the first four minute time trace the RF magnetic
field amplitude remained at 30 mVrms which produces an oscillating magnetic field
measuring 3.87 nT at the position of the atoms. It can be seen in Figure 6.16b that
the 𝑋 component of the demodulated signal is much noisier than the 𝑌 component.
This is due to slight fluctuations in the temperature of the cell around 55

◦
C. To

obtain a better sensitivity the cell should be left to stabilise its temperature for
longer. In order to eliminate this issue entirely a temperature controlled PID could
be implemented in the setup. Both signals are noisier than the intrinsic sensitivity
of the setup (Figure 6.16c) due to noise being introduced through the magnetic
field coils from noisy voltage supplies. A lower noise voltage or current supply
would improve the sensitivity with the RF coil on. Figure 6.16c shows the intrinsic
sensitivity of the buffer gas cell in the alignment magnetometry setup. A sensitivity
of 310 fT is seen using the method of calculating the standard deviation of one
second averages of the data. Due to using the higher light power in comparison
to that used for the paraffin coated cell, the sensitivity is the photon shot noise

113



(a)

0 10 20 30 40 50 60
Laser Power ( W)

0.0000

0.0002

0.0004

0.0006

0.0008

A 
/ F

W
HM

 (m
V/

Hz
)

(b)

0 10 20 30 40 50 60
Laser Power ( W)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

Am
pl

itu
de

 (m
V)

(c)

0 10 20 30 40 50 60
Laser Power ( W)

600

800

1000

1200

1400

1600

1800

FW
HM

 (H
z)

(d)

Figure 6.15: Characterising the optimal light power for the 65 Torr buffer gas cell,
an RF amplitude of 4 mVrms is used. (a) The 𝑅 signal of the magnetic resonance
sweep is fitted to an absorptive Lorentzian to obtain the (b) A/FWHM dependence
on light power. The (c) amplitude and (d) full width half maximum (FWHM) of
the signals are also presented.

limit. This is supported by calculating the electronic noise of the setup as shown
in Figure 6.16d which shows a noise contribution of 190 fT. Hence the dominating
noise from other aspects of the experiment, e.g. shot noise and atomic noise, can be
calculated as

√
3102 − 1902 = 245 fT. The Allan deviation for this setup can be seen

in Figure 6.16e and at a gate time of a one second agrees with the standard deviation
approach for calculating the sensitivity. However, it also shows that if the signal is
averaged over for a longer period of time a smaller magnetic field is detectable as,
apart from for the ‘X RF on’, the system is stable for even higher gate times.

Using Equation 6.4, the theoretical quantum noise limit of the buffer gas align-
ment magnetometer can be determined. A key difference when calculating the sen-
sitivity for a buffer gas cell, compared to the paraffin cell, is that not all atoms are
considered as being probed. Due to the 𝑇2 being improved by slowing the atoms
down, it is assumed that only the atoms that are in the laser path are probed and
hence the effective volume is the volume of the beam. Hence for a beam diameter
of ∼ 2 mm the volume of atoms probed is given by 𝑉 = 𝑉beam = 1.56 × 10−8 m3.
The cell is heated to a temperature of ∼ 55

◦
C which results in a number density of

𝑛 = 60 × 1016 m−3. The transverse relaxation time is given by 𝑇2 = 1/(𝜋(800 Hz)).
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Figure 6.16: Sensitivity of a 5 mm diameter and 5 mm optical path length 65 Torr
nitrogen buffer gas cell at a Larmor frequency of approximately 10 kHz. The cell is
heated to a temperature of ∼ 55

◦
C. (a) The magnetic resonance signal from sweeping

the frequency of the RF magnetic field from 8 kHz to 13 kHz. Four minute time
traces are then recorded with the frequency set to to the peak value in (a) at which
𝜔𝐿 ≈ 2𝜋(10 kHz) with (b) the RF field amplitude on, (c) the RF amplitude set at
zero which represents the intrinsic noise of the optically pumped magnetometer and
(d) the electronic noise of the setup. The standard deviation of one second averages
are found and the (e) Allan deviation is also calculated for the time traces.
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Substituting these values into Equation 6.4 gives an estimate of the atomic noise to
be 𝛿𝐵spin ≈ 50 fT/

√
Hz. For an ideal optically pumped magnetometer the shot noise

is equal to the spin noise [115] and hence the quantum noise of the magnetometer

is given by 𝛿𝐵quantum =
√

2𝛿𝐵spin ≈ 70 fT/
√

Hz. It is noted that the theoretical
quantum limit of the buffer gas cell matches that of the paraffin coated cell in this
setup (see Section 6.4.4) as the elevated temperature counteracts the reduced probe
volume and shorter 𝑇2 time.

6.5.6 Non-linear Zeeman splitting

As was done with the paraffin coated cell, the non-linear Zeeman splitting was
studied to see if a high enough pumping efficiency is achieved with the buffer gas
vapour cell. Figure 6.17 shows the magnetic resonance signal when the buffer gas
vapour cell is placed in a static magnetic field with a large amplitude of 𝐵0 = 839 μT,
using the same Helmholtz coil as in Section 6.4.5. A light power of 8 μW was used.
The RF magnetic field frequency was swept from 2.921 MHz to 2.951 MHz. 8 peaks
are visible in the figure with the inner most two having a small amplitude and the
outer two have a much larger amplitude. Hence, this confirms that there is optical
pumping to the outer two states of 𝑚𝐹 = ±4 despite the hyperfine states partially
overlapping due to the pressure broadening of the buffer gas. The difference in
frequency between the outer two most peaks can be found experimentally, by fitting
the data to Equation 6.7, to be 7𝜈split = 13.2(1) kHz. This is in agreement with the
theoretically determined value of 13.1 kHz determined by calculating |Δ𝜈4,3−Δ𝜈−3,−4 |
where these values are determined using Equation 6.6.
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Figure 6.17: Non-linear zeeman splitting signal for a 65 Torr N2 buffer gas caesium
cell in a 839 μT static field. The first peak represents the magnetic resonance for
𝑚 = 4 → 𝑚 = 3 and the other maximal peak represents the 𝑚 = −3 → 𝑚 = −4
population difference.

This hence shows that a 65 Torr nitrogen buffer gas cell can be used in an
alignment based magnetometer as the pumping efficiency to the outer most state is

116



more than sufficient to create two dark states. It is noted that with a lower buffer
gas pressure the overlapping of the hyperfine states would be reduced and hence it is
expected that more atoms would be pumped into the dark states. However, although
the pumping may improve a lower buffer gas pressure also leads to a shorter 𝑇2 time
and hence reduces the sensitivity of the optically pumped magnetometer. Further
testing would be needed to see if a different buffer gas pressure would result in an
improved sensitivity to that seen in Section 6.5.5. For the applications presented in
this thesis the sensitivity obtained is more than sufficient.

The non-linear Zeeman splitting is important in the applications of magnetic
induction tomography (MIT) of biological materials (see Section 3.4) as high fre-
quencies and hence high magnetic fields are desired. Techniques utilising the other
resonance peaks have been explored to stabilise the static magnetic field [116] and
hence improve the sensitivity of magnetometers by reducing noise from magnetic
field fluctuations. This technique could show its full potential in unshielded appli-
cations.

6.6 Comparison and conclusions

The results presented in this chapter show that it is possible to use a one beam,
alignment configuration with a buffer gas vapour cell. Although the buffer gas cell is
operated at an elevated temperature the quantum noise limit is ∼ 70 fT which is the
same as that of the paraffin coated cell. This is due to the reduced probe area and
shorter 𝑇2 time in the buffer gas vapour cell. A better sensitivity was achieved with
the buffer gas vapour cell (310 fT) compared to the paraffin coated cell (415 fT).
This is partially due to the buffer gas vapour cell requiring a higher light power
for the optimal sensitivity and hence the electronic noise is, in comparison, a lower
contribution to the noise floor. In the case of both of the vapour cells, low light
powers (≤ 30 μW) were used to probe the atomic ensemble. The low light powers
mean that low cost vertical cavity surface emitting laser (VCSEL) diodes can be used
in place of the fibre coupled lasers used here [117, 118] (see Section 6.3). Both vapour
cells used in this thesis are hand-blown but it is expected that a micro-fabricated
buffer gas vapour cell, with the same pressure of N2 added, would perform the same.
To improve the sensitivity obtained by the paraffin coated cell the temperature could
be elevated above room temperature as this results in a higher number density and
hence a better sensitivity. For the buffer gas cell, a larger laser beam diameter could
be used such that the atoms across the entire vapour cell are probed. The buffer gas
pressure could also be further investigated to determine the optimal pressure such
that the perfect balance between the rate which at caesium atoms diffuse is slow
but the broadening does not affect the pumping efficiency of the system. Due to the
similar sensitivities obtained between the two cells, it is believed that this pressure
will be around the pressure of the vapour cell presented here. The sensitivity of
both setups could be improved by using larger vapour cells.

The work presented in this chapter shows that buffer gas cells, of the correct pres-
sure, are compatible with alignment based magnetometry. This work opens up the
possibility of compact, portable and robust RF magnetometers using a single laser
beam with buffer gas cells. This is a more commercially viable option than using
paraffin coated cells. The use of micro-fabrication of buffer gas vapour cells would
also improve the viability of RF-OPMs being able to be mass produced. OPMs,
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like that presented here, offer an alternative to commercially available fluxgates,
e.g. Bartington magnetometers (see Figure 5.3), and induction coils for detecting
oscillating, RF magnetic fields. They offer improved sensitivities and the ability to
detect DC-MHz frequencies by varying the Larmor frequency.
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Chapter 7

Spin noise spectroscopy

7.1 Motivation

The atoms in an optically pumped magnetometer are spin polarised using laser light
through optical pumping (see Section 2.6) [39]. The polarisation of the light, used for
optical pumping, depends on the type of state desired. Typically, orientation based
optically pumped magnetometers use circularly polarised light [24, 23], however
generating orientation from a linearly polarised beam is possible [119]. In this case,
each atom is treated as a spin-12 particle despite the value of the total angular
momentum of the ground state, 𝐹. The Bloch equations describe the evolution of
the atomic spin in a magnetic field for the spin vector F = (𝐹𝑥 , 𝐹𝑦, 𝐹𝑧)𝑇 [30]. The
three components correspond to the expectation values of the angular momentum
operators defined along the respective directions such that 𝐹𝛼 = Tr{𝐹𝛼𝜌} where
𝛼 = 𝑥, 𝑦, 𝑧 for an atomic ensemble described by a single-atom’s density matrix 𝜌. In
contrast, for an alignment based magnetometer [51, 3, 85, 64] the atoms are optically
pumped using linearly polarised light. Here each atom is treated as a spin-1 particle
[120]. This means that the atomic state cannot be described by a vector but instead
is described using rank-2 spherical tensors with five components that describe how
the atomic spin is aligned along certain axes [16].

Spin noise spectroscopy [121] is used to characterise the noise properties of a given
atomic system and for the autocorrelation function that noise fluctuations exhibit in
the steady state regime [122]. Only in the case of orientation based magnetometers
have stochastic noise models been developed that are capable of explaining the
observed noise power spectra when probing unpolarised atomic ensembles [123, 124,
125, 126], also including the effects of spin-exchange collisions [127, 128, 129]. Such
models to fully characterise the spin noise spectra in the case of an alignment based
magnetometer are still not complete, despite recent promising steps in that direction
[130, 131, 132, 133, 134, 135].

In this chapter, methods of stochastic calculus and the formalism of spherical
tensors are employed to predict the power spectral density of an alignment based
magnetometer [5], similar to that described in Section 6, in the presence of a strong
static magnetic field and a white noise magnetic field that is applied perpendicular
to the static magnetic field. The model presented here correctly predicts the exis-
tence of peaks in the measured power spectral density at particular multiples of the
Larmor frequency. It also correctly predicts the dependence of the peak amplitudes,
linewidths and central frequencies on the noise intensity and input polarisation an-
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gle. The model is verified using a series of experiments where the experimental
results agree very well with the theory.

The work presented here paves the way for alignment based magnetometers to
be used in real time sensing tasks. Due to the spin noise being characterised in
detail, the time-varying signals can be tracked beyond the nominal bandwidth of
the magnetometer [136]. The alignment based magnetometer, with added noise, can
be used as a scalar magnetometer to sense time-varying magnetic fields as well as
having the potential to measure magnetic fields that oscillate at RF frequencies. The
simplicity of only having a single beam for both pumping and probing the atomic
ensembles is promising for the potential of miniaturising and commercialising RF
magnetometers [137].

7.2 Theory

The theoretical predictions, found in Ref. [5], for the expected spin noise spec-
troscopy signals will be summarised here. In order to detect the spin noise proper-
ties of the alignment based magnetometer presented in this thesis, a noisy stochastic
magnetic field Bnoise(𝑡) is applied to the system along the 𝑥-direction. The spatial
configuration of the experimental setup is shown in Figure 7.1. The stochastic field
introduces an additional term to the Hamiltonian presented in Section 4.2 given by

𝐻noise(𝑡) = 𝛾𝑔𝐵noise(𝑡). (7.1)

This noisy field is applied in place of the oscillating magnetic field. The component
of the magnetic field that is in the 𝑥-direction can be written as

𝐵noise(𝑡) =
Ωnoise

𝛾𝑔
𝜉 (𝑡) ≈ Ωnoise

𝛾𝑔

√︄
1

2𝜋Δ 𝑓

𝑑𝑊𝑡

𝑑𝑡
, (7.2)

where Ωnoise is the effective magnetic noise amplitude in units of the Larmor fre-
quency, 𝜉 (𝑡) is the stochastic process for the noise that is being generated. This has
a constant power spectrum in a frequency range of 𝑓 ∈ [ 𝑓LP, 𝑓cutoff ] with 𝑓LP being
a high-pass filter that is close to zero being and is used to eliminate false signals
from low frequency contributions and 𝑓cutoff is a low-pass filter utilised to prevent
the effects of aliasing. As 𝑓LP ≈ 0 it can be seen that Δ 𝑓 = 𝑓cutoff − 𝑓LP ≈ 𝑓cutoff .
The white noise is interpreted as the time derivative of the Wiener process 𝑊𝑡 [138].
Hence the Hamiltonian can be written as

𝐻noise(𝑡) =
√
𝜔noise𝐹𝑥𝑑𝑊𝑡 , (7.3)

where 𝜔noise = Ω2
noise/(2𝜋 𝑓cutoff ) is the effective noise spectral density.

In the spherical tensor representation, the desired stochastic dynamical equation
for the vector of the alignment coefficient is

𝑑mt =

(
A0 +

A2
noise

2

)
mt𝑑𝑡 +A𝜙 (mt −mss) 𝑑𝑡 +Anoisemt𝑑𝑊𝑡 , (7.4)

where A0 = 𝑖Ω𝐿J
(2)
z is associated with the free evolution, A𝜙 is related to the dissi-

pative map and Anoise = −𝑖√𝜔noiseJ
(2)
x is associated with the stochastic noise [5].
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Figure 7.1: The spatial configuration of the alignment based magnetometer. The
input light-beam propagates along the 𝑥-direction and is polarised at some interme-
diate angle 0 < 𝜃 < 𝜋/2. The atomic steady-state generally modifies the polarisation
angle of the transmitted light 𝜃′. In the experimental setup a stochastic field Bnoise(𝑡)
is applied along the direction of light propagation, and induces white noise that dis-
turbs the atomic state from equilibrium. The static magnetic field B0 is applied
along the 𝑧-direction.

The incoming polarisation angle is rotated by an angle 𝜃 in the 𝑧 − 𝑦-plane, as
shown in Figure 7.2. Upon leaving the atomic vapour cell, the angle 𝜃 of the incoming
linearly polarised light is changed to 𝜃′. The change of the angle Δ𝜃 = 𝜃′ − 𝜃, when
assuming the atomic ensemble is optically thin, obeys [16, 4]

Δ𝜃 ∝ 𝑖(�̃�2,1 + �̃�2,−1). (7.5)

The proportionality constant is dependant on a number of parameters including but
not limited to the optical depth, interaction strength and light power. By rotating
m𝑡 (𝑡) = m2(𝑡) (see Equation 4.41) by the angle 𝜃 around the light propagation
direction (𝑥-axis) Equation 7.5 can be rewritten as

Δ𝜃 ∝ hTD(2)
𝜃

mt, (7.6)

where h = (0, 𝑖, 0, 𝑖, 0)𝑇 and D(2)
𝜃

= 𝐷
(2)
𝑚,𝑚′ (−𝜋/2, 0, 𝜋/2) is the Wigner D-matrix.

Hence, the detected signal of the alignment based magnetometer may be written as

𝑆(𝑡) = 𝑔𝐷hTD(2)
𝜃

mt + 𝜁 (𝑡) (7.7a)

= 𝑔𝐷
1

2

[√
6𝑚2,0(𝑡) + 𝑚2,2(𝑡) + 𝑚2,−2(𝑡)

]
sin (2𝜃) (7.7b)

+ 𝑔𝐷𝑖
[
𝑚2,1(𝑡) + 𝑚2,−1(𝑡)

]
cos (2𝜃) + 𝜁 (𝑡).

7.2.1 Spin noise spectroscopy

The power spectral density (PSD) is defined as

PSD(𝜔) =
〈
|𝛿𝑆(𝜔) |2

〉
, (7.8)

where ⟨...⟩ denotes the average over stochastic trajectories and 𝛿𝑆(𝜔) is the Fourier
transform of any signal. In the experiment presented here the signal is the measured
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current of the balanced photodetector 𝛿𝑆(𝑡) and over a finite-time interval [0, 𝑇] has
the form

𝛿𝑆(𝜔) = 1
√
𝑇

∫ 𝑇

0
𝑑𝑡𝑒−𝑖𝜔𝑡𝛿𝑆(𝑡). (7.9)

By letting 𝑇 ≫ 𝜏c where 𝜏c is the effective coherence time of the noisy system, it can
be assured that 𝛿𝑆(𝑡) is stationary and ergodic and hence the power spectrum can
be rewritten in the steady state according to the Wiener-Khinchin theorem [121] as

PSD(𝜔) =
∫ ∞

0
𝑑𝑡 cos (𝜔𝑡) ⟨𝛿𝑆(𝑡), 𝛿𝑆(0)⟩ (7.10a)

=

∫ ∞

0
𝑑𝑡 cos (𝜔𝑡) ⟨𝑆(𝑡), 𝑆(0)⟩ . (7.10b)

Substituting the form of the detected signal given in Equation 7.7a the power spec-
trum is given by

PSD(𝜔) = 𝑔2𝐷hTD
(2)
𝜃

Ξ(𝜔)D(2)𝑇
𝜃

h +
〈
|𝜁 (𝜔) |2

〉
, (7.11)

where Ξ(𝜔) is a 5 × 5 matrix defined by

Ξ𝑝,𝑞 (𝜔) = 2

∫ ∞

0
𝑑𝑡 cos (𝜔𝑡)

〈
𝑚2,𝑝 (𝑡), 𝑚2,𝑞 (0)

〉
. (7.12)

Here 𝑝, 𝑞 = −2, ..., 2 are the coefficients of the m𝑡-vector in the steady state. The
detection noise

〈
|𝜁 (𝜔) |2

〉
is uncorrelated from any other noise sources in the system.

For the alignment based magnetometer dynamics described by Equation 7.4,
the resulting power spectral density can be calculated as a sum of absorptive and
dispersive Lorentzian functions in the form [5]:

PSD(𝜔) =
∑︁

𝑗=−2,...,2

𝑝𝑎| 𝑗 |𝛾
2
| 𝑗 |

(𝜔 − 𝜔 𝑗 )2 + 𝛾2| 𝑗 |
+

∑︁
𝑗=±1,±2

±𝑝𝑑| 𝑗 |𝛾| 𝑗 | (𝜔 − 𝜔 𝑗 )
(𝜔 − 𝜔 𝑗 )2 + 𝛾2| 𝑗 |

+
〈
|𝜁 (𝜔) |2

〉
, (7.13)

where the central frequencies 𝜔 𝑗 read as

𝜔0 = 0, (7.14a)

𝜔1 = − 𝜔−1 =

√︂
Ω2
𝐿
− 9

16
𝜔2
noise, (7.14b)

𝜔2 = − 𝜔−2 = 2Ω𝐿 −
3𝜔2

noise

16Ω𝐿

. (7.14c)

These central frequencies correspond to multiples of the Larmor frequency: 0, Ω𝐿

and 2Ω𝐿. The linewidths take the form

𝛾0 ≈Γ0 +
3

2
𝜔noise, (7.15a)

𝛾1 =Γ1 +
5

4
𝜔noise, (7.15b)

𝛾2 ≈Γ2 +
1

2
𝜔noise, (7.15c)
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where Γ𝑖 are the dissipation rates. The full forms of 𝜔𝑖 and 𝛾|𝑖 | can be found
analytically [5]. For the forms presented here, the assumptions that Ω𝐿 ≫ Γ|𝑖 | and
Ω𝐿 ≫ 𝜔noise must be considered. Under these assumptions the absorptive peak
heights are described by

𝑝𝑎0 =𝐶
27

16
𝜔2
noise

Γ2
0 (2Γ2 + 𝜔noise)

(2Γ0 + 3𝜔noise)2𝐺 (𝜔noise,Γ)
ℎ(𝜃), (7.16a)

𝑝𝑎1 =𝐶
3

4
𝜔noise

Γ2
0 (2Γ2 + 𝜔noise)

(4Γ1 + 5𝜔noise)𝐺 (𝜔noise,Γ)
𝑔(𝜃), (7.16b)

𝑝𝑎2 =𝐶
3

32
𝜔2
noise

Γ2
0

(2Γ2 + 𝜔noise)𝐺 (𝜔noise,Γ)
ℎ(𝜃), (7.16c)

where 𝐶 = 𝑔2D(𝑚
ini
20 )

4 and

𝐺 (𝜔noise,Γ) :=(2Γ0 + 3𝜔noise)
[
3𝜔2

noise(Γ0 + 2(Γ1 + Γ2))
+2𝜔noise(2Γ0Γ1 + 5Γ0Γ2 + 6Γ1Γ2) + 8Γ0Γ1Γ2] . (7.17)

The angular dependence are given by

ℎ(𝜃) = [2 sin (2𝜃) + 3 sin (𝜃)]2 , (7.18)

for 𝑝𝑎0 and 𝑝𝑎2, whereas for 𝑝𝑎1 the angular dependence reads as

𝑔(𝜃) = [3 + 2 cos 2𝜃 + 3 cos 4𝜃]2 . (7.19)

It can be seen that in the low noise-strength regime that the peak heights obey
𝑝𝑎0 ∝ 𝜔2

noise, 𝑝
𝑎
1 ∝ 𝜔noise and 𝑝𝑎2 ∝ 𝜔2

noise. Similarly, the dispersive peak heights are
predicted to take the form

𝑝𝑑1 = 𝐶
3

2

𝜔noise

Ω𝐿

Γ2
0 [16Γ2

1Γ2 + 8Γ1(Γ1 + 5Γ2)𝜔noise + 16(Γ1 + Γ2)𝜔2
noise + 3𝜔3

noise]
(4Γ1 + 5𝜔noise)3𝐺 (𝜔noise,Γ)

𝑔(𝜃),

(7.20a)

𝑝𝑑2 = 𝐶
9

64

𝜔2
noise

Ω𝐿

Γ2
0 (8Γ

2
2 + 8Γ2𝜔noise + 𝜔2

noise)
(2Γ2 + 𝜔noise)3𝐺 (𝜔noise,Γ)

ℎ(𝜃). (7.20b)

7.3 Experimental setup

A schematic of the spin noise spectroscopy setup can be seen in Figure 7.2. Linearly
polarised light that is resonant with the 𝐹 = 4 → 𝐹′ = 3 caesium D1 line (895 nm)
is passed through a polarisation-maintaining fibre. The laser light has a diameter of
2 mm and an electric field amplitude E0 which passes through a (5 mm)3 paraffin
coated cell that is kept at room temperature and placed inside a magnetic shield
(Twinleaf MS-1). The setup uses the paraffin coated vapour cell used in the table-top
alignment magnetometer (see Figure 6.2a in Section 6.2). Details on the performance
of the magnetometer presented here can be found in Section 6.4. Using the in-built
coils in the magnetic shield, a static magnetic field B0 = 𝐵0ẑ is applied to the system.
Figure 7.2 shows that a half wave plate is placed before the vapour cell and magnetic
shield. This half wave plate is used to change the angle of the electric field vector of
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Figure 7.2: Schematic of the experimental setup implemented to study the spin noise
spectroscopy of an alignment based magnetometer. A polarisation maintaining fibre
is used to pass linearly polarised light, that is on resonance with the 𝐹 = 4 → 𝐹′ = 3
transition, to the setup. Two pairs of half wave plates (𝜆/2) and polarising beam
splitters (PBS) are placed before the magnetic shield (marked in grey). The first
pair is used to to reduce intensity fluctuations and the second pair is implemented
so that the light power sent to the vapour cell can be altered. The laser light
propagates along the 𝑥-axis, with the angle of its polarisation, 𝜃, being varied in
the experiment. The angle is varied in the (𝑧, 𝑦)-plane using a third half wave
plate that is placed directly before the magnetic shield. A paraffin coated caesium
vapour cell is placed inside the shield. The laser light simultaneously pumps and
probes the atomic ensemble. The atoms are placed in two magnetic fields: a static
magnetic field, B0, that is applied in the z-direction and a weak noisy magnetic field,
Bnoise(𝑡), that is applied in the x-direction. When the light interacts with the atoms
it undergoes rotation, which is then measured by passing the output laser light
through a PBS and measuring the balanced photodetection (BPD). The resulting
signal is sent straight to a data acquisition card to be recorded.

the laser light with respect to the static magnetic field that is applied. The angle 𝜃
is denoted as the angle between the linear polarisation and the 𝑧-axis in the (𝑧, 𝑦)-
plane. Hence for a polarisation angle of 𝜃 = 0

◦
the electric field amplitude of the

light is given by E0 = 𝐸0ẑ and for 𝜃 = 90
◦

it is given by E0 = 𝐸0ŷ.
As well as the static magnetic field that is applied, a noisy magnetic field is also

applied to the setup using a home-made square Helmholtz coil. This field is applied
along the 𝑥-direction, such that Bnoise(𝑡) = 𝐵noise(𝑡)x̂. The noisy magnetic field is
generated using the white noise function on a function generator (RIGOL DG1032Z)
with the output being attached to the Helmholtz coil. It is to be noted that a low-
pass and a high-pass filter were placed between the function generator output and
the home-made coil. The low-pass filter had a value of 𝑓cutoff = 1 MHz and the
high-pass filter had a value of 𝑓LP = 1 kHz. The high-pass filter was implemented
to prevent the effects of aliasing and the low-pass filter was used to remove any
spurious contributions at very low frequencies.

The power spectra data that was measured as a function of the strength of the
noisy magnetic field amplitude had a static magnetic field value of 𝐵0 = 2.7 μT.
This corresponds to a Larmor frequency of 𝑓𝐿 ≈ 9.45 kHz. For each dataset the
strength of the noisy magnetic field amplitude was fixed in the range of 70.91 nTrms
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to 35.45 μTrms. When studying the dependance of the power spectral density signal
on the input polarisation angle the static field was set to 𝐵0 = 2.74 μT ( 𝑓𝐿 ≈ 9.6 kHz)
and the white noise fields amplitude was fixed at 𝐵noise = 1.4 μTrms.

After the laser light has exited the cell, the polarisation rotation measurement
is taken. This can be seen in Figure 7.2 as a half wave plate and a polarising beam
splitter (PBS) are placed after the magnetic shield to split the components of the
laser light. The light reflected and transmitted from the PBS is balanced when no
magnetic fields are present in the experimental setup. The two light beams are then
detected using a commercially available balanced photodetector (PDB210A/M). In
order to check the linear polarisation of the setup, the ellipticity of the laser beam
was measured before and after the vapour cell and it was found to be of negligible
order, hence confirming the polarisation is maintained as linear in the setup. When
measuring the change in the signal whilst altering the polarisation input angle the
half wave plate after the shield is also rotated such that they match the polarisation
angle of the transmitted light after the cell, 𝜃′. It is noted that even if 𝜃′ is not per-
fectly matched, the resulting DC-component of the detected signal (Equation 7.7a)
results in having a spike at zero frequency in the PSD. Within the analysis presented
in this chapter this can be ignored without having any effect on the results. Hence, it
is the deviations from 𝜃′ that are measured by balanced photodetection (BPD). The
output voltage of the balanced photodetector is then recorded in real time using a
data acquisition card (Spectrum Instrumentation M2p.5932-x4) for further analysis.

As the experimental setup in Figure 7.2 matches the theoretical spatial config-
uration of an alignment based magnetometer that is presented in Section 7.2, the
photocurrent that is recorded can be interpreted as:

𝛿𝑆 := 𝑆(𝑡) − 𝑆, (7.21)

where 𝑆 := ⟨𝑆ss⟩ is the time-independent mean DC component of the measured sig-
nal, which is determined by the mean of the steady-state solution, see Equation 7.4.
Hence it can be seen that Equation 7.21 describes the deviations from the mean
value of the detected signal which was determined in Equation 7.7a. The parame-
ters in Equation 7.7a can be related to the experimental factors that impact their
value. The effective proportionality constant 𝑔𝐷 , which relates the instantaneous
atomic state to the photocurrent signal, is dictated by a number of experimental
conditions including: the power of the laser light (1 μW), the pumping efficiency,
the size of the vapour cell ((5 mm)3), and the temperature of the cell (room temper-
ature, ∼ 18

◦
C). On the other hand, the detection noise, 𝜁 (𝑡), can be attributed to

the photon shot noise and electronic noise arising solely due to the photodetection
process that effectively leads to a background noise. Within the measured power
spectral density it is seen that a DC offset is observed independently of whether
the light beam interacts with the atoms or not. This results in a noise floor that
depends on the frequency, partially due to the 1/ 𝑓 noise. This will be taken into
account when interpreting the data and is further discussed in Section 7.5.

7.4 Calibrating the white noise amplitude

The magnitude of the noise spectral density needs to be calibrated from the white
noise amplitude that is applied to the coils, i.e. 𝜔noise = 2𝜋 𝑓noise = 2𝜋𝑐𝑉2

noise. In
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order to determine the value of the calibration factor, 𝑐, the voltage in the coil
that induces the noisy magnetic field is measured directly. The output signal from
the function generator is first passed through a 1 MHz low-pass filter in order to
prevent the effects of aliasing, and then transformed through a 1 kHz high-pass filter
to remove any spurious contributions at near DC frequencies. The output of the
function generator, at varying voltage amplitudes, are recorded for a duration of
0.01 seconds with 100 averages for each amplitude. The output is filtered through
the same filters as used in the experiments and the data is sampled with a 40 MHz
sample rate. The data is then used to compute the power spectral density of the
signal sent to the coils, which is presented in Figure 7.3a, in the units of Hz (Hz2/Hz).
The units of Hz are obtained by performing adequate rescaling of the signal using
the values of the coil calibration factor (10.1 nT/mVrms) and the gyromagnetic ratio
of caesium (3.5 Hz/nT). Five different amplitudes of Vnoise, stated in mVrms, are
recorded.
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Figure 7.3: Calibration of the amplitude of the white noise spectral density. (a)
The output of the white noise setting on a function generator that is first passed
through a 1 kHz high-pass filter and a 1 MHz low-pass filter, before being directly
measured. 100 time traces of 0.01 seconds of data are recorded using a 40 MHz
sample rate. The power spectral density of the data sets are then computed, which
is rescaled to the units of Hz. (b) To calculate the conversion factor between the
applied voltage and Hz, the effective magnitude of the noise spectral density needs
to be calculated. The average value of the power spectral density is computed for
five different frequency ranges, as a function of the amplitude Vnoise of the noise
applied. The plot contains quadratic fits 𝑓noise = 𝑐𝑉2

noise, applicable to each of the
five frequency ranges used for averaging. These calibrations agree well and yield
𝑐 = 1.33(3) × 10−5 Hz/mV2

rms.

From the power spectral density, 𝑓noise can be determined by seeing how the
power spectral density varies with different white noise amplitudes. Areas of Fig-
ure 7.3a are averaged over in five different frequency zones (stated in Figure 7.3b)
in order to obtain the effective value of 𝑓noise as a function of the noise ampli-
tude. For each of the averaged ranges, a quadratic dependence is then fitted to
the data, 𝑓noise = 𝑐𝑉2

noise. This can be used to determine the calibration factor

𝑐 = 1.33(3) × 10−5 Hz/mV2
rms, as shown in Figure 7.3b.
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7.5 Measured Spectra

The noisy magnetic field, in the alignment based magnetometer, is varied to ex-
perimentally validate the theory outlined in Section 7.2. In the experimental data,
the noise spectral density is defined in units of Hz, 𝑓noise, whereas theoretically it
is defined in units of rad/s, 𝜔noise. The two are related by 𝜔noise = 2𝜋 𝑓noise. The
voltage amplitude of the white noise signal that is sent to the coils is known, hence
it is convenient to write the noise spectral density as 𝑓noise = 𝑐𝑉

2
noise where the value

of 𝑐 was determined in the previous sub-section.
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Figure 7.4: Examples of the power spectral density (PSD) for the experimental data
(black dots) with the predicted theoretical fit function, Equation 7.8, plotted on top
of the data (magenta line). Time traces of the magnetometer signal were recorded
with 100 averages, each of which had a duration of 1 second. (a) The power spectral
density of the signal when a relatively low noise spectral density of 𝑓noise = 0.26 Hz
is applied to the system and the input polarisation is set to 𝜃 = 40

◦
. (b) The power

spectral density of the magnetometer signal when a high noise spectral density
is applied to the experimental setup of strength 𝑓noise = 120 Hz with the input
polarisation angle set to 𝜃 = 25

◦
. The power spectral density for all settings have

the experimental noise floors (shown in (c) subtracted and then are fitted using
a single function (magenta curve)) containing three absorptive Lorentzian peaks
with their centres located close to the frequencies 𝑓 = 0, 𝑓𝐿 and 2 𝑓𝐿. For low noise
spectral density (a) the three peaks are distinguishable due to their small linewidth.
At high noise spectral densities the linewidths become much larger and the three
peaks significantly overlap.

For each set value of 𝑓noise 100 time traces of 1 second duration were recorded,
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each of which were then Fourier transformed in order to measure the power spectral
density. Figure 7.4a shows an example of the computed power spectral density
obtained when the input polarisation angle is set to 𝜃 = 40

◦
and the white noise

spectral density applied is relatively low, 𝑓noise = 0.26 Hz which corresponds to
𝑉noise = 140 mVrms. In the power spectral density, there are three clear and distinct
peaks located approximately at 0, 𝑓𝐿 and 2 𝑓𝐿 where Ω𝐿 = 2𝜋 𝑓𝐿 which agrees with
the result predicted by the theory (Equation 7.13). At low values of white noise
being applied the peaks are clearly separated.

However, the noise floor between the peaks is not constant, as can be seen in
Figure 7.4c. The noise floor approximately takes the value of 6.5 × 10−14 V2/Hz
for the peaks centred at 𝑓0 = 0 and 𝑓1 ≈ 𝑓𝐿, while it reads approximately 2.7 ×
10−14 V2/Hz for the peak at 𝑓2 ≈ 2 𝑓𝐿. Due to this, when fitting the experimental
data, the background noise floor is subtracted from each data set. This removes
the detection noise (and 1/ 𝑓 noise) of different magnitudes at varying frequencies
across the spectrum. This is seen in Figure 7.4a as the noise floor around the peaks
is flat. A single function, containing three Lorentzian peaks, is fitted to the whole
spectrum. This is the complete absorptive part of Equation 7.13. The corresponding
fit parameters obtained for each of the three peaks in Figure 7.4a are listed in
Table 7.1. Figure 7.4b shows the power spectral density of the magnetometry signal
when high strengths of white noise are applied to the system. It can be seen in
the PSD that the three peaks overlap when a high white noise is applied. This is
shown explicitly for 𝑓noise = 120 Hz. This is as expected from the theory due to an
apparent increase of the peak linewidths.

In the rest of this chapter the expressions for the peak amplitudes are further
studied. The dependence of the signal on the noise spectral density 𝑓noise and the
light polarisation angle 𝜃 is experimentally found in order to verify Equation 7.16.

𝑗 𝑓 𝑗 �̃� 𝑗 𝑝𝑎
𝑗

(Hz) (Hz) (V2/Hz)
0 0 34.9(2) 9.03(3) × 10−12

1 9603(1) 48.6(4) 4.16(2) × 10−13

2 19208(1) 37.8(6) 1.97(2) × 10−13

Table 7.1: Fit parameters in the low noise regime. A single function corresponding
to the absorptive part of Equation 7.13 is fitted to reconstruct the PSD presented in
Figure 7.4a. As it contains three Lorentzian profiles ( 𝑗 = 0, 1, 2), such a procedure
yields three distinct sets of parameters: central frequencies ( 𝑓 𝑗), linewidths (�̃� 𝑗) and
peak amplitudes (𝑝𝑎

𝑗
). The data was collected in the above measurement of the

PSD (Figure 7.4a) for the Larmor frequency ∼9.6 kHz, the light polarisation angle
being set to 𝜃 = 40

◦
, and the strength of applied noise set to 140 mVrms such that

𝑓noise = 0.26 Hz.

7.6 Varying white noise

The amplitudes of the three peaks as a function of the applied noise spectral density
𝑓noise (in Hz) is shown in Figure 7.5. For each variation, the power spectral density
of the magnetometer signal is fitted to a single fit function which contained three
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absorptive Lorentzian peaks at 𝑓 = 0, 𝑓𝐿 and 2 𝑓𝐿, with the peak amplitude, linewidth
and central frequency for each peak being extracted. The data was collected with
the input polarisation angle fixed at 𝜃 = 25

◦
. The applied white noise voltage

was varied from 7 mVrms to 3500 mVrms. In order to convert the voltages to the
power spectral density (in Hz) a proportionality constant is determined such that
𝑓noise = 𝑐𝑉2

noise where 𝑐 = 1.33(3) × 10−5 Hz/mV2
rms. The calibration process is

described in Section 7.4.
The experimental findings for the peak amplitudes (Figure 7.5), linewidths (Fig-

ure 7.6a) and central frequencies (Figure 7.6b) are all consistent with the theoretical
model. This is verified for each of the three parameters individually. In order to ver-
ify that the amplitudes match the theory, the amplitude values are plotted against
the noise spectral density and fitted to Equation 7.16. When a weak noise spectral
density is applied to the system it can be seen in Equation 7.16 that the dependen-
cies show a linear or a quadratic relation, i.e. 𝑝𝑎0 ∝ 𝑓 2noise, 𝑝

𝑎
1 ∝ 𝑓noise and 𝑝𝑎2 ∝ 𝑓 2noise.

This is verified by looking at the low white noise regime of Figure 7.5 which follows
the same trend. It is noted that a tilde is used to describe the experimentally deter-
mined variables as the units are in Hz as opposed to rad/s used in the theory. This
difference is the same in all cases so is absorbed by the proportionality constants,
𝐶. When performing the full fitting procedure the proportionality constant at the
front of each equation is allowed to differ (𝐶 𝑗 for each 𝑝𝑎

𝑗
), while determining the

common dissipation rates that are most consistent with the experimental data (Γ0,
Γ1 and Γ2). The proportionality constants are determined as 𝐶0 = 2.1(2) × 10−6 V2,
𝐶1 = 3.4(6) × 10−6 V2 and 𝐶2 = 1.0(1) × 10−6 V2, respectively, which are all of the
same order. The best fit dissipation rates for all three peaks read as Γ̃0 = 29(1) Hz,
Γ̃1 = 43(4) Hz and Γ̃2 = 29(2) Hz.

The dissipation rates can also be determined from the linewidth 𝛾 𝑗 dependence
on the noise spectral density. Figure 7.6a shows the linewidths, extracted from the
experimental fits, against the noise spectral density. This data is fitted to Equa-
tion 7.15. A proportionality constant was added as a parameter to the theoretical
equations to clearly determine how well the experimental data agrees. It can be seen
that the linewidths follow the linear relationship with the slope increasing at varied
rates almost perfectly. Moreover, the offsets at 𝑓noise = 0 can be extracted and these
values correspond to the dissipation rates. The dissipation rates from the linewidth
fits are found to be Γ̃0 = 31(3) Hz, Γ̃1 = 34(1) Hz and Γ̃2 = 34(3) Hz. These are all
in good agreement with those determined from the peak amplitude relation, shown
in Figure 7.5.

Finally, the ability of the theoretical model to predict the relation between the
central frequency and the noise spectral density needs to be studied. Figure 7.6b
shows how the central frequencies vary at different noise spectral density amplitudes.
The theoretically predicted relation, from Equation 7.14, is plotted over the experi-
mental data for 𝑓𝐿 (green dots) and 2 𝑓𝐿 (blue squares). The theory is fitted to the
experimental data with 𝑓𝐿 = Ω𝐿/2𝜋 = 9435(1) Hz being the only free parameter.
It can be seen that the theory agrees reasonably well with the experiment but at
the values used in this experiment the change is small. It can be seen that, for the
peak at 𝑓𝐿, the central frequency decreases in the high noise regime and mainly
remains constant for the second peak. It is noted that the central frequencies stated
in Figure 7.6b are within ±5 Hz. The errors on the data come from experimental
imperfections, such as central frequency drifts over the time it takes to carry out the
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Figure 7.5: Amplitudes of the power spectral density peaks as a function of the
white noise strength, which is varied from 6.53 × 10−4 Hz to 163 Hz with the light
polarisation angle fixed at 𝜃 = 25

◦
. For each value of 𝑓noise, the amplitude is ex-

tracted, alongside the central frequency and linewidth, by fitting the PSD to an
absorptive Lorentzian (as described in Figure 7.4). The theoretical model is fitted
to the experimental data with the resulting fit plotted on top of the data for each
peak at 0 Hz (pink, dotted-dashed), ∼ 𝑓𝐿 (green, solid) and ∼ 2 𝑓𝐿 (blue, dashed).
All three peak amplitudes 𝑝𝑎

𝑗
clearly follow the theoretical predictions of the form

given in Equation 7.16 where the proportionality constant, 𝐶 𝑗 , for each of the three
peaks is allowed to differ as well as the common values for the dissipation rates
Γ̃0, Γ̃1 and Γ̃2.

experiment and errors in fitting data. These errors have more of an impact on the
peak at 2 𝑓𝐿 due to the peak amplitudes being at least an order of magnitude smaller
and hence closer to the experimental noise floor of the setup. Taking the errors into
consideration, it can be concluded that the theory predicts the dependence of the
central frequencies on the white noise strength well for both of the peaks.

It is noted that the spectrum was not fitted to the dispersive contribution of
Equation 7.13. This is due to the dispersive contribution being below the experi-
mental noise floor. It can be verified that this is as expected for a Larmor frequency
of 9.45 kHz by calculating the ratio of the peak heights. Using the peak heights,
𝑝𝑎1 and 𝑝𝑎2, and linewidths, Γ̃1 = Γ̃2 = 34 Hz, determined experimentally. 𝑝𝑑1/𝑝

𝑎
1 is

determined by dividing Equation 7.20a by Equation 7.16b and 𝑝𝑑2/𝑝
𝑎
2 is determined

from Equation 7.20b divided by Equation 7.16c. The calculations were done for
the lowest white noise amplitude of 7 mVrms and the highest white noise ampli-
tude of 3.5 Vrms. For Vnoise = 7 mVrms it is calculated that 𝑝𝑑1/𝑝

𝑎
1 = 1.1 × 10−4

and 𝑝𝑑2/𝑝
𝑎
2 = 3.2 × 10−4. Furthermore, when Vnoise = 3.5 Vrms it is found that

𝑝𝑑1/𝑝
𝑎
1 = 3.1 × 10−5 and 𝑝𝑑2/𝑝

𝑎
2 = 1.8 × 10−4. Hence, the dispersive contribution is at

least 4 orders of magnitude smaller than the absorptive contribution. Hence, this is
significantly below the noise floor for both peaks, as seen experimentally.
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Figure 7.6: The linewidth (a) and central frequency (b) of the power spectral density
peaks as a function of the white noise strength ( 𝑓noise), which is varied from 6.53 ×
10−4 Hz to 163 Hz with the light polarisation angle fixed at 𝜃 = 25

◦
. (a) The linewidth

increases linearly as a function of 𝑓noise with the slope for each peak agreeing almost
exactly with the proportionality constants predicted in Equation 7.15. Their offsets
at 𝑓noise = 0 provide the three dissipation rates Γ0, Γ1 and Γ2, which are consistent
(up to ≈ 10 Hz) to those predicted by fitting the amplitudes (Figure 7.5). (b)
The change in the central frequency is theoretically predicted in Equation 7.14.
The theoretical fit is plotted on top of the experimental data (dashed lines) with
𝑓𝐿 = 9435(1) Hz is the only free parameter when fitting for 𝑓1 ≈ 𝑓𝐿 (green circles) and
𝑓2 ≈ 2 𝑓𝐿 (blue squares). The overall error in the experimentally determined central
frequencies is approximately ±5 Hz, arising both from experimental imperfections
(e.g., drifts, background-noise subtraction) and the fitting procedure.

7.7 Varying polarisation angle

In Equation 7.16 it can be seen that the angular dependence of the peak amplitudes
can be separated from the other parameters. The angular dependence can be de-
scribed by functions of the form of ℎ(𝜃) (Equation 7.18) and 𝑔(𝜃) (Equation 7.19).
This is verified explicitly in the low white noise regime with an applied noise am-
plitude of 𝑉noise = 140 mVrms, which corresponds to 𝑓noise = 0.26 Hz, by varying
the polarisation angle of the incoming light from 𝜃 = −20

◦
to 120

◦
. The Larmor

frequency used is ≈ 9.6 kHz. Figure 7.7 shows the resulting peak amplitudes as a
function of the input polarisation angle. It shows the experimental results repro-
duce, almost exactly, the theoretically predicted angular behaviours. As expected
from the theory, Figure 7.8 shows that the linewidth and central frequency remain
relatively constant. The central frequency does drift over the time it takes for the
data collection. The linewidth of the three peaks is determined by averaging over
the linewidths of the peaks at all input angles of the polarisation, see Figure 7.8a.
The linewidths are determined as 𝛾0 ≈ 33(2) Hz, 𝛾1 ≈ 36(1) Hz and 𝛾2 ≈ 36(3) Hz.
By substituting these values and the known noise spectral density of 𝑓noise = 0.26 Hz
into Equation 7.15 the dissipation rates are found to be Γ̃0 ≈ 31(2) Hz, Γ̃1 ≈ 34(1) Hz
and Γ̃2 ≈ 35(3) Hz. Using these disspation rates, the peak amplitudes shown in Fig-
ure 7.7 can be fitted to the full theoretical model using Equation 7.16. When fitting
the angular dependance ℎ(𝜃) and 𝑔(𝜃) the fitting
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Figure 7.7: The peak amplitudes of the power spectral density as a function of
the input polarisation angle of the light, which is varied from 𝜃 = −20

◦
to 120

◦
.

The white noise strength is fixed at 𝑉noise = 140 mVrms, corresponding to 𝑓nosie =

0.26 Hz. The theoretical model predictions (Equation 7.16), in particular the angular
dependencies ℎ(𝜃) and 𝑔(𝜃) (see Equations 7.18 and 7.19), are represented by the
solid curves. The data is shown for the three peaks that appear in the power
spectral density which have peaks centred at (a) 0 Hz, (b) 𝑓𝐿 Hz and (c) 2 𝑓𝐿. The
theory is fitted using the known dissipation rates (see Figure 7.8a), with a common
correction to the input angle such that 𝜃 → 𝜃 + 𝛿𝜃 where 𝛿𝜃 = 0.77(7)◦ . For each
𝑝𝑎
𝑗

a proportionality constant is fitted and determined to be 𝑐0 = 3.1(5) × 10−6 V,

𝑐1 = 2.0(1) × 10−6 V and 𝑐2 = 1.3(5) × 10−6 V.

procedure accounts for a common angular offset by allowing 𝜃 → 𝜃 + 𝛿𝜃. It is found
that 𝛿𝜃 = 0.77(7)◦ for the data presented here. Similarly to the case of varying
the white noise amplitude, a proportionality constant is 𝐶 𝑗 is also added to each

fit function for the three peaks 𝑝𝑎
𝑗

and are determined as 𝐶0 = 3.9(6) × 10−6 V,

𝐶1 = 2.1(1) × 10−6 V and 𝐶2 = 1.5(4) × 10−6 V. These are all consistently of the
same order of magnitude and very similar to the constants for each of the three peaks
determined for varying the white noise strength. The experimental data agrees well
with the theoretical model and the overall fit functions are plotted on top of the
experimental data in Figure 7.7.
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Figure 7.8: The angular dependence on the (a) half width half maximum (HWHM)
and the (b) central frequency for the three peaks in the power spectral density. As
expected from the theory, both of these parameters are independent of the input
polarisation angle and hence remain constant.

7.8 Conclusion

In this chapter experimental data is presented to verify the dynamical model that
is introduced. The model allows for the spin noise spectra of an alignment based
magnetometer to be predicted. These predictions are verified for various strengths
of noise spectral density and a range of input polarisation angles. The experimental
data and model rely on the presence of a white noise magnetic field being applied
along the propagation direction of the laser beams. The added noise is used to
amplify the Larmor induced peaks in the power spectral density so that they are
clearly visible above the detection noise floor. The model can be used with signal
processing tools to interpret the detected data better. For example, when the OPM
is being operated as a scalar magnetometer, Bayesian inference methods such as
a Kalman filter [136] can be used to track fast changes of the strong magnetic
field in real time. This method also allows for the signal to be tracked beyond
the magnetometer bandwidth [139, 140]. With the addition of the noisy magnetic
field the setup could be used to perform sensing tasks in a covert manner [141].
Without having access to the pre-calibrated model an adversary who has access to
the magnetometer output cannot recover the signal. In this sense, the possibility
for the model to be useful for tracking time-varying signals that are encoded in
oscillating magnetic fields directed perpendicularly to both the scalar magnetic field
and the noisy magnetic field.

Future steps with the alignment based spin noise model here would be to gener-
alise the model such that it describes a sensor that operates at the quantum limit
[123, 125, 124], where the detection noise is small enough such that the predicted
peaks in the spectrum are visible without the need to apply an artificial white noise
field to amplify them. This model could then be capable of incorporating the effect
of pumping and probing the ensemble with squeezed light, such that the detection
noise would be reduced further, as has been done for orientation based magnetome-
ters [126, 142, 143].
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Chapter 8

Zero-field magnetometer

8.1 Motivation

Optically pumped magnetometers (OPMs) have transformed the way that mag-
netic fields are measured. The process is now more precise and accessible than
ever before. These devices challenge alternative magnetic field sensors, such as
SQUIDs [14] which are complex and expensive to operate. A number of commer-
cially available OPMs operate exclusively near zero magnetic field [40, 42, 47] and
are commonly operated in the spin-exchange relaxation-free (SERF) regime [43, 45].
This allows for one or more of the magnetic fields near zero-field to be measured
with high sensitivities [133, 144]. OPMs near zero-field are extremely useful in a
number of fields, especially for biomedical applications like magnetoencephalogra-
phy (MEG) and magnetocardiography (MCG). For the detection of brain activity
in MEG, SQUIDs have been the standard for measurements however they are large,
bulky, expensive and require the patients to wear rigid helmets. The bulkiness of
the helmets makes it difficult to study brain activity especially in children. Recent
developments into OPM-MEG have shown promising results with them being intro-
duced into hospitals. Optically pumped magnetometers are smaller and easier to
wear when placed into a helmet configuration which makes them ideal for studying
brain activity in moving individuals, including children [145, 146].

SERF magnetometers and alignment based magnetometers both have unique
strengths and weaknesses when operating near zero-field. Alignment based magne-
tometers can operate at room temperature and have a wide frequency range. This
makes them suitable for measuring a diverse range of magnetic fields, from slowly
varying signals like those from a heartbeat to more rapidly changing signals such
as nerve impulses and radio frequency magnetic fields [147]. SERF magnetometers
typically require high temperatures of between 100

◦
C and 200

◦
C for optimal opera-

tion with very narrow linewidths [46]. However, they can only be operated in close
to zero-field settings and require significant magnetic shielding and field compensa-
tion for optimal sensitivity. Magnetic field gradients and fluctuations significantly
reduces the sensitivity of the OPMs. Hence, the process of zeroing the magnetic
field in an OPM setup has a significant impact on the performance. Developing the
techniques for zeroing the magnetic field has the potential to greatly improve the
performance of a magnetometer near zero-field.

In the work presented in this chapter, a spin aligned atomic ensemble is utilised
for zero-field magnetometry. A modulation free method for nulling the magnetic
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field is introduced. This technique includes studying how the linear polarisation
of light is rotated after it is transmitted through an ensemble of caesium atoms.
This is different to the current method used that depend on modulation [18, 106].
Analytical expressions are derived for the spin alignment and detected signals based
on polarisation rotation and absorption. This is then verified using the alignment
based magnetometer, shown in Section 6, near zero magnetic field. By analysing the
polarisation rotation signal under different magnetic field conditions it is determined
which direction the compensating magnetic field needs to be adjusted in order to
decrease the overall magnetic field amplitude. This method is then used and the re-
sulting magnetic field condition is characterised with the magnetometer’s sensitivity
and bandwidth being measured. Finally, it is demonstrated that the magnetometer
has a sufficient performance for use in the biomedical application of magnetocar-
diography by measuring a synthetic cardiac signal that resembles an adult human’s
heart.

8.2 Magnetometry near zero-field

As derived in Section 4.8, when there is a non-zero magnetic field the signal from
the alignment based magnetometer is given by

𝑆abs ∝ 𝑚0,0 − 𝜒
𝑚

eq
2,0{Γ

4 + (𝜔2
𝑥 + 𝜔2

𝑦 − 2𝜔2
𝑧 )2 + Γ2 [2(𝜔2

𝑥 + 𝜔2
𝑦) + 5𝜔2

𝑧 ]}
(Γ2 + 𝜔2

𝑥 + 𝜔2
𝑦 + 𝜔2

𝑧 ) [Γ2 + 4(𝜔2
𝑥 + 𝜔2

𝑦 + 𝜔2
𝑧 )]

(8.1)

for absorption measurements and

𝑆PR ∝
√

6𝑚eq
2,0 [Γ

3𝜔𝑥 − Γ2𝜔𝑦𝜔𝑧 + 2𝜔𝑦𝜔𝑧 (𝜔2
𝑥 + 𝜔2

𝑦 − 2𝜔2
𝑧 ) + Γ𝜔𝑥 (𝜔2

𝑥 + 𝜔2
𝑦 + 4𝜔2

𝑧 )]
(Γ2 + 𝜔2

𝑥 + 𝜔2
𝑦 + 𝜔2

𝑧 ) [Γ2 + 4(𝜔2
𝑥 + 𝜔2

𝑦 + 𝜔2
𝑧 )]

(8.2)
for polarisation rotation measurements of the transmitted light. In this chapter, how
the magnetometer responds near zero-field is studied. The magnetometer signal can
be utilised to null the magnetic field using the theoretical model. Equations 8.1
and 8.2 can be simplified near zero-field as it is instructive to Taylor expand the
full formulas for the absorption and polarisation rotation hence obtaining simpler
expressions for the expected signal. In order to keep the notation as simple as
possible the following parameters are defined as 𝑥 = 𝜔𝑥/Γ, 𝑦 = 𝜔𝑦/Γ, and 𝑧 = 𝜔𝑧/Γ
which are proportional to the 𝐵𝑥, 𝐵𝑦 and 𝐵𝑧 components of the magnetic field,
respectively.

The equation for the absorption signal will be simplified first. Begin by sweeping
the 𝐵𝑥 magnetic field and assume that 𝐵𝑦 and 𝐵𝑧 are close to zero (i.e. 𝑦, 𝑧 << 1)
then the expected signal equation simplifies to

𝑆abs ∝ 𝑚0,0 − 𝜒𝑚eq
2,0

[
1

1 + 𝑥2

]
. (8.3)

Similarly, if sweeping the 𝐵𝑦 magnetic field and assuming that 𝐵𝑥 and 𝐵𝑧 are close
to zero it can be seen that

𝑆abs ∝ 𝑚0,0 − 𝜒𝑚eq
2,0

[
1

1 + 𝑦2

]
. (8.4)
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Finally, when sweeping the 𝐵𝑧 magnetic field, assuming that 𝐵𝑥 and 𝐵𝑦 are close to
zero results in a signal of the form

𝑆abs ∝ 𝑚0,0 − 𝜒𝑚eq
2,0 × 1. (8.5)

In this case the absorption signal is constant and independent of 𝑥, 𝑦, and 𝑧 to first
order.

The same can now be done with the signals resulting from polarisation rotation
measurements. If the 𝐵𝑥 magnetic field is being swept and it is assumed that 𝐵𝑦
and 𝐵𝑧 are close to zero (i.e. 𝑦, 𝑧 << 1) then the theory estimates, to first order, the
signal as

𝑆PR ∝
√

6𝑚eq
2,0

( 𝑥

1 + 4𝑥2

)
. (8.6)

In this case, the signal does not depend on 𝑦 and 𝑧 to the first order and it has
a dispersive lineshape as a function of 𝑥. The slope of the full signal shown in
Equation 8.2 can also be calculated by taking the derivative with respect to 𝑥 to
second order in 𝑦 and 𝑧:

𝜕𝑆PR

𝜕𝑥 |𝑥=0
∝
√

6𝑚eq
2,0

[
1 + 𝑦2 + 4𝑧2

(1 + 𝑦2 + 𝑧2) (1 + 4𝑦2 + 4𝑧2)

]
. (8.7)

From this it can be seen that the slope of the signal is maximal when 𝑦 = 𝑧 = 0. The
same can now be done for simplifying the polarisation rotation signal for sweeping
the 𝐵𝑦 magnetic field, assuming the 𝐵𝑥 and 𝐵𝑧 magnetic fields are close to zero, then
to first order in 𝑥 and 𝑧 the signal is of the form

𝑆PR ∝
√

6𝑚eq
2,0

[
𝑥

1

1 + 4𝑦2
+ 𝑧 𝑦(−1 + 2𝑦2)

(1 + 𝑦2) (1 + 4𝑦2)

]
. (8.8)

Finally, when sweeping the 𝐵𝑧 magnetic field with 𝐵𝑥 and 𝐵𝑦 close to zero (𝑥, 𝑦 << 1)
then the signal is of the form

𝑆PR ∝
√

6𝑚eq
2,0

[
𝑥

1

1 + 𝑧2
− 𝑦 𝑧

1 + 𝑧2

]
. (8.9)

Hence, the polarisation rotation signal, to first order, is a measure of the 𝐵𝑥 com-
ponent of the magnetic field.

From Equations 8.8 and 8.9 it can be seen that it is possible to use the polarisa-
tion rotation signals as a sensitive method for nulling the magnetic field. By using
multiple magnetic fields, to sweep and apply static and sweeping fields, one can null
any residual magnetic fields until the magnetic resonance signal is zero. When a
zero signal is obtained when sweeping the magnetic field along the 𝐵𝑦 and 𝐵𝑧 direc-
tion then all three magnetic field components are zero. This procedure can be done
iteratively and will be experimentally studied in the following sub-sections.

8.3 Experimental setup

The table-top magnetometer that is based on spin alignment and presented in Sec-
tion 6 is modified to perform near zero-field. The schematic for the experimental
setup is shown in Figure 8.1. Laser light with a wavelength of 895 nm, that is
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Figure 8.1: Experimental setup of utilising an alignment based magnetometer near
zero magnetic field. The laser passes through a cubic vapour cell filled with caesium.
There are two set of three Helmholtz coils surrounding the cell within the magnetic
field. The laser light is polarised in the 𝑧-direction (magenta arrow) and propagates
along the 𝑥-direction. The setup consists of a polarisation maintaining fibre, half
wave plates (𝜆/2), polarising beam splitters (PBS), beam splitters (BS), a mirror,
a single photodiode detector (PD) and a balanced photodetector consisting of two
photodiodes.

resonant with the 𝐹 = 4 → 𝐹 = 3′ caesium D1 transition, is passed through a po-
larisation maintaining fibre (Thorlabs DBR895PN). Two sets of a half wave plate
(𝜆/2) and a polarising beam splitter (PBS) can be seen in Figure 8.1. The first
set is used to clean up the polarisation of the light after the fibre and the second
set is used to adjust the intensity of the laser light. The laser is polarised in the
𝑧-direction with a light power of 3 μW for the data presented in Figures 8.2, 8.3, 8.4
and 8.5, and 10 μW for the data presented in Figures 8.6 and 8.7. The laser is passed
through a paraffin coated cell (see Figure 6.2a) placed inside a mu-metal magnetic
shield (Twinleaf MS-1L). After the magnetic shield, a beam splitter is placed so that
polarisation measurements and absorption measurements can be recorded. The po-
larisation rotation measurements are performed using a half wave plate, polarising
beam splitter and balanced photodetector (Thorlabs PDB210A/M). The photode-
tector output is then passed through a 2 kHz low-pass filter before being recorded
by the data acquisition card. It is noted that for the sensitivity and bandwidth
measurements the beam splitter is removed and just the polarisation rotation mea-
surement is studied. This is to see a larger signal as all light power transmitted
through the vapour cell will hit the balanced detectors. For the absorption mea-
surements, see Figure 8.1, the optics utilised after the magnetic shield are replaced
with a single photodetector (Thorlabs PDA36A2). Similarly, in this case the data
is still passed through a 2 kHz low-pass filter before being recorded.

The paraffin coated caesium cell is positioned within three sets of coils in the
magnetic shield. Each set of coils can be used to apply magnetic fields in three
directions (x̃, ỹ, z̃). When no coils are on a residual magnetic field Bresidual, on
the order of 100 nT, is present inside the magnetic shied. The integrated coils in
the magnetic shield (as standard in the Twinleaf MS-1L magnetic shield) are used
to apply a static magnetic field BDC which is used to compensate for the residual
magnetic field. The larger of the two home-made three axis Helmholtz coil sets is
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used to generate a linearly sweeping magnetic field Bsweep(𝑡) which is utilised in the
procedure for nulling the static magnetic field. The other home-made three axis set
of Helmholtz coils is used to generate different signals Bsignal(𝑡), e.g. a sinusoidal
magnetic field for characterising the magnetometer response and sensitivity or a
synthetic cardiac signal. Hence the total magnetic field present in the shield can be
written as

B = Bresidual + BDC + Bsweep(𝑡) + Bsignal(𝑡). (8.10)

8.4 Nulling the magnetic field

It will now be demonstrated how the experimentally obtained polarisation rotation
signal 𝑆PR can be utilised to null the total static magnetic field Bresidual + BDC.
This method involves systematically sweeping the magnetic fields Bsweep(𝑡) applied
in the 𝑦- and 𝑧-direction and then varying the applied static field BDC until a zero
signal 𝑆 ≈ 0 is obtained. The total static field present in the magnetic shield should
hence be Bresidual + BDC ≈ 0. The procedure to null the magnetic field can be done
iteratively. The results presented in this section were all produced with the total
static magnetic field in the shield being close to zero. Hence the theory can be fitted
to the Taylor expanded theoretically predicted lineshapes.

Figure 8.2a shows the experimental results of sweeping the magnetic field Bsweep
𝑦 (𝑡)

along the 𝑦-direction. For these measurements the static magnetic field along the 𝑥-
direction was varied within the range of 10.86(1) nT to 16.86(1) nT. The static field
components 𝐵DC

𝑦 and 𝐵DC
𝑧 were fixed at −44.00(1) nT and −97.35(1) nT, respec-

tively. Note, the errors stated here arise from the coil calibrations used to convert
from voltage applied to the field experienced at the sensing point of the atoms. The
DC magnetic fields applied in the transverse directions to the static field being var-
ied are selected such that the magnetic field in those directions are close to zero.
The signals observed experimentally have a Lorentzian lineshape, as expected from
the theory shown in Equation 8.8 when 𝑥 ≠ 0 and 𝑧 = 0. When the total magnetic
field in the magnetic shield is zero, which is when 𝐵DC

𝑥 = 13.82(5) nT, the signal
transforms into a flat line which is predicted by Equation 8.8 when 𝑥 = 𝑧 = 0. This
data set has an applied static magnetic field that precisely cancels the residual mag-
netic field leading to a net zero static field Bresidual+BDC ≈ 0. Figure 8.2b shows the
parameter 𝑥 ∝ 𝐵residual𝑥 + 𝐵DC

𝑥 which is determined by fitting the data in Figure 8.2a
to Equation 8.8. A linear relationship can be seen between the applied static field
and the fitted parameter 𝑥 which represents the total static field. The fit function
also fits the 𝑧 parameter (see Appendix D.1) which is found to be much smaller than
the values fitted for 𝑥 with the results being 𝑧 ≈ 0.0024 V.

Measurements of setting the applied static field in the x̃ component of the applied
static field to 𝐵DC

𝑥 = 13.86(1) nT such that the overall static field is close to zero are
also obtained. In this case the static magnetic field applied along the 𝑧-direction and
is varied between −100.35(1) nT and −94.35(1) nT. In Figure 8.2c the signal can be
seen to have more of a dispersive lineshape with the experimental data agreeing well
with the theoretical predictions (see the black dotted lines). The lineshape can be
seen to agree well with the theory predicted in Equation 8.8 when 𝑥 = 0 and 𝑧 ≠ 0.
Again when the applied static field compensates for the residual magnetic field in
the shield the signal can be seen to be fairly constant. Figure 8.2d shows the fit
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Figure 8.2: Nulling procedure of sweeping a magnetic field 𝐵
sweep
𝑦 (𝑡) which is ap-

plied along the 𝑦-direction in near zero-field conditions. For each magnetic field
sweep, different static fields are chosen in a set direction. For the obtained magnetic
resonances the experimental data (solid, coloured lines) are fitted to the theoretical
predictions shown in Equation 8.8 (black dotted lines). The varied parameter in each
data set is then extracted and is fitted to a linear relation (black dotted line). (a) The
magnetic resonance signals for various values of the applied static field 𝐵DC

𝑥 along
the 𝑥-direction where the DC magnetic field applied along the 𝑦- and 𝑧-directions
are kept constant at 𝐵DC

𝑦 = −44.00(1) nT and 𝐵DC
𝑧 = −97.35(1) nT. (b) The cor-

responding fit parameters 𝑥 ∝ (𝐵residual𝑥 + 𝐵DC
𝑥 ) extracted from (a) as a function of

the applied DC field. The DC field along the 𝑧-direction is then varied with the
magnetic resonances (c) being fitted and (d) the fit parameter 𝑧 ∝ (𝐵residual𝑧 + 𝐵DC

𝑧 )
being shown as a function of the DC applied field. In the case of 𝐵DC

𝑧 being varied
the static field along the 𝑥-direction is fixed at 𝐵DC

𝑥 = 13.86(1) nT. For each mag-
netic resonance, the parameter Γ/𝛾 was also fitted and found to be 12(1) nT for (a)
and 15(1) nT for (c).
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parameter 𝑧 ∝ (𝐵residual𝑧 +𝐵DC
𝑧 ) which is determined by fitting the data in Figure 8.2c.

As expected, a linear relation is found between the applied static magnetic field and
the total static magnetic field in the 𝑧-direction. It can be seen from the fit that the
magnetic field in the mu-metal shield is nulled when 𝐵DC

𝑧 = −97.40(1) nT. As done
previously the near zero parameter, in this case 𝑥, was also extracted from the fit
(see Appendix D.1) and found to be much smaller than 𝑧 with 𝑥 ≈ 0.0042 V.

The same procedure was then repeated but this time with a sweeping field 𝐵sweep𝑧

along the 𝑧-direction. Figure 8.3 shows the experimental results, along with the
theoretical predictions fitted to the data, when the applied DC magnetic fields 𝐵DC

𝑥

and 𝐵DC
𝑦 are varied. By adjusting the values for 𝐵DC

𝑥 and 𝐵DC
𝑦 , it is possible to

null the residual magnetic fields that are present and hence obtain a constant, zero
signal. In the case of sweeping the 𝐵sweep𝑧 magnetic field, the zero-field is found when
𝐵DC
𝑥 = 13.70(5) nT and 𝐵DC

𝑦 = −44.01(3) nT as can be seen in Figures 8.3b and
8.3d, respectively. This procedure can be applied and repeated iteratively until a
signal very close to zero is obtained and hence the magnetic field is nulled for specific
values of 𝐵DC

𝑥 , 𝐵DC
𝑦 and 𝐵DC

𝑧 . This method can results in the total static magnetic
field being nulled to better than a small fraction of a nT. In the case presented
here all three axes are nulled to within 0.06 nT of zero-field using this model. This
can be seen in Figures 8.2b, 8.2d, 8.3b and 8.3d. It can also be seen that the
magnetic field is nulled to a value much smaller than the linewidth of the magnetic
resonance signals which is sufficient for zero-field magnetometry. Appendix D shows
data where the applied static magnetic field 𝐵DC is varied over a larger range from
−40 nT to 40 nT and the resulting signals are fitted to Equation 8.2.

Finally, the experimental setup is utilised to show that the signal from the magne-
tometer is independent of 𝐵DC

𝑦 and 𝐵DC
𝑧 when sweeping 𝐵sweep𝑥 along the 𝑥-direction.

Figure 8.4 shows the magnetometer signal when various DC magnetic fields are ap-
plied in the 𝑦- and 𝑧-directions. In both of the sub-figures the signal can be seen to
have a dispersive lineshape and remains the same, hence agreeing with Equation 8.6
that, to first order, the signal is only dependent on 𝑥. When sweeping the magnetic
field along the 𝑥-direction, the magnetometer is only sensitive to changes in the 𝑥
component of the magnetic field along the 𝑥-direction.

8.5 Zero-field magnetometry by absorption mea-

surements

After nulling the magnetic field using the procedure described in the previous section,
the magnetometer resonance at zero-field is measured using absorption. A single
photodetector is placed after the vapour cell, replacing the polarisation rotation
setup, in order to measure the intensity of the transmitted light after the cell. As
a magnetic field is applied to the magnetometry setup, the quantum state of the
atoms in the steady state (see Equation 4.52), which in the case here are caesium, is
affected. Hence the amount of light that is transmitted through the cell decreases.
In the experimental setup described in Section 8.3, the atoms are only sensitive
to the magnetic field components in the 𝑥- and 𝑦-directions, which are transverse
to the direction in which the laser beam is polarised. A triangular ramp between
−300 nT and 300 nT is used to sequentially sweep the magnetic field along the
three components. Figure 8.5 shows the experimental results obtained from the
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Figure 8.3: Nulling procedure of sweeping a magnetic field 𝐵
sweep
𝑧 (𝑡) which is ap-

plied along the 𝑧-direction in near zero-field conditions. For each magnetic field
sweep, different static fields are chosen in a set direction. For the obtained magnetic
resonances the experimental data (solid, coloured lines) are fitted to the theoretical
predictions shown in Equation 8.9 (black dotted lines). The varied parameter in each
data set is then extracted and is fitted to a linear relation (black dotted line). (a) The
magnetic resonance signals for various values of the applied static field 𝐵DC

𝑥 along
the 𝑥-direction where the DC magnetic field applied along the 𝑦- and 𝑧-directions
are kept constant at 𝐵DC

𝑦 = −44.00(1) nT and 𝐵DC
𝑧 = −97.35(1) nT. (b) The cor-

responding fit parameters 𝑥 ∝ (𝐵residual𝑥 + 𝐵DC
𝑥 ) extracted from (a) as a function of

the applied DC field. The DC field along the 𝑦-direction is then varied with the
magnetic resonances (c) being fitted and (d) the fit parameter 𝑧 ∝ (𝐵residual𝑦 + 𝐵DC

𝑦 )
being shown as a function of the applied DC field. In the case of 𝐵DC

𝑦 being varied

the static field along the 𝑥-direction is fixed at 𝐵DC
𝑥 = 13.76(1) nT. For each mag-

netic resonance, the parameter Γ/𝛾 was also fitted and found to be 17(1) nT for all
of the signals.
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Figure 8.4: Nulling procedure of sweeping a magnetic field 𝐵
sweep
𝑥 which is applied

along the 𝑥-direction in near zero-field conditions. For each magnetic field sweep,
different static fields are chosen in a set direction. For the obtained magnetic res-
onances the experimental data (solid, coloured lines) are fitted to the theoretical
predictions shown in Equation 8.6 (black dotted lines). (a) and (b) show the mag-
netic resonance signals for various applied static magnetic fields along the 𝑦- and
𝑧-directions, respectively. In (a) 𝐵DC

𝑧 = −65 nT and in (b) 𝐵DC
𝑦 = −49(1) nT.

For each magnetic resonance, the parameter Γ/𝛾 was also fitted and found to be
11(1) nT.

absorption detected using a single photodiode detector. As theoretically predicted
in Equations 8.3 and 8.4, Lorentzian lineshapes are obtained when sweeping the 𝐵𝑥
and 𝐵𝑦 components of the magnetic field and, as seen in Equation 8.5, the signal
is constant when sweeping the 𝐵𝑧 component of the magnetic field. The Lorentzian
lineshape that results from measuring the intensity of the transmitted light cannot
fully determine the magnetic field components. This is due to the transmitted light
being the same for a magnetic field of a certain amplitude if it is positive or negative.
It is noted, however, that it is possible to measure all components of the magnetic
field by implementing modulation techniques to the experiment. Several auxiliary
oscillating magnetic fields are applied and the absorption measurements can then
be used to determine the components of the magnetic fields present [18, 106].

8.6 Sensitivity and bandwidth

All sweeping magnetic fields are now turned off and the performance of the mag-
netometer at zero-field will now be studied. The bandwidth and sensitivity of the
magnetometer can be determined by applying various frequency sinusoidal magnetic
fields to the setup and calculating the power spectral density of the magnetometer’s
response signal. This is done by sequentially applying 14 different sinusoidal mag-
netic fields with varying frequencies between 8 Hz and 1818 Hz. Each sinusoidal
wave has a fixed amplitude of 3.16 nTrms. For each sinusoidal frequency 10 sets of
2 second time traces were recorded. Two additional sets of data were also recorded,
the first was with no sinusoidal field being applied (‘No RF’) and the second with
the balanced photodetector disconnected from the data-acquisition card (‘Electronic
Noise Floor’). These two data sets can be used to determine the noise floor of the
magnetometer and the electronic noise that results from the data-acquisition card
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Figure 8.5: Zero-field magnetic resonance signals observed when sweeping the mag-
netic field from negative to positive values for 𝐵𝑥, 𝐵𝑦 and 𝐵𝑧. These signals are
observed by directly measuring the intensity of the transmitted light, i.e. absorp-
tion measurements. The half width at half maximum (Γ/𝛾) of the resonances was
fitted and found to be 18.44(1) nT for sweeping 𝐵𝑥 and 18.48(1) nT for sweeping
𝐵𝑦.

being used to record the data. For each data set, the power spectral density of the
recorded data is calculated for each time trace and then averaged over. The average
of the power spectral density is shown in Figure 8.6.

For each of the 14 data sets in which a sinusoidal field was applied, a sharp peak
can be seen at the applied frequency. The peak heights can be used to determine
the bandwidth of the magnetometer as the amplitude of the applied field remained
constant for all applied frequencies. The peak heights are fitted using a formula for
the response of a low-pass filter to first order which has the form 𝐾/[1+ ( 𝑓 / 𝑓𝑐)2]1/2.
Here 𝐾 is the maximum amplitude of the peaks, 𝑓 is the frequency dependence and
𝑓𝑐 is the cut off frequency at 3 dB. This low-pass filter response of a magnetometer
near zero-field has been derived for a zero-field OPM based on a spin oriented atomic
ensemble [136] but will be used phenomenologically here to describe the spin aligned
atomic ensemble. From the fit, the cut off frequency 𝑓𝑐 = 97(3) Hz can be extracted.
The cut off frequency corresponds to the bandwidth of the magnetometer and it is
expected that this value should be equivalent to the half width at half maximum
of the magnetic resonance signals, shown in Figure 8.4. The half width at half
maximum of Figure 8.4 is found to be 11 nT which is equivalent to 39 Hz. Hence,
experimentally these numbers are found to differ by a factor of approximately 2.5.

When no oscillating field is applied to the setup the noise floor can be determined
from the power spectral density. In Figure 8.6 the noise floor can be seen to be
≈ 2 pT/

√
Hz at 1 Hz and then improves to ≈ 0.3 pT/

√
Hz between 10 Hz and 100 Hz.

The sensitivity of the magnetometer is mainly limited by the electronic noise of the
balanced photodetector (data not shown). The noise floor of the magnetometer when
taking into account the frequency response of the setup can be seen in Appendix D.3.

The fundamental limit of the magnetometer can be determined theoretically,
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this is when the magnetometer is limited by the quantum fluctuations in the atomic
spin and the shot noise of the laser light. The total quantum noise is determined by
calculating 𝛿Bquantum = (𝛿B2

spin + 𝛿B
2
shot

)1/2 where the spin projection noise can be

calculated as [51]

𝛿Bspin =
2ℏ

𝑔𝐹𝜇𝐵
√
𝑛𝑉𝑇2

(8.11)

where 𝜇𝐵 is the Bohr magneton, 𝑔𝐹 = 1/4 for the 𝐹 = 4 caesium ground state,
𝑛 ≈ 2.2 × 1016 m−3 is the number density of caesium atoms at room temperature
(18.5

◦
C) and 𝑉 = (5mm)3 is the volume of the vapour cell. 𝑇2 is the transverse

relaxation time and is calculated by 𝑇2 = 1/Γ ≈ 1/[𝜋(11 nT × 3.5 Hz/nT)] ≈ 4.1 ms
where Γ is determined from Figure 8.4. An ideal optically pumped magnetometer has
𝛿Bshot = 𝛿Bspin and hence the total quantum noise is given by 𝛿Bquantum =

√
2Bspin

which for the magnetometer presented here is found to be 𝛿Bquantum ≈ 40 fT/
√

Hz.
Hence with a lower noise balanced photodetector the sensitivity of the setup can be
further improved.

Figure 8.6: Power spectral density of the magnetometry signal using 10 time traces
each of which are recorded for 2 seconds. 14 different measurement sets are calcu-
lated where sinusoidal magnetic fields are applied with various frequencies ranging
from 8 Hz to 1818 Hz. Two additional measurements are taken without the sinu-
soidal field applied (No RF) and with the balanced photodetector disconnected from
the data-acquisition card (Electronic noise floor).

8.7 Detecting a synthetic cardiac signal

In order to determine if the zero-field magnetometer presented here has a perfor-
mance that is sufficient to meet the standards for biomagnetic measurements, a
synthetic cardiac signal is applied along the 𝑥-direction. The applied signal had a
peak to peak amplitude of 100 pT which corresponds to the magnetic field of an
adult’s heart at the surface of the skin [148, 149]. The magnetic field was generated
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using a synthetic magnetocardiogram (MCG) waveform from a function generator
(RIGOL DG1032Z) connected to the larger home-made Helmholtz coil. The raw
magnetometer signal can be seen in Figure 8.7(a) which contains a single time trace,
no averages and no filters. The data was recorded using a 10 kHz sample rate. The
signal is noisy but the larger features of an MCG waveform can still be seen. With
some simple signal processing of applying a 17 Hz low-pass filter to the signal the
noise drops significantly. Figure 8.7(b) shows the filtered signal. It can be seen
that all of the features of an MCG are now clearly distinguishable and the signal
matches that being applied to the coil, labelled ‘Synthetic cardiac signal’, very well.
The QRS complex, which represents the depolarisation of the ventricles, the P wave,
representing the depolarisation of the atria, and the T wave, which represents the
repolarisation of the ventricles, are all clearly identifiable [150]. These features in
a cardiogram signal are essential in the detection as they are used by medical doc-
tors to assess the health of a heart. Hence the magnetometer presented here has a
sufficient performance for the measurement of an adult human heart.
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Figure 8.7: Time trace of the magnetometer signal when a synthetic cardiogram
waveform is applied. (a) The raw data and (b) the data when a 17 Hz low-pass
filter is applied.

8.8 Conclusion

The data presented in this chapter shows the ability for an alignment magnetome-
ter to operate near zero-magnetic field with the polarisation rotation of the laser
light being measured. By analysing the polarisation rotation signals, the residual
magnetic fields can be nulled by an iterative approach. When zero magnetic field
is present in all directions the signal becomes zero as predicted by the theoretical
model. Achieving a zero-field environment for magnetometry is important for nu-
merous applications including nuclear magnetic resonance (NMR) gyroscopes [151]
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and biomedical measurements, such as magnetoencephalography (MEG) and mag-
netocardiography (MCG). In these examples non-zero magnetic field components
lead to artifacts or systematic errors in the signals [152]. This method shows its
potential in the application of MCG as a synthetic cardiac signal is successfully de-
tected. Unlike other methods, the method for nulling a magnetic field is modulation
free. After the magnetic field is successfully nulled, the magnetometer presented
here measures one component of the magnetic field using a single laser beam. If the
vapour cell was replaced with a buffer gas cell this model could be extended to a
vector magnetometer where three, non-overlapping, laser beams are utilised.

The magnetometer has a magnetic field sensitivity of ∼ 2 pT/
√

Hz at 1 Hz
and ∼ 0.3 pT/

√
Hz between 10 Hz and 100 Hz. The theoretical quantum limit

was calculated to be 𝛿𝐵quantum ≈ 40 fT/
√

Hz, so with technical improvements a
higher sensitivity is achievable. It is noted that commercially available OPMs, that
operate in zero-field conditions, already outperform even the predicted quantum
noise limit of the detector presented in this chapter with sensitivities of around
∼ 20 fT/

√
Hz [40]. However, these detectors operate at much higher temperatures

of around 150
◦
C whereas the OPM presented in this chapter operates at room tem-

perature (∼ 18.5
◦
C). Unlike SERF magnetometers, the same magnetometer can be

tuned to operate as an RF-magnetometer by applying a static magnetic field opening
up multiple applications with a single device. The use of alignment magnetometry
also has the additional bonus of having minimal light-shift effects due to the low
power, linearly polarised light beam that is used to pump and probe the atomic
ensemble [153]. There is a number of modifications that could be made in order to
enhance the sensitivity of the setup presented in this chapter, examples of which
include using a reduced noise balanced photodetector, letting the laser beam pass
through the vapour cell multiple times, using an elevated temperature of around
40

◦
C and introducing a repump laser beam to transfer atoms from the ‘dark’ 𝐹 = 3

ground state back into the 𝐹 = 4 ground state which can then be probed by the
laser beam.
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Chapter 9

Balanced photodetector

9.1 Motivation

In order to construct a portable alignment based magnetometer (see Section 10), a
low noise and high bandwidth photodetector needed to be developed. This detector
also needed to be a on a small PCB in order to fit in the prototype head. For
magnetic induction tomography measurements of the heart a bandwidth of 2-3 MHz
is desired [30, 25]. The high bandwidth is also desired to see the non-linear Zeeman
effects of caesium that can be used to confirm sufficient optical pumping of the atoms
to the dark states [112]. As alignment based magnetometry is used throughout
this thesis and in the portable optically pumped magnetometer, a low noise floor
is needed to not be limited by the electronics of the system. The light powers
typically used are in the range of 10 - 50 μW. Detecting a low powered laser beam
with the dominating noise source being shot noise and not electronic noise, i.e. shot
noise ≥ electronic noise, is challenging. This is due to the variance of shot noise
depending linearly on the light power incident on the diodes. The variance of the
shot noise 𝑖shot for a photodiode is given by

𝑖shot = 2𝑒𝐼, (9.1)

where 𝑒 is the electron charge and 𝐼 is the photocurrent. The photocurrent can
also be written as 𝐼 = 𝑅𝑃 where 𝑅 is the responsivity of the diode and 𝑃 is the
power of the laser beam that is incident on the diodes. Amplifying the photocurrent
using transimpedance amplifiers helps to improve the shot noise but can introduce
low-pass filters to the electronics which limits the bandwidth. Hence components
and the layout of the board need to be decided carefully to obtain the best shot
noise limit and bandwidth for the detector.

9.2 Testing setup

In order to test the performance of the balanced photodetectors that were designed,
a test setup was used. A photograph and a simplified schematic of this setup can
be seen in Figure 9.1. In order to test the performance of the detectors with as
minimal external noise sources as possible, a different laser is used that is less noisy
than the home-made laser system used in the other sections of this thesis. The laser
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used for testing is the Toptica photonics DFB pro which in this setup has a wave-
length of 852 nm and is resonant with the caesium D2 line (see Section 2.1.1). The
combination of a half wave plate (𝜆/2) and a polarising beam splitter (PBS) is used
to ensure that the laser is linearly polarised. The laser light is then passed through
a variable neutral density filter (VNDF) where the desired light power is fixed. For
each data set in the measurements the light power is fixed at a value between 0 μW
and 1 mW. The transmitted light is then split into two parts using a half wave
plate and a polarising beam splitter such that 50% of the light is transmitted and
50% is reflected. The two paths of light are then directed onto the two diodes of
the balanced photodetector using mirrors. The light diameter is reduced to hit the
diode by placing lenses in front of the diodes. The balanced photodetectors signal is
then sent straight to the data acquisition card in the computer for further analysis.
The power spectral densities of the signals are then calculated.

(a)

Laser PBSλ/2 Mirrorλ/2 PBS

BPD

DAQ

VNDF

LensLens

(b)

Figure 9.1: The test setup used to determine the bandwidth and noise floor of a
balanced photodetector. (a) An image of the test setup with the final design of
the home-made detector being tested and (b) a simplified schematic of the setup.
The setup consists of a laser (Toptica photonics DFB pro), half wave plates (𝜆/2),
polarising beam splitters (PBS), variable neutral density filters (VNDF), mirrors,
lenses and the balanced photodetector (BPD) that is being tested.

9.3 Thorlabs BPD

As a comparison for the detector designs being developed, a commercially available
balanced photodetector (Thorlabs PDB210A/M) is tested. This detector is used
in the table-top alignment based magnetometer that is described in Section 6 and
utilised in Sections 7 and 8. The detector was tested using the setup described in
Section 9.2 where the light power 𝑃 recorded in mW is split into two beams that
each hit one of the two diodes. A high sample rate of 10 MHz was used to avoid
the effects of aliasing. 100 averages of 0.1 second time traces were recorded and
the power spectral densities were computed. In Figure 9.2 it can be seen that the
detector has a −3 dB bandwidth of 1 MHz as stated in the data sheet [154]. The
detector has a low and flat noise floor. There is an increase in noise at low frequencies

148



due to 1/ 𝑓 -noise. The detector is shot noise limited at ∼ 20 μW at around 10 kHz,
which is the main frequency selected in Chapter 6. The linear relation across all
frequency ranges in Figure 9.2b is as expected from Equation 9.1 for a shot noise
limited detector. Although this detector has a low noise floor, the 1 MHz bandwidth
is insufficient for MIT measurements of biological tissue, such as the heart, where
typically an RF frequency of ∼ 2 MHz is required for imaging [30, 25].
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Figure 9.2: Frequency response of the Thorlabs PDB210A/M as a response of various
light powers incident on the photodiodes. These measurements are used to determine
the bandwidth and the shot noise limit of the balanced photodetector. The power
spectral density (PSD) (a) is plotted as a function of frequency for light powers
between 0-1 mW. Averages over frequency ranges of the PSD are then computed
and plotted as a function of light power (b).

9.4 High frequency BPD development

In order to design a balanced photodetector that has a large bandwidth, but also
a low noise floor, transimpedance amplification stages need to be used. A key
component of the amplification stage is the op-amp which needs to be carefully
selected depending on the application of the detector. The noise floor and bandwidth
are the key features looked at for the design of the balanced photodetector presented
here. A feedback resistor and capacitor are placed in parallel with each other and the
op-amp. This can be seen in the schematic of the detector designs (see Figures 9.3
and 9.8). The feedback resistor 𝑅𝐹 helps to set the transimpedance gain of the stage.
For example, in the most simple case when there is no resistor placed in series before
the op-amp, if 𝑅𝐹 = 10 kΩ the gain of the stage is given by 𝐺 = 10 kV/A. The
inverting input of a op-amp (labelled with a −), which the photodiode’s signal is
attached to, does not allow any current to flow through as it has a high input
impedance. Hence, all of the current flows through the feedback resistor causing
the signal amplification. In the designs used in this chapter, there is an additional
resistor placed in the amplification stage. This resistor is the gain resistor 𝑅𝐺 (R7
in Figure 9.3 and R10 in Figure 9.8) and is connected to the non-inverting input of
the op-amp. When a gain resistor is present in an inverting amplification stage, the
gain is set by 𝐺 = 𝑅𝐹/𝑅𝐺 . This can be seen as the non-inverting output is connected
to ground. Hence from calculating the voltage output from the amplification stage
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as 𝑉out = −𝐼in𝑅𝐹 = −𝑉in𝑅𝐹/𝑅𝐺 it can be seen that the gain is given by 𝐺 = 𝑅𝐹/𝑅𝐺 .
If a second stage amplification is also implemented, which is the case here, the non-
inverting input of the op-amp is utilised. In this case the gain is set differently as
the amplification is from a voltage to an amplified voltage and is hence given by
𝐺 = 1 + (𝑅𝐹/𝑅𝐺).

Component Value
𝑇 293 K

𝐶PD
Hamamatsu
S8729

16 pF

𝐶PCB PCB traces ∼ 0.2 pF

𝐼−,noise OPA657 1.3 fA/
√

Hz

𝑉−,noise OPA657 4.8 nV/
√

Hz
𝐶cm OPA657 0.7 pF
𝐶dm OPA657 4.5 pF
GBP OPA657 1.6 GHz

𝐼−,noise OPA818 3 fA/
√

Hz

𝑉−,noise OPA818 2.2 nV/
√

Hz
𝐶cm OPA818 1.9 pF
𝐶dm OPA818 0.5 pF
GBP OPA818 2.7 GHz

𝐼−,noise THS4021 2.3 pA/
√

Hz

𝑉−,noise THS4021 1.2 nV/
√

Hz
GBP THS4021 2 GHz

Table 9.1: Values of the noise contributing factors of components used in the home-
made balanced photodetector designs.

There are a number of issues that need to be considered when designing a high
bandwidth detector using transimpedance amplification stages. Many of these issues
arise from voltage noise that is picked up across the circuit. Voltage noise needs to
be considered as the detector being developed needs to have a low noise floor due to
the low light powers inducing small photocurrents. This noise can easily become the
dominating noise source in an experiment if not considered. There are four main
contributors to the voltage noise [155]. The Johnson noise is one of the noise contrib-
utors which results from the feedback resistors used in the amplification stages. This
noise contribution is given by 𝑉J,noise

√
4𝑘𝐵𝑇𝑅𝐹 . The op-amps themselves also have

an input current noise (𝐼−,noise) at their inverting inputs which produce a voltage
noise when passing through the feedback resistor. There also exists a noise source
caused by amplifying the input voltage noise 𝑉in,noise. In an amplification circuit if
there is no gain resistor present a gain still exists due to the feedback resistor being
in parallel with the impedance of the circuit. The total impedance of the circuit is
given by −𝑖/(𝜔𝐶total) where 𝐶total = 2𝐶PD + 𝐶PCB + 𝐶FR + 𝐶cm + 𝐶dm where 𝐶PD

is the capacitance of the photodiode, 𝐶PCB is the capacitance of the PCB traces
and 𝐶FR is the parasitic capacitance from the feedback resistor. 𝐶cm and 𝐶dm are
the capacitance of the common-mode and differential mode inputs on the op-amp,
respectively. Hence this results in the voltage noise also contributing an additional
noise factor of 𝑉in,noise(2𝜋𝑖 𝑓 𝑅 𝑓𝐶total). For the various op-amps used in this chapter
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the values for these capacitance noise sources can be seen in Table 9.1. Hence the
overall output noise is given by

𝑉out,noise =

√︄
(𝐼−,noise𝑅𝐹)2 + 4𝑘𝐵𝑇𝑅𝐹 +𝑉2

in,noise +𝑉
2
in,noise

(
(2𝜋 𝑓−3dB𝑅𝐹𝐶total)

3

)
.

(9.2)
Here 𝑓−3dB is the 3dB cut off of the frequency in the circuit which is given by

𝑓−3dB =

√︄
GBP

2𝜋𝑅𝐹𝐶total
, (9.3)

where GBP is the gain bandwidth product of the op-amp.
The final design consideration is looking at how to keep the op-amp’s response

stable in order to obtain a maximally flat response. As the op-amp circuits contain a
number of capacitors in the design, the feedback capacitors need to be selected such
that the op-amp has a second-order Butterworth frequency response. The correct
feedback capacitor 𝐶𝐹 is calculated by rearranging [155]

1

2𝜋𝑅𝐹𝐶𝐹
=

√︄
GBP

4𝜋𝑅𝐹𝐶total
. (9.4)

9.4.1 Initial design
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Figure 9.3: The circuit schematic of the initial home-made balanced photodetector
design where a 150 kΩ feedback resistor (R6) is used on the first stage of amplification
resulting in a gain of 𝐺 = 10 V/V and a 12 kΩ feedback resistor (R10) on the second
stage of amplification resulting in a further gain of 𝐺 = 11 V/V.
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The schematic of the initial balanced photodetector design is shown in Figure 9.3,
which was originally designed to achieve the higher bandwidth required for the
portable optically pumped magnetometer. A basic balanced photodetector design
consists of two photodiodes which each generate a photocurrent when laser light is
incident on the diodes. The photocurrents are then subtracted. In order to achieve
a higher bandwidth, the photodiodes must be reverse biased. Each photodiode is
reverse-biased by 5 V in this circuit. The photodiodes used are the Hamamatsu
S8729 photodiodes which has a responsivity of ∼ 0.6 A/W at 852 nm and 895 nm
[156]. The two beams of light that hit the diodes are then converted into currents
which are subtracted from each other. The photodiodes are balanced, so there is
an equal amount of light on both diodes when there is no field, and hence a zero
resultant current. When the atoms are in a magnetic field, this amount of light on
each diode changes, resulting in small changes in the resultant current. As such low
light powers are going to be used in the portable alignment based magnetometer for
which this detector is designed for (10 - 30 μW) and a high bandwidth is desired, the
photodetector signal needs to be amplified on the PCB in order to see the changes
clearly. This design has a two-stage amplification. In the first stage, an operational
OPA657 amplifier is used to amplify the signal with a gain of 𝐺 = 10 and converts
the current into a voltage with 𝑅𝐹 = 150 𝑘Ω. This amplifier was chosen due to its
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Figure 9.4: The break-out box design for the balanced photodetector with (a) the
circuit schematic of the board and (b) an image of the board before (bottom) and
after soldering (top).

high gain-bandwidth-product of 1.6 GHz which gives the potential for greater than
10 MHz signal bandwidths [155]. The output voltage is then further amplified using
a THS4021 voltage feedback amplifier [157]. The amount of signal amplified at this
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stage comes from the ratio of R9 to R10 in Figure 9.3. This gain is set to G =
11, since this is the minimum operating gain [157]. The output of the amplifier is
then sent through the Ethernet adapter to a break-out box which then separates
the signal off from the input signal to be analysed. The schematic and a photo of
the break-out box can be seen in Figure 9.4.

The printed circuit board (PCB) design can be seen in Figures 9.5a and 9.5b
(Altium Designer) alongside a photograph of the soldered board (Figure 9.5c). The
PCB is a two layer board with the bottom layer being a ground plane. The amplifier
output is then sent through an Ethernet cable to a break-out box (Figure 9.4).
The signal is obtained from here to be analysed. The PCB has a footprint of
64 mm × 30.5 mm to fit inside the portable OPM head shown in Section 10.

(a) (b)

(c)

Figure 9.5: PCB board design of the initial home-made balanced photodetector
design with (a) the front and (b) back design in the design program shown. (c) An
image of the soldered balanced photodetector.

9.4.1.1 Performance

In order to test the balanced photodetector, various light powers were shone onto
the diodes using the setup shown in Section 9.2. Data was collected for a duration of
0.01 seconds with 100 averages being recorded for each light power. To see as wide
a range as possible, the maximum sample rate of the data acquisition card was used
(40 MHz). These data sets were then Fourier transformed and averaged to compute
the power spectral density with the results shown in Figure 9.6a. It can be seen
that the BPD is shot noise limited below 10 kHz at ∼ 10 μW. Between 3 kHz and
4 kHz the electronic noise is at its lowest and the detector is shot noise limited at
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around 3 μW. This is an excellent performance and can be seen by comparing the
noise at 3 kHz to the Thorlabs detector which is shot noise limited at approximately
10 μW. Using the values given in Table 9.1, the total capacitance can be calculated
as 𝐶total = 37.4 pF when no feedback capacitor is used. This can be used to show
that the detector should have a 3 dB bandwidth of 6.7 MHz. Despite predicting
that the balanced photodetector design would have a bandwidth of a few MHz,
when tested it could not get over 150 kHz as the cut off frequency. The bandwidth
predictions were done using Equations 9.3. The noise is lowest between 3 kHz and
6 kHz where from fitting (see the orange coloured dots in Figure 9.6b) it can see
that the balanced photodetector is shot nose limited from 7 μW.

To determine where the bandwidth issue are from, the gain of the amplifiers was
varied and the low-pass filters on the PCB (components R9 and C18 in Figure 9.3)
were also varied. This is due to the simplest explanation for the issues would be
that one of these had the wrong resistor/ capacitor pairing. However, no matter
how extreme these were changed, no difference to the bandwidth of the design was
seen. So further testing was carried out.
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Figure 9.6: Frequency response of a home-made balanced photodetector (version 1)
as a response of various light powers incident on the photodiodes. The detector was
designed to have a high bandwidth with a low noise floor. These measurements are
used to determine the bandwidth and the shot noise limit of the balanced photode-
tector. The power spectral density (PSD) (a) is plotted as a function of frequency
for light powers between 0 -1 mW. Averages over frequency ranges of the PSD are
then computed and plotted as a function of light power (b).

9.4.1.2 Issues

It was found that despite the theoretical predictions the bandwidth of the balanced
photodetector never increased above ∼ 150 kHz. After investigating it was found
that an issue with impedance matching was causing the problem. The break-out
box does not impedance match from the 100 Ω impedance of the Ethernet cable to
the 50 Ω impedance of the SMA connectors and cables. This created an artificial
low-pass filter between the signal from the photodetector and the output signal from
the break-out box. Figure 9.7 shows the performance of the balanced photodetector
when the break-out box is removed from the setup. For simplicity the photodiodes
were also removed. This was done by soldering on a BNC to the output pin, input
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Figure 9.7: The photodiodes and break-out box were bypassed in the initial design
of the balanced photodetector to identify where the bandwidth issues are from. (a)
An image of the PCB with a BNC connector and a 1 MΩ resistor in place of the
photodiodes, which allows voltages to be supplied to the circuit, and a BNC at the
bottom of the board to carry the resultant signal to the data acquisition card. The
board is powered by soldering 3 wires (black, red and green). (b) The resulting
power spectral densities are computed when a 1 Vpp signal of a fixed frequency
between 10 kHz and 6 MHz is applied to the BNC in place of the diodes. (c) The
peak heights are then extracted and plotted against the corresponding frequencies.

wires to directly power the board and a BNC to apply a voltage through in place of
the photodiodes, as shown in Figure 9.7a. A 1 Vpp sine wave of varying frequencies
between 10 kHz and 6 MHz were then applied through the BNC that is in place of
the photodiodes. This is supplied from a Rigol function generator through a 1 MΩ
resistor such that a 1 μA current is sent to the position of the diodes. To avoid
seeing affects of aliasing the maximum frequency was at 6 MHz. Using a 40 MHz
sample rate, a 0.0005 second trace was taken and Fourier transformed using a one-
sided periodogram function. The resultant power spectral density can be seen in
Figure 9.7b where peaks at the corresponding applied frequencies can clearly be seen.
The peak heights were then extracted and plotted against the applied frequency, as
shown in Figure 9.7c. The cut off frequency at ∼ 150 kHz is no longer present with
the peaks being flat up to ∼ 1 MHz. Without the break-out box, the photodetector
circuit has the expected gain peak just above 1 MHz [155]. Due to data only being
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recorded with an applied sine wave frequency up to 6 MHz, it can not be seen if the
top of the peak is at 6 MHz or at a higher frequency. This peak suggests that the
detector has a large bandwidth that is at least 6 MHz. It is noted that the setup
was tested without the photodiodes (data not shown) before the break-out box was
bypassed. From this study it can be seen that the issue came from the break-out
box. As the break-out box is the cause of the issue and provides no benefit to the
circuit, a new design was developed to remove this issue.

9.4.2 Improved detector design
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Figure 9.8: The circuit schematic of the final home-made balanced photodetector
design where a 150 kΩ (R4 + R5) feedback resistor is used on the first stage of
amplification resulting in a gain of 𝐺 = 10 V/V and a 12 kΩ (R1) feedback resistor
on the second stage of amplification resulting in a further gain of 𝐺 = 11 V/V.

The schematic of the improved balanced photodetector is shown in Figure 9.8.
It can be seen that most components remain the same as those used in the initial
design, including the photodiodes that are used. The first stage amplification has
been replaced with a op-amp that has an improved performance. The OPA818 is an
updated version of the OPA657 used previously [158], with the gain bandwidth and
input voltage noise showing significant improvements. The updated PCB design
can be seen in Figure 9.9 alongside a photo of the new balanced photodetector.
The PCB is a four layer design in order to reduce the noise floor and noise that
the detector picks up from the environment. In order to accommodate the new op-
amp more vias have been placed on the board to help with heat dissipation as the
OPA818 has a higher working temperature. This prevents other components over
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heating and shutting down. The first stage of amplification has a gain of 𝐺 = 10
with 𝑅𝐹 = 150 kΩ (R4 and R5) and 𝑅𝐺 = 15 kΩ (R10). The second stage of
amplification has a gain of 𝐺 = 11 with 𝑅𝐹 = 12 kΩ used in the final design and
𝑅𝐺 = 1.2 kΩ. It can also be seen that the Ethernet adapter has been removed and
replaced with SMP connectors for the photodetector output, heater coil and two RF
coils to be connected to. The voltage power inputs now also use a 3 way pluggable
terminal block. These replacements are incorporated to avoid the impedance issues
previously faced and removes the necessity to have a break-out box. The footprint
of the PCB remains the same size as the previous design.

(a) (b)

(c)

Figure 9.9: PCB board design of the improved balanced photodetector design with
(a) the front and (b) back design in the design program shown. (c) An image of the
soldered balanced photodetector.

9.4.2.1 Performance

The balanced photodetector was tested in the same way as the initial design. A
sample rate of 20 MHz was used to record 50 averages of 0.02 s time traces. The
data was then Fourier transformed and averaged over to compute the power spectral
density of the balanced photodetectors response to varying light powers. It can be
clearly seen in Figure 9.10a that there is no longer a roll off at ∼ 170 kHz and
that the detector has a much higher bandwidth. A gain peak can still be seen
which is as expected from the OPA818 data sheet [158]. The peak of the gain
peak can be seen to be around 4.5 MHz. It is noted that components R6 and
C13 on the board create a low-pass filter with a value of ∼ 13 MHz. The noise
floor of the detector, when comparing to the data set when 0.03 mW of light is
split onto the two detectors, is also considerably lower and flatter than the previous
design. This is due to the improved op-amp used in the first stage amplification.
Below the gain peak begins (∼ 1 MHz), the detector is shot noise limited from
∼ 4 μW which is much better than the performance seen from many high performing
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commercially available balanced photodetectors, such as that shown in Section 9.3.
The noise floor is lowest between 20 kHz and 60 kHz with the detector being shot
noise limited at ∼ 2 μW. For this detector design to be practical for magnetic
induction tomography measurements using an alignment based magnetometer, the
shot noise limit above 1 MHz needs to be investigated. Areas of the power spectral
density are averaged over for a range of frequencies and the results are plotted
against the light power. This data is then fitted to a linear relation. The results can
be seen in Figure 9.10b. It is noted that additional noise is picked up for the higher
light powers at higher frequencies so these points are excluded from the fit to obtain
the correct linear relation for the data that follow this trend. Using the fit functions
shown in the legend of Figure 9.10b and the noise floor at each frequency, the shot
noise limit can be determined. The shot noise was calculated for the frequency
ranges of 995 − 1050 MHz, 1995 − 2050 MHz and 2995 − 3050 MHz where the noise
floors were found to be 1.11×10−11 V2/Hz, 2.56×10−11 V2/Hz and 2.73×10−11 V2/Hz
respectively. Hence the balanced photodetector, for the higher frequencies, is shot
noise limited at ∼ 21 μW around 1 MHz, ∼ 53 μW around 2 MHz and ∼ 60 μW
around 3 MHz. This detector is therefore sufficient for MIT measurements of the
heart using an alignment based magnetometer as long as a light power of at least
20 − 60 μW is used depending on the desired frequency.
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Figure 9.10: Frequency response of the improved and final home-made balanced
photodetector as a response of various light powers incident on the photodiodes.
These measurements are used to determine the bandwidth and the shot noise limit
of the balanced photodetector. The power spectral density (PSD) (a) is plotted as
a function of frequency for light powers between 0-1 mW. Averages over frequency
ranges of the PSD are then computed and plotted as a function of light power (b).
This data shows the detector has the desired high bandwidth and low noise floor.

9.5 Conclusion

Two different home-made detectors are presented in this chapter, both of which
are utilised in Section 10. Their noise floor and bandwidth are compared to a
commercially available detector. Drastic improvements are seen in the performance
between the initial and final design. Both detectors have frequency ranges where
they out perform the commercially available Thorlabs detector. The initial balanced
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photodetector had a bandwidth of 150 kHz and is shot noise limited from 7 μW in the
frequency range of 3 kHz to 6 kHz. The final design of the balanced photodetector,
that will be used in the portable OPM, has a bandwidth of a few MHz with a gain
peak being seen to start at around 1 MHz. Below this point the detector is shot noise
limited from ∼ 4 μW. These properties make the detector more than sufficient for the
applications of alignment based magnetometry with a chosen Larmor (operational)
frequency between a few kHz and a few MHz. This detector is therefore sufficient
for MIT measurements of the heart using an alignment based magnetometer with
a light power of approximately 35 μW. Using this light power, the detector will be
shot noise limited up to ∼ 1.5 MHz. If higher frequencies are required then higher
light powers can be used for magnetometry, as will be discussed in Section 10.
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Chapter 10

Portable buffer gas OPM

10.1 Motivation

As has been discussed, radio frequency optically pumped magnetometers can be used
to detect oscillating magnetic fields in the kHz to MHz range [21, 103]. Portable RF-
OPMs are not currently readily available. There have been a number of prototypes
discussed in the literature [29, 2]. In unshielded conditions, the benchmark intrinsic

noise is 600 fT/
√

Hz [2]. These types of OPMs have already demonstrated their
ability to be used for electromagnetic induction imaging [57]. An excitation coil
produces a primary magnetic field B1(𝑡) which induces eddy currents in an object
creating a secondary magnetic field Bec(𝑡). This secondary magnetic field can then
be detected with a sensor [56]. The detected signal can then be used to characterise
and image the objects [31, 28, 100, 29, 1]. This method can be used to image the
conductivity of objects with a low conductivity, like a human heart [61, 30, 25].

Current portable prototypes are all based upon spin-oriented states which use two
laser beams [29, 2]. Here the development of a portable RF-OPM is presented that
is alignment based. The buffer gas cell that is characterised in Section 6.5 is used in
the portable device. The sensor’s performance is tested in shielded and unshielded
conditions where it is seen to have a sub-pT/

√
Hz sensitivity. The potential of the

device for remote sensing is demonstrated by detecting aluminium disks of varying
diameters. The differential technique [30] is utilised in order to gain a larger signal
to noise ratio when detecting the secondary magnetic field. A 1.5 cm diameter
aluminium disk is detected at a distance of 26.4 cm from the excitation coil and
23.9 cm from the sensing point of the magnetometer and is detected with a signal
to noise ratio of ∼ 6. This is done using the setup described in Ref. [2] showing that
despite the simpler design the portable OPM presented here can perform as well as
an orientation based OPM with an anti-relaxation coated cell. This shows promising
results for the use of OPMs in remote sensing applications with the design presented
here taking positive steps towards compact and portable RF-OPMs. Detecting
highly conductive objects can be done with low frequency magnetic fields with large
signals being produced from fields with a frequency of just a few Hz [1]. However,
to detect and image low conductive objects the primary magnetic field needs to be
at a higher frequency. The sensor developed here was designed to also be able to
image low conductive objects. In order to test the capabilities, the sensitivity of the
sensor is tested, in shielded conditions, at a Larmor frequency of ∼ 1.5 MHz.

160



10.2 Design and construction of a portable OPM

Figure 10.1a shows the design of a portable optically pumped magnetometer using
an alignment based magnetometry configuration and a buffer gas vapour cell. A
polarisation maintaining optical fibre is used to bring linearly polarised light that is
resonant with the 𝐹 = 4 → 𝐹′ = 3 caesium D1 transition and of wavelength 895 nm
into the sensor head. The light passes through a neutral density (ND) filter that
attenuates the light power to ∼ 35 μW before the vapour cell. A linear polariser is
placed before the vapour cell to clean up the light polarisation such that the light
is vertically (linearly) polarised. The laser then passes through a vapour cell with
a 5 mm diameter and 5 mm optical path length that contains caesium (Cs) alkali
vapour and 65 Torr nitrogen (N2) buffer gas and is heated to ∼ 50

◦
C in order to

increase the number density and obtain a higher sensitivity. The cell is the same as
that used in the table-top setup in Section 6.5 and can be seen in Figure 6.2. The
cell was characterised using a table-top setup before being placed into the portable
OPM sensor head (see Section 6.5 [3]). The 3D printed sensor head can be seen
in Figure 10.1b. The temperature of the vapour cell is measured using a National
Instruments E-type thermocouple (purple wire in Figure 10.1b). The cell is not
heated further than ∼ 50

◦
C due to the sensor head being 3D printed from PLA

which has a glass transition of 60
◦
C meaning the sensor head will begin to soften.

The softening of the plastic could lead to loss of alignment of the optical components.
Note that increasing the temperature should result in a better sensitivity as there is
a higher number density of atoms but to do this the sensor head should be printed
in a more heat resistant material such as PETG. The outer casing of the portable
OPM can be seen in Figures 10.1c and 10.1d. The sensor head has dimensions of
5 cm × 11.5 cm × 4 cm.

The basis of the experiment is to create an aligned state in the same way as was
done using the table-top setup in Section 6. The experimental setup is very similar
with the optics being replaced with smaller alternatives. The main difference arises
from the applied magnetic fields in the experiment. The static magnetic field B0 is
applied using an external coil in the 𝑦-direction. There are two 2.5 mm diameter
RF coils either side of the vapour cell along the 𝑧-direction (see Figure 10.1b). Each
coil has approximately 20 windings and with the centre of the coil being 1.5 cm
from the centre of the vapour cell. The RF magnetic field Brf (𝑡) causes the spin to
precess around the static magnetic field with a maximal signal obtained when the
frequency of the RF magnetic field 𝜔rf is equal to the Larmor frequency, 𝜔𝐿 = 𝛾cs𝐵0
with the gyromagnetic ratio of caesium being 𝛾cs = 2𝜋(3.5 kHz/μT). After the
vapour cell, polarisation rotation measurements are performed using a half wave
plate, a polarising beam splitter and a balanced photodetector. Details on the
balanced photodetectors used can be found in Section 9 with both of the home-
made detectors being used in this chapter. It will be specified in each section which
detector was used. In Figure 10.1b the initial design (BPD V1) can be seen but for
higher frequency applications the final design (BPD V2) was utilised. All electronics
for the sensor head, excluding the thermocouple, are controlled through the balanced
photodetectors PCB.
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Figure 10.1: Portable optically pumped magnetometer design that is based up on
alignment using a 65 Torr buffer gas cell. (a) The design schematic of inside the
OPM head and (b) an image of the constructed sensor head. The casing of the
sensor head can be seen with a ruler as a size guide next to the side (c) and front
(d) of the casing.

10.3 Magnetic field stabilisation for unshielded

applications

For the operation of an optically pumped magnetometer, the applied static magnetic
field needs to be stable. Minor fluctuations in the static field causes a noisier signal
and hence a less sensitive magnetometer. Large fluctuations in the static field can
cause the Larmor frequency to vary more than the signal linewidth and hence the
OPM does not perform well as a magnetic field sensor. In unshielded conditions extra
precautions need to be put into place in order to maintain a stable static magnetic
field. For the unshielded operation of the portable OPM, a stable static magnetic
field needs to be applied along the 𝑦-direction whilst any residual magnetic fields in
the 𝑥- and 𝑧-directions need to be compensated for. This is done by using a three axis
coil system setup with a proportional–integral–derivative (PID) feedback. A fluxgate
magnetometer is used to measure the residual DC magnetic field strengths along all
three axes and act as the feedback source for the coils. For low frequency applications
the Bartington MAG690-FL100 is used whereas for high frequency applications the
MAG690-FL1000 is chosen for its higher dynamic range. Two different feedback coil
systems are used for different applications.

For the eddy current detection presented in Section 10.7 the three axis coil sys-
tem used can be seen in Figure 10.2a. This coil system consists of a 3D printed
cylinder that is wrapped in a solenoid coil that produces a magnetic field along
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the 𝑧-direction. Inside the cylinder is a flexible PCB that is wrapped and con-
nected to the interior of the cylinder. The flexible PCB houses cosine-theta coils
that are able to produce magnetic fields along the 𝑥- and 𝑦-directions. The flux-
gate magnetometer and the portable OPM are placed inside the coil system with a
separation of 6.25 cm between the detection points of the sensors. The 𝑥−, 𝑦− and
𝑧−outputs of the fluxgate magnetometer are connected to the analogue inputs of
the field-programmable gate array (sbRIO-9627) and used as the input signals for a
proportional–integral–derivative feedback system that is implemented in the FPGA.
This then produces a voltage that is output from the FPGA into a (LT1210) current
feedback amplifier. The current output from the amplifier is then sent to the three
coils in order to cancel the Earth’s magnetic field at the detection point of the flux-
gate magnetometer. Along the 𝑦-direction the PID system is used to set the static
magnetic field, B0, to the desired Larmor frequency. In order to test the performance
of the PID feedback system, the fluxgate magnetometer was used to measure the
noise at 50 Hz along the 𝑦-direction. Without the PID system the strength of this
noise measured ∼ 21.2 nTpp. If this field strength is converted to frequency, using
the gyromagnetic ratio for caesium, it corresponds to approximately 74 Hz. When
the PID system is in use the noise is reduced to ∼ 2.5 nTpp which corresponds to
a frequency of approximately 9 Hz [159, 2]. This shows the PID feedback system
significantly reduces the noise and can help to stabilise the magnetic field. This coil
system works well for imaging highly conductive objects however, due to the closest
position the object can be placed to the OPM sensing point being 18.9 cm away
from the detection point, it is not a practical design for imaging low conductivity
objects such as salt water or a heart.

For imaging applications, for example MIT of the heart and low conductive
objects, a different feedback coil system needed to be designed. The new design can
be seen in Figures 10.2b and 10.2c. The three axis Helmholtz design was developed
such that the object being imaged can be placed much closer to the detection point
of the portable OPM. To create the magnetic field in the 𝑥-direction, a pair of
Helmholtz coils with a diameter of 38 cm and 80 windings was used. For the 𝑦-
direction a pair of Helmholtz coils with a diameter of 43 cm and 110 windings was
used. Finally to produce the magnetic field along the 𝑧-direction a pair of coils with
a diameter of 32 cm and 80 windings is used. In this setup the fluxgate sensing
point is placed underneath the portable OPM’s sensing point to allow space for the
objects to be moved around in the Helmholtz coil when being imaged. The centre
of the sensing points are 3.5 cm apart. The same PID feedback system using the
FPGA is used here to stabilise the static magnetic field and to compensate for the
Earth’s magnetic field.

10.4 Characterisation

To characterise the portable magnetometer, the sensor head is placed within a mag-
netic shield. This makes the characterisation process easier as there are minimal
external influences on the measurements. The magnetometer is characterised in or-
der to obtain the maximal sensitivity possible with the portable OPM configuration
with the hope that the same, or better, sensitivity can be obtain as was found for
the buffer gas vapour cell in the table-top setup (see Section 6.5). Note, due to the
miniaturisation and portability of the device the components are fixed in place and
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(a)

(b) (c)

Figure 10.2: Magnetic field stabilisation coil systems. (a) The initial design used for
the detection of highly conductive objects in the kHz region. (b) The design and
(c) an image of the constructed Helmholtz coils designed to work at frequencies in
the kHz-MHz range allowing objects to be placed closer to the sensor.

light power cannot be altered to help with the sensitivity so the light power is not
optimised systematically and hence is not reported on.

10.4.1 Calibrating RF coils

In order to determine the smallest detectable magnetic field by the portable OPM,
the RF coils need to be calibrated. In the sensor head there are two single coils that
can be used to produce the oscillating magnetic field along the 𝑧-direction. The
calibration provides a conversion from the voltage applied to the coil, in Volts, to
the RF magnetic field Brf that the atoms see, in Tesla. Only one RF coil is used
for the sensitivity measurements and this is referred to as the ‘excitation’ coil. A
second RF coil is in the OPM head for eddy current detection and this is referred
to as the ‘compensation’ coil. Due to both coils potentially being used in eddy
current detection, both coils are calibrated and hence either can be used to obtain
the sensitivity of the magnetometer. The coil calibration method used is the same
as that outlined in Section 6.4.1. The basis of the calibration will be briefly outlined
again here with the coil being calibrated being the excitation coil (RF0). To calibrate
the excitation coil, a small oscillating magnetic field is applied to the compensation
coil. This acts as the RF magnetic field with a small RF amplitude of 30 mVrms.
Any residual fields in the magnetic shield (Twinlief MS-2) need to be nulled using the
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integrated coils as 𝜔𝐿 ∝
√︃
𝐵2𝑥 + 𝐵2𝑦 + 𝐵2𝑧 . When the field is completely nulled it can be

seen that 𝜔𝐿 = 𝛾cs𝐵𝑦. With the static magnetic field equal to zero in two directions,
𝐵𝑥 and 𝐵𝑧, and a static field applied along the 𝑦-direction the excitation coil can
now be calibrated. DC voltages of amplitudes varying from −2 Vrms to 2 Vrms

were applied to the excitation coil using a function generator (Rigol DG1032Z). The
magnetic resonance signals were then recorded with the ‘𝑅’ signal being fitted to
a Lorentzian function as shown in Figure 10.3a. From the fit function the central
frequency of the peak, 𝜈𝐿 = 𝜔𝐿/(2𝜋), as a function of the applied DC voltage is
plotted, as shown in Figure 10.3b. These were then fitted to a quadratic equation.
From the fits the calibration of the coil can be determine in units of nT/V.
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Figure 10.3: Calibration of the RF magnetic field that is produced by the excitation
coil, used with a 65 Torr buffer gas cell in the portable optically pumped magne-
tometer. This is calibrated by applying various DC voltages through the coil to see
how the (a) magnetic resonances and (b) central frequency depend on the voltage
applied.

In order to determine the calibration from applied voltage to magnetic field, a
few assumptions need to be made. If it is assumed that 𝐵𝑥 ≈ 0 then the magnetic

field in the magnetic shield can be written as 𝜈𝐿 = 𝛾cs

√︃
𝐵2𝑦 + 𝐵2𝑧 . Now, using the

fact that 𝐵𝑦 > 𝐵𝑧 and the binomial expansion (1 + 𝑥)𝑛 = 1 + 𝑛𝑥 (to first order) when
𝑥 << 𝑛, 𝜈𝐿 can be rewritten as

𝜈𝐿 = 𝛾cs

(
1 + 1

2

𝐵2𝑧

𝐵2𝑦

)
. (10.1)

To fit this to the experimental data, it can be rewritten in terms of the applied DC
voltage and how this affects the central frequency:

𝜈𝐿 = 𝜈0

(
1 + 1

2

(𝑘 ×𝑉DC)2

𝜈20

)
, (10.2)

where 𝑉𝐷𝐶 is the DC voltage applied to the coil being calibrated, 𝑘 is the conversion
factor and 𝜈0 is the central frequency when the magnetic field is nulled. Equa-
tion 10.2 is of the same form as the fitted parabola in Figure 10.3b. By comparison
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it can be seen that 𝜈0 = 3995.46 Hz and 𝑏0 = 𝑘
2/2𝜈0 = 79.17 Hz/V2. The calibration

is then found by rearranging 𝑏0 to determine 𝑘 =
√

2𝜈0𝑏0 = 795.4 Hz/V. This is
equivalent to 𝑘 = 227.3 nT/V by using the gyromagnetic ratio of caesium to convert
from Hertz to Tesla (𝛾cs = 3.5 kHz/μT). The same procedure can be followed to cal-
ibrate the compensation coil (RF1) by applying the oscillating magnetic field, with
a 30 mVrms amplitude, to the excitation coil and a static magnetic field of varying
amplitudes between −2 Vrms to 2 Vrms to the compensation coil. The results can
be seen in Figure 10.4 and by substituting the fit values into Equation 10.2 the
calibration of 𝑘 = 193.9 nT/V can be found.
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Figure 10.4: Calibration of the RF magnetic field that is produced by the compen-
sation coil, used with a 65 Torr buffer gas cell in the portable optically pumped
magnetometer. This is calibrated by applying various DC voltages through the coil
to see how the (a) magnetic resonances and (b) central frequency depend on the
voltage applied.

10.4.2 RF amplitude

In order to obtain the best sensitivity from an optically pumped magnetometer, the
desired light power and RF amplitude need to be determined. Due to the vapour
cell being at a comparable temperature to the table-top setup (see Section 6.5), the
light power chosen is similar to that used in the table-top setup. Changing the light
power in the portable sensor head is difficult, due to it requiring the laser current
and temperature being varied together or the neutral density filter being changed,
so it is not re-characterised here. As the conditions are almost identical to the table-
top setup a light power of 35 μW is selected for most data sets. If a different light
power is used for a data set then this is specified in the section.

Once the vapour cell was placed and aligned in the portable OPM head the last
parameter that needed to be characterised was the RF magnetic field amplitude.
This was done by varying the RF amplitude applied to the ‘excitation’ coil from
6 mVrms to 200 mVrms as shown in Figure 10.5. A light power of 35 μW was used
here. As the amplitude of the field increases so does the amplitude and linewidth of
the signal. The magnetometer resonance signals are recorded and the 𝑅 =

√
𝑋2 + 𝑌2

is fitted to an absorptive Lorentzian curve (see Equation 6.3). Figure 10.5a shows
some example traces and the corresponding fits. From these fits the full width half
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maximum (FWHM) and the peak amplitudes can be extracted. The optimal sen-
sitivity point can be found at the point where the amplitude/FWHM is maximal
(see Figure 10.5b). However, the response of the amplitude still needs to be lin-
ear which can be determined by looking at Figure 10.5c. It can be seen that, in
the regime where the amplitude response is linear, amplitude/FWHM is maximal
when the applied RF amplitude is 30 − 40 mVrms. After testing the sensitivity for
both amplitudes a better sensitivity was obtained when using 30 mVrms so this was
selected as the optimal RF amplitude.
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Figure 10.5: Characterising the amplitude of the RF magnetic field produced for the
portable alignment based magnetometer which uses a 65 Torr nitrogen buffer gas
filled caesium cell. A light power of 55 μW, before the vapour cell, is used and the
cell is heated to ∼ 50

◦
C. (a) The 𝑅 signal of the magnetic resonance sweep is fitted

to an absorptive Lorentzian to obtain the (b) A/FWHM dependence on the RF
amplitude applied. The (c) amplitude and (d) full width half maximum (FWHM)
of the signals are also presented.

How the full width half maximum and the amplitude change with increasing the
RF field can be described by the following [30]

FWHM = a

√︄
1 +

(
Vrms

Vsat

)2
, (10.3)
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and

A =
a Vrms

1 + (Vrms/Vsat)2
, (10.4)

where 𝑉sat is the voltage at which the atomic ensemble becomes saturated by the
applied RF magnetic field. By fitting the data shown in Figures 10.5d and 10.5c
to these equations the saturation voltage can be determined (fits not shown). The
saturation voltage is found to be 0.11(1) Vrms when fitting the data in Figure 10.5d
to Equation 10.3 and 0.237(6) Vrms when fitting the data in Figure 10.5c to Equa-
tion 10.4

10.5 Zero-field performance

Alongside using the portable OPM for high frequency applications of magnetic in-
duction tomography of the heart, tuning the Larmor frequency to low frequencies
opens up more potential applications for the device. By taking the Larmor frequency
of the OPM to near zero-field, in a magnetic shield (Twinleaf MS-1L), it was seen
that the sensor can be operated as a zero-field magnetometer. The residual mag-
netic fields in the shield were nulled using the methods outlined in Section 8. The
bandwidth and sensitivity of the OPM were then tested. This was done by apply-
ing oscillating sine waves with frequencies from 8 Hz to 1.818 kHz. The resultant
photodetector signals were then sent straight to the data acquisition card where 10
averages of 2 second time traces were recorded using a 10 kHz sample rate. The data
was recorded and Fourier transformed in order to obtain the power spectral density
of the signal. Figure 10.6 shows the resulting power spectral density as a function of
frequency. It can be seen that, in shielded conditions, the portable OPM performs
well near zero-field. The data with ‘No RF’ can be seen to match the base noise
of the signals when an oscillating RF field of set frequency is applied. This noise
floor can be used to determine the sensitivity of the sensor as 1 pT/

√
Hz at 100 Hz.

The bandwidth of the sensor can be determined by fitting the peak heights to the

response of a first order low-pass filter,
(
𝐾/

√︁
1 + ( 𝑓 / 𝑓𝑐)2

)
where 𝑓𝑐 is the bandwidth

of the magnetometer. The bandwidth was found to be 102(6) Hz. It can clearly be
seen that there is a lot of 1/ 𝑓 -noise and the signal has a much higher noise floor
near zero frequency. Some 1/ 𝑓 -noise is to be expected, but the increased amount
can also result from the light hitting the balanced photodetector not being perfectly
balanced. It is also noted that this data is taken using the initial balanced photode-
tector design (see Section 9.4.1) which similarly sees a large increase in noise as the
frequency approaches zero. The data in Figure 9.6a suggests the noise at the light
powers used here (∼ 35 μW before the cell) is dominated by electronic noise fur-
ther limiting the sensitivity. Hence the use of the improved balanced photodetector
should further improve this sensitivity.

10.6 Low frequency performance

10.6.1 Shielded sensitivity

Using the optimal parameters for the portable OPM that have been found in the
characterisation, the sensitivity of the device can be determined. A static magnetic
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Figure 10.6: Power spectral density of the magnetometry signal from the portable
optically pumped magnetometer near zero-field. 10 averages of 2 seconds time traces
were recorded using a 10 kHz sample rate. 14 different measurement sets are calcu-
lated where sinusoidal magnetic fields are applied with various frequencies ranging
from 8 to 1818 Hz. Two additional measurements are taken without the sinusoidal
field applied (No RF) and with the balanced photodetector disconnected from the
data-acquisition card (Electronic noise floor).

field of amplitude 1.73 μT is applied along the 𝑦-direction. This field corresponds
to a Larmor frequency of 6042 Hz. The laser light power was set to 35 μW and the
vapour cell was heated to ∼ 50

◦
C. An RF amplitude of 30 mVrms was applied to

the excitation coil which, using the coil calibration from Section 10.4.1, is equiva-
lent to an RF field strength of 6.82 nTrms at the position of the atomic ensemble.
Four different measurements were taken, all with a 10 kHz sample rate. In the
first measurement, the frequency of the RF magnetic field is swept between 2 kHz
and 10 kHz. This provides the magnetic resonance signal and can be seen in Fig-
ure 10.7a. The in-phase (𝑋) component has an absorptive Lorentzian shape whilst
the out-of-phase (𝑌) component has a dispersive lineshape. This is as expected from

Equation 6.3. The peak of the amplitude signal
(
𝑅 =

√
𝑋2 + 𝑌2

)
corresponds to the

Larmor frequency as 𝜔𝐿 = 𝜔rf ≈ 2𝜋(6 kHz). The peak height of the Lorentzian is
used to calculate a conversion between the lock-in output voltage to the magnetic
field detected. This is done by extracting the peak height and dividing it by the
applied oscillating magnetic field to give a conversion factor of 0.98 V/nT. This
conversion can be used to characterise the noise of the magnetometer and determine
the smallest detectable field. To find the intrinsic noise of the OPM, the lock-
in demodulation frequency is set at the Larmor frequency (𝜔𝐿 = 2𝜋(6.042 kHz)).
Three sets of data were then recorded, one with the RF magnetic field amplitude on
(𝐵rf = 6.82 nTrms), the RF field is then set to zero and finally, the laser is turned off
to measure the electronic noise floor of the setup. For each data set, a four minute
time trace was recorded and can be seen in Figure 10.7. The sensitivity of each
time trace is then calculated by taking the average of 1 second intervals and then
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Figure 10.7: Sensitivity of the portable alignment based magnetometer in a magnetic
shield at a Larmor frequency of approximately 6 kHz. The cell is heated to a
temperature of ∼ 50

◦
C. (a) The magnetic resonance signal is found from sweeping

the frequency of the RF magnetic field from 2 kHz to 10 kHz. Four minute time
traces are then recorded with the frequency set to the peak value in (a) at which
𝜔𝐿 ≈ 2𝜋(6 kHz) with (b) the RF field amplitude on, (c) the RF amplitude set to
zero which represents the intrinsic noise of the optically pumped magnetometer and
(d) the electronic noise of the setup. The standard deviation of one second averages
are found and the (e) Allan deviation is also calculated for the time traces.
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calculating the standard deviation of these averages. The sensitivities are shown
in the legends of Figure 10.7. The intrinsic sensitivity of the portable OPM can
be seen in Figure 10.7c when the RF magnetic field is set to zero. The sensitivity
of the OPM is 0.23 pT/

√
Hz. Figure 10.7d shows that a small contribution of this

noise is from the electronic noise but the dominating factor is shot noise. The Allan
deviation of all of the data sets is shown in Figure 10.7e to show the stability of the
measurements. At a gate time of 1 second the deviation is found to agree with the
standard deviation approach of calculating the sensitivity.

The quantum noise limit for the portable OPM can be calculated as was done
for the vapour cell in the table-top setup (Section 6.5.5). There are two main
fundamental limits to the sensitivity of a magnetometer which are the spin projection
noise 𝛿Bspin and the photon shot noise 𝛿Bshot. These result in a total quantum

noise of 𝛿Bquantum =
√︃
𝛿B2

spin + 𝛿B
2
shot

. Theoretically the spin projection noise can

be calculated [51, 111]

𝛿Bspin =
2ℏ

𝑔𝐹𝜇𝐵
√
𝑛𝑉𝑇2

, (10.5)

where 𝑔𝐹 =1/4 for the 𝐹 = 4 caesium ground state, 𝑛 is the number density of Cs
atoms, 𝑇2 ≈ 1/(𝜋(800 Hz)) ≈ 0.4 ms is the transverse relaxation time. In the case
of a buffer gas cell only the atoms that are inside the laser beam are probed so
the volume (𝑉) is given by the volume of the beam, 𝑉 = 𝑉beam = 15.6 × 10−9m−3

for a beam diameter of 𝑑beam ≈ 2 mm. At a temperature of 50
◦
C the number

density of Cs atoms is 𝑛 ≈ 5.89 × 1017 m−3. Therefore, the spin projection noise is
calculated to be 𝛿Bspin ≈ 47 fT/

√
Hz. An ideal optically pumped magnetometer has

𝛿Bshot = 𝛿Bspin such that 𝛿Bquantum =
√

2𝛿Bspin. Hence the theoretical quantum

noise limit of the OPM is 𝛿Bquantum ≈ 66.5 fT/
√

Hz. Hence, experimentally the
sensitivity is a factor of 3.5 off the theoretical limit. This factor is partially due to
only using one laser beam and hence over half of the atoms are lost to the 𝐹 = 3
state. An additional laser could improve the sensitivity of the device however this
will introduce additional components to the setup making it less compact.

10.6.2 Unshielded sensitivity

Now that the intrinsic sensitivity of the OPM has been determined the performance
in unshielded conditions must also be characterised. In order to characterise the
noise floor of the detector in unshielded conditions the sensor head is placed inside
the magnetic field stabilisation coils. For the low frequency data presented here the
cylindrical coil system, shown in Figure 10.2a, was used. A higher Larmor frequency
was used unshielded than in the shielded case. This was to allow the portable
alignment based performance to be compared to the portable orientation based
OPM previously developed [2, 48] and hence a Larmor frequency of 𝜔𝐿 ≈ 2𝜋(11 kHz)
was selected. The static magnetic field is set using the coil in the 𝑦-direction with
the PID set to keep the magnetic field at 𝐵0 = 3.13 μT. The magnetic resonance is
initially recorded with the RF magnetic field frequency being swept between 6.5 kHz
and 15 kHz with an amplitude of 𝐵rf = 6.82 nTrms. Figure 10.8a shows the resulting
signal and the calibration from the lock-in output signal to magnetic field detected
by the atoms of 1.05 V/nT. The RF frequency is then set to 10.959 kHz and a four
minute time trace was recorded. As was done in the shielded case two more time
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Figure 10.8: Sensitivity of the portable alignment based magnetometer in unshielded
conditions at a Larmor frequency of approximately 11 kHz. The cell is heated to
a temperature of ∼ 50

◦
C. (a) is the magnetic resonance signal from sweeping the

frequency of the RF magnetic field from 6.5 kHz to 15 kHz. Four minute time
traces are then recorded with the frequency set to to the peak value in (a) at which
𝜔𝐿 ≈ 2𝜋(11 kHz) with (b) the RF field amplitude on, (c) the RF amplitude set
at zero which represents the intrinsic noise of the optically pumped magnetometer,
(d) the electronic noise of the setup and (e) when both the excitation coil and
compensation coil are on. The standard deviation of one second averages are found
and the (f) Allan deviation is also calculated for the time traces.
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traces were taken: one with the magnetic field amplitude set to zero and one of the
electronic noise floor. The intrinsic noise floor in unshielded conditions is higher,
with a minimal detectable field of 865 fT. The increase in noise in unshielded
conditions is due to a combination of environmental noise and current source noise
that is used in the magnetic field stabilisation. Using a lower noise current source
should reduce this noise and hence means smaller magnetic fields would be detectable
by the buffer gas portable OPM in unshielded conditions. The OPM operated
in unshielded conditions demonstrates comparable performance to the orientation
based portable OPM presented in Ref. [2] which uses the same magnetic feedback
coil system as discussed here. As the alignment based OPM presented here has a
lower intrinsic noise than the unshielded result from the orientation OPM (600 fT),
it should be possible with frequency filtering of the feedback system and current
sources to obtain the same unshielded sensitivity.

The Allan deviation of the time traces is shown in Figure 10.8f which shows
the stability of the OPM over different gate times. It can be seen that for the RF
magnetic field set to zero the Allan deviation continues to decrease over longer gate
times. At 100 seconds the Allan deviation measures between 25 fT and 80 fT. Hence,
the intrinsic noise of the OPM is stable over longer time periods than the 1 second
time interval used to define the sensitivity. With the RF magnetic field not set to
zero it can be seen that, especially for the ‘𝑋’ component, the signal has increased
noise and does not become more stable over longer gate times.

10.7 Eddy current detection

The portable OPM’s ability to detect eddy currents in unshielded conditions was
tested by trying to recreate data previously collected with the fluxgate magnetometer
(see Section 5.6). Two experiments were carried out. The first involved varying
the position of an aluminium object between the excitation coil and the OPM.
For the second experiment cylinders of varying diameters were placed at a fixed
distance between the coil and the portable OPM. When moving the object the same
aluminium sample as presented for the fluxgate is used (see Figure 5.1b) which is
grade 6061 T6 with a radius of 2 cm and a thickness of 2 cm. When varying the
diameter of the sample the same grade of aluminium is used but the samples have
a smaller thickness of 4 mm. A Larmor frequency of 𝜔𝐿 ≈ 2𝜋(10.9 kHz) is used in
unshielded conditions. The field stabilisation setup shown in Figure 10.2a is used
to keep the static field constant. An excitation coil, with a 5 cm radius, is placed
50.3 cm away from the sensing point of the portable OPM. The setup is the same as
that used in [2, 48] and is carried out to show the ability of the simplified portable
OPM to compare with a more complex prototype. For each data set, the aluminium
sample is placed into the setup for ∼ 20 seconds and then removed for ∼ 20 seconds
with three averages taken. Example time traces can be seen in Figure 10.9 where, as
expected from tests carried out using the fluxgate (see Section 5.5 and [1]), the signal
is mainly in the in-phase (𝑋) component. This can be further seen by calculating
the skin depth for the aluminium sample at 10.9 kHz using 𝛿 = 1/√𝜋𝜇𝜎𝜈rf ≈ 1 mm
which is much smaller than the 4 mm thickness of the samples being detected.

The differential method [30] is utilised in all data sets presented here by using a
compensation coil, with a radius of 2.5 mm, within the sensor head. The differential
method uses two magnetic fields, the primary (excitation) magnetic field B1(𝑡, 𝜈rf )
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and a compensation magnetic field B2(𝑡, 𝜈rf ). The amplitudes of these fields are set
such that B1(𝑡, 𝜈rf ) + B2(𝑡, 𝜈rf ) ≈ 0 at the detection point of the atoms. When a
conductive object is placed between the two coils, eddy currents are induced in the
object producing a secondary induced magnetic field Bec(𝑡, 𝜈rf ). Hence the magnetic
field at the vapour cell becomes B1(𝑡, 𝜈rf ) +B2(𝑡, 𝜈rf ) +Bec(𝑡, 𝜈rf ) ≈ Bec(𝑡, 𝜈rf ). Using
the differential method improves the signal to noise ratio of the experiment and
hence allows smaller signals to be detected. This comes from two factors. The first
is that compensating for the magnetic field causes the system to be more sensitive
than the detector with the RF magnetic field on measurements. This is shown in
Figure 10.8e, where an improvement in the sensitivity of the 𝑋 component can be
seen. This signal is 4.74 times more sensitive. It is noted that if phase locked
outputs were used to compensate for the excitation coil then the sensitivity of the
setup should match the ‘RF off’ limit. However, in the data presented here the
phase was matched manually. The second benefit of using the differential method
is that a larger primary excitation field can be used without saturating the atomic
ensemble. Using a single coil the applied magnetic field of 6.687 nTrms is used to
avoid the atoms becoming saturated whereas with a secondary compensation coil a
primary field with a strength of 227.36 nTrms, at the detection point, can be used.
This results in a signal improvement factor of 34. Hence when comparing to the RF
on sensitivity, an overall signal to noise improvement of 34 × 4.74 ≈ 160 is achieved.
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Figure 10.9: Example time traces when an object is present in the setup for 20 sec-
onds and then removed for 20 seconds. A 2 cm radius and 2 cm thickness aluminium
cylinder is detected with it being placed (a) 6.4 cm and (b) 21.4 cm from the exci-
tation coil.

Figure 10.10a shows how the detected secondary magnetic field varies as the
position of the aluminium sample changes between the OPM and excitation coil. The
‘𝑅’ signal is presented, however, it can be seen in the example traces (Figure 10.9)
that the majority of the signal is in the in-phase (𝑋) component of the signal. As
expected, there is a quadratic dependence with the signal being lowest approximately
half way between the excitation coil and sensing point of the OPM. The signal
response agrees with that obtained when detecting the aluminium cylinder using
the fluxgate magnetometer in Section 5.6.

How the induced magnetic field strength varies with aluminium disks of varying
diameter are then studied with the results shown in Figure 10.10b. In the data shown
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here the cylinders were placed roughly half way between the OPM and excitation
coil with a distance of 26.4 cm from the excitation coil and 23.9 cm from the sensing
point of the OPM. 6061 T6 Aluminium cylinders of diameter 0.5 cm, 1 cm, 1.5 cm,
2 cm, 3 cm and 5 cm are placed in the setup with the secondary magnetic field
recorded. A dotted line is shown in Figure 10.10b to show the minimal detectable
field of the experimental setup. This shows that samples with a diameter as small
as 1 cm can successfully be detected in the experimental configuration. The induced
magnetic field is plotted against the diameter size and can be seen to follow a 1/𝐷3

relation. The prefactor for the experimental data is fitted and determined to be
8.16(7) pT/cm3. This prefactor can be compared to a theoretical prediction used
in [58] and shown in Section 5.5.2. It is noted that the geometry of the object is
different as the theory is for a sphere and a cylinder is used here. This is discussed in
Section 5.5.2.2 and it is expected there will be a scale factor difference between the
results due to the different shape geometries. However, the correct relation can still
be determined. The theory shown in Section 5.5.2.2 is for a magnetic object and
can be simplified further for a non-magnetic sample like the aluminium presented
here. For a non-magnetic object 𝜇𝑟 = 1 and hence the equation for the magnetic
moment of the induced objects (Equation 5.7) simplifies to

𝑚ec =
2𝜋𝑟3𝐵1(𝑧 = 𝑎)

𝜇0

𝑗2(𝑘𝑟)
𝑗0(𝑘𝑟)

, (10.6)

where 𝑟 is the radius of the sphere and 𝑎 is the distance from the excitation coil to
the object. In the high frequency regime the factor containing the Bessel functions
simplify as 𝑗2(𝑘𝑟)/ 𝑗0(𝑘𝑟) → −1. Hence the detected secondary magnetic field is
theoretically predicted to be

𝐵ec(𝑧 = 𝑎 + 𝑎′) = −𝑟
3𝐵1(𝑧 = 𝑎)

𝑎′3
, (10.7)

where 𝑎′ is the distance of the object from the detection point of the OPM. Hence
the induced magnetic field strength at the detection point can be written as 𝐵ec(𝑧 =
𝑎 + 𝑎′) = 𝛼𝐷3 where 𝛼 = 𝐵1(𝑧 = 𝑎)/8𝑎′3 and 𝐷 = 2𝑟 is the samples diameter. Sub-
stituting in the experimental parameters the prefactor is found to be 14.4 pT/cm3.
This agrees with theory up to a factor of 0.56(1), which agrees with the discrepancy
from the different sample geometry found in Section 5.5.2.2. Using this factor it
can be seen that the experimental data follows the expected theoretical trends for
varying the diameter of the conductive object.

The data presented for varying the diameter of the aluminium disk can be com-
pared to that presented in [2]. The portable OPM presented in [2] is orientation
based and uses a paraffin coated cell. This OPM uses two lasers at a much higher
light power than the sensor presented here. Other than the sensors used, the experi-
mental setup and samples detected are the same so a scaling factor only needs to be
considered for the differing primary magnetic fields as B𝑒𝑐 ∝ B1. Both of the portable
OPM prototypes have a comparable performance in shielded and unshielded con-
ditions for a Larmor frequency of approximately 11 kHz. In [2] an excitation field
measuring 127.7 nTrms at the vapour cell is used. The data presented in this thesis
hence has an excitation field that is 78% larger and hence the detected eddy current
field should also be 78% larger. Taking this factor into account it can be seen that
the value of 𝐵ec = 6.0𝐷3 agrees well with the values presented here. A difference
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Figure 10.10: Eddy current detection of 6061 T6 aluminium cylinders at (a) various
distances and (b) with various diameters. (a) When varying the position of the
object, the aluminium cylinder has a radius of 2 cm and a thickness of 2 cm. The
distance is varied from 6.4 cm to 26.4 cm with respect to the position of the excitation
coil. (b) when varying the diameter of the sample a thinner cylinder was used with
a thickness of 4 mm. The diameter varied between 0.5 cm and 5 cm with the sample
being placed 26.4 cm from the excitation coil.

of 31 % can be seen between the two data sets when taking into account the dif-
fering primary field. In [2] COMSOL simulated data using the model discussed in
[1] and Appendix C.1 is plotted along with the experimental data. By scaling the
fitted relation, which was found to be 𝐵ec = 4.5𝐷3 by the 78% larger field it can
be predicted from simulation that the induced magnetic field should be given by
𝐵ec = 8.01𝐷3. This agrees with the experimental results presented in Figure 10.10b
to within 2% and hence supports the experimental findings presented here. This
shows the capabilities of the portable alignment based OPM using a buffer gas cell
to perform as well as previous portable prototypes with the added benefit of a more
compact setup as only a single laser is required.

10.8 High frequency performance

The future goal application of the portable OPM presented in this chapter is to image
the heart using magnetic induction tomography (MIT) applications. As was outlined
in Section 3.4.2, the heart has a low conductivity and hence from Equation 3.6 a
higher frequency needs to be used to obtain detectable signals. Typically frequencies
in the range of 1-3 MHz are used [30, 25]. Hence, here the sensitivity of the portable
OPM is characterised at higher frequencies in the MHz range.

10.8.1 Shielded sensitivity

In order to characterise the intrinsic noise of the OPM at frequencies above 1 MHz,
without external magnetic noise influences, the OPM was placed in a mu-metal
shield. With the final design of the balanced photodetector (see Section 9.4.2)
installed, the Larmor frequency was set to 𝜔𝐿 ≈ 2𝜋(1.495 MHz) by a static magnetic
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Figure 10.11: Sensitivity of the portable alignment based magnetometer at a Larmor
frequency of approximately 1.5 MHz. The sensor head is placed inside a magnetic
shield. The cell is heated to a temperature of ∼ 50

◦
C. (a) The magnetic resonance

signal is plotted by sweeping the frequency of the RF magnetic field from 1.47 MHz
to 1.515 MHz. Four minute time traces are then recorded with the frequency set
to to the peak value in (a) at which 𝜔𝐿 ≈ 2𝜋(1.5 MHz) with (b) the RF field
amplitude on, (c) the RF amplitude set at zero which represents the intrinsic noise
of the optically pumped magnetometer and (d) the electronic noise of the setup. The
standard deviation of one second averages are found and the (e) Allan deviation is
also calculated for the time traces.

177



field of amplitude 𝐵0 = 427 μT. An oscillating magnetic field is then applied with the
frequency being swept form 1.47 MHz to 1.515 MHz and a fixed amplitude of 𝐵rf =
8.916 nTrms. The resulting magnetic resonance signal is shown in Figure 10.11a.
The signal begins to split and two clear outer peaks can be seen. Due to the non-
linear Zeeman separation not being much larger than the linewidth only the outer
two peaks can be distinguished at 1.4912 MHz and 1.4947 MHz. It is noted that
an additional peak at ∼ 1.4964 MHz can be seen on the higher frequency peak and
a second additional smaller peak at ∼ 1.4992 MHz. These smaller resonances are
due to the atoms trapped in the 𝐹 = 3 hyperfine ground state. This can be shown
from the ratio of the gyromagnetic ratios for the caesium ground states 𝛾F=3/𝛾F=4 =
−1.0032 [68] and hence for a Larmor frequency of 𝜔𝐿 ≈ 2𝜋(1.495 MHz) for the
𝐹 = 4 state the 𝐹 = 3 state should be shifted by ∼ 5 kHz, which supports what is
experimentally seen here.

To determine the noise performance of the OPM at the higher frequency, the RF
magnetic field frequency is fixed to the first peak at 𝜔𝑟 𝑓 = 𝜔𝐿 = 2𝜋(1.4912 MHz). A
five minute time trace is then recorded with a sample rate of 7.196 kHz. The smallest
detectable field with the RF magnetic field on is is 14.86 pT and 66.67 pT for the 𝑋
and 𝑌 component, respectively. The 𝑌 component of the signal is much noisier due
to the static field being noisy. This is due to the current source being noisier when
supplying larger currents. The intrinsic sensitivity is then determined by setting the
RF magnetic field amplitude to zero. Figure 10.11c shows the sensitivity to be 0.8 pT
and 0.85 pT for the 𝑋 and 𝑌 component respectively. This sensitivity is a factor of
∼ 3.5 worse than at low frequencies (see Figure 10.7). There are a number of factors
that contribute to the less sensitive result. The first reasoning comes from the fact
that the sensitivity is a result of the signal to noise ratio. As the non-linear Zeeman
splitting becomes dominant the signal amplitude begins to drop as the atoms are
pumped into two dark states and, due to the use of a single laser, the optical pumping
is not perfect. Another factor is from the increased sensitivity contribution from the
electronic noise. In Figure 9.10a it can be seen that there is an increase in the noise
floor of the balanced photodetector at and above 1 MHz. However, the electronic
noise is not the dominant contributor to the overall sensitivity despite the noise
significantly increasing compared to at low frequencies. A lower noise detector or
use of a higher light power would help to overcome this issue. Further improvements
in the sensitivity could also be seen by using a larger diameter laser light so that all
atoms in the vapour cell are continuously probed. If the diameter of the light were
increased from 2 mm to 5 mm the sensitivity would in theory improve by a factor
of 40%. With this said, it is noted that from the simulations, a sensitivity of less
than 1 pT should be sufficient for biomedical imaging of the heart.

10.9 Conclusion

Here, the development of a portable RF-OPM has been presented that operates with
a single laser beam and a buffer gas cell. It operates with sub-pT/

√
Hz sensitivity

for a Larmor frequency of 10 kHz in unshielded conditions. This performance is
similar to that presented in Ref. [2] with the added benefit of only using one laser
beam. The use of a buffer gas cell in this setup opens up the ability for the device to
be commercialised as buffer gas cells are more readily available than anti-relaxation
coated cells.
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With the use of electromagnetic induction, the remote detection of electrically
conductive objects was demonstrated. At a distance of 26.4 cm from the excitation
coil and 23.9 cm from the sensing point of the magnetometer the smallest detectable
object has a diameter of 1 cm. This detection range could be improved further by
using a larger primary magnetic field or reducing the noise floor of the OPM in
unshielded conditions.

The sensitivity of the magnetometer is tested at a higher Larmor frequency of
∼ 1.5 MHz where, in shielded conditions, a sensitivity of 0.825 pT/

√
Hz is obtained.

This is sufficient for detection of low conductive object such as a human heart. This
sensitivity could be further improved by increasing the beam diameter of the laser
beam such that it probes the entire volume of the vapour cell. The next steps
with the portable OPM is to test its sensitivity at high frequencies in unshielded
conditions and demonstrate its capabilities to image low conductive phantoms.

179



Chapter 11

Conclusions

The results presented in this thesis have focused on the development of alignment
based magnetometers and how eddy currents can be used to detect, image and
characterise electrically conductive objects. Positive steps have been shown towards
the miniaturisation of an alignment based magnetometer with the use of a buffer
gas vapour cell.

As a point of reference, a commercially available magnetic field sensor is used
to characterise the low frequency response of a non-magnetic (6061 T6 aluminium)
and magnetic sample (440c steel). In Section 5, a fluxgate magnetometer is used to
see how the induced eddy current signal varies with frequency between 10 Hz and
1 kHz. From this data, the electrical properties of the two samples are found. These
values are then used to create COMSOL simulations to verify the experimental data.
The signal response is also studied as the object’s position is varied on- and off-axis.
The on-axis data is also detected in Section 10 with the magnetic field sensor being
replaced with a prototype portable optically pumped magnetometer.

The focus of this thesis is primarily on alignment based magnetometers. The
theoretical model of an alignment based magnetometer is presented in Section 4.
Typically, anti-relaxation coated vapour cells have been used to demonstrate the
potential of alignment based magnetometry. The first, published, results of a buffer
gas vapour cell being used in an alignment based magnetometer are presented in
Section 6. A 65 Torr nitrogen buffer gas cell is placed in a table-top experimental
setup. The results are then compared with a paraffin coated cell of similar dimen-
sions. The alignment based magnetometer setup uses a single laser beam to pump
and probe the atomic ensemble. The use of a single laser beam has the benefit of
the OPM being able to be further miniaturised compared to setups reliant on two or
three laser beams. For magnetic induction tomography where arrays of magnetome-
ters may potentially be required the miniaturisation of the sensors is essential. The
use of a buffer gas cell in place of the typical anti-relaxation coated cell is essential
for commercialisation. Anti-relaxation coated cells are hand-blown and difficult to
make, with few people able to produce them. However, buffer gas cells can be pro-
duced using micro-fabrication techniques and hence can be mass produced. Hence
the work presented in this chapter shows positive steps towards the miniaturisation
and commercialisation of an RF magnetometer.

The spin noise spectroscopy of an alignment based model is then investigated by
introducing a stochastic magnetic field to the magnetometer along the light prop-
agation axis. Previously, models have been developed to describe the spin noise
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dynamics of an orientation based OPM but a similar model for an alignment based
magnetometer were missing. In Section 7, a model for the power spectral density
of the magnetometer is predicted using methods of stochastic calculus and the for-
malism of spherical tensors. These predictions are then verified using the paraffin
coated cell in the table-top setup presented in Section 6. This work paves the way
for alignment based magnetometers to be used in real time sensing tasks. Using
the characterisation of the spin noise spectroscopy, the time-varying signals can be
tracked beyond the nominal bandwidth of the magnetometer.

Further characterisation of the magnetometer is carried out near zero magnetic
field. By utilising the polarisation rotation signal a novel, modulation free method
for nulling the magnetic field is presented. Near zero-field the magnetometer has a
sensitivity of ∼ 300 fT/

√
Hz, which is sufficient for detecting a human heart beat.

This is demonstrated using a synthetic cardiac signal.
In order to miniaturise the table-top alignment based magnetometer setup, a

low noise and high bandwidth balanced photodetector needed to be designed with a
footprint small enough to fit in the prototype sensor head. As the application goal
of the portable OPM is to carry out magnetic induction tomography to map the
conductivity of low conductive objects, a high bandwidth of a few MHz is required.
The final balanced photodetector design is presented in Section 9 and is shot noise
limited at ∼ 4 μW for frequencies below 1 MHz increasing to ∼ 21 μW around
1 MHz. The presented bandwidth is also sufficient for MIT measurements.

The buffer gas cell, which was characterised in Section 6, was then used in
a prototype portable magnetometer which was designed to miniaturise the exper-
imental setup. Section 10 shows the portable OPM setup, with a sub-pT/

√
Hz

sensitivity which was obtained in unshielded conditions at a Larmor frequency of
𝜔𝐿 ≈ 2𝜋(10 kHz). The shielded sensitivity was characterised at a relatively low RF
frequency of 𝜔𝐿 ≈ 2𝜋(10 kHz) and a higher frequency of 𝜔𝐿 ≈ 2𝜋(1.5 MHz) with
230 fT/

√
Hz and 825 fT/

√
Hz, respectively. The magnetometer is less sensitive at

higher frequencies due to the optical pumping in a buffer gas vapour cell not being as
efficient. The sensitivities could further be improved by increasing the laser beam
diameter such that it probes the entire volume of the vapour cell. The potential
of the OPM to be used for eddy current measurements is then demonstrated by
detecting cylindrical aluminium samples. A 1.5 cm diameter sample was detected
with a good signal to noise ratio at a distance of approximately 25 cm from the
excitation coil and sensing point of the OPM. This shows that the portable OPM
presented in this thesis performs as well as the initial OPM prototype developed
by the group in Nottingham which was an orientation based magnetometer and is
presented in Ref. [2]. Hence the simplified model, with a buffer gas vapour cell,
shows good potential despite the design utilising a single laser beam configuration.

Future steps with the portable OPM are to image low conductive objects at high
frequencies by magnetic induction tomography. This is part of an ongoing collab-
orative project with The Neils Bohr Institute and The University of Copenhagen,
with the end goal being to image heart tissue using a portable magnetometer in un-
shielded conditions. This requires further characterisation of the OPM in unshielded
conditions at high frequencies, with promising results already being seen with the
portable alignment based magnetometer presented in this thesis. The long-term
outlook of this setup would be the commercialisation of the portable OPM. The use
of a buffer gas vapour cell in the prototype is a promising steps towards this goal.
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Appendix A

Optically pumping rate equations

𝑑𝑝4,−4
𝑑𝑡

= 𝑅𝑝 [𝑝4,−3 ⟨4, 1,−3, 0|3′,−3′⟩2] − Γ1𝑝4,−4 +
Γ1

16
(A.1)

𝑑𝑝4,−3
𝑑𝑡

=𝑅𝑝 [𝑝4,−2 ⟨4, 1,−2, 0|3,−2′⟩2 + 𝑝4,−3 ⟨4, 1,−3, 0|3,−3′⟩2] (A.2)

− Γ1𝑝4,−3 +
Γ1

16
− 𝑅𝑝𝑝4,−3 ⟨4, 1,−3, 0|3,−3′⟩

𝑑𝑝4,−2
𝑑𝑡

=𝑅𝑝 [𝑝4,−1 ⟨4, 1,−1, 0|3,−1′⟩2 + 𝑝4,−2 ⟨4, 1,−2, 0|3,−2′⟩2 (A.3)

+ 𝑝4,−3 ⟨4, 1,−3, 0|3,−3′⟩2] − Γ1𝑝4,−2 +
Γ1

16
− 𝑅𝑝𝑝4,−2 ⟨4, 1,−2, 0|3,−2′⟩

𝑑𝑝4,−1
𝑑𝑡

=𝑅𝑝 [𝑝4,0 ⟨4, 1, 0, 0|3, 0′⟩2 + 𝑝4,−1 ⟨4, 1,−1, 0|3,−1′⟩2 (A.4)

+ 𝑝4,−2 ⟨4, 1,−2, 0|3,−2′⟩2] − Γ1𝑝4,−1 +
Γ1

16
− 𝑅𝑝𝑝4,−1 ⟨4, 1,−1, 0|3,−1′⟩

𝑑𝑝4,0

𝑑𝑡
=𝑅𝑝 [𝑝4,1 ⟨4, 1, 1, 0|3, 1′⟩2 + 𝑝4,0 ⟨4, 1, 0, 0|3, 0′⟩2 (A.5)

+ 𝑝4,−1 ⟨4, 1,−1, 0|3,−1′⟩2] − Γ1𝑝4,0 +
Γ1

16
− 𝑅𝑝𝑝4,0 ⟨4, 1, 0, 0|3, 0′⟩

𝑑𝑝4,1

𝑑𝑡
=𝑅𝑝 [𝑝4,0 ⟨4, 1, 0, 0|3, 0′⟩2 + 𝑝4,1 ⟨4, 1, 1, 0|3, 1′⟩2 (A.6)

+ 𝑝4,2 ⟨4, 1, 2, 0|3, 2′⟩2] − Γ1𝑝4,1 +
Γ1

16
− 𝑅𝑝𝑝4,1 ⟨4, 1, 1, 0|3, 1′⟩

𝑑𝑝4,2

𝑑𝑡
=𝑅𝑝 [𝑝4,1 ⟨4, 1, 1, 0|3, 1′⟩2 + 𝑝4,2 ⟨4, 1, 2, 0|3, 2′⟩2 (A.7)

+ 𝑝4,3 ⟨4, 1, 3, 0|3, 3′⟩2] − Γ1𝑝4,2 +
Γ1

16
− 𝑅𝑝𝑝4,2 ⟨4, 1, 2, 0|3, 2′⟩
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𝑑𝑝4,3

𝑑𝑡
=𝑅𝑝 [𝑝4,2 ⟨4, 1, 2, 0|3, 2′⟩2 + 𝑝4,3 ⟨4, 1, 3, 0|3, 3′⟩2] (A.8)

− Γ1𝑝4,3 +
Γ1

16
− 𝑅𝑝𝑝4,3 ⟨4, 1, 3, 0|3, 3′⟩

𝑑𝑝4,4

𝑑𝑡
= 𝑅𝑝 [𝑝4,3 ⟨4, 1, 3, 0|3′, 3′⟩2] − Γ1𝑝4,4 +

Γ1

16
(A.9)

𝑑𝑝3,−3
𝑑𝑡

=𝑅𝑝 [𝑝4,−2 ⟨4, 1,−2, 0|3,−2′⟩2 + 𝑝4,−3 ⟨4, 1,−3, 0|3,−3′⟩2] (A.10)

− Γ1𝑝3,−3 +
Γ1

16

𝑑𝑝3,−2
𝑑𝑡

=𝑅𝑝 [𝑝4,−1 ⟨4, 1,−1, 0|3,−1′⟩2 + 𝑝4,−2 ⟨4, 1,−2, 0|3,−2′⟩2 (A.11)

+ 𝑝4,−3 ⟨4, 1,−3, 0|3,−3′⟩2] − Γ1𝑝3,−2 +
Γ1

16

𝑑𝑝3,−1
𝑑𝑡

=𝑅𝑝 [𝑝4,0 ⟨4, 1, 0, 0|3, 0′⟩2 + 𝑝4,−1 ⟨4, 1,−1, 0|3,−1′⟩2 (A.12)

+ 𝑝4,−2 ⟨4, 1,−2, 0|3,−2′⟩2] − Γ1𝑝3,−1 +
Γ1

16

𝑑𝑝3,0

𝑑𝑡
=𝑅𝑝 [𝑝4,1 ⟨4, 1, 1, 0|3, 1′⟩2 + 𝑝4,0 ⟨4, 1, 0, 0|3, 0′⟩2 (A.13)

+ 𝑝4,−1 ⟨4, 1,−1, 0|3,−1′⟩2] − Γ1𝑝3,0 +
Γ1

16

𝑑𝑝3,1

𝑑𝑡
=𝑅𝑝 [𝑝4,0 ⟨4, 1, 0, 0|3, 0′⟩2 + 𝑝4,1 ⟨4, 1, 1, 0|3, 1′⟩2 (A.14)

+ 𝑝4,2 ⟨4, 1, 2, 0|3, 2′⟩2] − Γ1𝑝3,1 +
Γ1

16

𝑑𝑝3,2

𝑑𝑡
=𝑅𝑝 [𝑝4,1 ⟨4, 1, 1, 0|3, 1′⟩2 + 𝑝4,2 ⟨4, 1, 2, 0|3, 2′⟩2 (A.15)

+ 𝑝4,3 ⟨4, 1, 3, 0|3, 3′⟩2] − Γ1𝑝3,2 +
Γ1

16

𝑑𝑝3,3

𝑑𝑡
=𝑅𝑝 [𝑝4,2 ⟨4, 1, 2, 0|3, 2′⟩2 + 𝑝4,3 ⟨4, 1, 3, 0|3, 3′⟩2] (A.16)

− Γ1𝑝3,3 +
Γ1

16
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Appendix B

Eddy current detection using a
fluxgate magnetometer

B.1 Allan deviation of the out-of-phase compo-

nent
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Figure B.1: Allan Deviation of the out-of-phase response of the fluxgate at (a) 10 Hz,
(b) 120 Hz, (c) 500 Hz and (d) 1000 Hz

The stability of the out-of-phase signal is shown in Figure B.1. It can be seen that
the stability and sensitivity of the signal is similar to the in-phase component (see
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Figure 5.3). When both coils are on the smallest detectable field are 42 pT at 10 Hz,
42 pT at 120 Hz, 50 pT at 500 Hz and 81 pT at 1 kHz. This is in good agreement
with the smallest detectable fields for the in-phase component.
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Appendix C

COMSOL simulations

C.1 Fluxgate measurements

The results of the eddy current simulations, presented in Section 5, were performed
using the AC/DC module in COMSOL Multiphysics 5.6. The ‘Magnetic Fields’
interface was used to compute the magnetic field and induced current distributions
in and around the coils and electrically conductive samples. The default COMSOL
settings were used for this interface. In order to replicate the setup, a 3D model
was created (Figure C.1). The model consisted of a coil placed above a conductive
object. To reduce complexity, an imaginary single-turn coil was chosen to generate
the primary magnetic field. The coil and the object were then placed in the finite
sphere air domain, the size of which was ten times bigger than the size of the object.
The infinite element domain is included in the model (see Figure C.1). Its size is one-
tenth of the overall dimensions of the model. The infinite domain ensures that the
governing equations behave similarly to nature and no reflecting boundary conditions
appear in the system. The finite element mesh was used to subdivide the CAD model
into smaller domains, where a set of equations can be solved. As these elements are
made with a refined mesh, the solution approaches the true solution. Figure C.1b
shows that the finite element mesh consists of three-dimensional tetrahedral solid
elements and five layers of infinite element meshes, which have been added to the
spherical domain. All of the simulations were performed using a 3.60 GHz Intel(R)
Xeon processor with 128 GB RAM.

(a) (b)

Figure C.1: The 3D finite element model designed in COMSOL, showing (a) an
object at the origin, the primary coil, and the boundary layer; and (b) the free
tetrahedral elements for the object and for the finite domain.
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In all simulations presented in Section 5, the domain was meshed with free tetra-
hedral elements consisting of 188,265 domain elements. Subsequent mesh refine-
ments were performed until negligible changes occurred in the simulated curves.
Figure C.2 shows the simulated magnetic field ratio (|Bec |/|B1 |) for the solid alu-
minium cylinders with different mesh sizes for domain elements. In this figure normal
= 11,394 domain elements, fine = 21,634 domain elements, finer = 55,144 domain
elements and extra-fine = 188,265 domain elements. This is compared to the ex-
perimental data obtained in Section 5.5 with the results presented in Figure C.2. It
can be seen that finer meshes result in the COMSOL simulation converging more
closely to the experimentally obtained data.
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Figure C.2: Investigation of the optimal mesh type to employ. The experimental
and simulated magnetic field ratio (|Bec |/|B1 |) for solid aluminium cylinders were
compared with different mesh sizes: normal = 11,394; fine = 21,634; finer = 55,144;
extra-fine = 188,265.

For each data set, the simulation was run twice. The first run had the object
present with the properties matching those used experimentally. The second run was
done without the object present. Instead of removing the object from the simulation,
its properties were changed to match that of the host medium (air). When using
this technique, the mesh was preserved in both cases, eliminating any errors arising
from the influence of the mesh on the results. The difference between these two
simulation outputs is the secondary magnetic field that is induced in the object.

Figure C.3 shows the directions of the primary and secondary magnetic fields
when the conductive object is placed on- and off-axis, respectively. With the object
placed on-axis, the primary and secondary magnetic fields only have a 𝑧-component
at the sensing point of the magnetometer. When the object is placed off-axis (in the
𝑦-𝑧-plane), the secondary magnetic field generally has components in both the 𝑦- and
𝑧-direction. In Section 5, the 𝑧-component of the magnetic field is experimentally
measured and compared to the simulation results.
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(a) (b)

Figure C.3: Simulation model results when a solid metallic cylinder is placed (a)
on-axis and (b) off-axis. The magnetic moment of the primary coil (black line) is
aligned along the z-axis, and stream plots of the magnetic filed lines (black lines with
arrows) produced by the primary coil are shown. The induced secondary magnetic
field Bec(𝑡) generated by eddy currents in the object are represented by the red lines
with arrows on.

C.2 Imaging low conductivity samples

(a) (b)

Figure C.4: Simulation model design for a (a) sample of dimensions 6 cm×4 cm×1 cm
with a defect at the centre with a radius of 5 mm. (b) The COMSOL model with
the sample off-axis.

A similar model to that described above is employed to model the expected
signal from a sample with similar electromagnetic properties to a human heart. The
mesh type used is ‘normal’ for the data presented using this simulation model. For
simplicity, the sample is given a simple rectangular prism geometry with dimensions
6 cm × 4 cm × 1 cm with a defect at the centre with a radius of 5 mm, as shown in
Figure C.4a. The sample has a conductivity of 0.5 S/m and the relative permittivity
was set to 1. For the defect the conductivity was set to 0 S/m, to replicate air. A coil
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with a radius of 5 mm was placed 3 cm from the centre of the object and the detection
point of the induced magnetic fields was placed 5 cm from the centre of the sample.
The coil and sensing point are on opposite sides of the sample. There are two ways
that a 2D image of an object can be obtained: the first option is to keep the object at
a fixed position and move the magnetic field sensing point and coil simultaneously.
The other option is to move the object whilst keeping the position of the coil and
sensing point fixed. The latter was chosen as in an experimental setup with an
OPM moving the sensor can introduce changes in the background magnetic field.
OPMs are extremely sensitive to variations in the background field, so changing the
sensor’s position would alter the residual fields within the experimental setup. This
would result in significant noise and calibration issues. By keeping the sensor and
coil stationary and moving only the sample, one preserves a stable measurement
environment, ensuring reliable and repeatable data. The experimental setup in
COMSOL is shown in Figure C.4b. How eddy currents are induced in the sample
when the coil is at the centre of the object, over the defect, is shown in Figure C.5a.
For the sample in the same position, the directions of the primary and secondary
magnetic fields are shown in Figure C.5b.

(a) (b)

Figure C.5: The (a) eddy current flow in the sample (b) the corresponding magnetic
field lines produced around the sample. The magnetic moment of the primary coil
(black line) is aligned along the z-axis, and stream plots of the magnetic filed lines
(black lines with arrows) produced by the primary coil are shown. The induced
secondary magnetic field Bec(𝑡) generated by eddy currents in the object are repre-
sented by the red lines with arrows on.
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Appendix D

Zero-field magnetometer

D.1 Near zero-field fit parameters for nulling the

magnetic field
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Figure D.1: Sweeping a magnetic field applied along the 𝑦-direction near zero-field
condition. The fit parameters for the (a) 𝑧 values when varying the value of 𝑥 and
(b) the 𝑥 values when varying the value of 𝑧 from the fits in Figure 8.2b and 8.2d,
respectively.
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Figure D.2: Sweeping a magnetic field applied along the 𝑧-direction near zero-field
condition. The fit parameters for the (a) 𝑦 values when varying the value of 𝑥 and
(b) the 𝑥 values when varying the value of 𝑦 from the fits in Figure 8.3b and 8.3d,
respectively.

D.2 Sweeping the magnetic field over a large range

Alongside looking at how the polarisation rotation signal changes with small changes
in the overall magnetic field in the magnetic shield, a range that is larger than the
linewidth of the magnetometer was also studied. The field was varied such that
the overall field in each direction was −40 nT to +40 nT. The results were then
fitted to Equation 8.2. The fitting procedure here is different as the fit parameters
for the linewidth and offset are shared between all 25 data sets. Such that when
the sweeping magnetic field is in the 𝑦-direction only 𝑥 and 𝑧 are fitted individually
for each data set. Similarly, when sweeping the 𝑧-direction field only the 𝑥 and 𝑦

parameters are not shared between the data sets. Figure D.3 shows the results for
sweeping the ŷ component of them magnetic field. It can be seen that when fitting
to the full equation a linear relationship is still obtained. Figure D.4 shows a similar
relationship for when the ẑ component of the field is swept. Hence showing that the
theory is not limited to the residual field being very close to zero.
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Figure D.3: Sweeping a magnetic field applied along the 𝑦-direction near zero-field
condition. Solid lines are experimental data, and dashed lines are fits to Equa-
tion 8.2. (a) and (b) show signals for various settings of an magnetic field applied
along the 𝑥- and 𝑧- directions, respectively. (c) and (d) show the corresponding fit
parameters 𝑥 ∝ 𝐵𝑥 and 𝑧 ∝ 𝐵𝑧 which are proportional to different components of the
net magnetic field. The DC fields are 𝐵DC

𝑦 = −44.00(1) nT, 𝐵DC
𝑧 = −97.35(1) nT

in (a) and 𝐵DC
𝑥 = 13.86(1) nT in (b). The parameter Γ/𝛾 was a global fit param-

eter for all the resonances in (a) and was found to be 11.66(±0.03) nT. Similarly,
Γ/𝛾 = 10.55(±0.03) nT was found for the resonances in (b).
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Figure D.4: Sweeping a magnetic field applied along the 𝑧-direction near zero-field
condition. Solid lines are experimental data, and dashed lines are fits to Equa-
tion 8.2. (a) and (b) show signals for various settings of an magnetic field applied
along the 𝑥- and 𝑦- directions, respectively. (c) and (d) show the corresponding fit
parameters 𝑥 ∝ 𝐵𝑥 and 𝑦 ∝ 𝐵𝑦 which are proportional to different components of
the net magnetic field. The DC fields are 𝐵DC

𝑧 = −97.35(1) nT, 𝐵DC
𝑦 = −44.00(1) nT

in (a) and 𝐵DC
𝑥 = 13.76(1) nT in (b). The parameter Γ/𝛾 was a global fit param-

eter for all the resonances in (a) and was found to be 15.88(±0.03) nT. Similarly,
Γ/𝛾 = 17.50(±0.03) nT was found for the resonances in (b).
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D.3 Reduced sensor response sensitivity

Figure. D.5 shows a scaled version of the power spectral density (Figure 8.6). Here
the data has been scaled to take into account the drop off in the magnetometer’s
response at higher frequencies. The noise floor shows a sensitivity of ≈ 2 pT/

√
Hz at

1 Hz. The sensitivity improves to ≈ 0.3 pT/
√

Hz between 10 Hz and 100 Hz before
deteriorating as the magnetometers response starts to reduce.

Figure D.5: Performance of the OPM at zero-field scaled to the reduced sensor
response as the frequency increases.
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K. J. Mullinger, T. M. Tierney, S. Bestmann, G. R. Barnes, R. Bowtell, and
M. J. Brookes. Moving magnetoencephalography towards real-world applica-
tions with a wearable system. Nature, 555:657–661, 2018.

[23] D. A. Keder, D. W. Prescott, A. W. Conovaloff, and K. L. Sauer. An un-
shielded radio-frequency atomic magnetometer with sub-femtotesla sensitivity.
AIP Adv., 4(12):127159, 2014.

[24] W. Chalupczak, R. M. Godun, S. Pustelny, and W. Gawlik. Room temperature
femtotesla radio-frequency atomic magnetometer. Applied Physics Letters,
100(24), 2012.

[25] C. Deans, L. Marmugi, and F. Renzoni. Sub-sm–1 electromagnetic induction
imaging with an unshielded atomic magnetometer. Applied Physics Letters,
116(13), 2020.

196



[26] W. E. Bell and A. L. Bloom. Optical detection of magnetic resonance in alkali
metal vapor. Physical Review, 107(6):1559, 1957.

[27] M. V. Romalis and H. B. Dang. Atomic magnetometers for materials charac-
terization. Materials today, 14(6):258–262, 2011.

[28] P. Bevington, R. Gartman, and W. Chalupczak. Enhanced material defect
imaging with a radio-frequency atomic magnetometer. Journal of Applied
Physics, 125(9), 2019.

[29] C. Deans, Y. Cohen, H. Yao, B. Maddox, A. Vigilante, and F. Renzoni. Elec-
tromagnetic induction imaging with a scanning radio frequency atomic mag-
netometer. Applied Physics Letters, 119(1), 2021.

[30] K. Jensen, M. Zugenmaier, J. Arnbak, H. Stærkind, M. V. Balabas, and E. S.
Polzik. Detection of low-conductivity objects using eddy current measurements
with an optical magnetometer. Phys. Rev. Research, 1:033087, 2019.

[31] C. Deans, L. Marmugi, and F. Renzoni. Sub-picotesla widely tunable atomic
magnetometer operating at room-temperature in unshielded environments.
Review of Scientific Instruments, 89(8), 2018.

[32] J. W. Blanchard, B. Ripka, B. A. Suslick, D. Gelevski, T. Wu, K. Münnemann,
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