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Abstract

Uniquely, solar sails are a means of accelerating a spacecraft via ambient space

radiation rather than onboard propellant. In principle, this allows for continuous

acceleration, and for the attaining of higher velocities than a reaction engine

may achieve. These sails are also amongst the most sustainable orbit control

systems, being associated with reduced satellite weight, mission cost and space

debris footprint. However, they also have weaknesses that constrain how and

where they can be used — most notably, their poor performance in low Earth

orbit (LEO), where the majority of satellite missions occur. Transmissive solar

sails may mitigate these weaknesses and thereby promote the broader adoption

of solar sails. Advocating for this future, this thesis seeks to collate and expand

the existing literature pertaining to these sails across three core domains: orbital

dynamics, optical design, and manufacturing processes.

A flight model was developed to characterise the behaviour of differently de-

signed and differently steered solar sails in LEO, with consideration given to

atmospheric drag, eclipse and orbital precession during orbit-raising manoeu-

vres. These designs included transmissive sail proposals of both refractive and

diffractive varieties and a contemporary reflective solar sail for comparison. Sim-

plified ‘zero-α’ steering was found to constrain the flight envelope of transmissive

sails. When optimally steered, these sails unanimously demonstrated lower per-

formance sensitivity to altitude but greater sensitivity to orbital inclination than

contemporaries. Greater synergy with certain Sun-synchronous orbits (SSO) was
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found, but also greater sensitivity to the orbital plane changes that arise in non-

SSOs. Sails were sorted according to performance: some refractive and diffractive

metasails surpassed reflectors in every flight regime (Type A transmissive sails);

simpler refractive and diffractive sails surpassed reflectors only in low altitude,

high inclination orbits, particularly SSO (Type B); other diffractive sails surpassed

reflectors in low altitude orbits more generally, and were otherwise comparable to

reflectors (Type C ). A case study with a 36 m2 Type A sail demonstrated transit

times from LEO that were comparable to mid-range electric thrusters.

The optical design of refractive sail patterns using single-index materials was

explored in-depth via numerical optimisation: a ray tracing simulation was de-

veloped to calculate the solar radiation pressure (SRP) and torque per unit area

generated by refractive objects illuminated in vacuum. A model-free reinforce-

ment learning optimiser was developed to iterate upon geometries according to

a user-defined fitness function. These tools were integrated to generate numeri-

cally optimised patterns ranging from high acceleration micro-prisms to passively

stable freeform lightfoils. The optimiser was shown to substantially improve the

performance of optical elements, usually by harnessing total internal reflection.

In one notable example, a simple pattern of cylinders evolved into a pattern of

freeform elements that achieved 74% of the theoretical maximum tangential SRP

— compared to the 42% efficiency reported for single-index refractive designs in

prior literature. In another case, a single lightfoil was optimised for stability,

and had its maximum corrective torque increased by 50% over that of the initial

proposal. However, the optimisation process was shown to be highly sensitive

to the configuration of both the simulation and the optimiser AI. For example,

identical fitness functions applied to different initial geometries often resulted in

very different solutions. Furthermore, geometries were seen to lose resolution

during optimisation as a result of the optimiser removing ‘low reward’ vertices

from convex hull calculation. These findings demonstrate the validity — but also

the complexity — of using model-free reinforcement learning for the design of
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non-imaging optical devices.

The manufacturing of transmissive solar sails was investigated with a focus on

feasibility, cost, and accessibility from the perspective of a small satellite devel-

oper. The viability and cost of executing processes in-house was compared with

the cost of commercial outsourcing, and several in-house trials were conducted.

For fabricating the unpatterned sail sections, thin film fabrication trials were car-

ried out using doctor blading and a water-float method. For fabricating patterned

moulds, greyscale lithography and dry plasma etching comprised the conventional

manufacturing methods trialled, while digital light processing and two-photon

polymerisation comprised the additive methods trialled. Finally, pattern transfer

trials included silicone moulding, linear thermal nanoimprint lithography, and

roll-to-plate UV nanoimprint lithography. The evaluation favoured a commercial

solution for the thin film fabrication stage. For mould manufacture, several viable

conventional and additive methods were discussed, but a clear winner was not

identified. For the pattern transfer stage, procuring a rolling nanoimprinter for

in-house use was favoured above a certain volume or size of sail. A prototype

solar sail payload was also designed for the University of Nottingham CubeSat

JamSail in preparation for a future in-orbit demonstration mission.
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Chapter 1

Introduction

Conventional ‘reflective’ solar sails are a relatively new yet well understood tech-

nology that are suited to a narrow band of niche applications, such as space

exploration. Despite providing lower rates of acceleration than their contem-

poraries, they may reach higher velocities (achieve higher ‘∆V ’) because they

utilise solar radiation pressure (SRP) rather than propellant; within reasonable

proximity to a star, a solar sail may accelerate for far longer than a reaction

engine. Theoretically, a solar sail that is not subject to optical degradation could

continue to accelerate indefinitely. Additionally, the performance of a solar sail

scales directly with its size. It has been theorised that large solar sails may be

manufactured from orbit using in-space additive manufacturing (ISAM) methods

[1], allowing for rates of acceleration comparable to chemical engines. By con-

trast, conventional propulsion systems see depreciating gains in acceleration and

∆V when they are scaled up, as described by the Tsiolkovsky rocket equation.

Solar sails can also provide continuous torque for attitude control [2, 3]; they are

not reliant on propellant as thrusters are, do not become ‘saturated’ as reaction

wheels do, and can operate beyond low Earth orbit (LEO) where magnetorquers

would cease to operate [4]. Furthermore, if there is an avenue by which solar

sails can be made suitable for wide-scale adoption by the space sector, there is a
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strong argument to be made for doing so. This is because solar sails are arguably

the most sustainable option for manoeuvring and orienting a satellite: they do

not contaminate other systems with exhaust emissions, reduce launch weight and

mission costs, and would serve to passively mitigate space debris by their very

adoption (see section 4.2.5).

In terms of functional, validated technologies, the state-of-the-art of solar sail de-

sign is defined by square quadrants of highly reflective, metallised polymer films

(specifically, aluminised), deployed via some combination of rotational inertia,

elastic energy or motor torque applied to four extendable booms. This describes

every solar sail that has managed to deploy in space to date [5–8]. Therefore, in

holistic terms, the design of functional sailcraft has changed relatively little in the

last 15 years. The state-of-the-art for the SRP-generating membranes that com-

pose these sails has also changed little, as aluminium is already highly efficient in

its role and has few competitors. A rare advancement in membrane functional-

ity was demonstrated by NASA’s ACS3, which featured a metallised (chromised)

emission layer on the underside for thermal stability [8]. This indirectly im-

proves SRP over the duration of a mission by mitigating optical degradation [9].

SRP has otherwise been improved by minimising losses and sources of perfor-

mance uncertainty, such as from sail wrinkling. However, while direct increases

in the SRP capacity of reflective sails have been modest, improvements in sail

acceleration have continued steadily. This has been achieved by reducing sail

thickness (IKAROS, NanoSail: 7.5 µm, LightSail: 4.5 µm, ACS3: 2.1 µm [5–8])

and, with the notable outlier of the spin-deployed IKAROS, increasing deployed

sail size (IKAROS: 196 m2, NanoSail: 10 m2, LightSail: 32 m2, ACS3: 80 m2

[5–8]). Overall, this has effected a trend of greater net force and greater mass

efficiency (see section 2.2.5 for definitions). In terms of functionally validated at-

titude control, the state-of-the-art is the reflectivity control device (RCD), which

may induce torques by affecting the distribution of SRP about the sail. This

was demonstrated by IKAROS [5], and remains the only example of sail-based
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attitude control being demonstrated in space.

Because two of these sailcraft successfully demonstrated functional solar sailing

(JAXA’s IKAROS [5]; the Planetary Society’s LightSail-2 [7]), solar sails of this

kind have a technological readiness level (TRL) of 6-7. It it noteworthy that, of

the three that failed to perform solar sailing because of issues with the sail itself,

two failed to accelerate due to atmospheric drag [6, 7]. The third is currently ex-

periencing attitude control issues arising from boom deformation induced during

deployment [8].

Despite their promise, it is clear that solar sails have matured slowly. This is true

even when compared to other high ∆V propulsion systems, such as the electric

thruster, which reached commercial operation (TRL 9) within 16 years of its

debut [10]. This lack of demand is a symptom of the perception that solar sails

are unsuitable for most modern satellites, for which LEO and geosynchronous

orbit (GEO) are the dominant flight regimes. This perception is largely justified

due to the following characteristics of reflective solar sails:

1. Constrained acceleration:

The acceleration of a solar sail at 1 au (astronomical unit) is constrained

by the available ambient solar irradiance, and by the size of sail that is able

to be stowed, launched and deployed to convert this irradiance into SRP.

Technologies such as beamed energy or ISAM may pose a viable means

of relaxing either constraint in the future, but for the modern solar sail,

only low, non-impulsive rates of acceleration are feasible. This is a problem

because satellite missions have a time limit dictated by the shelf-life of

their other systems; most LEO missions are expected to last for only 4-5

years [11]. Therefore, a rapidly accelerating impulsive system may be more

attractive — provided that the ∆V requirements of the mission are not

prohibitive.
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2. Performance sensitivity to altitude and solar cycle:

In LEO, a solar sail will induce significant atmospheric drag if its surface is

presented to the incoming airflow. This is unavoidable for a reflective sail;

presenting its reflective surface to the Sun in a conducive manner will always

involve presenting its opposing surface to the incoming airflow (see section

2.1.3). The sail membrane may also be deformed by this airflow, degrading

its ability to generate velocity-wise SRP. The result is that the ability of

a solar sail to accelerate will fall as altitude falls (from around 1, 000 km)

until orbital decay becomes unavoidable (around 600 km under mean solar

activity) [12, 13]. This is a significant disadvantage because the majority

of satellites operate entirely within LEO [14]. Moreover, the sensitivity of

a solar sail to altitude is itself sensitive to solar activity. This is because

heightened solar activity correlates with increased extreme-ultraviolet ra-

diation, which heats the thermosphere and causes atmospheric density to

rise. Atmospheric density, and therefore atmospheric drag, may change by

an order of magnitude above the expected median as a result, albeit in a

predictable manner [15].

3. Performance sensitivity to orbital plane orientation:

A solar sail that is orbiting a body other than the Sun will exhibit sensitiv-

ity to the angle drawn between its orbital plane and the Sun (see section

2.1.4). Notably, orbits with low inclination with respect to the ecliptic

will erode sail performance, amplify altitude sensitivity, and frequently en-

counter eclipses; so will orbits for which one of the two orbital nodes lies

near perihelion. This is an issue because LEO missions often constitute a

rideshare or ‘piggyback’ launch, whereby multiple satellites with conflicting

orbital requirements are launched together. The injection orbit parameters

of individual satellites may therefore be compromised. As a solar sail will

be incompatible with certain orbits, its inclusion may restrict the launch

opportunities of a satellite developer [16].
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4. Performance uncertainties:

Sail performance is difficult to model accurately as non-linearities may

be introduced by billowing, wrinkling, material deformation, satellite self-

shadowing and optical degradation [2, 17–20]. Additionally, uncertainties

are presented by both the optical properties of a sail [21] and the expected

solar irradiance [21, 22].

5. Complexity of steering:

Solar sails operating from within a heliocentric orbit will have relatively sim-

ple manoeuvres to perform, and ample time to perform them. Conversely,

solar sails operating from LEO must adjust their attitudes constantly in

order to perform even the simplest manoeuvre. Furthermore, unless the

sail can be retracted, steering must be performed at all times. In contrast,

a reaction engine may perform its manoeuvre quickly, and then be turned

off.

6. Impingement on other systems:

The presence of a solar sail can affect several unrelated systems. Self-

shadowing affects solar panels, antennas and optical payloads directly. Self-

shadowing (and sail emission) will also cool a satellite, indirectly affecting

temperature-sensitive systems such as batteries and biological payloads [23].

Furthermore, the performance of a solar sail depends on its attitude (ori-

entation) relative to the Sun [2], and doing so incorrectly may lengthen

the already lengthy manoeuvre times [24, 25]. As discussed above, steering

must be maintained continuously; this may conflict with the operation of

other systems that require pointing.

7. Dependence on deployment systems:

Any system that involves moving parts is viewed with suspicion by satellite

developers as they introduce single points of failure [26] and deployment
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systems are amongst the most complex. Additionally, solar sails have been

shown to promote vibration under insufficient tension [27]. Sufficient ten-

sion during deployment is particularly difficult to achieve for large sails and,

left unchecked, may result in membrane drift that may jam a deployment

mechanism [28].

The operational weaknesses described by bullets (1-6.) make solar sails an uncom-

petitive solution for typical, near-Earth satellite control, and outright infeasible

for satellites operating in low LEO. In order for the space sector to embrace solar

sails and the many advantages that they entail, these weaknesses must be ade-

quately mitigated. Conventional, reflective solar sails may mitigate some of these

issues in time by way of continuing to mature, and by the advent of certain key

enabling technologies:

Beamed energy technologies may unconstrain irradiance while on-orbit manufac-

turing/ISAM technologies may unconstrain sail size; either approach may effec-

tively unconstrain the (1.) acceleration of future solar sails. Meanwhile, the issue

of (2.) altitude sensitivity cannot be mitigated by reflective solar sails, nor can

the issue of (3.) sensitivity to orbital plane orientation. These three issues are

the performance limiters; the remaining issues pertain to reliability and complex-

ity. (4.) Performance uncertainty will be negated in time by more sophisticated

models of the space environment, predictive models for the optical degradation

of materials in space, and by the maturing of the reflective solar sail class —

particularly the maturing of sail structures that can ensure that sail membranes

in orbit conform more closely with the ‘flat mirror’ ideal. On the other hand,

the issue of (5.) steering complexity is an innate feature of reflective solar sails

that cannot be mitigated. The issue of (6.) impingement on other systems is

also not easily mitigated, but it is a lesser issue; indeed, reaction engines impede

other systems in different ways (e.g. contamination via exhaust emissions). Fi-

nally, the issue of (7.) deployment issues may be negated slowly via increasingly
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robust sail deployment systems of ever-growing flight heritage; or more suddenly

in the future, by making sail stowing unnecessary with the advent of on-orbit

manufacturing and ISAM technologies.

While several of these issues are clearly mitigable without considering alternative

classes of solar sail, many are not. In particular, the issues of (2.) altitude

sensitivity, (5.) steering complexity and (6.) impingement on other systems are

bound up with the reflective solar sail class.

This is where an alternative, ‘transmissive’ solar sail may be of assistance. Like

a conventional solar sail, a transmissive one will generate SRP by redirecting

sunlight. Unlike a conventional solar sail, a transmissive one will transmit sun-

light through an optically transmissive and typically highly refractive membrane,

rather than reflecting it with a metallic one. If perfectly flat — as for an ide-

alised reflector — a transmissive sail will generate zero net SRP because refraction

events on entry and egress of sunlight from the membrane will cancel out. To

be useful, a transmissive solar sail must incorporate a surface pattern that can

effectively harness either refraction or diffraction to redirect sunlight through

the membrane, and for which a plethora of designs have been proposed [29–36].

With the exception of those designs that utilise metamaterials (so-called meta-

sails), the functional elements of these sails are based on mature technologies,

such as diffraction gratings.

As explored later in this report, the manner in which these sails generate SRP

results in certain behaviours that are highly conducive to solar sailing. Advan-

tages include a significant reduction in (2.) altitude sensitivity [29], as well as

milder mitigations for (5.) steering complexity [34, 35] and (6.) impingement

on other systems. Notably, these issues are not likely to be improved by matur-

ing the reflective sail class. In the case of an enormous and idealised reflective

sail of the future, atmospheric drag, rotational inertia, and self-shadowing will

be made more prominent, exaggerating the issues of (2.), (5.) and (6.), respec-
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tively. Furthermore, some transmissive sail designs have been proposed that

may generate higher rates of acceleration than reflective sails even in interplan-

etary space, where they are not advantaged by their lower altitude sensitivity

[30, 31, 33, 35, 37]. As such, these sails are a means of relaxing the constraints

of (1.) sail acceleration prior to the advent of ISAM or beamed energy. On the

other hand, it should be noted that beamed energy may provide some of the same

benefits as switching to a transmissive sail (albeit perhaps at the expense of ceas-

ing to be a low cost system; requiring expensive and precise laser infrastructure):

increasing sail irradiance with beamed energy is a means of increasing the capac-

ity of a sail to generate SRP without increasing its size, and therefore, without

increasing its capacity for atmospheric drag. This may mitigate the issues of (1.)

acceleration, (2.) altitude sensitivity, and may re-frame the issue of (3.) orbital

plane orientation sensitivity (in the presence of several lasers that are able to fire

from different locations, perhaps nullifying the issue entirely). However, beamed

energy could also be applied to a transmissive sail [38] to enjoy the advantages

of both innovations.

In summary, a transmissive sail may mitigate issues that even highly advanced

reflective sails cannot. Its advantages have overlap and synergy with beam-

propulsion, and it would use technologies that have greater readiness than either

ISAM or beamed energy. As such, in the near-term, transmissive sail design could

facilitate the adoption of solar sails by the terrestrial satellites that dominate the

modern space sector, with all the benefits for cost, sustainability and ∆V that

this would entail.

This is a glamorous future, but several questions remain to be answered: how

substantial are these performance advantages for different sail types in different

flight regimes, and are there disadvantages? What satellite applications would

they be compatible with? Can the performance of higher readiness designs made

of simple materials be brought closer to the performance of lower readiness but
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higher performance metasail designs (proposals citing metamaterial optical prop-

erties)? And how easily are these simpler designs to realise for a small satellite

developer? These are codified into three research questions:

Question 1:

In both the present and future space sectors, what roles could different

transmissive solar sails fulfil according to their readiness and suitability for

various orbital flight regimes, particularly within LEO?

Question 2:

Can the performance of the simplest, highest readiness transmissive solar

sails be brought closer to that of the more advanced, lowest readiness trans-

missive metasails using model-free reinforcement learning?

Question 3:

Can transmissive solar sails be made economically and scalably, and if so,

how?

In other words: how strong an argument can one make for transmissive solar

sailing, how can the performance of these sails be maximised, and how soon can

we bring them into operation? Answering these three research questions entails

three bodies of work which can be loosely categorised as: orbital dynamics, optical

design, and manufacturing processes.

By answering these questions and formulating an argument for transmissive sails,

this thesis aims to hasten the development and adoption of this sail class. The

other aim is to ease the process of orienting oneself within this vast body of

research, particularly for the new researcher, by providing a resource that collates

and expands the literature within these three domains. With respect to these

domains and their corresponding research question, the objectives of this thesis

are detailed below:

9



1. Objectives for question 1; orbital dynamics:

i. Compare the idealised performance of existing transmissive sail pro-

posals by transcribing their performance data into scalar performance

parameters; categorise them according to performance to simplify the

discussion.

ii. Extrapolate these scalar performance parameters into approximate

performance profiles (SRP versus solar incidence) by imposing a generic

model for SRP sensitivity to solar incidence.

iii. Create a flight model (FM) that realistically depicts solar sailing flight

in LEO, accounting for atmospheric drag, eclipse and orbital preces-

sion.

iv. Generate locally optimal steering laws for these sails by importing

them into the FM and performing a numerical search over a range of

altitudes and inclinations.

v. Generate tangible flight characteristics for these steered sails, such

as operational altitude, by importing them into the FM. Compare

the sensitivity of these sails to different flight regimes when steered

under either a locally optimal or simplified steering law. Compare

with contemporary reflective solar sails, and include a case study that

compares them with electric thrusters.

vi. In light of the results, and by discussing the operational advantages

and disadvantages, discuss the suitability and readiness of these sails

for near-Earth satellite applications (including space debris mitigation)

in the short to long term.

2. Objectives for question 2; optical design:

i. Develop a ray tracing simulation to calculate the SRP and torque per

unit area generated by 3D refractive objects illuminated in vacuum.
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ii. Develop a numerical optimisation tool using model-free reinforcement

learning to iterate upon geometries according to any user-defined fit-

ness function.

iii. Explore the solution space for refractive surface patterns and demon-

strate the optimisation method. To do this, generate numerically op-

timised surface patterns according to various fitness functions, under

various constraints and using different optimiser configurations. In-

clude optimisation runs for both triangular prisms and freeform optical

elements; optimise for either SRP (acceleration) or corrective torque

per unit area (stability). In particular, compare results with analyti-

cally optimised triangular prisms and existing lightfoil designs.

3. Objectives for question 3; manufacturing processes:

i. After identifying and mapping the manufacturing processes that could

be used for transmissive solar sail manufacture, trial and assess the

feasibility of executing the relevant thin film fabrication processes,

additive and conventional mould fabrication processes, and pattern

transfer processes.

ii. Of the processes that are infeasible to execute in-house, identify the

cost of commercial alternatives. Of the processes that are feasible to

execute in-house, compare the cost of executing in-house versus the

cost of outsourcing. From the perspective of a small satellite devel-

oper, identify the optimal sequence of processes for transmissive sail

manufacture.

iii. Design a prototype transmissive solar sail for an academic CubeSat in

preparation for an in-orbit demonstration.

Chapters 2 and 3 detail the background literature and the employed simulation

methodologies, respectively. The former introduces all three areas of interest,
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1.1. PUBLICATIONS

while the latter only covers the first two (manufacturing does not feature a simu-

lation element). Thereafter, each of the technical chapters is dedicated to a single
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Chapter 2

Literature Review

2.1 Solar Sailing Principles

This section provides a mathematical framework by which different kinds of solar

sail may be modelled, assessed and compared.

2.1.1 Solar Radiation Pressure

Photons have momentum p, which is expressed in terms of the Planck constant

h and photon wavelength λk. In vector form p, this is expressed by the reduced

Planck constant ℏ = h
2π

and the wave vector k wherein |k| = 2π
λk

and k̂ acts

perpendicular to the wavefront, i.e. perpendicular to the direction of propagation

in vacuum (Eq. 2.1-2.2) [44].

p =
h

λk
(2.1)

p = ℏk =
h

λk
k̂ (2.2)

SRP arises because this momentum may be transferred to a particle during a

photon-particle interaction. This exchange is described by the mean impulse per
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2.1. SOLAR SAILING PRINCIPLES

interaction ∆p̄. Typically, many millions of photons will contribute to SRP at

a given instance, as described by the mean interaction rate N̄ . Divided over the

illuminated area of the particle A (the region being bombarded by photons), their

product yields the SRP vector FS as described by Eq. 2.3. Omitting the division

of A would instead yield FSA, representing the optical force.

FS =
N̄∆p̄

A
(2.3)

A more convenient approach is to express incident photons as irradiance (col-

loquially, ‘illumination’): the incident radiated power upon an illuminated sur-

face (W/m2). In the case of a solar sail at 1 au, this is described by the so-

lar constant GSC = 1, 370 W/m2. Here the term GSC/c is analogous to the

rate of momentum transferred from incident photons at any given instant, where

c = 299, 792, 458 m/s is the speed of light. For distances other than 1 au, ra-

diation energy dilution due to the inverse-square law must be accounted for by

dividing by the square of the magnitude of Sun vector S (au). Furthermore, in the

case of a flat particle — such as a sail — the illuminated area will be effectively

reduced according to the cosine of the solar incidence angle α (Eq. 2.4) [45–47]:

FS ∝ GSC

cS2
cos(α) (2.4)

To complete the expression, the type of photon interaction must be known.

Broadly speaking, these interaction types are absorption, reflection and transmis-

sion. In the case of absorption, photons are destroyed and all of their momentum

is transferred linearly to the particle such that FSabsorb
acts opposite to the light

source unit vector Ŝ (Eq. 2.5) [2]. During reflection or transmission, photons

are not destroyed, and a reaction force is generated that opposes their change

in momentum during the interaction [46]. In the reflection case, a distinction

must be drawn between specular and diffuse: in the specular case, this change in
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2.1. SOLAR SAILING PRINCIPLES

Figure 2.1: SRP Components Arising from Absorption, (Specular) Reflection,
Diffuse (Reflection) and Transmission (Refraction and/or Diffraction)

momentum acts along the particle normal unit vector n̂ in accordance with the

law of reflection, and so the pressure FSreflect
acts opposite to n̂; the component

of photon momentum parallel to the sail is unchanged while the component per-

pendicular to it is reversed, changing by twice its original value (Eq. 2.6) [48].

In the presence of surface roughness, diffuse reflection occurs and the pressure

FSdiffuse
acts in both −Ŝ and −n̂ in a 3:2 ratio (Eq. 2.7) [49].

Finally, for transmission — which encompasses both refraction and diffraction

should they occur — the SRP FStransmit
is expressed in terms of the incoming

and outgoing photons (Eq. 2.8) [46]. The distinction between each pressure

and the corresponding direction of outgoing photons (k̂reflect,
ˆ̄kdiffuse,

ˆ̄ktransmit) is
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2.1. SOLAR SAILING PRINCIPLES

illustrated by Figure 2.1.

FSabsorb
= −GSC

cS2
cos(α)Ŝ (2.5)

FSreflect
= −2GSC

cS2
cos2(α)n̂ (2.6)

FSdiffuse
= −GSC

cS2
cos(α)

3Ŝ+ 2n̂

∥3Ŝ+ 2n̂∥
(2.7)

FStransmit
= −GSC

cS2
∥ˆ̄ktransmit − Ŝ∥ cos(α)

ˆ̄ktransmit − Ŝ

∥ˆ̄ktransmit − Ŝ∥
(2.8)

= −GSC

cS2
cos(α)(ˆ̄ktransmit − Ŝ)

The latter expression is unique in that it requires a consideration of the outgoing

ray unit vector ˆ̄ktransmit. This will depend on the geometry and properties of the

particle, and can be derived by sequential applications of Snell’s law (for refrac-

tion) [46] or the grating equation (for diffraction) [33] according to the number of

boundaries passed by the incident photons.

In the event that each of these mechanisms occurs simultaneously, the total pres-

sure is given by Eq. 2.9 wherein Φa, Φr, Φd and Φt are the proportions of power

distributed to absorption, specular reflection, diffuse reflection and transmission,

respectively (Φa + Φr + Φd + Φt = 1).

FS = ΦaFSabsorb
+ ΦrFSreflect

+ ΦdFSdiffuse
+ ΦtFStransmit

(2.9)

2.1.2 Reference Frames

How SRP affects a sail in orbit will depend on its attitude, position and velocity,

and so the relevant reference frames must be established. Let TB(O; x̂B, ŷB, ẑB)

be the 3D body-fixed reference frame originating from a solar sail centroid O,

whereby the sail normal n̂ emerges from the illuminated side, is related to x̂B by
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x̂B = −n̂, and where the yzB plane represents an idealised sail surface (blue, Fig.

2.2). For reflective sails, the direction of ŷB is arbitrary. For transmissive sails,

ŷB is chosen to be the direction of the component of SRP that is tangential to the

sail (see section 2.1.5). In both cases, ẑB is defined by mutual orthogonality with

x̂B and ŷB forming a right-handed frame. Additionally, let Ŝ represent the Sun

Figure 2.2: 3D Body-fixed Reference Frames Rotated onto the Solar-primer Sp

unit vector, the direction of the Sun with respect to the satellite position, and p̂

the primer unit vector, the optimal direction of impulse for a given manoeuvre; in

general, p̂ describes the optimal direction of impulse for a manoeuvre to minimise

transit times [50, 51], or to maximise the rate change of a certain orbital parameter

[13, 45], depending on the steering law used (see section 2.1.3). During an ideal

manoeuvre, x̂B and ŷB will always remain within a plane bound by Ŝ and p̂. It

is therefore convenient to confine the analysis to this 2D Solar-primer plane Sp

(orange, Fig. 2.2), and define the 2D body-fixed reference frame Tb(O; x̂b, ŷb) and
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2.1. SOLAR SAILING PRINCIPLES

the 2D primer or ‘manoeuvring’ reference frame Tp(O; x̂p, ŷp) - for which p̂ = x̂p.

For the non-ideal case wherein the attitude control fails to confine n̂ = −x̂B and

ŷB within the solar-primer, forces in TB can be projected onto the solar-primer

for use within Tb and the out-of-plane components can be neglected. These two

reference frames can be transformed between via a rotation by angle δ about

q̂ = x̂B × p̂ (Eq. 2.10) as depicted by Figure 2.2.

δ = 90− arccos(
x̂b · (p̂× Ŝ)

|x̂b||(p̂× Ŝ)|
) (2.10)

x̂b

ŷb

 = Rq̂(δ)

x̂B

ŷB



Three more angles can be drawn on Sp in addition to α = ∠ Ŝn̂ as depicted in Fig.

2.3: the angle sail deviation β = ∠ x̂bx̂p, which relates the satellite attitude in Tb

to the desired direction of impulse p̂ in Tp; effective sail deviation β∗ = ∠ FSx̂p,

which determines the direction of SRP relative to p̂; and the solar misalignment

γ = ∠ x̂pŜ, which describes how suitable the position of the Sun is for the desired

manoeuvre at a given instant. These angles do not exist independently of one

another, and it may be observed from Fig. 2.3 that these comply with Eq. 2.11.

In the γ = 90◦ scenario, Eq. 2.11 simplifies to Eq. 2.12. This is a notable special

case that is archetypal of solar sailing flight, and is therefore frequently referenced

by this thesis:

∀γ ∈ R → α + β + γ = 180◦ (2.11)

γ = 90◦ → β = 90− α → cos(β) = sin(α) (2.12)

However, these expressions do not feature β∗ at all. As described in Eq. 2.13, the

relationship between this angle and the other three will vary depending on the
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Figure 2.3: 2D Body-fixed Reference Frame in the Solar-primer Plane, applied to
a (Specular) Reflective Solar Sail wherein FSxp

= FSv (Orbit-raising Manoeuvre)

mechanism of SRP generation, making it unique. These relationships are derived

from Eq. 2.5-2.8 (see section 2.1.1) and Eq. 2.11:

β∗ =


180◦ − γ = f(γ) if absorptive

β = 180◦ − γ − α = f(α, γ) if reflective

β + f(α) = 180◦ − γ − α + f(α) = f(α, γ) if transmissive

(2.13)

Some noteworthy features of β∗ are highlighted by the above. Firstly, in each

case, β∗ may be expressed as a function of α, γ or both. In the absorption

case, β∗ is independent of sail attitude. In the reflective case, β∗ has a linear
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relationship with sail attitude (β∗ = β). In the transmissive case, an undefined

function f(α) influences β∗ that is specific to the sail, due to the material and

pattern dependence of transmissive SRP that is described in section 2.1.1, and

that is explored extensively in chapter 5.

With the relationship between Tb, Tp and Ŝ established, it is convenient to split

the SRP vector FS into orthogonal components. In the body-fixed frame Tb, these

components are the sail normal FSxb
and sail tangential FSyb

; in the manoeuvring

frame Tp, these components are transverse FSxp
and longitudinal FSyp

.

Typically, raw sail performance data expresses FS components in terms of Tb.

However, it is more convenient to express FS in terms of Tp because this pertains

directly to performance within a manoeuvre; in this frame, transverse FSxp
and

longitudinal FSyp
may be called the ‘useful’ and ‘wasteful’ components. The

transverse component FSxp
is useful by definition, because it acts in the direction

of the primer x̂p, which is the desired direction of impulse. It follows that the

longitudinal component FSyp
is wasteful because it is perpendicular to the desired

direction of impulse. This wasteful component can be neglected, while the useful

component may be derived from a raw SRP vector or Tb performance data using

the expressions in Eq. 2.14:

FSxp
= FS cos(β

∗)x̂p= FS cos[arccos(
FSyb

FS

) + (90◦ − γ)]x̂p (2.14)

Eq. 2.5-2.8 can be transcribed to the Tp reference frame to express FSxp
for each

mechanism (Eq. 2.15-2.18).

FSxpabsorb
=
GSC

cS2
cos(α) cos(β∗)x̂p (2.15)

FSxpreflect
=

2GSC

cS2
cos2(α) cos(β∗)x̂p (2.16)

FSxpdiffuse
=
GSC

5cS2
cos(α)[3 cos(α + β∗) + 2 cos(β∗)]x̂p (2.17)

FSxptransmit
=
GSC

cS2
∥ˆ̄ktransmit − Ŝ∥ cos(α) cos(β∗)x̂p (2.18)
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Wherein specular and diffuse reflection share the β∗ definition for reflection of

Eq. 2.13. The question then becomes the nature of x̂p, which depends upon the

manoeuvre being carried out and the steering law being used. Because orbit-

raising manoeuvres are both simple and ubiquitous, the analysis will focus on

these hereafter.

2.1.3 Steering Law and Optimal Attitude

A steering law dictates how a satellite will carry out a manoeuvre; an optimal

steering law aims to carry out the manoeuvre in the shortest time. One such law

is the globally optimal steering law, which is rigorous and suitable for complex

manoeuvres [34, 52]. However, it also poses two-point boundary problems that re-

quire computationally expensive solving techniques, such as the shooting method

[53]. The Q-law algorithm is an advanced variant of locally optimal steering law

that has similar capabilities, is suitable for non-impulsive applications, and that

can be solved analytically [54, 55]. However, by focusing on the orbit-raising

of a solar sail within an approximately circular orbit, a simpler locally optimal

steering law will suffice. This law only aims to maximise the rate of change of a

specific orbital parameter, but has nonetheless been shown to yield near-optimal

transit times for many manoeuvres [13]. Applied to an orbit-raising manoeuvre,

this law will aim to maximise the rate change of the orbital semi-major axis ȧ

(half the diameter of an orbital ellipse). This has been shown to be equivalent to

maximising the rate change of orbital specific energy ϵ̇ (Eq. 2.19-2.20) [13, 45],

which may be used to form the locally optimal steering law axiom (Eq. 2.21).

Through application of Eq. 2.13, α is presented as the sole control variable, mak-

ing these expressions convenient for a numerical search (note that γ and altitude
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h are not control variables):

ϵ̇ = vv̇ =
v

m
A[FSv −D] (2.19)

maxαϵ̇(α, γ, h) =
v(h)

m
A[FSv(αopt, γ)−D(αopt, γ, h)] (2.20)

argmaxαϵ̇(α, γ, h) ≡ argmaxαȧ(α, γ, h) = αopt (2.21)

Where v is velocity, v̇ is acceleration, D is the atmospheric drag pressure and

αopt is the solar incidence that maximises ϵ̇; h and γ can be said to compose an

instance of a flight regime by confining the analysis to circular, 1 au orbits. By

adjusting α, the locally optimal steering law will seek to maximise the component

of net force that is acting in v̂. It can therefore be said that the primer unit vector

is x̂p = v̂ for this manoeuvre.

Eq. 2.19-2.21 presents α as the sole control variable through application of Eq.

2.13. These expressions are convenient, but they occlude the nature of the prob-

lem. A more natural depiction is provided by Eq. 2.22, which highlights that the

problem is actually a balancing of the three controllable solar sailing angles α, β

and β∗:

maxαϵ̇(α, β, β
∗, h) =

v(h)

m
A[FSv(αopt, β

∗)−D(β, h)] (2.22)

This form is useful for understanding the nature of αopt by highlighting the

individual contributions of each control angle to ϵ̇. For example, α dictates sail

illumination and is an argument of FS, while β
∗ defines the alignment of FS with

v̂ and is an argument of the transverse SRP ratio λ = FSv/FS. When atmospheric

drag is present, β represents the angle relative to the incoming airflow and |β|−90◦

determines the magnitude of drag pressureD (drag is minimised when β = ±90◦).

At a given instance wherein h is considered constant, these contributions are made
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clearer yet by the form Eq. 2.23:

ϵ̇ ∝ FSv(α, β
∗)−D(β) = FS(α)λ(β

∗)−D(β) (2.23)

2.1.4 Flight Regimes

{h, γ} can only describe a single instance in time. During orbit-raising by solar

sail, an orbit that begins as circular will generally remain circular because such

sails are non-impulsive. It is therefore convenient to confine the subsequent anal-

yses to circular orbits for our purposes such that h can be said to be constant

over the duration of a single orbit. On the other hand, γ generally cycles between

some minimum value and some maximum value as a function of true anomaly

ν (orbital angular position), albeit always with a mean of γ̄ = 90◦ (see section

3.1.2). The variable γ is said to belong to the continuous set Sγ (Eq. 2.24). Ad-

ditionally, we introduce the Sun-orbit angle Γ as the angle between the specific

relative angular momentum unit vector ĥ (the orbital plane normal vector) and

Ŝ. This is the sole argument of Sγ:

γ(ν,Γ) ∈ Sγ(Γ) (2.24)

Sγ(Γ) = [γmin, γmax] = {γ(ν,Γ) ∈ R|γmin ≤ γ ≤ γmax} (2.25)

{h, Sγ} can be said to compose a flight regime, and naturally, some flight regimes

are more optimal than others. Consider two reflective sails in orbits of arbitrary

h wherein one is an ecliptic plane LEO of Γ = 90◦ (Eq. 2.26), and the other is a

‘sunrise-sunset’ polar LEO of Γ = 0◦ (Eq. 2.27):

Sγ(90
◦) = {γ(ν, 90◦) ∈ R| 0◦ ≤ γ ≤ 180◦} (2.26)

Sγ(0
◦) = {γ(ν, 0◦) ∈ R| 90◦ ≤ γ ≤ 90◦} (2.27)
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Figure 2.4: Γ = 90◦ and Γ = 0◦ Orbits Split into Four Orbital Position Samples

A low-resolution assessment of these flight regimes can be made by making Sγ

discrete and attributing it a sample size of four (each sample representing a

quarter of an orbit). In this and all subsequent cases, we define ν according

to Fig. 2.4. That is to say that orbits progress anticlockwise about the axis ĥ

and ν = 0◦ exists at the ascending node of the sailcraft relative to the ecliptic

plane (i.e. the point of intersection between the satellite-Earth orbital plane

and the ecliptic plane for which the sailcraft is travelling above the ecliptic).

When Γ = 90◦, this ascending node is undefined, so instead ν = 0◦ occurs at

a 90◦ anticlockwise offset from ‘aphelion’ (closest point to the Sun). We assign

corresponding sets for position ν ∈ Sν and optimal solar incidence αopt ∈ Sαopt .

Note that atmospheric drag is neglected for this example (Eq. 2.29):
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Sν(90
◦) = {0, 90, 180, 270} Sν(0

◦) = {0, 90, 180, 270} (2.28)

Sγ(90
◦) = {180, 90, 0, 90} Sγ(0

◦) = {90, 90, 90, 90} (2.29)

Sαopt(90
◦) = {0,NaN, 90, 35.26} Sαopt(0

◦) = {35.26, 35.26, 35.26, 35.26}

(2.30)

Figure 2.5: 1 × 1 m2 Reflective Sail Optical Force-α Profiles for 0◦ ≤ γ ≤ 180◦

(γ = 0, 90, 180◦ are Thickened)

Each subsequent set follows from the previous one. How γ follows from ν over the

duration of an orbit is simple to derive with reference to Fig. 2.4, and is explored

further in section 3.1.2. Conversely, how αopt follows from γ is less intuitive.

In each instance, αopt is the solar incidence that achieves maximum FSv . For a

reflective sail in a perfect vacuum, this means maximising the product of cos(α)2

— the modifier of FS — and cos(β∗) — the modifier of ratio λ = FSv/FS (see Eq.
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2.15, 2.23). To demonstrate the relationship between SRP, α and αopt for different

values of γ, SRP profiles for 0◦ < γ < 180◦ (at 10◦ intervals) are presented in Fig.

2.5. This figure demonstrates what αopt actually represents at a given γ; the green

curve representing Fmax
Sv

traces along all of the possible αopt values for a reflective

sail. For example, it can be seen that the γ = 90◦ curve intersects with the Fmax
Sv

curve at α = 35.26◦, and therefore αopt = 35.26◦ here. Of course, an αopt may

not truly follow these curves if the sail is orbiting close to a planet due to eclipse

and atmospheric drag. For example, the Γ = 90◦ case encounters an eclipse at

ν = 90◦, and because drag is assumed to be negligible for this example it is true

that αopt = NaN; here, both SRP and drag are zero regardless of attitude.

Another notable characteristic of Fig. 2.5 is that the dotted FS curves are all

superimposed, and so appear as a single curve. This is because FS is sensitive

to α but not γ; the FS profile for each γ is the same. Conversely, FSv is sen-

sitive to both. Three FSv curves in particular are highlighted: the curves for

γ = 0◦, 180◦ represent the ‘edge of the envelope’ wherein the Sun is directly pro-

grade or retrograde to the desired direction of impulse, respectively, while γ = 90◦

represents the nominal case wherein the Sun is perpendicular to the desired di-

rection of impulse. Red profiles leading up to γ = 0◦ depict the Sun becoming

increasingly prograde, which can be seen to become increasingly problematic for

generating SRP. In the perfectly prograde case, it can be seen that positive SRP

is impossible to achieve for any sail attitude. Conversely, blue profiles leading

up to γ = 180◦ depict the Sun becoming increasingly retrograde, and produce

increasingly favourable SRP until the Sun is directly retrograde.

Finally, the efficiency set SηSv
can be defined, wherein ηSv represents the FSv as

a percentage of the maximum possible FSv (at 1 au) through specular reflection.

These are defined according to Eq. 2.31-2.32:
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ηSv = 100× FSv

(2GSC

c
)

(2.31)

SηSv
(90◦) = {100, 0, 0, 38.51} SηSv

(0◦) = {38.51, 38.51, 38.51, 38.51} (2.32)

Returning to a comparison of these two orbits: in the first, Γ = 90◦ case, the flight

regime is defined by an oscillation between optimal and sub-optimal conditions

due to the shifting γ; at ν = 0◦ the Sun is retrograde to sail motion (γ = 180◦)

and both trigonometric terms are maximised perfectly by αopt = 0◦, which is

the maximum SRP configuration depicted by Fig. 2.6. The flight conditions

at this attitude yield 100% of the theoretical maximum FSv . At ν = 180◦ (the

other side of the orbit), the Sun is prograde to motion (γ = 0◦) and αopt = 90◦;

this is the zero SRP configuration, and it is optimal because any SRP generated

would cause the sail to decelerate. Conversely, at the two intermediary points

(ν = 90, 270◦) the Sun is perpendicular to motion (γ = 90, 90◦). The optimal

solution is arbitrary at the first intermediary point because the sail is eclipsed by

the Earth (see section 3.1.3) and drag is neglected. At the second intermediary

point, the product of the trigonometric terms is maximised by αopt = 35.26◦,

which is a tacked configuration.

In the second, Γ = 0◦ case, the flight regime is defined by a constant γ = 90◦,

yielding the same tacked αopt = 35.26◦ configuration as before, but for the entire

orbit. This places the average efficiency of the orbit (for reflective solar sailing)

at 38.51%. Conversely, averaged across all four samples, the efficiency of the first

case flight regime is 34.63%. Clearly, the constant γ second case is more optimal.

Incidentally, this unchanging γ = 90◦ flight regime is qualitatively identical to

that of a circular heliocentric orbit.

If atmospheric drag is not neglected, the efficiency discrepancy will grow as h is

reduced, favouring the second case. This is in part because, in the first case, the
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Figure 2.6: Ecliptic LEO (at γ = 0◦) for a Reflective Solar Sail with Atmospheric
Drag Neglected

attitude that a sail must adopt to maximise SRP when the Sun is retrograde is

also the maximum drag configuration; there are also segments of the orbit (e.g.

the prograde Sun region) for which acceleration is impossible. This is exacerbated

by eclipse, which in the first case, becomes more prominent as h is reduced. Con-

versely, the second case maintains a lower drag, tacked configuration throughout,

can accelerate constantly, and experiences zero eclipse (at least initially — see

section 3.1.3).

2.1.5 Introduction to Transmissive Solar Sails

Transmissive solar sails differ from reflective ones in terms of their mechanisms

(see sections 2.1.1) for generating SRP and their behaviour within the various

flight regimes. Transmissive solar sails transmit and redirect incident sunlight

through a transparent, often highly refractive membrane to generate SRP. This
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SRP can be generated even at α = 0◦ by harnessing surface patterns that act as

waveguides or gratings [29–33, 35–37, 56–59]. Whether the primary SRP mech-

anism of the membrane is refraction or diffraction depends on the dominant

spectrum of light that the membrane is designed to transmit (usually the visible

spectrum), and the scale of the pattern that this light is transmitted through.

If the smallest element of these patterns is an order of magnitude greater than

the longest wavelength of said spectrum, refraction will be the primary mech-

anism; if the patterns are similarly sized to the wavelengths of said spectrum,

diffraction must be considered [60]. Crucially, the SRP vector FS is not aligned

with x̂b (which aligns with the sail normal n̂) for a transmissive sail. This is in

contrast to specular reflective sails, for which FS = FSxb
if the sail is idealised.

Instead, it will have a significant FSyb
component that acts tangential to the sail

[29, 31, 32, 35]. As depicted by Fig. 2.7, the tangential component FSyb
will

tend to align with the useful transverse component FSxp
while in a nearly Sun-

pointing, α ≈ 0◦ attitude under near-optimal, γ ≈ 90◦ conditions (for γ = 90◦:

FSxp
= FSyb

).

This means that a transmissive sail may not need to be tacked at all, allowing

it to maximise illumination (maximise FS) without sacrificing β∗ and the ratio

λ = FSv/FS. Furthermore, within an optimal orbit, this Sun-pointing attitude

will coincide with the minimum drag configuration (β = 90◦). In short, the

priorities discussed in section 2.1.3 do not necessarily conflict for transmissive sails

as they do for reflective ones; to a degree that is afforded by the flight regime, they

can often be satisfied simultaneously. The reduced drag under optimal conditions

also enables transmissive sails to operate at lower altitudes [29], which is explored

in greater detail in section 4.2.2.

Although the magnitude of FSyb
changes with α, its body-fixed direction is con-

stant. As depicted by Fig. 2.8, a transmissive sail may alternate between an

orbit-raising, orbit-lowering or out-of-plane manoeuvre simply by changing its
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Figure 2.7: Transmissive Sail at γ ≈ 90◦

roll angle ϕ while remaining in a Sun-pointing, α = 0◦ attitude. Some transmis-

sive sail designs have also been proposed to be capable of providing both passive

or active Sun-pointing stability [29, 30, 36–38]. Under optimal conditions, these

phenomena may allow for greatly simplified steering when compared with reflec-

tive sails. For certain interplanetary transits, the cumulative effects of improved

FSv and simplified steering have been suggested to yield reductions in transit

times of 30-44% [34].

However, the behaviour of different transmissive sails will also vary significantly

according to their pattern and mechanism for generating SRP. It is therefore

difficult to make assertions about transmissive sails as a breed, without neglecting
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Figure 2.8: Transmissive Sail with FSv Locked to ŷb (Idealised so that β∗ = 0◦)

the many exceptions. To this end, transmissive sail designs from various proposals

are evaluated during this report.

2.2 Solar Sail Design and Manufacture

2.2.1 Evolution of Designs

The state-of-the-art for functional, validated solar sails was described in chapter

1 with notable brevity, as the sails that have been tested in space are few and

quite alike. Conversely, the literature contains myriad designs that have not been

tested in space (the reader is directed towards source [2] for a deeper dive into

conventional solar sail design). The evolution of reflective sails remains pertinent

to a discussion of transmissive sails because the holistic design of one kind of sail

will generally be adaptable — if not outright applicable — to a sail of the other

kind. As detailed at the end of this chapter, a transmissive sail may differently
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emphasise one or more solar sail design stressors, but rarely is a reflective sail

structure, mechanism or configuration outright incompatible with transmissive

sails (one exception is detailed by section 2.2.8). The only compulsory difference

between the two lies in the design of the sail membrane itself.

Section 2.1.5 details how these membranes differ by function. Naturally, they

must also differ by design in order to reconcile this difference in function. In

simple terms, a reflective sail membrane is a nominally two-layer film comprising

a reflective metal layer and a thicker, structural polymer layer. The majority of

flown solar sail membranes abide by this description [5–7]. Three-layer reflective

films also feature a high emissivity metal layer on the underside to promote heat

dissipation, with one flown example [8]. Conversely, monolayer reflective films

have been proposed that would eschew the structural polymer layer [61, 62]. This

is not typically done because the density of metallic films is disproportionately

high, such that a mechanically stable metal film is far heavier than a metallised

polymer one. Furthermore, thin metallic films are prone to brittle fracture, which

is a problem for stowing. Proposed solutions to these problems include tensile

meshes [61] or on-orbit manufacturing to circumvent the need for stowing [62].

On the other hand, proposed transmissive sail membranes typically comprise a

monolayer polymer, wherein the patterned surface is functional and the unpat-

terned core is structural. As mentioned in section 2.1.5, the scale of the pattern

determines whether the key mechanism for generating SRP is refraction or diffrac-

tion. This patterned monolayer polymer is the simplest and most common form

that transmissive membrane proposals take, but there are exceptions. Some pro-

posals feature metasails [31–33, 35] with membranes composed not of polymer,

but of metamaterials of varying readiness. Others do not feature a static pattern

to speak of [36], or even lack a surface pattern entirely [35]. To highlight these

variations and the influential works that preceded this report, the evolution of

transmissive sail membranes (2011-2024) is described below. The relative effi-
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ciencies of these designs are discussed in chapter 4. Note that γ = 90◦ is assumed

whenever the manoeuvring frame Tp is referenced.

The transmissive and refractive solar sail concept began with Swartzlander et

al. [37] and an experimental demonstration of the ‘optical lift’ that is generated

by refractive cambered geometries. For one, this was the first demonstration

of the transverse SRP FSxp
that the transmissive sail class would come to be

associated with. Secondly, this demonstrated the self-stabilisation capabilities of

cambered lightfoils with respect to the Sun; these serve as the basis for several

stability optimisation runs later in this report (see section 5.5). The concept

of lightfoil sails was advanced further by Artusio-Glimpse [30], with several sail

configurations being proposed and modelled, and with a micro-scale ‘flying carpet’

prototype being fabricated.

The first diffractive sails were proposed by Swartzlander [31, 32, 56] based on

Littrow reflection, Littrow transmission, and Sun-facing metamaterial gratings.

The two Littrow membranes comprise blazed (‘sawtooth’) gratings configured so

that light at the relevant wavelengths are diffracted in accordance with the di-

rection of the incident sunlight. In the reflection case, this means that sunlight

is redirected back the way it came. In the transmission case, sunlight is redi-

rected through the membrane such that the incident and the diffracted sunlight

are symmetric about the sail plane (ŷBẑB). Interestingly, the Littrow reflection

membrane [31] generates SRP in a manner akin to an absorption sail — but with

the greater efficiency of a reflective sail. As well as not being truly transmissive,

it also flips the transmissive sail paradigm by being incapable of transverse FSxp

while efficiently generating longitudinal FSyp
. In section 2.1.2, longitudinal SRP

was called the ‘wasteful’ SRP component, and indeed, it is not useful for orbit

raising in the ideal γ = 90◦ scenario. However, such a behaviour could be ad-

vantageous in certain unusual scenarios, e.g. for being used to ‘hover’ in a fixed

point above the Sun.
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The proposed Littrow transmission membrane [31] was also atypical for a trans-

missive sail, with behaviour more akin to a conventional reflective solar sail. Like

a reflector, it was incapable of generating useful FSxp
at α = 0◦, and instead

maximised FSxp
by tacking to αopt = 35.26◦. The distinction between this and a

reflective sail was that αopt yielded equivalent FSxp
but lower FSyp

to a similarly

steered reflective sail. This means that its net SRP was lower but its transverse

SRP ratio λ was higher. Because both Littrow sails are incompatible with the

sensitivity model used in section 4.2, they are mostly excluded from the FM

simulations.

The Sun-facing transmission membrane was proposed alongside its peers [31], but

was also developed further [32, 56]. This was the first diffractive sail to behave

according to the ‘transmissive sail archetype’ — characterised by high transverse

FSxp
from a Sun-pointing αopt ≈ 0◦ — but was also the first to be inextricably

linked to metamaterials [32]. This paper also suggested that performance could

be improved further by dynamically controlling the period of the grating via

electro-optical means. Later, membranes comprising right-prism gratings were

also described [33] and shown to demonstrate very high, archetypal performance

— particularly its metasail variants.

A high readiness refractive solar sail composed of simple triangular micro-prisms

was proposed by Firuzi et al. [29]. The design of this patterned membrane evokes

the blazed gratings of earlier diffractive designs, but at a larger scale so as to pre-

vent diffraction from occurring at the relevant wavelengths. The higher readiness

of this design is a result of the lower resolution pattern transfer methods that it

entails, as well as its reliance on simple materials (albeit not without its issues;

see section 2.2.2). These designs also adhered to the transmissive sail archetype,

but were modest in terms of performance. This paper was also notable for its

proposal of utilising micro-prisms for active attitude (roll) control by combining

alternating micro-prisms with an opacity control device, and for proposing to
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utilise incrementally different sized prisms to provide passive attitude (pitch and

yaw) control. An alternative configuration was also proposed that would act as

a solar collector for the realisation of a solar photon thruster. Importantly, this

paper is apparently the first to recognise the potential for reduced sensitivity to

altitude of transmissive sails, and was the first to demonstrate that they may op-

erate at lower altitudes than reflective sails by adopting a Sun-pointing αopt = 0◦

attitude. This idea was particularly influential to this report. Furthermore, the

triangular prism design is subject to optimisation later in this report (see section

5.3).

A lower readiness but higher performance refractive metasail was also proposed

by Firuzi et al. [35] composed of gradient-index metamaterials. This membrane

design is notable for not featuring a surface pattern at all; instead, the refractive

index of the membrane varies according to a pattern, allowing the path of incident

photons to be precisely controlled. Using conformal mapping techniques [63],

this gradient-index was fine-tuned to achieve a highly archetypal design with

αopt = 0◦.

Srivastava et al. [57] proposed a ‘bi-grating’ diffractive beam rider that would be

paired with a beamed energy system. The proposed membrane would overcome

the issue of beam-propelled solar sails displacing free from the path of a beam by

passively generating corrective transverse SRP; its attitude about this beam was

also shown to be passively stable.

Chu et al. [36] proposed a liquid crystal diffractive sail that could feasibly perform

electro-optical control of its grating without the use of metamaterials, thereby

allowing for tunable SRP mid-flight. The membrane of this sail would be com-

posed of liquid crystal optical phase arrays (LC-OPAs) — which are a higher

readiness technology. These liquid crystals are ellipsoidal and will align them-

selves according to an applied electric field. In this case, the field is applied

by an array of electrodes spanning the surface of the membrane. Light passing
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through two differently oriented crystals will be refracted differently due to their

disparate angles of incidence on entry and egress from the crystal as well as the

variable birefringence of these ellipsoidal crystals. Effectually, this can be used

to change the refractive index of the medium. A voltage applied uniformly about

the surface of the LC-OPA may effect a normal gradient-index in a similar albeit

lesser manner to the gradient-index refractive membrane [35]. Importantly, a

gradient voltage is applied across the surface so as to effect a tangential gradient-

index. This shortens or elongates the path that light must take in the tangential

axis. This optical path difference in the tangential axis effects a corresponding

phase gradient for the transmitted light, creating a periodic phase grating with

electro-optically tunable phase and diffraction effects. Effectively, this results in

electro-optically tunable SRP that, being spatially variable, may be distributed

to effect a torque and achieve active attitude control (in a similar manner to that

of the opacity-controlled alternating refractive prisms [29]).

2.2.2 Proposed Materials

In diffractive and refractive solar sail literature, sail performance has typically

been the focus. Often, desired optical properties are assumed and the intended

material is left ambiguous. On the other hand, the structural and thermal re-

quirements are typically neglected when a real material is cited (in practice, this

is often necessary for an initial proposal to remain in-scope). Therefore, the true

suitability of a proposed sail material for spaceflight is not often addressed.

For example, one of the highest readiness transmissive membrane designs features

polystyrene (PS) due to its exceptional optical properties [29, 34]; furthermore,

PS is helpfully resistant to space radiation [64, 65]. However, it is also brittle and

fractures under slight elongation [66]. The suitability of PS for operating in space

as a microns-thick membrane is therefore dubious without certain measures be-

ing taken. For one, PS could be strategically fractured and adhesed to a suitably
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transparent structural layer, thereby negating the risk of structural failure in a

manner similar to that of reflective sails. PS derivatives and nanocomposites (in-

cluding shape memory polymers) have also been proposed with much improved

flexibility [67, 68]. On the other hand, PS-based designs could be optimised for

one of a number of alternative candidate materials without a significant per-

formance deficit; as explored in section 6.2.2, certain variants of polyethylene

terephalate (PET) and polyimide (PI) exhibit similar optical properties to PS,

but with far superior mechanical stability.

On the other hand, lower readiness designs typically feature materials that are

problematic due to a lack of literature; many high performance transmissive sails

cite metamaterials as the source of their highly desirable optical properties [31, 33,

35, 59, 69]. However, it is not yet known whether these materials can be fabricated

in a scalable and economically viable manner with the cited properties, nor is it

known whether or not these materials are suitable for spaceflight.

2.2.3 Manufacturing Processes

In manufacturing terms, reflective and transmissive solar sails broadly follow

the same sequence of processes. Solar sail manufacture typically comprises four

stages: polymerisation, shaping, functionalising and assembly. Notably, the first

two stages are sometimes executed simultaneously, and furthermore, involve the

same processes regardless of whether the sail is reflective or transmissive. Con-

versely, the functionalising stage is distinct and significantly more complex for

transmissive sails, while the assembly stage is mostly the same as that of a reflec-

tive sail.

The polymerisation stage involves combining mutually-reactive monomers that

form complex polymer chains when they are activated. These monomers come in

a variety of forms, but are typically solids or liquids that are combined to form a
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resin. Whatever the form, activation of this precursor often involves the addition

of a chemical catalyst, heat, UV radiation or a combination of stimuli [70, 71].

An additional post-polymerisation process may also be required to achieve the

desired properties [72].

As previously mentioned, the shaping stage is related to polymerisation, and the

two are not always distinct processes. If these stages are distinct, the output of

the polymerisation stage will typically be the final polymer in bead, powder, or a

crude sheet form. In this case, the shaping stage involves reforming the polymer

into finished sheets by combining extrusion methods (such as doctor blading [73])

with either UV curing (of a resin) or rapid evaporation (of a solution in which

polymer beads or powder has been dissolved). If these stages are not distinct, this

polymerisation process is carried out simultaneously with an extrusion process

to form a thin sheet. For example, biaxially-oriented PET (BoPET) has been

used within certain solar sail designs under the trade-name MylarTM [74], and is

typically produced in a single stage: molten PET is extruded and cooled to form

a PET sheet, which is simultaneously stretched or drawn to form BoPET with

more desirable mechanical and optical properties [75]. Whether simultaneous or

sequential, the first two stages fall under the umbrella term of thin film fabrication,

which is explored further in section 6.2.

Up to this point, reflective and transmissive sail manufacture appears identical.

However, the functionalising stage for each is notably distinct. For a reflective

sail, functionalising the membrane involves metallising the polymer film using a

physical vapour deposition (PVD) process in which a metal (often aluminium) is

vaporised or sputtered within a vacuum in the presence of the polymer film, to

which the metallic vapours or sputtered atoms bond uniformly [76]. The met-

allisation of the membrane bestows the sail with the high reflectivity upon which

its functionality is predicated. On the other hand, functionalising a transmissive

sail membrane involves transferring a pattern to it from a mould. A transmissive
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sail membrane that is composed of an appropriate material is inherently trans-

missive, but without a pattern, transmission will engender mutually destructive,

sequential refraction events on the entry and egress of sunlight to zero net effect.

Likewise, diffraction will not occur without a suitably sized, grating-like pattern.

Pattern transfermay involve imprinting directly into the polymer at temperatures

beyond the glass transition temperature Tg [77, 78] (sometimes the heat deflection

temperature HDT [79]) of the polymer, or imprinting the polymer in a semi-cured

form (with the cure being finished in post) [80]. Alternatively, the pattern may

be transferred to a layer of resin that has been coated onto the surface of the base

polymer, and that is cured at the moment of imprinting [77, 81]. In any case,

pattern transfer implies the existence of a mould fabrication stage, which itself

is non-trivial. Mould fabrication and pattern transfer processes are explored in

sections 6.1 and 6.3, respectively.

During the final assembly stage, the metallised or patterned films are segmented

and adhesed together in a manner that is conducive to stowing. The only addi-

tional consideration for the assembly of transmissive sails is membrane alignment:

each membrane must be aligned according to the grain of their pattern in accor-

dance with the function of the membrane. For example, all sections of membrane

that are responsible for acceleration must align their patterns. Conversely, sec-

tions of membrane that are responsible for torque may have mutually opposing

patterns, depending on their position relative to the centre of the sail and the

axis for which they are responsible.

2.2.4 Scalability and Resolution

The functionalising of a transmissive sail is influenced by two competing stressors:

scalability and resolution. The issue of scalability arises from the need to apply

a micron-scale pattern to a metre-scale sail. As a rule, a reduction in the size

of the features of a fabricated part corresponds with an increase in the required
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resolution and a decrease in the throughput of the fabrication process. In this

case, this pertains to mould fabrication. The obvious solution would be to reduce

the size of the mould, but this would have a knock-on effect for the throughput of

the pattern transfer process, which may not be viable. Taken to the extreme, too

small a mould will render sail patterning either practically infeasible or financially

untenable (although some methods can increase the throughput of small moulds

substantially, see section 6.3). This is the primary reason that resolution and

scalability must be balanced.

Conversely, resolution is a competing stressor that cannot be ignored, because

the scale of pattern features corresponds with sail thickness Lx; sail thickness

must be kept low so that mass efficiency ηm remains high, as demonstrated by

Eq. 2.33 (note that ηm ∝ Lx is only approximate for transmissive sails due

to the presence of negative space in their patterns). This is necessary because

the primary advantage of a transmissive sail — namely, higher transverse SRP

efficiency ηSv — is predicated upon ηm being comparable to that of a reflective

sail. As demonstrated by Eq. 2.34 and described by Eq. 2.35, v̇ is directly

proportional to the product of ηSv and ηm in the absence of atmospheric drag D.

ηm =
Ayz

m
(2.33)

=
Ayz

ρV

=
Ayz

ρAxzLy

=
LyLz

ρLxLzLy

=
1

ρLx
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v̇(α, β, S, h) =
Ayz

∑
Fv(α, β, S, h)

m
(2.34)

=
Ayz

m
[FSv(α, S)−D(β, h)]

= ηm[FSv(α, S)−D(β, h)]

= ηm[
2GSC ηSv(α)

cS2
−D(β, h)]

v̇(α) ∝ ηmηSv(α) for D = 0 (2.35)

Wherein Ayz is sail area, Axz is sail cross-section, L of various subscript are the

dimensions of a square sail, ρ is the sail density, and the product ηmηSv is the

overall efficiency.

2.2.5 True Mass Efficiency

Although the importance of ηm has been demonstrated, it could be argued that

its importance has been overstated in conventional solar sail literature. Contrary

to Eq. 2.34, a 1% decrease in ηm does not correspond with a 1% decrease in v̇ for

a real sailcraft because ηm does not account for satellite weight, nor the weight

of sail support structures. Proportionally, the mass of a solar sail membrane is

low relative to a satellite body, both historically (as for IKAROS, accounting for

only 19.7% [5]) and within the proposed designs of future missions (as for the

NEA Scout, accounting for roughly 2.6% [82]). Distributing the weight of the

entire satellite across the sail yields the true mass efficiency ηM that is described

by Eq. 2.36. This leads to an amendment of Eq. 2.34-2.35 as expressed by Eq.

2.37-2.38.

ηM =
1

ρLx +
M
Ayz

(2.36)
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v̇(α, β, S, h) = ηM [
2GSC ηSv(α)

cS2
−D(β, h)] (2.37)

v̇(α) ∝ ηmηSv(α) for D = 0 (2.38)

WhereinM is the mass of the satellite bus and sail support structures. The differ-

ence between the two efficiencies can be substantial. For example, for IKAROS we

find that ηm = 90.2 m2/kg while ηM = 3.31 m2/kg [5]. This implies that the true

mass efficiency is not nearly as sensitive to sail thickness as one might assume.

If so, a transmissive sail that increases ηSv but in proportion decreases ηm may

yield a net positive true overall efficiency ηMηSv . To highlight this, consider the

efficiencies ηmηSv and ηMηSv of two sails. Using IKAROS as the first example, we

find that ηmηSv = 35.4 m2/kg and ηMηSv = 1.28 m2/kg for a typical tacked ma-

noeuvre (α = 35.26◦; ηSv = 38.5%). This is reached via Eq. 2.39-2.40. Note that

these equations feature two expressions for ρLx because IKAROS is two-layer;

one expression is for the polymer (PI) core for which ρ1Lx1 = 1420×7.5e−6, and

one is for the metallic (aluminium) outer layer for which ρ2Lx2 = 2710× 80e−9:

ηmηSv =
1

ρ1Lx1 + ρ2Lx2

× ηSv (2.39)

ηMηSv =
1

(ρ1Lx1 + ρ2Lx2) +
M
Ayz

× ηSv (2.40)

Consider next a hypothetical PI transmissive sail that is 50% thicker than IKAROS,

but that also has 50% more ηSv (for simplicity, surface features are ignored and

the sail is only made thicker). In this example, we find that ηmηSv = 36.1 m2/kg

and ηMηSv = 1.88 m2/kg. This is reached by Eq. 2.41-2.42 using ρLx =

1420× 1.5(7.5e−6) and ηSv = 1.5(0.385):

ηmηSv =
1

ρLx

× ηSv (2.41)

ηMηSv =
1

ρLx +
M
Ayz

× ηSv (2.42)
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When these sails are viewed in isolation from the satellite, their overall efficiencies

are similar. This complies with the prevailing narrative. In this case, ηmηSv is 2%

higher for the hypothetical PI sail, simply by merit of the unmetallised PI sail be-

ing less dense on average. However, when the satellites are considered as a whole,

we find that the true overall efficiency is 47% higher for the hypothetical PI sail.

This comparison is drawn to highlight the difference between the usual efficiency

narrative and reality: under realistic conditions, an increase in ηSv is typically

more valuable than an equivalent increase in ηm. As such, a transmissive sail with

higher transverse SRP efficiency than its reflective peers may retain a significant

performance advantage even if its mass efficiency is moderately reduced.

2.2.6 Optical Degradation

Optical degradation effects are an asterisk on the proverbial ‘indefinite accelera-

tion’ of solar sails. Furthermore, the rate at which optical degradation will occur

in space is difficult to reliably predict, as it occurs for a multitude of reasons

including outgassing, thermal cycling [83, 84], interactions with electromagnetic

(EM) radiation, interactions with corpuscle radiation [65, 85, 86] and interactions

with atomic oxygen [65]. Every material exhibits different degrees of sensitivity

to these phenomena, and each of these sensitivities may also vary with temper-

ature. Furthermore, the expected degree of exposure to these phenomena is not

constant; most vary by orbit, solar activity or both. As a result, it is also difficult

to predict whether a transmissive sail would suffer less from optical degradation

in space by utilising single-layer polymer films instead of multi-layered, metallised

polymer films.

However, the available literature is sufficient to at least formulate the problem

and make tentative speculations. On the one hand, reflective sail optical degra-

dation due to high-energy EM (e.g. gamma rays) or corpuscle radiation (e.g.

protons) often involves the ionisation of the metallic layer as a prominent mech-

44



2.2. SOLAR SAIL DESIGN AND MANUFACTURE

anism [87, 88]; polymers are not usually ionised by radiation [89], and would

not be degraded through this mechanism. Furthermore, many polymers are less

susceptible to damage from high-energy radiation in general because these forms

of radiation target their bonds at random — rather than selectively, as for low-

energy forms of radiation, such as ultraviolet (UV). The effects of high-energy

radiation are therefore distributed and, in some cases, may be harmlessly dis-

sipated [89]. Variants of polyimide and PET have been shown to tolerate high

doses of this high-energy radiation before experiencing significant damage [90].

These phenomena may suggest that transmissive sails would experience a reduced

rate of degradation from high-energy sources.

On the other hand, no polymer is immune to these phenomena. With sufficiently

high exposure, optical degradation will occur due to the formation and accu-

mulation of free radicals, from the forming of conjugate double-bonds, or from

polymeric unsaturation [65, 89]. Also, while the metallic layer of a reflective sail

may be prone to ionisation from high-energy radiation, it serves to protect the

polymer membrane from low-energy radiation: these metallic films are generally

quite reflective to UV, and highly reflective to visible and infrared (IR) EM radi-

ation. Furthermore, while an optical polymer will be practically transparent to

visible EM, it will be absorptive to UV and IR. In this respect, the ramifications

of having no metallic layer will likely vary from polymer to polymer: some may

become rapidly degraded due to the scission of certain chemical bonds arising

from their selective absorption of UV; others may have mechanisms to dissipate

this energy as heat or fluorescence [89], thereby delaying optical degradation.

Of particular interest to the mechanism of thermal cycling is the absorption and

emission of visible and IR radiation, which contribute significantly to the heating

of a solar sail [88]. Metals and polymers have comparable absorptivity and emis-

sivity in the visible spectrum, but absorptivity and emissivity are both higher for

optical polymers within the IR spectrum [91]. As for the aforementioned phe-
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nomena, the effect this has on rates of optical degradation is difficult to surmise

and is beyond the scope of this thesis.

2.2.7 Non-idealised Sail Phenomena

Besides the optical properties of sail materials and their eventual degradation,

there are other factors that contribute to in-flight losses of efficiency and model

uncertainties. These pertain to the geometry of the membrane itself relative to the

incident sunlight, and includes self-shadowing, wrinkling and billowing [2, 18, 20].

Self-shadowing occurs when a region of a solar sail partially obstructs sunlight to

another region; wrinkling occurs primarily due to a localised lack of tension; and

billowing occurs due to pressures acting out-of-plane to the support structures of

the sail (i.e. acting along the sail normal vector x̂b).

Reflective and transmissive sails are not necessarily affected by these phenomena

to the same degree. Self-shadowing would be partially mitigated by a transmis-

sive sail by merit of it being transparent (although the scattering caused would

be no-less difficult to model), and would be negated if a Sun-pointing attitude

was adopted. Billowing may also be mitigated by transmissive sails because a

significant component of SRP would be generated in-plane with the sail support

structures. Conversely, wrinkling may be helped or hindered by in-plane SRP

acting with or against the sail supports in different regions; for a simple trans-

missive sail, the issue may be slightly exacerbated. However, tangential SRP may

also be harnessed to maintain sail tension through the strategic placement and

orientation of certain refractive or diffractive patterns.
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2.2.8 Additional Operational Considerations

Being transparent, transmissive sails would be less prone to obstructing other

systems such as solar panels and antennas; with the exception of IR, EM waves

will be scattered rather than blocked, corresponding with a reduction in power or

gain rather than an outright loss of function. Conversely, strategically placed re-

fractive or diffractive membranes could be used as a solar collector [29], increasing

the power to solar cells or even providing diffuse heating. Deployment of a sail or

another functional membrane may also be aided by transmissive design in some

circumstances; the deployment of large membranes requires in-plane stresses to

unfold, for which refractive and diffractive membranes are well-suited. On the

other hand, an often cited method for deploying large sails involves spin deploy-

ment (through rotation about x̂b) and the harnessing of centrifugal pseudo-forces

[2]. Transmissive sails are not inherently incompatible with this, but the intent

of such an approach is often to maintain tension by maintaining a high rate of

spin after deployment (as for the ‘heliogyro’ configuration) and to thereby re-

duce sailcraft mass by removing redundant tensile elements. This, transmissive

sails are incompatible with, as their SRP vector is always confined to the xyB

plane; the SRP vector of a spinning transmissive sail would rotate as the sail

does, cancelling out any tangential component of SRP and nullifying its primary

mechanism for acceleration.

As well as being generally lighter than contemporary propulsion systems (cor-

responding with a reduced cost of launch), these LEO-capable sails may lend

operators greater freedom in the choosing of their orbit due to their ability to

expedite orbital decay when a satellite is disabled. At end-of-life, active attitude

control cannot be assumed, and a disabled satellite will either tumble randomly

or precess about v̂. Nonetheless, ‘drag sails’ have been shown to be effective at

promoting orbital decay in the absence of active steering [92, 93]. Functionally,

a solar sail in LEO that is not actively steered will behave as a drag sail because
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FSv will tend to oscillate between positive and negative in both the tumbling case

and the precession case, nullifying its effect. Conversely, the magnitude of D will

librate, but its sign will not change.

Traditionally, satellites in LEO have been required to deorbit within 25 years.

Recently, a five year rule has been adopted by the FCC [94], and by proxy, all

operators who use US launch services. A sailcraft in LEO can orbit at a greater

altitude than other satellites without fear of breaching these constraints; certain

satellites may otherwise need to operate a drag sail to conform with these re-

quirements. Furthermore, a sail has the additional benefit of providing a large

and uniform target for any debris-capturing device. In the case of harpoon-based

systems [95], a solar sail is not only easier to hit, but also comes with less risk

of creating additional debris during recapture (i.e. tearing at failure rather than

splintering). For laser-actuated systems [96], solar sails may be pushed into a

lower or higher orbit with less precision required on the part of the laser, and

without ablation needing to occur. Overall, the wide-scale adoption of trans-

missive sails in LEO may be instrumental in curbing the issue of space debris

passively (as well as actively, see section 4.2.5).
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Chapter 3

Methodology

This chapter details the models behind the simulations and design tools that were

developed for this project. These models pertain to the generation of reflective

and transmissive solar sail steering models and flight characteristics in LEO and

beyond (section 3.1), the characterisation of refractive sail patterns (section 3.2),

and the numerical optimisation of said patterns (section 3.3). The overarching

methodology behind the subsequent manufacturing trials is also touched on (sec-

tion 3.4), albeit briefly, as the specifics of each trial are recounted in detail within

chapter 6.

3.1 Flight Model

First we define the metrics used to evaluate solar sails within the FM:

1. ‘Local performance’ or rate change of specific orbital energy ϵ̇(h, γ): Eq.

2.19 (J/kg · s)

2. Optimal solar incidence angle αopt(h, γ): Eq. 2.21 (◦)

3. Performance ‘breakpoint’ altitude hbreak(h, γ): the altitude (km) at which
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the ϵ̇ of a transmissive sail and the reflective baseline sail are equal (if any).

4. Minimum operational altitudes, instantaneous hmin(γ), transient hmin∗(Γ),

stable hmin∗∗(i): the minimum altitudes (km) at which a sail achieves ϵ̇ >

0 J/kg · s over different timescales.

5. Orbit-raising time th1→h2(h, i): the time taken (months) to accelerate from

a circular orbit of altitude h1 to one of altitude h2.

3.1.1 Modelling LEO Flight

The atmosphere is modelled as a free-molecule airflow, and all perturbative forces

other than velocity-wise SRP FSv and atmospheric drag D are assumed to be

negligible (aerodynamic lift is neglected). This yields Eq. 3.1 and a simplified

form given by Eq. 3.2.

ϵ̇ =
v

m
A(FSv −D)

=
v

m
A(

2GSC

cS2
cos2(α) cos(β∗)− 1

2
ρv2CD) (3.1)

=
v

m
A(η∗Sv

Fmax
Sv

− 1

2
ρv2CD) (3.2)

The remaining unknowns — the air density ρ and the coefficient of drag CD —

are calculated using models provided by sources [29, 97] (Eq. 3.3-3.5), wherein

h (km) is the altitude. It is assumed that ρ = ρ0 in this report, but to highlight

that this is a simplification, we include some solar activity coefficient C⊙ that

accounts for variations in ρ due to the solar cycle. In fact, this coefficient would

itself a function of h due to the fact that solar activity affects different layers

of the atmosphere differently (for example, it is well known that solar activity

disproportionately affects the density of the thermosphere [15]):
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ρ0 = 3.91× 10−9 exp(−0.01841h)

+ 1.304× 10−11 exp(−0.009264h) (3.3)

ρ = C⊙(h)ρ0 (3.4)

CD = 2σn
vw
v

cos2(β) +
2√
π

va
vs
[(2− σn) cos

2(β) (3.5)

+ σt sin
2(β)] exp(−(

vs
va
)2 cos2(β))

+ 2(2− σn)[cos
2(β) +

1

2
(
va
vs
)2 + σt sin

2(β)]

× cos(β)erf(
vs
va

cos(β))

Additionally, the calculation of CD requires an approximation of the ambient and

sail surface molecule speeds va and vw (Eq. 3.6-3.7), as well as the normal and

tangential momentum accommodation coefficients σn and σt (Eq. 3.8) [24, 97]:

va = 1089 exp(−0.000604h) + 22.72 exp(0.004959h) (3.6)

vw
v

≈ 0.05 (3.7)

σn ≈ σt ≈ 0.8 (3.8)

3.1.2 Generating Sun-velocity Angles for Dynamic Orbits

As explored in section 2.1.4, a satellite in a circular Earth-centered orbit that is

described by Γ will encounter a range of γ denoted by set Sγ. The sole exception

to this is the Γ ∈ {0, 180◦} sunrise-sunset polar orbit, for which a constant γ = 90◦

is initially experienced (depicted earlier by Fig. 2.4). In order to provide the FM

with Sγ, orbits are generated in 3D space and propagated to ascertain each γ(ν,Γ)

numerically. Initial orbits are generated with the ascending node offset by 90◦

from ‘aphelion’ (closest point to the Sun); when varying the initial orbits, changes
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(a)

(b)

Figure 3.1: (a) Sγ versus Γ for ‘initial’ orbits of Γ ∈ {0, 10, 20... 90◦} (sample
size lowered for clarity) wherein i = 90◦ −Γ, (b) Time-variant Sγ versus Γ for an
initial Γ = 30◦, i = 60◦ orbit

in Γ are achieved by changing orbital inclination i exclusively (never rotating the

orbital nodes), such that Γ = 90◦ − i. The range of γ experienced by several of

these initial orbits is demonstrated by Fig. 3.1a. It can be seen that for each
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orbit, the mean is always γ̄ = 90◦, while the spread between γmin and γmax varies

more substantially by orbit (generally, a greater spread implies a less optimal

orbit for solar sailing).

Figure 3.2: Physical Interpretation of Fig. 3.1b from a Sun-fixed Perspective:
Four γ Samples for an Initially Γ = 30◦ Orbit, Before (Smallest Sγ Range) and
After Propagation (to Largest Sγ Range); γ Colours Correspond with Fig. 3.1

It is also necessary to acknowledge that the Γ of a typical non-heliocentric orbit

is not constant; Γ will change because the Sun vector Ŝ rotates relative to an

Earth satellite’s orbital plane as a symptom of Earth’s own heliocentric orbit,

and because the orbital plane itself will rotate due to the J2 perturbation [98].

A dynamic Γ implies a dynamic range Sγ, and because solar sailing manoeuvres

will generally be executed over many months, the Sγ of the orbit may change

many times over. This may cause an orbit to oscillate between being optimal

and sub-optimal for solar sailing. As an example, Fig. 3.1b demonstrates the

substantial variation of γ and Γ that is seen for an initially Γ = 30◦ orbit, and

the physical interpretation of this (from a Sun-fixed perspective) is demonstrated
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by Fig. 3.2; the initial orbit scenario of Fig. 3.2 is analogous to the Γ = 30◦

spectrum seen in Fig. 3.1b while the propagated orbit scenario is analogous to

the taller Γ = 90◦ spectrum.

These time-variant Sγ sets are generated for each orbit by rotating the orbital

plane about an Earth-centered ecliptic normal axis in intervals (i = constant). To

reduce the number of profiles that need to be generated, axial tilt is neglected;

heliocentric Earth and J2 are said to cause rotation about the same axis (in

reality, J2 acts about the Earth’s axis of rotation [98], which has 23.4◦ obliquity

with the ecliptic normal). These profiles are cycled through by the FM at a rate

that is dictated by the current Γ̇(i, h) and the time elapsed (see Eq. 3.9-3.11):

Γ̇(i, h) = Γ̇S + Γ̇J2(i, h) (3.9)

Γ̇S =
360

TEarth
=

360

(365× 24× 602)
= 3.1536× 107 ◦/s (3.10)

Γ̇J2(i, h) = −3

2
J2(

rE
h+ rE

)2
√

µ

(h+ rE)3
cos (i)

180

π
(3.11)

Wherein J2 = 1.08262668 × 10−3. It is noteworthy that Γ̇S is independent of

orbital parameters, while Γ̇J2(i, h) may be selected by controlling them. This

brings about a special case known as a Sun-synchronous orbit (SSO), wherein

both arguments of Γ̇ are equal and opposite and Γ̇ = 0◦/s (see Eq. 3.12-3.13):

Γ̇J2(iSSO(h), h) = −Γ̇S (3.12)

iSSO = arccos(−2

3
× 360

365× 24× 602
(3.13)

× π

180
× 1

J2
(
h+ rE
rE

)2

√
(h+ rE)3

µ
)

Because this orbit negates dynamic-Γ effects, it is in reality often more optimal
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than a sunrise-sunset orbit, particularly for manoeuvres that span many months.

3.1.3 Eclipse

Figure 3.3: Illuminated Orbit Fraction 1− fe versus Altitude h for a Range of Γ
(note that Γ ≤ 10◦, Γ ≥ 170◦ curves are superimposed at 1− fe = 100%)

Solar sails in most permutations of LEO are affected by eclipses (see Fig. 3.3).

These produce a periodic cessation of any positive ϵ̇, which in turn may erode the

propagated performance of the sail in terms of th1→h2 and minimum operational

altitudes hmin∗ and hmin∗∗ . For a given altitude h, a circular orbit will only

encounter an eclipse if the Sun-orbit angle Γ is smaller than a certain eclipse

angle Γe (Eq. 3.14) [99]:

Γe = arcsin (
rE

rE + h
) + 90◦ (3.14)

If an eclipse will occur, the percentage of an orbit for which a satellite is eclipsed
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Figure 3.4: Changing Eclipse Region due to a Shifting Γ arising from Relative
Sun Position and the J2 Perturbation (550 km Polar Orbiter)

is described by the eclipse factor fe (Eq. 3.15) [99]:

fe =


1

180
arccos

√
h2+2rEh

rE+h cos (Γ−90)
if |Γ| < Γe

0 if |Γ| ≥ Γe

(3.15)

Naturally, there is a range of h and Γ for which eclipse will never occur (for

example, all altitudes at Γ ≤ 10◦; see Fig. 3.3). Furthermore, Γ̇ has a significant

effect on eclipse fraction fe due to the relationship highlighted in Eq. 3.15. For

example, a sunrise-sunset polar orbit will eventually precess into a noon-midnight

orbit, and then back again. This effect is highlighted by Fig. 3.4 (sunrise-sunset

is depicted by the zero-eclipse region; noon-midnight is depicted by the points at

which the eclipse region is tallest).

Furthermore, it should be noted that perfectly flat sails are assumed by this model

and, because |α| ≤ 90◦ is ensured by attributing these sailcraft with absolute
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control authority, the issue of self-shadowing is negated entirely. However, real

solar sails are subject to imperfect steering, membrane deformations and occlusion

from both the satellite bus and the sail support structures, resulting in self-

shadowing effects. This may be particularly severe in low LEO where membrane

deformation is elevated by air flux, and in orbits with demanding steering profiles.

Lastly, while a binary ‘on-off’ eclipse is a convenient approximation that does not

significantly effect simulation results, in reality the effect is more gradual.

3.1.4 Generating Locally Optimal Steering Laws

The final hurdle for evaluating solar sails is ensuring that each is controlled in-

flight optimally. For the reflective solar sail, the locally optimal steering law is

determined numerically by solving for αopt via Eq. 3.1 and the definition given

earlier by Eq. 2.20-2.21, yielding the steering law shown by Fig. 3.5a. The

steering laws of transmissive sails are not so easily derived. A simple Sun-facing

αopt = 0◦ steering law may suffice for optimal γ = 90◦ orbits, but transmissive

solar sails are greatly disadvantaged when this law is applied to other orbits. To

maintain equity, true locally optimal αopt = f(h, γ) steering laws are required.

To generate them, α-FSv profiles are needed for each transmissive sail. Because

these are not formulaic as for reflective sails, and because these data sets are not

readily available, these profiles are generated through the custom optical simula-

tion that is detailed in chapter 5. The developed simulation focused on refraction,

dispersion and reflection by a single-index material; absorption and diffuse reflec-

tion are ignored on the assumption that these sail materials are smooth, highly

transmissive, and that these mechanisms therefore contribute little to SRP. In

particular, neglecting diffuse reflection substantially speeds up simulation times

[100]. This simulation is applied to generate α-FS and α-β∗ profiles for a micro-

prism array sail of dimensions akin to its original proposal [29].
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(a)

(b)

Figure 3.5: LEO αopt for (a) a Perfect Reflector and (b) a (Sensitivity Analog)
Gradient-Index Waveguide Solar Sail, using a Locally Optimal Steering Law

This data was used as the generic model for transmissive sail sensitivity to α:

the profile was normalised as a percentage of its α = 0◦ value and multiplied by
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Figure 3.6: Attitude Indication Widget for a Reflective Sail with Normal SRP
(for Transmissive Sail Widgets, Tangential and Normal SRP are Assumed to be
Equal)

the scalar performance parameters of each sail proposal to generate analogous

α-FS and α-β∗ profiles, which in turn were used to generate analogous α-FSv

performance profiles. Therefore, the performance at α = 0◦ was preserved by

these analogs, but their idiosyncratic behaviours across the full γ range were only

approximated by the generic model. In particular, the active λ control proposed

by the liquid crystal sail [36] may attribute it a flatter sensitivity profile than this

model suggests. Nevertheless, most transmissive sail designs demonstrate very

similar behaviours within their proposal, such as a slightly off-zero αopt. These

transmissive analog profiles were used to generate a locally optimal steering law

numerically via Eq. 3.2. An example steering law is shown by Fig. 3.5b. Sails that

demonstrate vastly different α sensitivities to this model (e.g. Littrow reflection

sail) are omitted from the FM.

It can be seen that an optimal reflective solar sail at low altitude will exhibit

an αopt that tends to bring about β = 180 − γ − α = 90◦ in order to minimise

drag D, and at higher altitudes, converges upon an αopt that favours maximum

FSv as D becomes less significant. Naturally, at γ = 90◦, the reflective sail

converges upon α = 35.26◦. The transmissive sails produced similar steering

laws for 400 ≤ h ≤ 500 km where the tendency is to minimise drag. Otherwise,
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(a)

(b)

Figure 3.7: Duplicate of Figure 3.5 with Widgets Demonstrating the Low Altitude
and High Altitude Attitude for the γ = 0, 90 180◦ Lines. LEO αopt for (a) a
Perfect Reflector and (b) a (Sensitivity Analog) Gradient-Index Waveguide Solar
Sail, using a Locally Optimal Steering Law
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the steering law curves collate into one of several divergent ‘streams’ arising due

to non-linearities in their SRP-α sensitivity profile. These streams tend to form

around peaks in the profile, which become optimal at different γ for different sails.

It should be reiterated that these steering laws seek to maximise the rate change

of specific orbital energy ϵ̇, which means minimising its magnitude when negative

(at lower altitudes) and maximising it otherwise. For example, the steering laws

of both sails are identical along the γ = 0◦ curve. Here, FSv can only be negative,

and would act alongside D to reduce ϵ. For the γ = 0◦ curve, maximising ϵ̇

therefore means adopting an attitude for which FSv = 0 Pa and D is minimised,

which is the same attitude for both sails.

To aid in the interpretation of these steering laws, duplicates of Fig. 3.5a-b are

included that feature attitude widgets. These widgets symbolically represent α

and γ through three nodes — the sail, the Sun, and the velocity and primer

(desired impulse) node. These widgets are described by Fig. 3.6 and are imple-

mented within duplicates Fig. 3.7a-b. For clarity, these widgets are only added

to the γ = 0◦, 90◦, 180◦ curves (representing the prograde Sun, nominal, and

retrograde Sun steering curves, respectively) and only at the start and end points

of these curves (i.e. they represent sail attitude at maximum atmospheric drag,

and zero atmospheric drag). Note that an orbit raising manoeuvre is assumed;

the velocity node and the primer node are assumed to be one node for a locally

optimal steering law.

These duplicates are useful for depicting another feature of these profiles. Each

curve is consistent with the positive anticlockwise convention, and the angle def-

initions given by section 2.1.2 (α = ∠ Ŝn̂, γ = ∠ x̂pŜ). However, at very low

altitudes where FSv must be zero, the optimal solar incidence is somewhat arbi-

trary because ϵ̇(αopt) = ϵ̇(αopt+180
◦). That is to say that there is only one αopt at

altitudes for which SRP is relevant to optimal steering, but there are two possible

values of αopt at altitudes for which SRP is irrelevant to optimal steering. For
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the sake of clarity, these profiles always favour the αopt that is most congruent

with the rest of the αopt − h curve.

Given the anticlockwise convention and the aforementioned definitions, these wid-

gets demonstrate why negative and positive αopt arise. This is easiest to observe

in the reflective sail profile of Fig. 3.7a, for which FSv changes very predictably.

However, it is initially unclear as to why the γ = 90◦ curve of this profile changes

so gradually, while the γ = 180◦ apparently flips between one of two states. In-

deed, each intermediary γ curve approaching 180◦ becomes increasingly sharp,

and no negative α is seen after 600 km.

The reason for this pertains to section 3.1.1 and the equations Eq. 3.1-3.5. The

fact that ϵ̇ ∝ FSv −D has been covered extensively, but in order to explain why

these curves differ, the problem must be reframed as the following: FSv and D

are products of environmental arguments and trigonometric arguments. The en-

vironmental arguments of FSv and D are the available SRP 2GSC/cS
2 and the

air density ρ(h), respectively. Importantly, the environmental argument of FSv

can be said to be constant because S is effectively a constant in LEO, while the

environmental argument of D is a variable, because h is a variable in LEO. On the

other hand, the trigonometric arguments of FSv and D are cos2 α cos β (based on

the assumption that for reflective sails, β∗ = β) and cos2 β, respectively. In the

case of cos2 β, this is true because of CD, which is proportional to several trigono-

metric terms, but is principally proportional to cos2 β. When it is convenient to

remove β, this may also be expressed as a balancing of cos2 α cos(180◦ − α − γ)

and cos2(180◦ − α− γ).

The different shape of these steering laws by γ is a result of how these trigono-

metric terms compare, and how this interacts with the environmental argument

of D. The problem may be abstracted as a left-hand-side cos2 α cos β (‘LHS’) ver-

sus a right-hand-side Cρ cos
2 β (‘RHS’) for different values of Cρ, where Cρ is the

environmental argument of D normalised such that the environmental argument
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(a)

(b)

(c)

Figure 3.8: Difference between cos2 α cos β (trigonometric expression governing
SRP) and cos2 β (trigonometric term governing drag): for (a) γ = 180◦, (b)
γ = 90◦, (c) γ = 0◦
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of FSv equals one. I.e. Cρ = 1 when these arguments are the same size, mean-

ing that SRP and drag are balanced before trigonometric factors. Conversely,

Cρ = 1, 000 represents a low altitude environment that is dominated by drag,

while Cρ = 0 represents a high altitude, zero drag environment. This study is

depicted by Fig. 3.8a-c. The important thing to note here is when these curves

register positive values, and how these curves progress as Cρ increases.

The γ = 180◦ (retrograde Sun) case is depicted by Fig. 3.8a, and this demon-

strates why the corresponding steering law is so sharp: there is no advantage to

be had by changing α from αopt = ±90◦ while at low altitude (where Cρ ≥ 1), as

the dashed curves are never positive. Instead, when the altitude is high enough

(0 ≤ Cρ < 1), the attitude flips to αopt = 0◦ because the available SRP exceeds

the available drag. From the prior steering laws, we can infer that this takes place

just before h = 600 km.

Conversely, the γ = 90◦ (perpendicular Sun) case that is depicted by Fig. 3.8b

demonstrates why its corresponding steering law curve changes gradually. In the

previous case, there were two values of αopt: one for Cρ ≥ 1 and another for

Cρ < 1. But in this case, αopt can be seen to progress gradually from αopt = 0◦

when drag is dominant, to 19.47◦ when SRP and drag are balanced, and finally

to the familiar 35.26◦ once drag is absent.

Naturally, the steering law curves for 90◦ < γ < 180◦ are influenced more by

Fig. 3.8a or Fig. 3.8b depending on there proximity to these γ, explaining

why they become increasingly sharp as they near 180◦. Conversely, the γ = 0◦

(prograde Sun) case of Fig. 3.8c is included for comprehensiveness, but is hardly

worth discussing. It is perhaps noteworthy that Fig. 3.8a and Fig. 3.8c are

symmetric because, like the RHS, the LHS is always of the same sign for these

figures — either positive (a) or negative (c) and never changing between the two.

Conversely, Fig. 3.8b is asymmetric because the sign of the LHS changes based on

the sign of α, i.e. SRP may act with or against drag depending on the attitude. It
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is also worth noting that this ‘balancing of terms’ would look different if applied

to any of the transmissive sails — as should be apparent from the shape of the

example steering law shown in Fig. 3.5b/3.7b — but the fundamental problem

would be the same.

3.1.5 Simplified Satellite Bus and Thruster Model

Some simulations require additional parameters pertaining to the satellite it-

self. Satellite bus drag is assumed to be negligible, and each bus is assigned

mbus = 3.6 kg. It is assumed that all sails have equivalent momentum accommo-

dation coefficients to that of a conventional solar sail σt = σn = 0.8 [24], and are

attributed identical mass m = 1 kg and area (A = 1 m2 unless otherwise stated).

For comparison, some of these satellites are modelled with thrusters. Where not

specified by a datasheet, 0.5 kg of propellant is assigned. These thrusters [101–

104] are attributed equivalent dry masses to that of the sails, and are only made

heavier by their wet mass. This ensures that the results are not skewed in favour

of the sails by assuming that they are of significantly lower mass (in reality, they

almost certainly are, but the magnitude of this discrepancy is unknown). The

circular orbit assumption is maintained for all satellites, and so the Oberth effect

is neglected.

3.2 Optical Simulation

The strategy executed to design and optimise sail membrane patterns was prin-

cipally to develop both the optical simulation and the optimisation tool in-house,

the rationale being that a bespoke simulation and optimiser would afford greater

control over which phenomena to explore, which assumptions to make or not

make, and over the optimisation criteria. The developed simulation is also mod-
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ular, and may be developed further for subsequent research projects [39]. This

section details the techniques used by this simulation. However, the optical sim-

ulation is more complex than the FM and would be more difficult to replicate

as a result. For this reason, the simulation sequence is described in detail at the

beginning of chapter 5.

The objective of the optical simulation was to model the SRP generated by a

refractive, illuminated object of arbitrary geometry, and thereby test the per-

formance of different patterned sail membranes in a vacuum. Consistent with

other literature, objects in the simulation environment are referred to as parti-

cles [46, 105]. Sails were modelled either per-element (a single particle), or by

an array or pattern (multiple particles). The former configuration is useful for

calibration and for the exploration of the more orderly optical phenomena, while

the latter is useful for the exploration of real sail patterns and the (often chaotic)

sequences of ray-particle interactions that dictate their behaviour. Performance

data generated by this simulation is expressed as either a pressure FS or a torque

per unit area τS in one or more axes, and may be applied to calculate the optical

forces and torques exerted upon sails of arbitrary size. Ray tracing is employed

for its relative simplicity and suitability for modelling ray-particle interactions in

3D space; this technique may be used to accurately simulate optical phenomena

within environments of arbitrary complexity — the trade-off being computation

time, which itself may grow arbitrarily long without procedural optimisations.

3.2.1 Ray Tracing

The optical simulation represents light as a grid of parallel rays that are cast from

a single plane, as seen in Fig. 3.9. This plane is located at the lightsource position

rS, and lies perpendicular to the lightsource axis Ŝ. A single ray q is said to have

direction unit vector ĉq, and this is initially the same for all rays (ĉq(0) = −Ŝ).

Rays are propagated by ray marching, whereby the position vector of a ray rq
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Figure 3.9: Four Rays forming a 2D Grid in 3D Space, Projected onto a Cuboidal
Particle (simple case wherein all rays have identical paths and escape the envi-
ronment at m = 3)

is advanced along ĉq in small, discrete intervals described by the march attempt

length ∂LR. The ray is then checked for collision with any simulated particles.

This process repeats until either a collision is detected or the ray leaves the

simulation environment. Once either event occurs, a single march is said to have

been completed for that ray, and its march number m is increased by one. m

is increased by one for every ray that is still within the simulation environment

before progressing to the next march. Furthermore, all simulation outputs are

time-invariant, and so rays are analysed with respect to m in lieu of a true time

domain. For example, ray q is cast from the lightsource with position rq(0) and

direction ĉq(0); it encounters a particle for the first time at rq(1), at which point

its new direction unit vector ĉq(1) is calculated and the process repeats. The
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Figure 3.10: Rays Locally Overestimating the Illuminated Area due to Very Large
lR

simulation ends once m reaches the user-defined march limit m = mmax, or may

end prematurely if all rays have escaped the simulation environment. Rays may

also be removed from the simulation prematurely according to the ray filter (see

section 3.2.7).

In physical terms, a single ray represents the continuum of photons propagating

through an lR× lR×LR cuboid towards a particle over a single second interval as

depicted by Fig. 3.10, where lR is the ray spacing and LR is the ray length. This

approximation is good when lR is at least an order of magnitude smaller than the

particle. For larger lR, a ray may significantly overestimate the SRP at the edge of

a shape or in regions of sharp curvature as seen in Fig. 3.10. lR may therefore be

decreased for greater accuracy, but higher computation times. Conversely, if lR is

substantially smaller than the resolution of the particle polyhedron, decreasing lR

further (increasing the ‘ray density’) will yield diminishing returns for accuracy.

Of course, photons are not a purely geometric phenomenon, and so it is for rays.

Each ray will have a number of properties attributed to it by its lightsource, some
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of which may be altered by subsequent ray-particle interactions. Such properties

are said to be march-variant, and these must be tracked according to the m

index. The most important march-variant property is radiant flux Wq(m), which

describes the energy passing through the l2R end section of a cuboidal continuum

of photons. For example, if a lightsource is to imitate the Sun at 1 au, ray q

will be attributed Wq(0) = GSC = 1, 370 W/m2 at simulation start. In physical

terms, this describes the product of the number of photons per second hitting a

surface multiplied by their mean energy, which is a function of Planck constant

h and mean photon frequency f̄γ (Eq. 3.16).

Wq =
dNγ

dt
hf̄γ (3.16)

Wherein dNγ/dt is the rate of photon collisions. Other relevant properties are

detailed in section 5.1.

3.2.2 Particles and Intersection Detection

Each particle in the simulation environment is represented by a convex hull con-

structed from a set of vertices using Delaunay triangulation. Each convex hull

comprises a number of triangles. After a march attempt, the end position of a

ray may be cross-referenced with the vertex set of these convex hulls to ascertain

whether a particle has been intersected. Once an intersection is found, a nu-

merical search is carried out on the triangles nearest to rq(m): after confirming

that a triangle plane is not parallel to the ray in question, the intersection point

is cross-referenced with the triangle vertices to ascertain whether or not it lies

within the triangle perimeter. In the event that intersection with multiple trian-

gles is found, the nearest to rq(m-1) is chosen (this may happen at a cusp, where

two edges come very close to one another). To reduce the computational strain

of this method, each convex hull is attributed a cuboidal bounding box which
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delineates the outer region for which a ray march must check for intersection.

The other reason for determining which triangle was intersected is to query the

surface normal vector n̂tri. This is needed to calculate the angle of intersection θi

as described by Eq. 3.17. This in turn is used to calculate angles of transmission

and reflection (see section 3.2.3).

θi = arccos(
ĉq · n̂tri

|ĉq||n̂tri|
) (3.17)

3.2.3 Ray-particle Interactions

When a ray intersects with a particle, one or more ray-particle interactions will

occur depending upon the angle of intersection θi and the properties of the two

mediums (the particle medium and the vacuum medium). As explored in section

2.1.1, a photon-particle interaction will typically comprise absorption, reflection

(specular or diffuse) and transmission to varying degrees. In the case of optical

membranes that are highly transparent, absorption is typically a minor contrib-

utor to SRP. It also occurs irrespective of θi, and therefore will vary less between

designs. As such, it is less relevant to the design process and is neglected. Fur-

thermore, the geometries explored are assumed to be an order of magnitude larger

than that of the dominant wavelengths of the solar spectrum, and so diffraction

effects are also neglected in favour of pure refraction. In summary, when a ray

encounters a particle within the simulation environment, a portion of the ray will

be transmitted (and if θi ̸= 0◦, refracted), and a portion will be reflected.

The exception to this rule is total internal reflection (TIR), which results in

reflection without a transmitted component. This may occur when a ray attempts

to propagate from a more refractive medium to a less refractive one (i.e. n1 > n2),

such as when a ray attempts to travel from a particle to a vacuum. This will only

occur if θi is larger than a certain critical angle θc, which itself is determined by
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the ratio of refractive indices of the two mediums (Eq. 3.18).

θc = arcsin(
n2

n1

) (3.18)

Otherwise, an incident ray will always split into a transmitted ray and a reflected

ray. For the reflected portion, the angle of reflection θr is dictated by the law of

specular reflection (Eq. 3.19). For the transmitted portion, the angle of refraction

θt is determined by the indices of refraction of the mediums that are being left

— n1 — and entered — n2 (Eq. 3.20). As explored in section 5.1 and 5.2.1,

the ratio of radiant flux attributed to the reflected ray and the transmitted ray is

dependent on the material properties (reflectivities {RS, RP} and transmissivities

{TS, TP}), which are wavelength-dependent.

θi = θr (3.19)

n1 sin(θi) = n2 sin(θt) (3.20)

Because refractive index n is also a function of wavelength, transmission may incur

another kind of interaction called dispersion. Within the simulation, Sellmeier

equations (Eq. 3.21) are used to determine n depending on the wavelength λk of

the specific ray that is being refracted (for example, infrared rays are refracted

less than ultraviolet rays).

n2(λk) = 1 +
Bsλ

2
k

λ2k − Cs

(3.21)

Wherein Bs and Cs are the material Sellmeier coefficients. When the transmitted

ray is monochromatic, dispersion is not incurred and both the reflected compo-

nent and the transmitted component will share the same colouration. When a

ray is polychromatic (e.g. white light), the reflected ray will retain the polychro-

matic composition of its parent, but the transmitted ray will disperse into several

monochromatic rays of different colour. In this case, the simulation carries out
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Eq. 3.21 once for each ray that is generated by the dispersion event. Addition-

ally, the radiant flux that would otherwise be attributed to a single transmitted

ray must now be subdivided between each dispersion ray according to the power

distribution of the electromagnetic spectrum of the lightsource, as described in

section 3.2.4.

3.2.4 Black-body Radiation Model

In truth, dispersion rays that are created by the simulation are not reallymonochromatic

as this would require a ray to be generated for every wavelength within a spec-

trum — an uncountable set. Instead, it is convenient to subdivide a spectrum

into several smaller spectra or bands and attribute a ray to each of them. To de-

termine how the radiant flux of a polychromatic parent ray should be distributed

amongst its pseudo-monochromatic children rays after dispersion, the spectral

power distribution (or radiance) of its lightsource must be known. For a light-

source radiating idealised white light, this distribution would be uniform and flat.

Conversely, the Sun radiates polychromatic light with a non-uniform power dis-

tribution: white by convention, but not perfectly so. Within the visible spectrum

alone, more red and green photons are produced than blue ones, producing light

with a yellow hue.

Despite its non-uniformity, the power distribution of the solar spectrum is simple

to model by approximating it to be black-body radiation. The spectral radiance

B of a black-body radiator at wavelength λk may be calculated via Eq. 3.22,

which is derived from Planck’s law.

B(λk) =
2πhc2

λ5k(e
hc

kBλkTo − 1)
(3.22)

Wherein h is the Planck constant, c is the speed of light in vacuum, λk is the

ray wavelength (in µm), kB is the Boltzmann constant, and To is the absolute
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temperature. By attributing the Sun a temperature of To = 5778 K, this model

yields the spectral power distribution depicted by Fig. 3.11. Next, the solar

Figure 3.11: Spectral Radiance of Sunlight as Black-Body Radiation, Divided
into D = 10 Bands, wherein the Area of Each Segment Determines the Ray Flux
of Dispersed Rays

spectrum is divided into a user-defined number of bands, D (also present in Fig.

3.11, wherein D = 10). The spectral radiance of each band Bband(d) may be

calculated by numerically integrating B across the full range of wavelengths for

said band. For our purposes this is approximated by the trapezium rule as shown

in Eq. 3.23.

Bband(d) =

∫ λdI

λd1

B dλd (3.23)

≈ ∆λd
2

[B(λd1) +
I−1∑
i=2

B(λdi) +B(λdI)]

Wherein λd is a wavelength sample within band d and ∆λd is the sample interval.

Next it is necessary to calculate the spectral radiance of the entire spectrum Bspec,

for which the procedure is identical as Eq. 3.23: the only difference is the limits,
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which are chosen to be λd1 = 380 nm and λdI = 1, 660 nm because most optical

materials demonstrate good optical transmissivity within this range [106, 107].

When a parent ray q with radiant flux Wq disperses into several children rays,

the power that is to be attributed to a dispersed ray belonging to band d can

now be determined using Eq. 3.24.

Wd =
Bband(d)

Bspec

Wq (3.24)

This band approach allows the user to further select for accuracy or computational

speed by adjusting the number of bands D, but should be carefully controlled.

This is because although dispersion can only occur once within the ‘family tree’

of a ray, each ray may still produce children via partial reflection, as may their

children, and so on. A small increase in D may therefore correspond with a

disproportionate increase in the number of children rays and greatly increased

computation times.

3.2.5 Solar Radiation Pressure from Radiant Flux

Because the direction of a ray is changed by ray-particle interactions, its momen-

tummust change as well. According toNewton’s third law, the particle responsible

for this must experience an equal and opposite reaction force to that of the ray.

In the case of a large number of rays being projected, the SRP exerted upon a

particle FS may be calculated by comparing the sum of the flux of every input

ray with the sum of the flux of every output ray as depicted by Eq. 3.25 [46]:

FS = −1

c
(
Nout∑
n=1

Woutĉout −
Nin∑
n=1

Winĉin) (3.25)

Wherein W is the ray flux, ĉ is the ray direction unit vector, and Nin and Nout

are the numbers of rays input and output of the simulation, respectively. This

approach is valid, but does not lend itself well to calculating torques, for which
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the location of each ray-particle interaction is relevant; it also does not allow for

calculating pressures imparted by absorption, if one wished to add that func-

tionality. A more robust method is to calculate the change in ray flux at each

interaction. This is described by the simulation sequence in section 5.1, and so it

is not repeated here. These simulations may be repeated across a range of Sun

incidence angles α to create a performance envelope for SRP or optical torque

per unit area.

3.2.6 Assumptions and Ray Grid Configuration

(a) (c)

(b) (d)

Figure 3.12: Illumination of a (a-b) Particle, (c-d) Pattern, using a (a, c) Particle
Ray Grid Configuration, (b, d) Pattern Ray Grid Configuration. Full, Red Edges
Show Double-illuminated Regions; Dashed, Red Edges Show Omitted Regions

A photon-particle interaction that effects a change in photon momentum would

correspond with a point force at a single location on the particle. The aggregate

of these momentum changes would naturally be expressed as a net force on the
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particle, and their aggregate divided by area as a pressure on the particle sur-

face. Given that rays themselves are often represented as vectors acting upon a

point, one might erroneously assume that changes in ray energy would correspond

with a force or a pressure when summated, or summated and averaged over an

area, respectively. However, rays represent the photon continuum, not individual

photons, so this is not true. In lieu of true momentum or energy they posses mo-

mentum per unit area, averaged over an area, and energy per unit area, averaged

over an area. The latter, which is used by this simulation, is the aforementioned

ray radiant flux. When the radiant flux of a ray is changed by a particle, it

corresponds with a change in energy per unit area, averaged over the area of the

particle that was affected by the ray (which is subject to the ray spacing lR).

Due to the ‘per area, averaged over an area’ duality, the aggregate of change in

radiant flux is indeed dimensionally a force, and as an aggregate divided by area,

a pressure. However, unless lR = 1 m (which would be unlikely, given the scale

of these optical elements), they will be the wrong force and the wrong pressure.

Provided that lR is the same for every ray, and provided that the entirety of an

element is illuminated evenly, the pressure acting upon a sail composed of these

elements is nonetheless trivial to calculate, being the average change of radiant

flux of all illuminating (or ‘valid’) rays. This is true because, if the entirety of

the element is illuminated, the change in energy ‘per unit area, averaged over

an area’ becomes the change in energy ‘per unit area, averaged over an element’

- which is simply the pressure acting on an element. This in turn is the same

as the pressure acting on a sail comprising identical elements. The force acting

upon the sail is simply the product of this per-element pressure multiplied by the

sail. Assuming diffraction is not considered, such a pressure and a force would be

true for a metre-wide sail containing thousands of microscopic elements, or a few,

centimetre wide elements; only the dimensions of the sail itself are relevant to the

force calculation. Furthermore, while the geometry of the elements is relevant

to the calculation of pressure, neither the bounding dimensions of the elements
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(their scale) nor the dimensions of the sail will affect this pressure.

As every element in a pattern is identical, the SRP generated by a pattern is the

same as the SRP generated by just one of its constituent elements. This may

lead one to assume that simulating a single element would suffice, but this would

occlude the true behaviour of the pattern as it would prevent ray propagation

between adjacent pattern elements, hereafter referred to as pattern propagation.

Generative designs informed by such a model would be low quality, as the pre-

vention — and sometimes harnessing — of pattern propagation is a major design

stressor. At the other extreme, the brute-force approach to accuracy would be

to model a small sail in its entirety, attributing a particle to every element of

its pattern. Provided that all particles were illuminated evenly, this would be

highly accurate. This approach is infeasible though, as a single square metre

of sail could imply upwards of a hundred thousand pattern elements and - at a

reasonable ray density - over a million rays. The solution is to compromise by

modelling just a few pattern elements and to only illuminate the central one. If

the central element can be considered typical, the SRP generated by it should be

representative of the pattern as a whole, allowing one to predict the performance

of a sail, so patterned, of arbitrary size.

Of course, certain assumptions need to be made for this ‘per-element’ SRP cal-

culation to be truly representative of a real sail. These are described by two

axioms. The first axiom is that per-element performance is the same regardless

of the position of an optical element within its pattern. Even for an idealised

sail, this is obviously false given the prevalence of pattern propagation; an optical

element placed at the edge of the sail at either of the ŷB extremities will not be

subject to pattern propagation effects when rays are redirected away from the sail

edge, and so these would not behave the same as a central element. Yet despite

being objectively untrue, this axiom is particularly easy to justify because even a

very small sail would comprise thousands of optical elements. Even if a measur-
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able deficit could be felt a hundred rows adjacent from the edge, the performance

discrepancy between an idealised sail and the per-element estimate would be neg-

ligible. Furthermore, the discrepancy would become less pronounced with each

adjacent row moving centre-wise and so it would likely not be measurable at a

hundred rows’ depth. Anecdotally, rays entering a pattern of symmetric optical

elements (e.g. lightfoils) were rarely seen propagating through the pattern any

more than five elements away from their point of entry, and for asymmetric opti-

cal elements (e.g. triangular micro-prisms), rarely more than three. Furthermore,

certain patterns do not exhibit pattern propagation at all. Within the simulation,

this axiom is kept valid if the number of pattern elements are sufficient to ensure

that the ejection of rays from the outer edges of the pattern is an uncommon

occurrence. It is difficult to prevent this entirely because this phenomenon – as

for all optical phenomena – is sensitive to both α and particle geometry, neither

of which are fixed during numerical optimisation. Here the aim is to ensure that

first-order rays (see section 5.2.1) are not ejected in this manner, but a few low

power rays being ejected so will not significantly affect simulation results. For

most geometries, five elements distributed to either side of the central element

were more than sufficient to this end.

The second axiom is that the entire particle is illuminated evenly. The valid-

ity of this axiom is more complicated to maintain. Naturally, self-occlusion is

unavoidable; rotating a lightsource around a sphere will cause one part of its

surface to become occluded (where n̂tri is perpendicular or obtuse with respect

to ĉq) and another to be illuminated (where n̂tri forms an acute angle with ĉq).

Furthermore, for non-spherical particles, protrusions and concavities may occlude

parts of a surface that would otherwise be illuminated. Nevertheless, the entire

particle can be said to be illuminated if every triangle has the opportunity to be

illuminated, i.e. if the entire surface would be illuminated if rays were allowed

to pass through the particle unimpeded. In practice, as long as the rays at the

extremities of the ray grid are cast towards the projected extremities of the par-
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ticle (namely, projected onto a plane that is perpendicular to ĉq), then the entire

particle can be said to be illuminated. This also requires that the central ray is

cast towards the centre of the particle wherein the centre is the mean average of

its extremities as described by Eq. 3.26, not the centroid and/or centre of mass.

This is the same as the the centre of the bounding box, and indeed, the projected

dimensions of the bounding box are also used to size the ray grid for each α for

this ray grid configuration as depicted by Eq. 3.27.

Ygrid−particle = XB| cos(α)|+ YB| sin(α)| (3.26)

Ogrid−particle =
1

2


xmax − xmin

ymax − ymin

zmax − zmin

 (3.27)

This is called the particle configuration hereafter because it is appropriate for

single particles as seen in Fig. 3.12a. Conversely, it will not ensure compliance

with the aforementioned axiom if the particle is part of a pattern because certain

regions will be ‘double illuminated’ at non-zero α; certain regions that are illumi-

nated on the central particle — which is fully illuminated — are also illuminated

on the adjacent particles — which are (erroneously) partially illuminated. The

regions for which there is overlap are counted twice by the simulation and so the

per-element assumption is broken. Furthermore, at high α the central particle

will be partially occluded by an adjacent element. If the region of the adjacent

element that is partially illuminated corresponds exactly with the region on the

central element that is partially occluded, the per-element assumption holds, but

this is not guaranteed by this configuration.

The solution is to have a separate ray grid configuration for patterns. The most

appropriate, hereafter called the pattern configuration, was found to be one for

which the central ray is cast towards the centre of the upper edge of the bounding

box as described by Eq. 3.29. Furthermore, the size of the ray grid is only
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influenced by the projection of the upper edge of the bounding box as described

by Eq. 3.28, meaning that the grid size falls to zero at α = 90◦ and every ray

is superimposed. In practice, this means that SRP and torque are not generated

when the sail surface is perpendicular to a lightsource. This faithfully reproduces

the assumptions laid out in the FM — namely, that these sails are flat, and so

their effective area is zero when the sail normal is perpendicular to the Sun.

Ygrid−pattern = XB| cos(α)| (3.28)

Ogrid−pattern =


xmax − xmin

ymax − ymin

zmax

 (3.29)

Effectively, this configuration treats the particle as a 2D surface with no account-

ing for depth. It is therefore inappropriate for single particles as seen in Fig.

3.12c, wherein a significant section of the particle that should be illuminated is

missed. It is notable that the pattern configuration is also prone to partially

illuminating adjacent particles. However, it can be seen in Fig. 3.12d that this

does not matter, as the illuminated region of the adjacent particle corresponds

exactly with the missed region of the central one. This configuration will only

ever cause up to one adjacent particle to be partially illuminated. Nonetheless,

this partial illumination means that the centre of mass of the central particle is

not always an appropriate argument for the calculation of per-element torque.

For example, in Fig. 3.12d, the rays that intersect the left adjacent particle

would have a ray-particle interaction that occurs to the right of the centre of

mass, if they were to have instead intersected with the central element at the

corresponding per-element position. Instead, they undergo an interaction to the

left of the centre of mass. As such, the local SRP may effect a torque of incorrect

sign. Here, the simplest means of maintaining the validity of the second axiom

is to calculate torque with respect to the centre of mass of the particle that was

initially intersected at m = 1, hereafter called the reference particle. For children
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rays that did not exist at m = 1, their reference particle will be the particle that

was intersected by their earliest parent ray at m = 1.

3.2.7 Child Limits and Ray Filtering

With the exception of TIR events, every ray-particle interaction will result in at

least one new ray being generated, causing the number of rays being simulated to

grow exponentially as m is increased. Because it is impossible for a ray to exit a

particle without partial reflection occurring, and because absorption is neglected,

a ray that has entered a particle is not able to escape without simultaneously

sending a new child ray back into the particle. That child ray may itself escape

later, but not without sending yet another child ray back into the particle ad

infinitum. Rarely, an individual ray may also become trapped by cyclical TIR

events. For these reasons, it is impossible for the simulation to run to completion

with all rays having left the simulation environment. The effect that this has on

simulation results is negligible; the ray components that are trapped decrease in

flux as m increases, and by the end of a simulation their contribution to net SRP is

typically less than 0.1%. Nonetheless, they are a hindrance to computation times;

only so many interactions can occur within a simulation before the number of rays

becomes infeasible to simulate within a reasonable span of time.

Previous works have circumvented this issue by using sequential ray tracing [46].

Using this method, any children rays that are created during a ray-splitting event

— such as dispersion or partial reflection — would not be subsequently tracked

by a sequential ray tracer, and any non-sequential ray-particle interactions would

not be considered. Because this may occlude the more nuanced behaviours of a

ray propagating through a patterned membrane, this method was not adopted.

However, tracking the behaviour of each child ray poses problems for computation

speed.
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To curb this issue, three control parameters are established. Firstly, the march

limit mmax is introduced to limit the number of successful ray marches that may

occur; this is effectively a limit on the number of ray-splitting events that may

be permitted. Secondly, the child limit qmax is introduced to prevent new rays

from being created if the original parent ray already has a certain number of

children; if qmax = 0, the simulation effectively becomes a sequential ray tracer.

Finally, a ray filter is introduced alongside the parameter filter flux Wmin; below

this flux, the ray filter will delete a ray if it attempts to create more children.

These measures are made more important in the absence of absorption which, as

for the sequential ray tracing optical force model [46], is not considered here. This

is regrettable because absorption would naturally cause trapped rays to attenuate

and more rapidly fall below the filter flux. The author therefore recommends that

future models do not neglect absorption.

3.2.8 Validation

The optical simulation was validated via direct comparison with established mod-

els through several means. The simplest but least comprehensive of these was to

parametrise the compliance of the simulation with simple, fundamental physical

laws. For example, one parameter compared the net ray flux of the incident and

outgoing valid rays to ensure that the law of the conservation of energy was not

breached.

Despite being strictly deterministic, other physical laws are difficult to validate

parametrically because of the chaotic and unpredictable manner with which their

effects accumulate. In particular, laws governing ray paths (e.g. Snell’s law) were

validated by confining the simulation to 2D and emulating a given scenario in a

well-established and open-source 2D ray tracing model [108]. Validation of these

laws was achieved by overlaying the two outputted ray diagrams within a digital

photo editor and ensuring that their ray paths were identical.
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The next layer of validation was to compare the simulation outputs directly with

existing models. This was initially achieved by emulating the simplest scenar-

ios — perfect reflectors and perfect transmitters — and comparing their outputs

with the outputs of Eq. 2.15-2.18. For example, it was validated that the SRP

profile of a perfect reflector (Fig. 2.5) could be reproduced via the optical sim-

ulation. Notably, all prior validation measures have high certainty because the

phenomenon that they are validating are simple; in these simple idealised sce-

narios, the optical simulation and the model being compared feature either no

assumptions or the same assumptions.

Conversely, the final stage of validation involves comparing the final outputs of the

simulation against the final outputs of prior works that examine transmissive solar

sails. This stage of validation is more comprehensive, but owing to the disparate

assumptions and methods used by different simulations, is less conclusive. For

example, a ray filtered, ‘branching’ ray tracer may yield different results to that of

a sequential ray tracer. Furthermore, simulation outputs in the existing literature

are typically not paired with a ray diagram, making an exact reproduction of

their scenario impossible. Nevertheless, to validate the optical force model in

context, micro-prisms profiles provided by source [29] were compared (these are

discussed in section 5.3.2). To validate the optical torque model, lightfoil profiles

provided by source [30] were compared. Profiles were seen to agree in terms of

shape but disagree in magnitude. For example, the SRP generated at zero α in

the micro-prism case deviated by 22% with the prisms in source [29]; conversely,

the transverse SRP ratio λ agreed nearly exactly with the optical simulation,

registering a deviation of 1% at zero α.
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3.3 Pattern Optimisation

The described optical simulation is suitable for assessing the performance and

behaviour of sail membranes, but on its own, is not well suited to the designing of

said membranes. Furthermore, it is preferable to automate pattern optimisation

because the solution space — particularly for freeform optical elements — is

vast. A wide variety of such optimisation methods exist for optical elements,

and these can broadly be categorised according to whether they are analytical,

numerical or hybrid in their approach. Broadly speaking, analytical methods tend

to produce very exact solutions by framing the optimisation problem in a manner

that is solvable. Because it produces solvable problems, analytical optimisation

is quick to execute. However, these exact and efficient solutions are for fairly

approximate representations of the actual problem. Analytical optimisers operate

in the absence of simulation feedback and so must make assumptions as to what

constitutes an optimal solution. Furthermore, the state space of the scenario must

be simplified or abstracted so as to remove any ambiguous, chaotic or otherwise

hard-to-parameterise phenomena.

Conversely, numerical optimisers produce solutions that may be more approxi-

mate, but for representations of the problem that are more accurate. A numerical

optimiser is always able to yield a globally optimal solution — which is not al-

ways true for an analytical one — but at the cost of greatly increased computation

times. Of course, there is no guarantee of finding a global solution; a numerical

optimiser may yield many solutions, but it is difficult to prove that a better one

does not exist. Nonetheless, these methodologies offer considerable flexibility to

a designer as the parameters that are to be maximised may be changed easily

according to various priorities, allowing one to generate various designs for vari-

ous applications. Lastly, a numerical optimiser does not require the scenario or

system to be exhaustively understood; they are generally functional in the pres-

ence of ambiguity and may be compatible with certain black-box problems. Due
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to its synergy with the optical simulation, numerical optimisation is adopted for

the pattern optimiser.

The developed pattern optimiser is a simple AI that numerically optimises sail

membranes. It interacts with the optical simulation to generate optimised optical

membranes through an iterative process wherein membrane geometry is adjusted

between simulation runs and membrane efficiency is determined using SRP pro-

files and a user-defined fitness function ff . Because this process can be compu-

tationally expensive, the pattern optimiser operates according to reinforcement

learning principles based on Q-learning [109]. This greatly reduces the number

of simulations that are needed to converge upon an optimal design.

3.3.1 Actions, Fitness and Reward

The pattern optimiser uses actions A to shape patterns, fitness functions ff

to evaluate the success of actions, and reward functions fr to shape optimiser

behaviour accordingly. An action is any change that the agent makes to the

simulated particle. For the purposes of this thesis, this involves changing its

geometry, but it can just as easily involve changing material properties or particle

orientation. If an action is successful, it is made permanent. Each time that an

action is accepted, a new iteration of the design is made, denoted by the iteration

number nI. Typically an optimisation run will end after a user-defined number of

actions are accepted, called the iteration limit nI max.

The fitness function ff is defined by the user to describe what constitutes an

optimal design. In the case of sail patterns, ff is usually a function of SRP or

torque per unit area for a certain α or range of α, but could just as easily include

parameters that do not pertain to performance, such as thickness. Conversely,

the reward function fr grants rewards at the end of each simulation according to

the relative success of a given action, and it is these that the optimiser seeks to
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(a)

(b)

Figure 3.13: Example of Fitness Curves by (a) Simulation Number nS, (b) Itera-
tion Number nI

maximise. fr is simply the fitness after an action relative to the fitness of the

previous iteration. By attempting to maximise this reward, the optimiser will

naturally converge upon an optimal solution. For action A and iteration nI, the

reward is calculated by Eq. 3.30.

fr(nI, A) = ff (nI, A)− ff (nI-1, A
∗(nI-1)) (3.30)

Wherein A∗ denotes a successful action that was made permanent, and that is

86



3.3. PATTERN OPTIMISATION

defined by Eq 3.31:

fr(nI, A
∗) = fmax

r (nI, A) if fmax
r (nI, A) > 0 (3.31)

The reward of each action can be positive, null, or negative, but an action will

only be accepted if it is positive. fr is stored according to nI and A because it

allows the optimiser to make predictions as to which action is most likely to be

successful in the future. It does this through a discounted variant of the reward

function f ∗
r (A) which takes the sum of fr for a given action, but with the rewards

discounted according to how many iterations have passed since the action that

yielded it was taken (Eq. 3.32).

f ∗
f (A) =

nI−1∑
i=1

1

i
ff (nI-i, A) (3.32)

This is used to influence the behaviour of the optimiser and is the basis of the

reinforcement learning process. The probability that it will attempt a given ac-

tion is elevated if that action was successful recently. Similarly, actions that were

historically unsuccessful become more likely to be attempted again after a large

number of iterations have passed — as it is more likely that the conditions will

have become conducive to its success after the state space has changed signifi-

cantly. Notably, this form of reinforcement learning is model-free because the AI

learns exclusively from data generated by the simulation, which is itself treated as

a black-box. This is appropriate given that certain rays may have chaotic paths

through a particle, particularly those that comprise a complex pattern.

Additionally, the optimiser mitigates the issue of ‘overshoot’ by adjusting the

magnitude of actions taken dynamically. As the optimiser converges upon a

solution, the dff/dnI will typically decrease, and this is monitored to allow it

to preemptively adjust the magnitude of the responsible action accordingly. Of

course, dff/dnI is not directly proportional to said magnitude — particularly
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for chaotic systems — and so any attempt to prevent overshoot is only a best

guess, and one that will ultimately fail. However, once that action has (for the

time being) been exhausted, the negative reward that it yields will encourage the

optimiser to explore other actions more frequently. In the example depicted by

Fig. 3.13a-b, this ebb-and-flow may be observed: the fitness curves are initially

steep, as large actions are initially tenable, and yield proportionally large gains

in fitness. As these actions begin to yield less reward, the curve levels out.

Eventually, an alternative optimisation route is found and the curve becomes

steep again. This repeats with dwindling efficacy until only very small actions

yield positive rewards. For example, in Fig. 3.13b it can be seen that there is

a significant difference in ff between nI = 0 and nI = 40, but practically no

difference between nI = 40 and nI = 100.

3.3.2 Exploration and Exploitation

Because the optimiser treats the simulation as a black-box, it cannot make mean-

ingful decisions until it has sufficiently built up the discounted reward function

f ∗
r . As such, optimisation is split into two distinct phases wherein the first phase

is dedicated to exploration and the second is dedicated to exploitation.

During the exploration phase, the optimiser attempts every action successively

and records the reward. After every action has been attempted, the action with

the highest fr is made permanent and the particle is saved as a new iteration. The

action with the lowest fr is barred from being attempted for the remainder of the

phase. This process repeats until all actions have been taken or until all actions

that have not been barred have yielded zero or negative reward. This phase is

distinctly visible in Fig. 3.14 as the orderly, curved region on the left side of

the diagram. During the exploitation phase, the optimiser is allowed to choose

which actions it takes and any action with a positive fr is made permanent.

This phase is depicted in Fig. 3.14 by the more prominent chaotic region, in
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Figure 3.14: Action Space of a Freeform Optical Element Represented by the
Number of Times that a Positive (Blue) Action or Negative (Red) Action was
Taken nA with respect to the Number of Simulations nS, Showing Two Distinct
Optimisation Phases

which a variety of actions are attempted. As for a Markov decision process [110],

the probability that an action will be taken is proportional to the f ∗
r that each

action has accrued. This phase is more efficient than the first phase, but is less

exhaustive. Conversely, if the optimiser consisted entirely of an exploration phase,

it would always converge upon the same solution. Given that numerical optimisers

are prone to converging upon local maxima irrespective of other, better solutions

existing, this would negate the possibility of finding them through successive

optimisation runs.

3.3.3 Particle Parameterisation

The state space may be very large for these simulations if exhaustively described,

but as far as the optimiser is concerned, it may be simplified to α, plus the state

space of the particle. The size of the particle state space depends on whether it

has a structured or freeform shape. For example, if the particle is a structured

triangular prism, its state space will be just four parameters, of which three are
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control parameters that the optimiser may interact with. Namely, the control

parameters are the three dimensions needed to describe a triangle and the final

non-control parameter is the depth of the 3D shape. Other structured shapes,

such as cuboids and cylinders, may be described in a similarly concise manner.

Conversely, a freeform optical element that is built from a polynomial may be

described by dozens of control parameters, representing dozens of spline control

points needed to build a freeform 2D profile. Alternatively, the optimiser may be

allowed to edit the output vertices directly (rather than the control points) for

even greater control, at the cost of a much larger state space.

During optimisation, the action space is twice the size of the particle state space

for structured particles — as both the negative or positive increment of one of

these states is attributed its own action. Furthermore, the action space is four

times the size of the particle state space for freeform particles — as there may be

a negative or positive increment in either axis of the 2D cross-section profile.

3.3.4 Drawbacks

A drawback of an optimiser that has the ability to make decisions is that the

reasoning behind those decisions is not always easy to decipher. An increase

in performance may be observed, but deductive reasoning is often required to

understand why it has converged upon a given solution. This is particularly true

of simulations involving many rays and multiple particles.

Furthermore, certain optimisation problems can have multiple near-optimal so-

lutions, for which transmissive sail membranes are no exception. As already

mentioned, an AI can become convinced that a near-optimal solution is the true

optimal. This occurs because the extent to which an action is successful or un-

successful is dependent upon the current state space. Typically, when the state

space is in a near-optimal state due to it having found a local reward maximum,
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the optimiser may not be willing to leave that near-optimal state because all fur-

ther actions yields zero or negative reward. This could be because a sequence of

different actions would be needed to access the positive reward of an alternative

maximum, or it could be because the magnitude of individual actions taken are

currently too small to reach said alternative maximum. Therefore the outcome

of the optimisation process can be highly dependent upon the state of the object

at the start of the process – in this case, the user-input geometry of the particle.

Mitigating strategies are employed to give the optimiser the ability to escape

a local maximum in case a better solution lies nearby. Firstly, it is important

to verify that the maximum — whether global or local — has been accurately

reached. To do this, the optimiser will temporarily revert to the exploration

phase once all positive actions appear to have been exhausted. Simultaneously,

all actions are greatly reduced in magnitude to prevent overshoot. If this fails

also, a maximum must have been found to a high degree of accuracy. The opti-

miser then attempts to search for other maxima by substantially increasing the

magnitude of its actions and executing a random walk. This partially mitigates

the issue of local maxima but does not eliminate it; these mitigating strategies

are predicated upon the presence of maxima that are near enough to be found by

these exploratory actions, which is not always the case. It is also predicated upon

said alternative maxima being reachable by a single large action, rather than a

sequence of different actions; allowing sequences of actions to be attempted that

yield initially negative reward was deemed too computationally expensive for the

existing model, as this would have effectively increased the size of the action

space by several orders of magnitude. However, this may be made feasible by

the employment of more advanced, model-based AI, ray tracing optimisations to

reduce simulation time, or very powerful hardware.
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3.4 Experiments and Prototypes

The aim of the manufacturing segment of this project was to map the processes

surrounding the development of a novel refractive or diffractive sailcraft. This was

achieved by collating the relevant literature, evaluating the suitability of different

methods for transmissive sail fabrication, and by performing in situ experiments

— the latter of which engendered a significant amount of trial-and-error. In

chapter 6, this work is represented in a structured manner. In truth, this was

an organic process, and dead-ends and new avenues for research were discovered

along the way in equal measure. The breadth of this work led to collaboration

with a number of UoN faculties and research groups. Within the Faculty of

Engineering, this was principally via the Nottingham Geospatial Institute (NGI)

and the Centre for Additive Manufacturing (CFaM). However, this work was also

aided by the Faculty of Science via the School of Physics & Astronomy and the

School of Chemistry, as well as interdisciplinary research centres comprising the

Biodiscovery Institute (BDI) and, in particular, the Nanoscale and Microscale

Research Centre (nmRC). This is stated to highlight the fact that expertise and

infrastructure belonging to a diverse set of academics had to be solicited (and

graciously given) in order to gain a holistic understanding of transmissive sail

manufacture and to execute many of these processes. Given the breadth of this

work, it would have been immensely helpful at project outset to have had access

to a piece of literature that detailed the relevant concepts, processes, and the

associated common pitfalls. In the absence of this coveted resource, it was decided

that chapter 6 should be made into said resource.

As well as mapping and trialling the manufacturing processes involved in trans-

missive sail development, these processes were evaluated based on how feasible

and cost effective they are as an in-house investment (procuring the relevant

infrastructure and materials for in-house processing) versus how cost effective

they are as a commercial solution (outsourcing the process). During evaluations,
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in-house process feasibility was typically assessed according to the resolution, re-

peatability and scalability of the relevant fabrication methods. These evaluations

were supplemented by experience gained from performing these processes in situ.

However, the wide scope of this project ensured that no single process was able

to be explored exhaustively. Conversely, the most cost-effective route was de-

termined by soliciting quotations for the cost of the relevant infrastructure (and

where substantial, the cost of raw materials) versus the cost of pre-processed parts

and outsourced processes. For example, it was found that thin film fabrication

as a process was absolutely feasible to carry out in-house with relatively little

in the way of infrastructure, but provided too small a cost advantage over the

commercial solution to be optimal. This information is particularly pertinent to

academic and small-to-medium sized business (SMB) satellite developers that are

seeking to develop a sailcraft, for which time and capital must be very carefully

allocated in order to bring a project to fruition.

The secondary aim of the manufacturing segment of this project was to develop

a sail prototype that would serve as a precursor to an in-orbit demonstration

(IOD) mission in collaboration with the NottSpace CubeSat Programme, NGI

and UoN Faculty of Engineering. A refractive solar sail and deployment system

were designed as a payload for the UoN CubeSat JamSail to this end. This

serves as a design case study at the conclusion of chapter 6, and is followed by

an account of the future work that will be carried out to bring the payload to

maturity.
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Chapter 4

Orbital Dynamics

4.1 Analysis of Transmissive Solar Sail Propos-

als

This section details and compares the existing transmissive sail proposals. To

facilitate their evaluation, this begins with the defining of the parameters by

which they may be initially compared, with a focus on their performance under

ideal conditions. Analysis of these sails under non-ideal conditions is subsequently

carried out in section 4.2.

4.1.1 Scalar Performance Parameters

Eq. 4.1-4.2 characterises ηS and ηSv , which are the percentage incident solar

irradiance that is converted to SRP and transverse SRP, respectively. Eq. 4.3

describes λ, which is the the transverse SRP ratio. Both ηSv and λ have been

expressed before in some form, but are reiterated here for clarity. Note that all

parameters that are sensitive to flight regime assume γ = 90◦ at 1 au (GSC =
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1, 370 W/m2), and that Fmax
S = 2GSC/c:

ηSv =
FSv

Fmax
S

(4.1)

ηS =
FS

Fmax
S

(4.2)

λ = cos(β∗) =
FSv

FS

(4.3)

Since idealised reflective sails are used as the baseline for comparison, it is con-

venient to express the efficiencies of transmissive sails not in terms of percentage

irradiance converted, but in proportion to the theoretical maximum efficiencies

of reflective ones. Efficiencies that are not absolute, but are instead expressed

as a percentage relative to this reflective baseline, are denoted by an asterisk.

These relative efficiencies η∗S and η∗Sv
are expressed by Eq. 4.4-4.5. Note that

η∗S is expressed only to highlight that its relative and absolute forms are indis-

tinguishable, because the Fmax
S that a reflective sail can achieve is theoretically

100% of 2GSC/c:

η∗S =
FS

Fmax
S

=
FS

(2GSC

c
)

= ηS (4.4)

η∗Sv
=

FSv

Fmax
Sv

(4.5)

4.1.2 Transmissive Sail Proposals

Developments in the field of study of refractive and diffractive solar sails have lead

to myriad designs. The performance data of these designs has been collated and

converted to use the scalar performance parameters described in section 4.1.1;

these are tabulated in Table 4.1.

These designs can be roughly partitioned by performance and conformity with
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Table 4.1: Scalar Performance Parameters of Solar Sails at γ = 90◦, Conversion of
Approximate Data Transcribed or Extracted from Figures of Tabulated Sources

Category Mechanism α ηSv η∗Sv
ηS λ

(◦) (%) (%) (%)

Reflective
Specular Reflection 35.26 38.49 100 81.65 0.471

0 0 0 100 0

Diffractive

Littrow Reflection [31] 0 0 0 100 0
Littrow Transmission [31] 35.26 39.00 101.33 47.43 0.822
Sun-facing Transmission [32] 20 24.73 64.24 27.17 0.910

0 21.50 55.86 23.12 0.930
Bi-grating Beam Rider [57] 0 28.00 72.75 100 0.280
Liquid Crystal [36] 0 25.00 64.95 93.41 0.268
Prism Grating [33] 0 43.50 113.02 50.42 0.863

Refractive
Lightfoil (50◦ Rotation)[30, 37] 0 50.00 129.90 64.03 0.781
Prism Array [29] 0 20.16 52.39 24.70 0.816
Gradient-index Waveguide [35] 0 45.14 117.29 58.12 0.777

the transmissive sail ‘archetype’ that was described in section 2.1.5; they may

be described as high performance or low performance, and archetypal or non-

archetypal. A sail is said to be high performance if it demonstrate greater trans-

verse acceleration than the reflective baseline, i.e. η∗Sv
> 100%, while archetypal

ones are said to demonstrate an SRP ratio of λ > 0.5. Notably, all high perfor-

mance sails are archetypal, but not all low performance sails are non-archetypal,

and so these sails fall into one of three categories: high performance (archetypes),

low performance archetypes, and low performance non-archetypes. Hereafter,

these categories are referred to as Type A, B or C, respectively.

High performance Type A designs include the refractive rotated lightfoil [30],

refractive gradient-index waveguide [35], diffractive Littrow transmission [31] and

diffractive prism grating [33] sails. Sails within this category tend to outperform

reflective sails in every flight regime (as demonstrated in section 4.2). Type A sails

also tend to be metasails. The rotated lightfoil sail is an exception, being a non-

metasail with very high performance, and that could reasonably be fabricated

via double-sided nanoimprint lithography processes (non-rotated lightfoils may

be fabricated with conventional nanoimprinting, but such a sail would generate
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zero net SRP at α = 0◦).

Conversely, the Sun-facing transmission [32] variant is a metasail design that

belongs to Type B: it is lower performance but still archetypal (and in this case,

notable for featuring the highest λ of any design). Type B sails — of which

the refractive prism array [29] is the only other example — tend to outperform

reflective sails only within a narrow band of flight regimes (see section 4.2).

Lower performance, non-archetypal, Type C designs include the diffractive Lit-

trow reflection [31], bi-grating [57] and liquid crystal [36] sails. The former is not

truly transmissive, and has superficial behavioural similarities to a reflective sail.

However, it diffracts sunlight in such a way as to gain no benefit from tacking;

its SRP vector is always locked to −Ŝ (which for γ = 90◦ is the longitudinal axis

ŷp). This behaviour is a hindrance here, but may have application within arti-

ficial Lagrange points or certain laser-driven sail configurations. The latter two

are notable for generating a significant component of SRP in the sail normal x̂b

(indicated by their high ηS but low λ). This sometimes plays to their advantage

in later analyses (see section 4.2) as, paired with a suitable steering law, they may

exhibit behaviours similar to either the reflective or transmissive sail archetype,

depending on which mode is most beneficial at the time. In general, they tend to

outperform Type B transmissive sails, match or outperform reflective sails, and

be outperformed by Type A transmissive sails when these are compared within

the FM.

Finally, it should be noted that each sail proposal applies different assumptions,

simplifications and modelling techniques. Generally, sail performance will there-

fore be skewed in favour of designs with less detailed, more idealised source mod-

els. Furthermore, many proposals offer a variety of possible designs. In these

cases, the data transcribed represents only one of a number of possibilities. Fur-

thermore, while scalar performance parameters allow for easy ‘at a glance’ com-

parisons of sail designs, they do not account for the potential benefits of simplified
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steering and, in some cases, active control of λ that may be achieved by certain

designs [29, 31, 36]. These initial evaluations also pertain only to a single (Γ = 0◦)

flight regime.

4.2 Simulation and Evaluation

4.2.1 Instantaneous Performance Profiles in LEO

Type Mechanism α η∗Sv
ϵ̇500 km ϵ̇1,000 km hmin hbreak

(◦) (%) (J/kg) (J/kg) (km) (km)

-
Specular Reflection α(h) η∗Sv

(α) -0.004 0.007 568 -
35.26 100 -0.028 0.007 602 -
0 0 -0.004 0 - -

A
Lightfoil (50◦ Rotation) 0 129.90 0.006 0.009 446 ∞
Gradient-index Waveguide 0 117.29 0.005 0.008 452 ∞
Prism Grating 0 113.02 0.004 0.008 454 ∞

B
Sun-facing Transmission 0 55.86 0 0.004 499 635
Prism Array 0 52.39 0 0.004 503 628

C
Bi-grating Beam Rider 0 72.75 0.001 0.005 482 678
Liquid Crystal 0 64.95 0.001 0.005 489 656

Table 4.2: LEO Performance Parameters of Idealised Solar Sails in a Typical
γ = 90◦ Orbit (Zero-α Steering Law Example)

Fixed-γ, variable-h profiles are generated for ϵ̇-h wherein Γ = 0◦, γ = Sγ = 90◦

(Fig. 4.1a, 4.2a), as well as fixed-h, variable-γ profiles for ϵ̇-γ wherein h = 550 km

(Fig. 4.1b, 4.2b). Two simulation runs are carried out: in the first, transmissive

sails operate with a zero-α steering law (Fig. 4.1, Table 4.2). In the second, these

use a locally optimal steering law (Fig. 4.2). During both runs, a reflective solar

sail using a locally optimal steering law is used as a baseline.

Analysing the variable-h profiles first (Fig. 4.1a, 4.2a): using both steering

laws, every transmissive sail outperforms the baseline at altitudes lower than

h = 630 km – even those with inferior η∗Sv
. Notably, all transmissive sails could

continue to accelerate below 505 km, in contrast to the baseline specular reflector,
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(a)

(b)

Figure 4.1: Performance Profiles of Transmissive Sails using a zero-α Steering
Law, a Reflective Solar Sail using a Locally Optimal Steering Law and Two Fixed
Specular Reflectors in Circular LEOs: (a) Fixed γ = 90◦, (b) fixed h = 550 km
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(a)

(b)

Figure 4.2: Performance Profiles for Solar Sails using a Locally Optimal Steering
Law plus Two Fixed Specular Reflectors in Circular LEOs: (a) Fixed γ = 90◦,
(b) fixed h = 550 km
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which could not do so any lower than 570 km. A list of minimum operational

altitudes hmin is tabulated in Table 4.2 for the zero-α law. Notably, even lower

performance transmissive sails demonstrate a range of altitudes for which they

outperform the baseline reflector. This is described by 0 < h < hbreak. The

parameter hbreak is represented in Fig. 4.2 by the point at which the ϵ̇ curve of

a sail intersects with the ϵ̇ curve of the baseline. Transmissive sails that have

higher scalar η∗Sv
outperform the baseline at every altitude, and so their curves

never intersect (denoted hbreak = ∞).

The two variable-h profiles are indistinguishable at lower altitudes (where the two

steering laws are practically identical) but differ at high altitude. When a zero-α

law is applied (Fig. 4.1a), the relative success of all solar sails at h = 1, 000 km

(where drag is negligible) corresponds with the rankings of their scalar η∗Sv
; those

with higher η∗Sv
than the baseline perform better and vice versa. The equivalent

profile that was generated with a locally optimal steering law (Fig. 4.2a) yields a

higher ϵ̇ at h = 1, 000 km for transmissive sails than the zero-α equivalent. This

occurs because the locally optimal steering law places these sails into a slightly

off-zero-α attitude which, according to the generic sensitivity model, registers a

slightly higher η∗Sv
than those at zero-α. However, it is only substantial for Type

C sails (e.g. bi-grating beam rider). This is because these have a large normal

component to SRP and so receive a disproportionate increase in performance at

high altitude when adopting a locally optimal steering law, where they benefit

greatly from tacking.

A greater discrepancy may be observed between the two variable-γ profiles (Fig.

4.1b, 4.2b): the zero-α transmissive sails experience a significant erosion of per-

formance as their γ deviates from 90◦. Conversely, locally optimal transmissive

sails demonstrate considerable robustness, and are able to operate at γ far be-

yond the optimal. Type A sails demonstrated the widest range of tenable γ

for both laws. Of the lower performance sails, non-archetypal Type C variants
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demonstrated a wider range of tenable γ than their archetypal Type B peers

when using a zero-α law. This is likely by merit of their higher η∗Sv
, rather than

any nuanced behaviours pertaining to non-archetypes. Indeed, when using a lo-

cally optimal steering law, the Type C archetypes were more versatile than Type

B non-archetypes, despite having lower η∗Sv
. This demonstrates that archety-

pal, high-λ behaviour is more conducive at lower altitudes. Conversely, Type B

non-archetypes benefited greatly from tacking, and were seen to gain a larger per-

formance increase from a locally optimal steering law than their peers at higher

altitudes (e.g. bi-grating beam rider as seen in Fig. 4.2a).

When compared with the baseline reflective sail, transmissive sails are shown to

be less sensitive to altitude h by Fig. 4.1a, 4.2a, and are seen to be more sensitive

to γ by Fig. 4.1b, 4.2b. During the latter two simulations, every transmissive

sail nonetheless retained a performance advantage for nearly the entire γ range

despite their heightened sensitivity to it. However, this is only by merit of having

much higher maximum performance at h = 550 km.

4.2.2 Instantaneous, Transient and Stable Minimum Op-

erational Altitudes

To build a more comprehensive picture of the operational flexibility of these sails,

minimum operational altitude profiles are generated. Minimum operational alti-

tude is defined as the lowest altitude at which ϵ̇ > 0 J/kg · s. Three minimum

operational altitudes are defined to represent different timescales over which this

may be achieved: instantaneous hmin represents the altitude needed to meet this

condition over a single instance, depending on local conditions (single γ); tran-

sient hmin∗ pertains to an entire orbital period, depending on the cumulative

effect of the range of conditions experienced (variable γ, single Sγ as seen in

Fig. 3.1a); stable hmin∗∗ pertains to an initial orbit propagated to account for
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dynamic-Γ effects (variable γ and Sγ as seen in Fig. 3.1b). Hereafter, a locally

optimal steering law is employed by all actively steered sails. The instantaneous

(a)

(b)

(c)

Figure 4.3: Minimum Operational Altitudes: (a) Instantaneous hmin versus γ, (b)
Transient hmin∗ versus Γ, (c) Stable hmin∗∗ versus i

hmin-γ profiles (Fig. 4.3a) reveal interesting behaviours through their asymmetry.

Firstly, all solar sails struggle to operate effectively when their motion is carrying
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them towards a prograde Sun (particularly for 0◦ ≤ γ ≤ 30◦). By a small margin,

reflective and Type C transmissive sails are the most disadvantaged by these con-

ditions. Conversely, at its extremity, the retrograde Sun regime favours reflective

and Type C transmissive sails due to their greater ability to generate velocity-

wise SRP under these conditions (enabled by their larger SRP component in the

sail normal x̂b). The majority of the γ range (30◦ ≤ γ ≤ 150◦) is dominated

by transmissive sails of all varieties; of these, Type A variants demonstrate the

lowest hmin nearly throughout.

The transient hmin∗-Γ profiles (Fig. 4.3b) reveal how low a solar sail can orbit

without said orbit decaying. It is most pertinent to large ISAM sails which, being

able to escape Earth’s atmosphere rapidly, do not need to consider dynamic-Γ

effects. At the optimal extremes (Γ = 0, 180◦), hmin∗ is shown to be lowest for

transmissive sails (in order of their η∗Sv
ranking) and highest for reflective sails. At

the sub-optimal extreme (Γ = 90◦), transmissive sails retain advantage but by a

smaller margin. The exception to this is the Type B transmissive sails; these are

shown to struggle within sub-optimal (e.g. near-equatorial) orbits, where they

demonstrate a higher hmin∗ than even reflective sails. It may also be observed that

in general, the hmin∗ of these profiles never rise as high as the highest peaks of

the hmin profile, but exhibit similar valleys. This is to be expected, as the average

γ̄ is always 90◦; constantly optimal orbits (for which Sγ = 90◦) are possible, as

depicted by the identical valleys of both profiles. However, it is impossible to

have an orbit that is constantly sub-optimal (e.g. no orbits can comprise only

the prograde Sun regime). It is also of note that the Γ for which the eclipse

fraction fe becomes non-zero (Γ = 20◦) is identifiable by a sudden increase in

hmin∗ . It is notable that this increase is more significant for transmissive sails

than for the reflective baseline, which highlights an interesting behavior: eclipse

prevents acceleration from occurring during one of the two segments of an orbit

for which α ≈ 0◦ is tenable (the orbital segment near ‘perihelion’; furthest from

the Sun). These are ideal flight conditions for transmissive sails. Conversely, the
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retrograde Sun portion of these orbits marginally favour reflective sails and are

never occluded.

The stable hmin∗∗-i profiles (Fig. 4.3c) reveal how low a solar sail can orbit when

said orbit is subject to dynamic-Γ effects. This is most pertinent to modern

solar sails which may take weeks or even months to escape Earth’s atmosphere.

Because propagating hundreds of orbits over several months is computationally

expensive, only three transmissive sails were propagated; the liquid crystal, prism

array and gradient-index waveguide sails are chosen to represent the Type C, B

and A sails, respectively. Considering that Γ = 90 − i for initial orbits, the

hmin∗∗ profile largely agrees with hmin∗ , and the relative ranking of these sails

is mostly conserved. The asymmetry of this profile and the concentration of

valleys around iSSO is predominantly due to the J2 perturbation, the sensitivity

of different orbital inclinations to it, and the subsequent effects of a dynamic-Γ

(see sections 3.1.2-3.1.3). Furthermore, for these profiles the effect of eclipse is

only truly absent at iSSO, and is a significant contributor to the sharp fall in hmin∗∗

that may be observed.

4.2.3 Propagated Performance for Typical Manoeuvres

The final simulation explores the performance of these sails as they carry out an

orbit-raising manoeuvre, and demonstrates the effects of time-variant Sγ arising

from heliocentric Earth and J2 perturbation effects. Sail performance is com-

pared with that of contemporary propulsion systems (model described in section

3.1.5). Sails are assigned areas of A = 36 m2 consistent with a 6 m square sail.

Two profiles are generated for manoeuvres spanning up to 24 months, which

are discussed below. The first profile (Fig. 4.4) depicts various satellites start-

ing from the same injection orbit and serves to highlight the performance of

medium-sized transmissive sails relative to (approximated) contemporary propul-

sion systems. All satellites begin from a h = 530 km, circular sunrise-sunset polar
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orbit (i = 90◦,Γ = 0◦). The th1→h2 for each sail and thruster is visible for any

h1 ≥ 530 km, h2 ≤ 6, 000 km. As expected, the reflective sails failed to perform

Figure 4.4: Orbit-raising for Thrusters and A = 36 m2 Solar Sails from a h =
530 km, Circular Sunrise-sunset Polar Orbit (Γ = 0◦)

orbit-raising from such a low altitude, which is consistent with the results of Fig.

4.3. The t530→6000 km of the Type A and C transmissive sails only differed by

around 20%, while Type A and B differed by nearly 100%. Relative to thrusters,

the t530→h2 of these sails were greater at any h2 for which the thrusters had not

run out of fuel; as expected, larger sails would be needed to compete in terms

of raw acceleration. However, the rates of acceleration for Type A and B sails

were comparable to that of the mid-range electric thrusters (Pale Blue Water

Ion [104] and IFM Nano Thruster [102]), though significantly outclassed by Hall

effect [101] and cold gas thrusters [103] (these happen to be the highest and low-

est ∆V thrusters, respectively). By merit of not requiring propellant, Type A

and C transmissive sails exceeded the h2 and ∆V of the cold gas and Hall effect
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Figure 4.5: Orbit-raising for Thrusters and an A = 36 m2 Transmissive Solar Sail
from a h = 530 km at Various Inclinations i

thrusters within 2.5-3.5 months and 14-20 months, respectively. If one assumes

that these sail may be fabricated in an economically viable manner akin to that

of a cold gas thruster, these results are encouraging, and suggest that such a sail

may be favourable for many applications in both the short and long term (see

section 4.2.5).

The second profile focuses on a single Type A sailcraft injected into a h = 530 km

circular orbit (Fig. 4.5), but from various inclinations i and Sun-velocity misalign-

ment Γ at injection. This profile serves to explore the operational flexibility of

transmissive sails. Naturally, thruster satellite performance is not influenced by

i or Γ. As expected, injection into an i = 90◦ sunrise-sunset polar orbit is not

truly the most efficient for solar sailing; the i = 97.98◦ dusk-dawn SSO yields
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substantially higher dh/dt because dynamic-Γ effects are mitigated. Initially, the

manoeuvre from the sunrise-sunset polar orbit is faster than the manoeuvre from

a dusk-dawn SSO. However, J2 and heliocentric Earth effects cause the orbit to

precess from sunrise-sunset to noon-midnight, which implies a less optimal Sγ and

a higher eclipse fraction fe. Eventually, this orbit returns to sunrise-sunset —

and so on — leading to the ‘wobbly’ dh/dt of the manoeuvre. It can be seen that

at i = 0◦, the sailcraft is unable to perform the manoeuvre from this altitude.

These results demonstrate that, although the operational flexibility of these sails

are considerably improved, they are inherently less flexible than modern thrusters.

4.2.4 Orbital Simulation Overview

Relative to reflective solar sails, transmissive sails demonstrate lower sensitivity

of their performance metrics to h, but greater sensitivity to i throughout; all solar

sails prefer SSO and polar orbits, but this proclivity is pronounced in transmissive

sails (particularly archetypal Type A and B variants). Type A and C variants

generally retained advantage even within less favourable flight regimes despite

this, by merit of either (A) their much higher peak performance or (C) flexibility

of steering. For Type B sails, advantage over reflective sails was typically only

found in low h, near-polar i (i ≈ 90◦) flight regimes. Furthermore, the (stable)

minimum altitude advantage of transmissive solar sails over reflective ones was

shown to be less substantial in non-polar and non-SSO orbits.

Relative to conventional propulsion systems, the 36 m2 transmissive sails that

were used in the case study were shown to be capable of comparable rates of

acceleration to mid-range electric thrusters, but were greatly outclassed in this

respect by cold gas and Hall effect thrusters. Unlike thrusters, the th1→h2 of solar

sails was also shown to be highly sensitive to i. Naturally, all thrusters were

outclassed by all transmissive sails in terms of maximum h2 and ∆V .
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4.2.5 Potential Applications

It has been shown that transmissive sails operating in LEO may compete with

contemporary propulsion systems if they are suitably sized, which implies that

they may carry out a multitude of different LEO satellite missions. However,

economics also plays a significant role in the choosing of satellite systems, and

these sails may yet be relegated to niche applications if the assumption that they

hold an economic advantage over other systems is proven to be invalid. While

this is a safe assumption for some transmissive sail designs, it is more speculative

for others (e.g. certain metasails).

Generally, transmissive sails may be the optimal solution for missions that entail

high ∆V in LEO and the inner Solar System and, more speculatively, missions

that seek to minimise cost. Missions with the greatest compatibility with trans-

missive sails include long-duration missions, high altitude missions, and low al-

titude missions in SSO. Missions with the least compatibility include those that

require rapid manoeuvring, those that require operation at very low altitude, or

those that begin from low inclination orbits.

In the short term, Type B or C transmissive sails composed of conventional mate-

rials could provide a low-cost solution to propulsion for small satellite developers

operating in LEO and beyond. Amateur developers — who traditionally use

cold gas thrusters or none — could gain access to an inexpensive, high-∆V sys-

tem, perhaps enabling amateur space probes or similar. Their simplified steering

may also endear them for operation in highly atypical orbits, such as those in-

volving ‘artificial Lagrange points’. However, lacking the flexibility of the high

performance variants, their operation in low LEO may be relegated to SSO and

near-polar inclinations.

In the medium term, Type A or C transmissive sails could be used for a variety of

contemporary applications in LEO in a similar role to that of the electric thruster.
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This would enable greater longevity at presumably reduced cost, with the trade-

off being an incompatibility with certain LEO flight regimes. Their pseudo-

indefinite acceleration may also be exploited for the performing of debris miti-

gation missions, as a transmissive sailcraft could complete multiple rendezvous-

and-ferry trips between debris clouds and re-entry altitudes (albeit likely paired

with a small thruster for fine-control at rendezvous).

In the long term, it is possible that sails of arbitrary size may be fabricated in

space, thereby increasing acceleration to an arbitrary degree. Perhaps in an ISAM

future, this could even be done economically. A large sail (or multiple small sails)

could be used to ferry manned interplanetary spacecraft, or even tow mineral-rich

asteroids into near-Earth orbit for exploitation. Advantage may even be found

in the outer Solar System or interstellar space through the use of a ‘sun-diving

manoeuvre’, beam-propulsion configurations, or sails of tremendous size.
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Chapter 5

Membrane Optics

This section details the exploration of the solution space for refractive sail pat-

tern designs using numerical optimisation in tandem with a ray tracing optical

simulation that generates profiles for SRP and torque per unit area with respect

to α.

The methods employed in the development of this simulation were explored in

section 3.2. However, because this optical simulation is reasonably complex and

would be difficult to replicate by referring to the methodology alone, this chapter

begins with a detailed description of the simulation sequence.

5.1 Optical Simulation Sequence

In this chapter, axes {x̂, ŷ, ẑ} refer to the Cartesian reference frame of the simu-

lation; as before, {x̂B, ŷB, ẑB} is the body-fixed reference frame of a solar sail and

{x̂b, ŷb} is the simplified, 2D body-fixed reference frame that has been rotated

onto the solar-primer (see section 2.1.2). In practice, x̂B = x̂b and ŷB = ŷb

for this chapter and the two are used interchangeably. Furthermore, because the

lightsource is rotated rather than the particle (see section 3.2.6), these axes do
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not change, and have a constant relationship with the Cartesian reference frame

— in this case, x̂B = ẑ, ŷB = x̂ and ẑB = −̂y. Finally, the subscripts P and LS

denote a particle or lightsource, respectively, and an alternative font is used

to denote code. This optical simulation was created in MATLAB, but could be

recreated in any Turing complete language. The simulation procedure is depicted

graphically by Fig. 5.1 and each step is described below:

1. Build the lightsource and particles. These are built as structs and

are referred to collectively as entities. These entities are attributed the

following fields (user-inputs are denoted by an asterisk*; the rest should be

calculated automatically):

i. type* (double) – 0 for lightsource, 1 for a particle

ii. position* (1× 3 column vector) – placement of the particle or light-

source in 3D space

iii. rotation* (1× 3 column vector) – roll ϕ, pitch θ and yaw ψ

iv. axes (3 × 3 matrices) – rows for x̂B, ŷB and ẑB (if the entity is a

lightsource, x̂B(LS) = -Ŝ: the direction of ray casting)

As mentioned, there are two kinds of entity in this simulation: particles

(entity(i).type = 1) and lightsources (entity(i).type = 0). The fol-

lowing fields are included within the struct, but are only used by particles:

i. centre of mass (1×3 column vector) - centre of mass position vector

ii. shape* (string) – the geometry type, e.g. ‘prism’ for structured prism

or ’gen’ for generative, freeform shape

iii. dimensions* (1 × 4 column vector) – dimensions of the shape; the

usage of columns 1-3 varies by shape, but column 4 is always depth

iv. repetition* (1× 3 column vector) – used to form a pattern or shape

array by repeating the base geometry in x̂B, ŷB or ẑB (but typically

only in ŷB)
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Figure 5.1: Simulation Sequence Flow Diagram

v. alpha shape (alphShape object or array) – the convex hull data
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vi. bounding box (3×2 matrix) – the minimum and maximum x-coordinates

of the shape compose the first row, then so on for y and z

vii. Sellmeier coefficients* (1 × 2 column vector) – used in a Sell-

meier equation to calculate the effective refractive index of a material

according to the wavelength of the ray that has intersected it

Likewise, the following fields are only relevant to the lightsource entity.

i. power* (double) – typically set to GSC

ii. ray interaction data (5 + E × D matrix) – stores information per-

taining to power distribution (see bullet 2.)

iii. grid* (1×2 column vector) – the dimensions of the ray grid {YR, ZR}.

Setting this to [0 0] will tell the simulation to dynamically fit the ray

grid to the size of the particle if the number of rays R is defined

iv. spacing* (double) – the distance between projected rays lR. This field

is made redundant if the number of rays is defined

v. number* (double) – the number of projected rays R. This field is made

redundant if the ray spacing lR is defined

2. Fill the ray interaction data field. The ray-interaction data field ma-

trix has the following rows: wavelength (m), dispersed ray flux ratio (as

a percentage of polychromatic ray flux - %), red (0-1), green (0-1), blue

(0-1), followed by E rows which record the effective refractive index of each

simulated particle for this specific ray, according to its wavelength and the

Sellmeier coefficients of the particle. The red, green and blue rows are

optional; they are only used for figures.

Each column represents a ray that will be created during transmission. If

dispersion effects are disabled or the lightsource is monochromatic, this will

become a row vector as D = 1. The wavelength will default to 483 nm if

a wavelength is not specified (which is the wavelength for which the black
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body radiance of the Sun peaks), and the dispersed ray flux ratio will always

be undefined. When the light is polychromatic and dispersion effects are

enabled, the matrix will have D > 1 columns and the wavelength will be

defined by the average wavelength of the solar spectrum band that said ray

represents (detailed in section 3.2.4). In this case, the percentage power

that each dispersed ray takes from the polychromatic ray will be defined

by Eq. 3.23-3.24. It is important to note that this field is used to calculate

the power that a dispersed ray takes from a polychromatic ray after the

polychromatic ray has experienced other losses, such as partial reflection.

3. Build the particle vertex set in 3D space. Particles are defined by a

set of vertices which are used to build a convex hull, in this case an alpha

shape. These vertices are defined within the TB reference frame (the axes

extracted from the axes field). At simulation start, x̂B = x̂ = [1 0 0] and

so on, so these axes must first be rotated according to [ϕ θ ψ] from the

rotation field to yield their true vector. This is done using the following

sequence:

Rz(ψ) =


cos(ψ) − sin(ψ) 0

sin(ψ) cos(ψ) 0

0 0 1

 (5.1)

Ry(θ) =


cos(θ) 0 sin(θ)

0 1 0

− sin(θ) cos(θ) 0

 (5.2)

Rx(ϕ) =


1 0 0

0 cos(ϕ) − sin(ϕ)

0 sin(ϕ) cos(ϕ)

 (5.3)

R = RzRyRx (5.4)

In the case of the particle, these angles are user (or optimiser) inputs. In
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the case of a lightsource, ϕ = 0◦, θ = α, ψ = 0◦. Using x̂B as an example,

each axis is then rotated via Eq. 5.5:

x̂′
B = (R× x̂T

B)
T (5.5)

Because these particles have constant xyB cross-sections (being representa-

tive of a patterned surface), the 2D cross-section is built first and its ver-

tices are mirrored and offset in zB to form the 3D vertex set. For structured

shapes such a simple prism, the dimensions of the 2D shape are extracted

from the dimensions field (in this case the dimensions of a triangle). For

freeform optical elements, cubic spline interpolation is performed using a

look-up table of control points which is prepared beforehand, and the di-

mensions field provides the indexing to locate the relevant control points

in said table. Finally, the repetition field is queried to determine how

many times the geometry is to be repeated to form a pattern or array; the

vertices are cloned and offset by the length of the original shape within the

specified axis.

In the former case, the optimiser can edit the dimensions field directly. In

the latter case, either the look-up table of control points is edited or the ver-

tices themselves are moved (editing control points is usually more computa-

tionally efficient as there are fewer of them, resulting in a smaller action and

state space). If rotation and material changes are allowed, the optimiser

can also edit the rotation and Sellmeier coefficients fields directly

(typically this is not done; rotation confuses the optimiser by changing the

position of every vertex, and giving the optimiser access to the Sellmeier

coefficients tends to result in geometries that require theoretical materials).

4. Convert the vertex set into a convex hull, and the convex hull

into a triangle set. This is done using Delaunay triangulation. In MAT-

LAB, this is achieved via the ‘delaunayTriangulation‘, ‘freeBoundary‘
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and ‘trianglulation‘ functions, generating both a point matrix (contain-

ing the coordinates of three vertices per triangle) and a connectivity matrix

(containing the ID of the three vertices that a given triangle is composed

of).

Given time, one might consider writing their own convex hull algorithm for

better integration with their optimiser. This is because of issues pertaining

to redundant vertices that arise when using generic convex hull algorithms

to define freeform shapes that have been edited by an optimiser: after the

creation of a convex hull from a set of vertices, any vertex that lies within

the convex hull (rather than on its boundary) is said to be redundant. A

vertex that has only formed triangles with vertices that have the same zB

coordinate as itself must lie on one of the two 2D faces, but not on their

boundary, so these are also said to be redundant. Redundancy is easily

avoided when a vertex set is defined manually, but is harder to prevent

during numerical optimisation. This is particularly true of a model-free

reinforcement learning algorithm (see section 3.3), as the AI has no under-

standing of what constitutes a shape, and instead interprets the validity of

an action wholly according to the discounted reward function f ∗
r .

In lieu of a custom convex hull algorithm, the removal of redundant vertices

is necessary for torque calculation as they lead to erroneous calculation of

the centre of mass (during bullet 6., Eq. 5.8). It is preferable to remove

redundant vertices in any case, as these can produce unnecessary triangles

(i.e. multiple triangles that are both adjacent and co-planar), adding to

computation time for no gain. The simplest way to do this is to build the

convex hull, ascertain which vertices form the outer boundary of the two 2D

faces by querying the connectivity matrix, and then to rebuild the convex

hull using only the boundary vertices.

5. Fill the bounding box field for the particle. This is a matrix Bbox
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described by Eq. 5.6:

Bbox =


xmin xmax

ymin ymax

zmin zmax

 (5.6)

6. Fill the centre of mass field (if calculating torque). First, the cross-

section AxyB is calculated through the shoelace formula presented by Eq.

5.7. Because these particles are symmetric about xyB and are of uniform

density, the centre of mass can then be calculated from Eq. 5.8 [111].

AxyB =
1

2

U−1∑
u=0

(xuyu+1 − xu+1yu) (5.7)

xCoM =
1

6AxyB

U−1∑
u=0

(xu + xu+1)(xuyu+1 − xu+1yu)

yCoM =
1

6AxyB

U−1∑
u=0

(yu + yu+1)(xuyu+1 − xu+1yu)

zCoM =
1

U

U∑
u=1

zu = z̄u = 0 (5.8)

Where u is the vertex index, U is the number of vertices, and {xu, yu, zu}

are the Cartesian coordinates of a vertex.

7. Begin the α loop needed for SRP or torque per unit area profiles.

Place the subsequent steps within a loop for solar incidence α wherein

α1 ≤ α ≤ α2 and {α1, α2} are user-defined: an SRP profile will be complete

once α = α2.

8. Set up the ray grid. In the case of patterns with constant AxyB , a 3D

ray grid will yield the same results as a 2D ray grid, so a 2D one will

suffice. This is discussed in depth in section 3.2.6. Position the lightsource
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above the focus via Ogrid + [0 0 10] and offset each ray in either direction

according to Ygrid/R, wherein Ogrid and Ygrid are calculated via Eq. 3.26-3.27

for a particle and Eq. 3.28-3.29 for a pattern.

9. Create the rays themselves. These are built as structs with the following

format:

i. index (double) – the ray number according to the order in which the

rays were created, i.e. ray(1).index = 1

ii. source (double) – the entity index of the light source, not to be con-

fused with the ray index of a parent ray

iii. parent (double) – the index of any parent rays, if said ray was created

during dispersion or partial reflection; if the ray is an original ray

with no parent, it is said to be its own parent (ray(q).parent =

ray(q).index)

iv. children (column vector) – the index of any children rays created

during dispersion or partial reflection

v. flux (column vector) – the power of the ray at each ray march

vi. source flux (double) – the power of the light source (ray(q).source -

flux = entity(ray(q).source).power)

vii. lambda (double) – wavelength of the ray

viii. history (cell array containing strings) - history of encounters at each

simulation stage, e.g. ‘refracted’ and ‘left environment’; at ray cre-

ation, this field will contain one cell that reads ‘propagating’

ix. intersects (matrix) – a row for each encounter; column 1 denotes

the entity intersected, column 2 denotes the specific shape (in the case

of an array), column 3 denotes the triangle that was intersected, and

column 4 denotes the angle of intersection
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x. position (3 × mq matrix) – history of the position of the ray, where

mq is the number of successful marches executed by ray q

xi. direction (3×mq matrix) – history of the direction of the ray

xii. colour (1× 3 matrix) – RGB colour of the ray

10. Begin the m loop to begin ray tracing. Place the subsequent steps

within a loop for march number m wherein 1 ≤ m ≤ mmax and mmax is

user-defined.

11. March each ray that is within the simulation environment. If the

latest history cell of a ray reads ‘propagating’ or ‘repropagating’, march

it forwards by march length ∂LR along the ĉq axis that is stored in the

direction field. Do this on repeat until it falls between the coordinates

of a bounding box or exits the simulation environment. Naturally, it is

important that ∂LR is much smaller than the smallest dimension of the

boundary box. What happens next depends on whether the ray leaves the

environment or encounters a particle.

12. Update the ray according to the outcome of the march. If the ray

enters a bounding box, intersection can be queried by generating sample

points between the last and second-to-last rq using the ray position field.

In MATLAB, whether each of these vertices lies within the alpha shape can

be queried using the inShape function, generating a row vector containing

0 for vertices that lie outside the alpha shape and 1 for vertices that lie

within it. The position of the intersection will be refined in the next step.

i. If an intersection is found, update the latest history cell to read

‘intersected’. Also update the first two columns of the intersects

field with the ID of the entity and shape that was intersected.

ii. If no intersection is found, check whether the latest ray position lies

within the simulation boundaries.
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a. If so, repeat the march attempt.

b. If no, update the latest history cell to read ‘left environment’.

In the case of an array, this process is repeated for each shape. In prac-

tice, it is a reasonable shortcut to only check the three nearest shapes for

intersection.

13. Determine the nature of the interaction on a per-triangle basis if

the latest ray history cell reads ‘intersected’, using the triangle set that

was built during bullet 4.. This can be queried using the two ID’s generated

for the intersects field in the previous step.

First, test for intersection with each triangle in the set (for better efficiency,

first filter for distance from the ray). This is done by attempting to calculate

P0, the point of intersection with the triangle plane (Eq. 5.9).

P0 = rq(m-1) (5.9)

+ [rq(m)− rq(m-1)]
[P1 − rq(m-1)] · n̂tri

[rq(m)− rq(m-1)] · n̂tri

Wherein rq(m-1) and rq(m) are the beginning and end points of the ray

march, {P1,P2,P3} are the vertices of the triangle and n̂tri = (P2−P1)×

(P3−P1) is the triangle normal. To intersect with a triangle, the following

conditions must be met:

Cond. 1: (5.10)

P0 ∈ R

Cond. 2: (5.11)

(P2 −P1)× (P0 −P1) · n̂tri ≥ 0

(P3 −P2)× (P0 −P2) · n̂tri ≥ 0

(P1 −P3)× (P0 −P3) · n̂tri ≥ 0
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These state that P0 must be real and finite to have intersected the triangle

plane (Eq. 5.10) and that P0 must lie between the vertices of the intersected

triangle to have intersected the triangle itself (Eq. 5.11). Because each ray

march attempt will propagate the ray by only a small distance, generally

only a single triangle will be intersected. However, where two edges of a

particle converge (e.g. a cusp), a ray may intersect two triangles. A simple

test to determine which triangle was intersected first is to determine which

P0 lies closest to the vertex of the previous ray march (Eq. 5.12):

|rq(m-1)−P0| > |rq(m-1)−P0false
| (5.12)

14. Calculate the angle of incidence θi with the intersected triangle (Eq

5.13).

θi(m) = (5.13)

atan2(|n̂tri × [rq(m-1)− rq(m)]|,

|n̂tri · [rq(m-1)− rq(m)]|)

15. Calculate the reflected ray path (because of the potential for TIR, do

this even if reflection is disabled). To do this, first calculate the axis of ray

rotation for reflection ôr (Eq. 5.14) and the reflection angle θr (Eq. 5.15).

ôr =


ox

oy

oz

 = ĉq(m-1)× n̂tri (5.14)

θr = 180◦ − 2θi (5.15)

Given the definition for the ray direction vector ĉq(m-1) provided by Eq.
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5.16, calculate the reflected ray direction vector ĉr (Eq. 5.17).


cx

cy

cz

 = ĉq(m-1) (5.16)

These values are stored for now and not applied to a new ray. This is because

it is not yet known whether the ray has undergone partial reflection or TIR.
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ĉ r
=

(5
.1
7)

     ((
o2 y

+
o2 z
)
−
o x
(o

y
+
o z

−
o x
c x

−
o y
c y

−
o z
c z
))
(1

−
co
s(
θ r
))
+
c x

co
s(
θ r
)
+
(−
o y

+
o z

−
o z
c y

+
o y
c z
)
si
n
(θ

r
)

((
o2 x

+
o2 z
)
−
o y
(o

x
+
o z

−
o x
c x

−
o y
c y

−
o z
c z
))
(1

−
co
s(
θ r
))
+
c y

co
s(
θ r
)
+
(+
o x

−
o z

+
o z
c x

−
o x
c z
)
si
n
(θ

r
)

((
o2 x

+
o2 y
)
−
o z
(o

x
+
o y

−
o x
c x

−
o y
c y

−
o z
c z
))
(1

−
co
s(
θ r
))
+
c z
co
s(
θ r
)
+
(−
o x

+
o y

−
o y
c x

+
o x
c y
)
si
n
(θ

r
)     
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16. Calculate dispersed ray paths if dispersion is enabled (D > 1) and if the

ray has not already been dispersed. To check if a ray is going to disperse,

query entity.history. If it contains the term ‘refracted’ at any point,

the ray has already been split into coloured rays and cannot be split again.

124



5.1. OPTICAL SIMULATION SEQUENCE

If dispersion is going to take place, several new rays are created by cloning

the parent ray (D − 1 new rays, as the first of these ‘diverged’ rays will

overwrite the parent ray). This will change the ray count to Q′ = Q+D−1.

Next, each ray is updated according to the entity.ray interaction -

data field belonging to the lightsource: update lambda, colour and flux

according to the data stored here during bullet 2.. Finally, set the effective

refractive index for this particle-ray combination nparticle as described by

the final rows of entity.ray interaction data.

It is also necessary to determine whether the ray is exiting or entering a

particle. This can be done by querying history at cell m-1: if it contains

‘reflected’, ‘refracted out’ or ‘propagating’, the history cell for m

should be set to ‘refracted’. If it does not, it should be set to ‘refracted

out’.

In the refracted case, n1 = 1 and n2 = nparticle, wherein subscript 1 refers

to the exited medium and 2 the entered medium. In the refracted out

case, n1 = nparticle and n2 = 1.

Next, calculate the refraction angle θt (Eq. 5.19) and the refracted ray path

ĉt (Eq. 5.18). This is calculated in a similar manner to ĉr, only this time,

the inputs are components of the triangle normal n̂tri (Eq. 5.20) rather than

of the ray path vector ĉq(m-1).

θt = 180◦ + arcsin(
n1

n2

sin(θi)) (5.19)


nx

ny

nz

 = n̂tri (5.20)

Finally, check for exceptions before updating direction. For the first ex-

ception, refraction will not occur at θi = 0◦. In this case, Eq. 5.18 may yield
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an undefined ĉt, requiring it to be set manually as depicted by Eq. 5.21.

For the second exception, Eq. 5.18 will yield a ĉt that has an imaginary

component, indicating that θi > θc and TIR has occurred. In this case, ĉt

is actually undefined as no component of the ray is transmitted to the next

medium, and so it is set to equal ĉr as depicted by Eq. 5.22.

Excep. 1: (5.21)

ĉt ∋ NaN → θt = 0◦, ĉt = ĉq(m− 1)

Excep. 2: (5.22)

ĉt /∈ R → θt = NaN ĉt = ĉr

In the first case, the direction of this ray for this ray march will be un-

changed from that of the previous ray march. In the second case, the

new direction of the ray is dictated by the reflected ray path and his-

tory should be updated to ‘internally reflected’. If neither of these

exceptions occur, the direction ĉt has been calculated normally. In this

case, and in the case of the first exception, history should be updated to

‘refracted’ for each dispersed ray.

The ray path of the transmitted and reflected rays have now been deter-

mined. If TIR occurred, no further action is required.

17. Create children rays and calculate the distribution of ray flux

according to the nature of the ray-particle interaction. If transmission oc-

curred, partial reflection will have also occurred. In this case an additional

ray is created by cloning the parent and setting its direction to ĉr. It

is also helpful to clear the history cells of the new ray for all marches

preceding this splitting event, thereby making it clear that this is not an

original ray.

In the case of polychromatic ray transmission, D new rays are created by ray

q, with D-1 new rays being transmitted and dispersed (in addition to ray
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q itself, which does not add to the ray count), plus one additional ray from

partial reflection. If the ray is monochromatic, only ray q is transmitted

and — due to partial reflection — the ray count increases by just one.

Conversely, in the case of TIR, no new rays are created and ray q is both

the sole input and the sole output.

For this step, it is necessary to record the indices of each ray involved in the

interaction. This is because the index of a ray relates only to the ray number

Q at the time of its creation. As such, ray q and its children are not able

to be stored as a sequence unless Q = 1 at the time of the interaction. For

demonstration purposes we define two ‘local’ ray numbers that are specific

to this interaction: Q′ is to be the new ray number after dispersion, and Q′′

is to be the new ray number after a sequential partial reflection; after an

interaction is finished, we set Q = Q′′ as this will be the most up-to-date

ray number. How Q will change depends on the interaction type and the

composition of the ray as expressed by Eq. 5.23-5.25:

Polychromatic Transmission: (5.23)

Q′ = Q+D − 1

Q′′ = Q′ + 1 = Q+D

Monochromatic Transmission: (5.24)

Q′ = Q

Q′′ = Q′ + 1 = Q+ 1

Total Internal Reflection: (5.25)

Q′′ = Q′ = Q

As each interactions is analysed on a per-ray basis, only one ray — ray q —

is present at the start of the interaction, and ray q is also always amongst

the outgoing rays.
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To surmount the issue of q:Q′′ not being in-sequence when new rays are

created, we record three index sets to be queried later (Eq. 5.26-5.30):

Si = {q} (5.26)

St = {q,Q+1, Q+2, ..., Q′} (5.27)

Sr = {Q′′} (5.28)

Or in the case of TIR:

Si = Sr = {q} (5.29)

St = {} (5.30)

18. Finally, the ray flux W can be divided amongst the rays involved

in this particular interaction according to the S and P-oriented reflectivities

{RS, RP} and transmissivities {TS, TP}, respectively, wherein RS + RP +

TS + TP = 100% (Eq 5.31-5.32) [46]. The relevant rays can be queried

according to the sets recorded during the previous step.

Transmission & Partial Reflection: (5.31)

RS = |n1 cos(θi)− n2 cos(θt − 180)

n1 cos(θi) + n2 cos(θt − 180)
|2

RP = |n1 cos(θt − 180)− n2 cos(θi)

n1 cos(θt − 180) + n2 cos(θi)
|2

TS = 1−RS

TP = 1−RP

Total Internal Reflection: (5.32)

RS = RP = 1

TS = TP = 0

This can be applied to determine the power assigned to the reflected ray
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and the transmitted ray(s), if any, as depicted by Eq. 5.33.

Wr =
1

2
(RS +RP )Wq(m-1) (5.33)

Wt =
1

2
(TS + TP )Wq(m-1)

WhereinWr+Wt = Wq(m-1) (conservation of energy law). Because diffuse

reflection is not considered, Sr always comprises a single ray that receives

all of Wr. If ray q is monochromatic and TIR has not occurred, Wt is

likewise assigned to the single transmitted ray of St. Conversely, if ray q

is polychromatic, Wt is divided amongst rays St according to the flux ratio

stored in the ray interaction data field of the lightsource for each ray

band.

19. Determine the SRP FS and torque per unit area τS. This is done

by first calculating the local SRP FSi and local torque per unit area τSi for

this interaction (Eq. 5.34-5.35).

FSi =
1

c

∑
q∗∈{St,Sr}

[Wq∗(m) · ĉq∗(m)] (5.34)

−Wq(m-1) · ĉq(m-1)]

τSi = [rq(m)− rg]× FSi (5.35)

Wherein rg is the position of the centre of mass. Assuming that total illumi-

nation of the particle was achieved, the net SRP vector FS and torque per

unit area τS may be calculated by taking the summation of local pressures

and local torques, respectively, and adjusting these for the number of rays

that interacted with the particle (Eq. 5.36-5.37).
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FS =
1

R∗

I∑
i=1

FSi · | cos(α)| (5.36)

τS =
1

R∗

I∑
i=1

τSi · | cos(α)| (5.37)

Wherein I is the total number of ray-particle interactions during this simu-

lation run and R∗ is the number of valid rays: a ray is valid if it encounters

a particle during the simulation. Depending upon the ray casting method

employed, R∗ may vary with α.

20. Adjust sequence for optimisation. If optimising rather than simply

generating profiles, place steps 2.-19. within a loop for iteration number

nI, wherein the optimiser function is called upon at the start of each loop.

Define a fitness function ff outside of this loop. Using the profiles generated

during step 19., the fitness of each geometry can be assessed. Optimisation

will be complete once nI = nI max.

Supplementary information pertaining to the specific optimisation runs that

were carried out during this chapter are provided in their respective sections,

as well as section 5.2. Furthermore, extensive literature exists for practically

every permutation of optimising algorithm [110, 112, 113] of which many

have been adapted to optical systems in particular [114, 115]; any number

of these could be adapted to the problem of solar sail pattern optimisation.

5.2 Optimisation Setup

In order to explore the solution space, membrane patterns have been generated

according to a number of different constraints, initial geometries and fitness func-

tions ff in this chapter. During one set of optimisation runs (section 5.3.2),

numerically optimised patterns are compared with analytically optimised pat-
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terns from source [29]. In this case, the numerically optimised sail is assumed

to be composed of PS so as to maintain consistency with the original proposal,

and Sellmeier coefficients are cited as BS = 1.4435 and CS = 0.020216 [116]. All

other optimisation runs assume the sail material to be PET. In the absence of

literature pertaining to the Sellmeier coefficients of PET, BS and CS were derived

from an empirical dataset [117] containing PET refractive indices n with respect

to wavelength λk. Eq. 3.21 was used to generate a curve of best fit while solving

for n. This curve is depicted by Fig. 5.2.

This yielded BS = 1.57 and CS = 0.02505 with a sum of square error of SSE =

6.105 × 10−5, coefficient of determination of R2 = 0.9995 and root-mean-square

deviation of RMSE = 3.868 × 10−4. The ascertained Sellmeier coefficients were

then used to extrapolate n(λk) over a wider λk range according to Eq. 3.21.

Figure 5.2: Sellmeier Curve for PET via Curve Fitting of Empirical Data, yielding
BS = 1.57 and CS = 0.02505

The next consideration is the reference frame that should be used when gener-
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ating SRP profiles. In general, FSxp of the manoeuvre reference frame Tp is the

most widely applicable metric for the assessing of sail performance in any given

flight regime. This was defined in section 2.1.2. It correlates with (but is not di-

rectly proportional to) rate change of specific orbital energy for LEO and above,

minimum operational altitude in LEO, and transit times. However, it is an in-

convenient metric for an optimisation problem as it is dependent upon the flight

regime, particularly the Sun-velocity misalignment angle γ [40]. Furthermore,

Tp is in general an unintuitive reference frame for the determining of torques.

Instead, it is more convenient to express pressures and torques in the body-fixed

frame Tb. These can be directly applied to Tp for a given flight regime using basic

trigonometry.

The metric that is most pertinent to the following optimisation problems is the

tangential SRP FSyb
, as this correlates with greater FSxp for typical solar sailing

orbits in a near Sun-pointing attitude, such as circular heliocentric orbits and

dusk-dawn SSOs [40]. Indeed, under ideal γ = 0◦, α = 0◦ conditions, FSyb
is

equivalent to FSxp. In general, FSyb
is a good indicator of overall transmissive sail

performance, so long as one remembers that this is only an indication, and one

that becomes less valid if γ deviates significantly from zero.

For torque generating patterns that are concerned with active control rather than

passive stability, FSyb
is a suitable indicator of performance. This is because such

patterns generate the majority of their torque by merit of tangential SRP that

occurs with significant offset from the centre of mass [29], and so for these, the

SRP and torque per unit area optimisation problems are essentially the same; a

prism that is optimised for FSyb
will naturally be optimal for torque. In partic-

ular, torque generating prisms should be optimised for α = 0◦. This may seem

somewhat contradictory — and indeed it would be if these patterns were expected

to generate pitching torque τSyb
or yaw torque τSzb

, as they would need to provide

torque over a wide range of α. In practice, exclusively active torque generating
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patterns are relegated to rolling torque τSxb
, for which near-zero α may be as-

sumed. It would be atypical for a refractive or diffractive membrane to be used for

active pitch or yaw torques, because simpler, reflective membranes are superior

in this role. This is because, with the exception of certain boom-extended solar

sail configurations, the offset in ŷb between the sail perimeter and the axis x̂b

will typically be larger than the offset in x̂b between the sail and the plane yzB

(wherein all body-fixed axes converge at the centre of mass). In other words, a

reflection at the sail perimeter will effect a larger τSyb
(or τSzB

) than refraction can

at any arbitrary location on the solar sail. Furthermore, the maximum SRP that

may be generated by reflection is twice as large as the maximum SRP that may

be generated by transmission. For the sake of argument: a possible advantage of

a transmissive, active torque pattern is that it may generate torque irrespective

of its location upon a sail, while a reflective membrane will generate less torque

at the sail centre than at its perimeter. In practice, this means that you could

pattern an entire sail with transmissive, active torque patterns to brute force

higher torque. However, such a sail would be incapable of effectively accelerating

a sailcraft.

Conversely, where passive control is concerned, the stability of the pattern is the

primary concern and so the torque per unit area profiles must be made available

to the optimiser. Specifically, the problem pertains to stability in ŷb and ẑB.

The optimisation problems are identical for both axes, and so the choice between

optimising for pitch or yaw is arbitrary. For convenience, we choose τSyb
to

be the optimisation metric because y exists in both Tb and TB. The corrective

equivalent of this torque is τ ∗Syb
, and it is this that is principally used by the

optimiser to ascertain fitness for a self-stabilising optical element (see section 5.5

for definition).

It should also be noted that the aim here is to explore sail designs that have

high performance in the broadest sense (albeit typically with a bias towards zero-
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α performance). However, a benefit of transmissive sails is that they may be

optimised on a per-mission basis (through this method, this would be done by

simply adjusting the fitness function and α-range).

5.2.1 Nomenclature for Analysing Ray Paths

SRP profiles and normalised pattern geometries adequately describe a pattern,

and are the primary outputs of these simulations. However, they are less useful

for determining how a pattern achieves its SRP profile and why the optimiser

converged upon a given geometry. These questions can be answered by analysing

the ray diagram to ascertain the ray paths that have had the greatest contribution

to the SRP profile and reward function. For example, if the majority of the radiant

flux that is passed through a particle can be seen to travel along a specific path

or group of paths, then the SRP profile can be largely attributed to them. The

actions that were taken by the optimiser to generate geometries conducive to these

ray paths will have yielded the greatest reward owing to their disproportionately

large contribution to fitness, explaining why these geometries came about.

To utilise these diagrams we require some new terminology. Hereafter, rays are

described according to their order, which relates to the number of parents that

a ray has (parents = order − 1). First-order rays are those that were initially

cast and have no parents. During a ray splitting event, the child ray created by

partial reflection is always one order higher than its parent, so the children of

a first-order ray will always be of the second-order. When a ray is transmitted

across a boundary it is considered to be a continuation of the original ray, so

a first-order ray will persist in this form, and will always remain a first-order

ray. This rule extends to rays created during the transmission and subsequent

dispersion of polychromatic rays; each of the dispersed rays will be first-order.

Order is a convenient descriptor because the number of parents that a ray has is a

good indicator of radiant flux. This in turn is a good indicator of the contribution
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of the ray to the SRP profile; first-order rays generally contribute the most by a

significant margin.

Figure 5.3: Reflectivity Φr versus Transmissivity Φt for PET in Vacuum on Entry
and Egress of a λk = 483 nm Ray

The reason that order correlates with ray flux is that it describes how many times

the original parent ray has distributed its power to other rays. When interacting

with a particle composed of optical polymer and surrounded by a vacuum, a

transmitted parent ray will generally retain far more flux than it confers to a

reflected child ray — unless the angle of incidence is very high (see Fig. 5.3

for transmitted versus reflected power ratios of PET). For example, PET will

transmit more power than it reflects up to an incidence angle of about 68◦ on ray

entry, or 80◦ on ray egress, which are exceptional circumstances. Taking 45◦ to

be the average incidence, the typical proportion of flux given to a reflected child

ray is 9% on parent ray entry or 6% on parent ray egress. Therefore, a child ray

will on average have a ray flux that is an order of magnitude less than its parent.

Conversely, while a transmitted parent ray will attenuate each time that this

happens, its ray flux will typically not change by an order of magnitude unless
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many of these interactions occur — such as when it is propagated through several

pattern elements. As such, first-order rays nearly always retain their order-of-

magnitude flux advantage over their peers, and so the assumption that order and

flux inversely correlate remains generally true.

Order is also a convenient indicator of optimiser agency over a given ray: gener-

ally, the paths of first-order rays will have been central to the decision making

of the optimiser, whereas any positive or negative impetus from a fifth-order ray

will almost certainly have arisen through random chance, rather than by design.

This is true for two reasons: for one, lower order rays contribute the most to

fitness, and because increasing their effectiveness yields the greatest reward, they

will be prioritised over higher order rays. A second-order ray will generally be

prioritised over a third-order ray, and so on. Secondly, the higher the order of

a ray, the more sensitive it is to small changes made by the optimiser. This is

because with each increase in order, an additional interaction has to take place

to bring about the given ray path. The more complex the ray path, the more

sensitive the ray is to initial conditions. This is an incarnation of the butterfly

effect: while the paths of these rays are deterministic as for any ray path, they

nonetheless become harder for the optimiser to interpret. Combined with the

lower motivation for the optimiser to try to interpret them, their contributions

to the action and reward functions are akin to noise.

5.2.2 Employing New Nomenclature to Improve Ray Di-

agrams

One can infer the approximate power distribution and SRP contributions of a ray

diagram by observing how many ray splitting events have occurred to produce

a given ray, as well as by comparing its ĉq on egress (final m) with the ĉq of its

original parent on entry (m = 0). In particular, the angular deviation θk is the
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(a)

(b)

Figure 5.4: Ray Diagram for a Single Ray Entering a Pattern of 11 Elements
(Only Five Elements Shown and Ray Count Reduced for Clarity) from α = −60◦,
Direction of Net SRP and Torque Indicated by One Black Arrow by the Centre
of Mass and Two Opposing Black Arrows Beyond the Particle, Respectively: (a)
Unfiltered, Coloured by Ray Wavelength, Opacity Determined by Ray flux, (b)
Filtered, Coloured by Ray Order, Width Determined by Natural Logarithm of
Ray flux

angle between ĉq(0) and ĉq(m), and is a convenient indicator of SRP contribution:

while the positive-anticlockwise convention is generally adhered to in this report,

θk is said to be positive if clockwise as this will effect a positive contribution to

FSyb
. Furthermore, a ray that is passed around the centre of mass with a positive,

clockwise θk tends to effect an anticlockwise, conventionally positive τSyb
, but this

is not guaranteed. Generally, θk = 90◦ is most conducive to FSyb
while θk = -90◦

is most harmful to it; θk = 0◦ has zero net effect, while θk = 180◦ effects FSxb

exclusively. The outcome of θk may nonetheless be negligible for a high order

ray, whereas a few first order rays with a conducive θk may dominate an SRP or

torque profile.

However, reading ray diagrams can be laborious or, in the case of Fig. 5.4a,

impossible. This diagram depicts a single ray undergoing m = 20 marches with

zero filtering and D = 10 ray bands allowed. This represents the most natural

interpretation of a ray diagram wherein colour is determined by wavelength as
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for real life, with ultraviolet and the unhelpfully-prominent infrared rays being

depicted as violet and red, respectively. Furthermore, to give some semblance

of legibility, here ray flux determines opacity (albeit with a lower limit so that

low flux rays remain visible), and for this reason the dominant ray path can be

discerned. However, the diagram is too busy to determine much else. Fig. 5.4b

shows an improved, more legible interpretation of a ray diagram. Firstly, applying

a ray filter for only 0.001% of GSC culls hundreds of very low power rays from

view. Next, the natural logarithm of ray flux is used to determine the width of

each ray. This is done to account for the fact that the power distribution will

typically span several orders of magnitude. The lower limit for ray width occurs

at < 0.01% GSC and after this point the ray becomes a dotted line. Finally,

the colour of each ray is determined by its order, which is discerned by tallying

the number of parents that a ray has. Because of the aforementioned order-flux

relationship, ray colour and width tend to correlate in these diagrams, but this

is not always the case. For example, a second-order ray created at the start of a

simulation may be much higher flux than one born from the same parent near the

end of a simulation, because said parent will have attenuated. In subsequent ray

diagrams, multiple rays are cast, and naturally this may threaten legibility. To

curtail this, the filter is typically set to be more ruthless, such that the appearance

of fifth-order rays is rare. Furthermore, up to a dozen rays are cast for the ray

diagram, which is far lower than the 50 that are cast during optimisation, and the

50 or 100 that are cast to generate the SRP or torque density profiles, respectively.

Furthermore, SRP and torque arrows are normalised relative to the pattern size

for clarity, and their length is not indicative of vector magnitude.

In the single ray example depicted by Fig. 5.4b, it can be seen that the majority

of ray flux is retained by the first-order ray that enters the particle. It can be seen

that this ray undergoes TIR (which one identifies by noting that no children rays

were created during that particular interaction), and is then ejected with high

-ŷb alignment. However, one may also note that the vector of the first-order
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ray at egress deviates little from the vector of the first-order ray at entry. For

reasons detailed in section 5.2.3, this low angular displacement θk should effect an

SRP vector that is low in magnitude, but with a component acting perpendicular

to the incoming ray that is proportionally high (analogous to high λ when at

α = 0◦). The SRP vector in Fig. 5.4b is consistent with this. Furthermore, the

direction of SRP is to be expected if one recalls that SRP pertains to the reaction

force experienced by a particle, and the negative of this vector can be thought of

as the pressure applied to the ray. Given that c is constant, when this pressure

effects an increase of ray velocity in one direction, it must decelerate the ray in

another direction. The negative of the SRP vector can be seen to correlate with

a change in direction of ĉ that conserves |c|. However, some discrepancy would

be expected owing to the effect of other rays.

5.2.3 Theoretical Maximums: SRP Profile and SRP Ra-

tio of a Lossless Ray according to Angular Displace-

ment

To aid evaluation, it is useful to define the theoretical maximum performance

for these patterns beforehand. This standard is defined according to a lossless

ray (no absorption, partial reflection or dispersion) with angular displacement

θk in a fixed Sun-pointing attitude. The maximum FSyb
is GSC/c = 4.5698 µPa

as depicted in Fig. 5.5. It is intuitive that this occurs at θk = 90◦ where ray

alignment with -ŷb is greatest. It is also intuitive that FSxb
is greatest when

θk = 180◦ and the direction of the incident ray has been exactly reversed, as for

a reflective sail with a retrograde Sun. Under these conditions, FSyb
= 0 Pa and

λ = 0 because |FSxb
| = FS = 2GSC/c = 9.1397 µPa (i.e. FSxb

is at the theoretical

maximum for SRP, so x̂b must be the only axis in which SRP is acting). What

is more noteworthy is that from zero θk, FSyb
initially increases in magnitude

much faster than FSxb
. This means that, somewhat less intuitively, the less that

139



5.3. GENERATIVE MICRO-PRISMS FOR ACCELERATION

a ray has been redirected towards the axis tangential to the sail -ŷb, the greater

the proportion of SRP that is acting in +ŷb. This is represented in Fig. 5.5 by

the SRP ratio λ, which decreases after α = 0 + 1/∞ (at α = 0◦ it is undefined).

Indeed, at the maximum FSyb
, the ratio λ is 0.7071 which is equivalent to sin(45◦),

ergo FSyb
= FSxb

. The conclusion that one can draw from this behaviour is that a

transmissive sail cannot maximise FSyb
and λ simultaneously; either the absolute

magnitude or proportional magnitude of FSyb
must be sacrificed. Conversely,

there is no theoretical maximum torque because the offset from the centre of

mass can always be increased.

Figure 5.5: SRP arising from Theoretically Lossless Redirection, Body-fixed Ref-
erence Frame, α = 0◦ Assumed

5.3 Generative Micro-prisms for Acceleration

The triangular micro-prism (hereafter, just ‘micro-prism’) represents the simplest

and most scalable interpretation of the transmissive sail. Furthermore, although

the focus here is on refractive sails, many diffractive sails harness similar geome-
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tries known as blazed gratings [31, 33]. Though a refractive sail does not harness

diffractive effects, a diffractive one may harness both diffraction and refraction.

The application of micro-prisms within a transmissive sail is the generation of

tangential pressure FSyb
or active roll torque τSxb

. Micro-prisms are not typically

considered for passive control outside of certain solar collector configurations

comprising prisms of varying size [29]. Active roll torque τSxb
is achieved by po-

sitioning prisms around the circumference of a sail with alternating clockwise or

counterclockwise orientations [29]; opacity control devices may be placed above

these to achieve active control by preventing the illumination of either the clock-

wise or counterclockwise prisms. As mentioned in section 5.2, an element that is

optimised for FSyb
will be optimised for τSxb

inherently. The optimisation problem

therefore simplifies to maximising FSyb
over the desired α range.

Each prism begins as a right triangle, but it is inappropriate to describe them

using this convention as they rarely stay a right triangle during numerical op-

timisation. An anatomical convention is instead adopted: the terms left lateral

edge and right lateral edge refer to the edges on either side of the base edge,

which generally remains horizontal. The term tilt refers to the angle between the

left lateral and base edges, which is 90◦ for the initial right triangle. Because

diffraction is not considered, and because the following fitness functions do not

consider thickness as an argument, the size of the prisms is arbitrary. As such,

a shorthand is used for prism dimensions of the following format: tilt, left lateral

to base edge ratio (e.g. 90◦, 1:1 for the initial right prism with equally sized left

lateral and base edges). Note that scale is not arbitrary for torque calculation as

explored in section 5.5.1. The optimiser was allowed nI max = 100 iterations for

each of these runs.
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5.3.1 Prism Pattern Optimisation for Sun-pointing with

Comparison to a Single Prism Solution

These optimisation runs were carried out to explore the effects of pattern propa-

gation. To do this, it is first necessary to see how patterns function in its absence.

As such, a single PET prism is illuminated in isolation by 50 rays, and is opti-

mised for a Sun-pointing attitude via the fitness function ff1 (Eq. 5.38). This

optimises the prism for FSyb
at α = 0◦ and nothing else, which is the broadest

interpretation of transmissive sailing fitness (for certain manoeuvres, it may be

conducive to optimise for a wider range of α or achieve a specific ratio λ).

ff1 = FSyb
(α = 0◦) (5.38)

After a brief optimisation, the ff1 single prism achieved a maximum tangential

SRP of FSyb
(0◦) = 4.057 µPa — which is 88.8% of the theoretical maximum —

as shown in Fig. 5.7a. As stated, the profile of the initial prism was a right

triangle with a 1:1 ratio between the left lateral and the base. The geometry of

the ff1 single prism seen in Fig. 5.7b deviated very little from this start point

with dimensions 90.3◦, 0.965:1. This is on account of the initial right triangle

being already near-optimal for a Sun-pointing attitude in the absence of pattern

propagation, and so the optimiser had little room for improvement. Why this

initial geometry is optimal, and why it changed at all, is discussed below.

A 1:1 right triangle is effective here because all rays are ejected with nearly

perfect alignment to -ŷb, primarily through TIR on the 45◦-inclined right lateral

edge; at α = 0◦, this 45◦ incline results in θk = 90◦ after TIR; were it not for

losses accrued from partial reflection (which occurs on entry and egress from the

prism), this configuration would yield 100% of the maximum tangential SRP and

the optimiser would have failed to improve upon it. Generally, it is more efficient

to redirect a ray via TIR because a ray undergoing TIR does not have to share
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(a)

(b)

Figure 5.6: Ray Diagram for ff1 (a) Single Prism and (b) Prism Pattern, Filter
Set to 1%, Reduced Ray Count for Clarity

its flux with any children rays under this model. This may seem like delaying

the inevitable — after all, a ray that is made to undergo TIR by a prism will

experience the same number of ray-splitting events as one that does not: one on

entry, and one on egress. The difference is that a ray that undergoes TIR may

exit the particle with very low θi with respect to the final boundary, as it does

not require refraction on egress to achieve a change in θk. Conversely, a ray that

undergoes pure refraction will find that the magnitude of θk is proportional to

θi by proxy of Snell’s law (Eq. 3.20). As seen in Fig. 5.3, this implies that for

the pure refraction case, θk is also inversely proportional to transmissivity Φt.

A ray that is refracted very effectively via pure refraction will also incur great

loss by conferring a larger portion of its ray flux to the second-order child ray

created on egress. Note that if diffuse reflection were considered, additional rays

would be created by TIR. However, this would be more akin to the dispersion of

a polychromatic transmitted ray — which under this model, would be considered

to be a continuation of the parent rather than a true child ray. This is because, as

for dispersion, diffusely reflected rays do not oppose the motion of a parent that

is undergoing TIR — instead the effect is more akin to scattering. Conversely,

partial reflection always implies a drastically different ray path to that of its

parent (whether specular or otherwise).
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(a)

(b)

Figure 5.7: Micro-prisms Optimised by ff1 in Single and Pattern Form: (a) SRP
Profile, (b) Normalised Geometry

Given that the 1:1 right triangle configuration would yield 100% of the maximum

tangential SRP under idealised conditions, the fact that the optimiser changed

the geometry at all may therefore be surprising. However, the reasoning behind

it helpfully demonstrates the nuance of sail pattern optimisation for even very

simple scenarios. It is perhaps more surprising that this change occurred to the

benefit of second-order rays at the expense of their first-order parents, and yet

the overall tangential SRP was increased. Specifically, this change benefited the

second-order rays created during the egress of first-order rays from the particle.

Because this occurred at low incidence, we can infer that the flux of these chil-

144



5.3. GENERATIVE MICRO-PRISMS FOR ACCELERATION

dren was less than 1/10th of GSC/c, making this decision even more puzzling.

The first key to this problem is noting that the second-order rays gained slightly

more alignment with -ŷb on their egress than the first-order rays lost as a result

of this change (see Fig. 5.6a). The second key lies in the FSyb
curve of Fig.

5.5: the |dFSyb
/dθk| is greatest near θk = {0◦, 180◦} and lowest near θk = 90◦.

First-order rays were ejected by the 1:1 prism with θk = 90◦, where ±dFSyb
/dθk is

lowest. Therefore, the smaller ∆θk that the optimiser effected on the first-order

rays resulted in a proportionally even smaller ∆FSyb
, despite the flux advantage.

Conversely, second-order rays ejected by the 1:1 prism did so from θk = 180◦

where −dFSyb
/dθk is highest, and so the larger ∆θk effected on these rays engen-

dered a proportionally even larger ∆FSyb
, despite their flux disadvantage (note

that ∆θk is negative here).

Next, the same geometry that had been optimised for a single prism was ap-

plied to a pattern. It can be seen in Fig. 5.7a that this resulted in a significant

performance decrease (FSyb
(0◦) = 0.753 µPa, which is 16.5% of the theoretical

maximum). The reason for this discrepancy is that the ff1 single prism is opti-

mised to achieve θk ≈ 90◦ for its first-order rays. However, when such a prism is

a part of a pattern, these conditions guarantee that every first-order ray will be

subject to pattern propagation. By entering the adjacent prism and undergoing

TIR on the left lateral, these rays were mostly ejected via the base with very poor

-ŷb-alignment (θk < 0◦), resulting in low FSyb
.

Conversely, Fig. 5.7 also depicts the performance and geometry of a pattern that

has been optimised by ff1 specifically for pattern form. This pattern achieved

(FSyb
(0◦) = 3.10 µPa (or 67.8% of the maximum). In this case, the opti-

miser favoured a geometry that prevented first-order rays from being propagated

through the pattern by ejecting them with a smaller θk, as can be seen in Fig.

5.6b. At the same time, it appears to have maximised θk to the degree that is

possible while still adhering to its no-pattern-propagation strategy. Visually, this
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is made apparent by the fact that ejected first-order rays pass about as closely

to the adjacent prism as is possible without (with the exception of one ray) ever

touching an adjacent prism. This is a common feature of patterns employing this

strategy and is referred to as pattern skimming hereafter. Maximising the efficacy

of pattern skimming is also the goal of the aforementioned analytical optimisa-

tion method employed in previous works [29]. What is interesting is that the

optimiser deviated from the right triangle structure to good effect: by tilting the

left lateral, rays that enter above said left lateral undergo TIR upon it and then,

more steeply than its peers, undergo TIR on the right lateral, causing these rays

to be ejected with greater θk. Because these rays accumulate near the tip of the

prism, they can be ejected with greater θk than their peers while still avoiding

pattern propagation.

Nevertheless, the average θk discrepancy between the first-order rays of the single

and pattern designs is significant at zero α — so much so that it may appear

strange that the performance discrepancy is relatively small. After all, the mean

θk of first-order rays in the single prism case is nearly double that of the prism

pattern case, and yet the performance deficit is only 23.7%. The performance

discrepancy being so small is again the outcome of the lesson taught by the Fig.

5.5 curve, namely, that increasing θk yields diminishing returns for FSyb
.

It is also notable that this design does not make effective use of second-order rays

in a Sun-pointing attitude, as their propagation through the pattern in the +ŷb

direction counteracts the prevailing FSyb
. However, when reducing α below zero,

the right lateral of the right adjacent prism begins to affect TIR on the second-

order rays passed to it, preventing further pattern propagation and redirecting

the rays with -ŷb alignment. It is for this reason that a performance spike can

be seen at α = −3◦. It seemed reasonable that pattern propagation could be

reliably harnessed at a single α as demonstrated here, but whether it could be

made reliable for a range of α was less certain according to the seemingly chaotic
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nature of pattern propagation.

5.3.2 Prism Pattern Optimisation for Low-α with Com-

parison to the Analytical Solution

These optimisation runs explore whether micro-prism patterns optimised ana-

lytically can be optimised further through numerical means, as speculated by

the authors of source [29]. In said source, a prism pattern was optimised for

−10◦ ≤ α ≤ 10◦ by employing a strategy that we earlier referred to as pattern

skimming. This pattern is depicted at zero α by Fig. 5.8a. In theory, this would

imply ejecting rays as close as possible to the tip of the left adjacent prism, thereby

maximising -ŷb alignment while preventing pattern propagation. However, this

pattern was constrained by two additional requirements: the profile had to be a

right triangle, and it had to prevent TIR — as this was said to promote pattern

propagation and lead to erratic SRP profiles. As such, θk is lower than it may

be otherwise. This source prism has a right triangle profile with an edge ratio of

1.64:1. For the sake of consistency, the prisms in this section are made of PS as

for the source.

By avoiding both TIR and pattern propagation for the first-order rays over the

entire α range, the SRP profile of the source prism is remarkably stable for a

larger range of α than it is designed for: for the range −10◦ ≤ α ≤ 90◦, the

FSyb
curve could be described as exactly that — a curve — with no significant

spikes or valleys to speak of. Furthermore, although its FSyb
is modest, this

does endow it with a much larger λ than other designs (as demonstrated by Fig.

5.5, these things go hand-in-hand). In its own literature, this pattern registered

FSyb
(-5◦) = 1.60 µPa maximum and FSyb

(0◦) = 1.55 µPa. In our own model

we register a more favourable FSyb
(-2◦) = 1.94 µPa maximum and FSyb

(0◦) =

1.90 µPa. This difference may be due to the source model employing sequential
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ray tracing, or otherwise employing different assumptions to those that are used

here. Conversely, the shape of the two profiles is nearly identical and the values

for λ are largely in agreement — for example, registering λ(0◦) = 0.876 in the

source model and λ(0◦) = 0.867 in our own.

(a)

(b)

Figure 5.8: Ray Diagram for (a) Source Prism Pattern at α = 0◦ and (b) ff2
Prism Pattern α = 6◦; Filter Set to 1%, Reduced Ray Count for Clarity

Despite the fact that the analytical method only optimises with first-order rays

in mind, this source pattern has very interesting high order ray behaviours. They

are notable in that — as if by design — they are highly conducive to tangential

SRP, and furthermore, are not restricted to a single α. Said behaviours can be

seen to be exhibited by this pattern for a range -5◦ ≤ α ≤ 10◦, thereby answering

the question of whether pattern propagation can be reliably harnessed for an α

range with an affirmative. The behaviour in question (seen in Fig. 5.8a) is the

tendency for second and third-order rays to be ejected with higher θk than the

first-order rays, through a few different mechanisms. In the zero α case, second-

order rays follow one of two prevailing ray paths: the first are the children of

first-order rays that enter from the right half of the base. After being created at

the right lateral edge, these avoid pattern propagation by undergoing TIR on the

base and subsequent ejection from the left lateral (with slightly improved θk over

the first-order rays). The second group are the children of first-order rays that

enter from the left half of the base. After being created, these are ejected before

they encounter the base of the original prism. These are then passed to the base

of the left adjacent prism, which they encounter with an incidence that is only
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(a)

(b)

Figure 5.9: Source, ff1 and ff2 Prism Patterns: (a) SRP Profile, (b) Normalised
Geometry

just low enough to avoid TIR; as such, the effect of refraction is amplified and

they are ejected with a highly favourable θk ≈ 90◦. However, because the angle

of incidence is barely tenable for transmission, a large portion of their power is

distributed to third-order rays, which helpfully mimic the behaviour of the first

group of second-order rays — and with even higher θk than said group.

This system is not perfect, and the occasional third-order ray is ejected with

an unfavourable ray path — but these are outliers. Furthermore, if one moves

the ray filter to 0.5%, a family of third-order rays can be seen being ejected

via the right lateral prism with negative θk, but these are of lower power than

those that do behave favourably. Overall, this pattern is notable amongst its
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peers for having so many divergent ray paths that all ultimately end up to the

benefit of performance. It is somewhat paradoxical that the pattern that sought

to avoid complex ray paths and TIR ended up with some of the most optimal

high order ray paths brought about by TIR. Their existence was only obfuscated

by sequential ray tracing, which would not have tracked their progress through

the pattern.

Two optimisation runs were carried out using this source prism as the initial

geometry (see Fig. 5.9). The first used fitness function ff2, which is simply ff1

applied over the range −10◦ ≤ α ≤ 10◦ (Eq. 5.39). This pattern is depicted

at zero α by Fig. 5.8b. The second used ff3, which seeks to maximise FSyb

while minimising FSxb
over this same α range so as to generate designs with more

favourable λ (Eq. 5.40).

ff2(nI) =

∫ 10

−10

FSyb
dα (5.39)

ff3(nI) =

∫ 10

−10

(FSyb
− |FSxb

|) dα (5.40)

The ff2 and ff3 prism patterns were finished with dimensions 87.4◦, 0.634:1 and

88.5◦, 0.579:1, respectively. These differed only marginally in performance as

well as geometry, with the ff2 prism registering slightly higher FSyb
near zero α,

but with the ff3 prism demonstrating lower FSxb
for the α ± 10◦ range. Com-

pared to the source pattern, both of the numerically optimised prisms yielded

significantly higher maximum tangential SRP, with FSyb
(8◦) = 3.05 µPa and

FSyb
(6◦) = 3.07 µPa, respectively. However, only the ff2 pattern significantly

improved upon zero α performance with FSyb
(0◦) = 2.72 µPa; the ff3 pattern

represented only a marginal improvement with FSyb
(0◦) = 2.07 µPa. These val-

ues represent an improvement of 57% and 58% in the maximum case and 43%

and 9% in the zero α case, respectively.

Conversely, both of the numerically optimised patterns saw a significant decrease
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in λ. For example, at zero α the ff2 and ff3 prisms demonstrated λ(0◦) = 0.813

and λ(0◦) = 0.805, representing a 22% and 23% decrease relative to the source

pattern, respectively (the ff3 pattern is usually better than the ff2 pattern in

this respect, but its performance at zero α is greatly hampered). Moreover, while

the ff3 prism did sacrifice λ less than its peer for the majority of the α ± 10◦

range, it improved FSyb
far more than it decreased FSxb

despite both arguments

having equal weight within the fitness function. This suggests that there was

more reward to be found in increasing the former than there was in trying to

maintain λ. As such, converging upon a high-λ design through numerical means

would likely require a fitness function with bias towards λ or against |FSyb
|.

Fig. 5.8b demonstrates the ray paths for the ff2 prism at α = 6◦; here the

ff3 pattern behaves nearly identically and so it is not shown. As for before,

these patterns improve performance principally by pattern skimming its first-

order rays in an optimal manner. Furthermore, these patterns do not harness

pattern propagation consistently in a single direction as for the source pattern;

at certain α, favourable pattern propagation through the left and the right ad-

jacent prisms may occur simultaneously. Pattern propagation through the right

adjacent prisms occurs reliably across the α±10◦ range, and serves to mitigate the

otherwise counterproductive second-order rays that are produced on first-order

ray egress. They do this by capturing these on the immediately right adjacent

prism and passing them (with ever increasing θk) to the next adjacent prism,

and so on. By the third adjacent prism, their angle of incidence is too large for

transmission (exceeding the critical angle θc) and via TIR they are passed to the

base, from which they are ejected with their negative θk having become slightly

positive. As α is increased, this mechanism becomes more effective as more of

rays are captured by the immediately right adjacent prism.

Conversely, pattern propagation through the left adjacent prisms occurs oppor-

tunistically as α increases, beginning at α = 1◦ for the ff2 pattern and 5◦ for
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ff3. At these thresholds, a single ray is passed through a single adjacent prism,

increasing θk slightly. At higher α, this same ray will be passed through several

adjacent prisms, increasing θk significantly and effecting a curved ray path. This

ultimately culminates in an ejection from the base edge of an adjacent prism with

greatly improved -ŷb alignment. Furthermore, as α increases, a greater propor-

tion of first-order rays are subject to pattern propagation through these means.

It is for these reasons that the performance of these patterns is much higher at

α = 6◦ than it is at zero α. For example, at α = 8◦, nearly half of all first-order

rays will be pattern propagated by the ff2 pattern.

Furthermore, the performance drop-off seen at 8◦ ≤ α ≤ 38◦ can be attributed to

this mechanism beginning to fail (this is present for both numerically optimised

designs). This occurs because increasing α also increases the ‘curvature’ of these

sequentially diverted ray paths, ultimately causing them to undergo TIR at the

base edge of a pattern element where they would otherwise be ejected. This

may seem counterintuitive because increasing ray path curvature should imply

a smaller angle of incidence with the base edge, preventing TIR rather than

enabling it. However, increasing this curvature reduces how far along the -ŷb

axis a ray can travel before it encounters a base edge. Eventually, this causes the

ray path to encounter the base edge an entire prism ‘sooner’ than otherwise. This

is a problem because refraction on the left lateral of the penultimate prism gives

the curved ray path the additional curvature it needs to encounter the base at

a low enough incidence angle for transmission. So, somewhat paradoxically, too

much initial curvature of a ray path can situationally reduce the overall curvature

of the ray path, leading to shallower incidence with the base edge and promoting

an unfavourable TIR interaction.

Ultimately, in terms of θk the pattern propagation demonstrated by these nu-

merically optimised prisms is not necessarily an improvement over that which is

demonstrated by the source prisms — and when it is, it is typically very slight.
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Furthermore, the numerically optimised patterns may incur greater loss by util-

ising more prisms within their pattern propagated ray paths. This implies more

children rays to distribute ray flux to. However, while the source pattern har-

nesses pattern propagation to better the θk of second and third-order rays, the

numerically optimised prisms improve the θk of higher flux, first-order rays, to a

proportionally greater effect. This is the first example of a prism pattern harness-

ing pattern propagation for its first-order rays, and furthermore, these patterns

manage to make use of this mechanism over a range of α.

5.4 Generative Freeform Optical Elements for

Acceleration

Geometries optimised for a range of α would be expected to demonstrate a re-

duced sensitivity to α, but lower zero α performance when compared to those

that were simply optimised for a Sun-pointing attitude. However, differences in

sensitivity were marginal during the preceding micro-prism optimisation runs,

while zero α performance deficits were typically more substantial. Furthermore,

there is little incentive to optimise for a larger α range due to the diminishing

performance that is found at larger α values, and because single α optimisation

is faster, this section focuses on Sun-pointing designs optimised with ff1. Making

the fitness function a constant also allows one to explore the efficacy of other op-

timiser parameters, such as initial geometry and ‘greedy’ optimisation strategies.

To validate that the numerical optimisation of freeform optical elements would

be effective, a simple test was carried out for the first optimisation run. A single

PET cylinder is optimised for Sun-pointing attitude via the fitness function ff1

while illuminated by only a single ray. This scenario is depicted by Fig. 5.10.

This resulted in a strange approximation of a tilted lightfoil (see Fig. 5.11)
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Figure 5.10: Ray Diagram for a Single Freeform Optical Element at α = 0◦; Filter
Set to 1%, Single Ray

that registered an extremely high FSyb
(0◦) = 4.17 µPa or 91% or the theoretical

maximum.

It can be seen in Fig. 5.10 that the optical element achieves this by ejecting both

its first-order and highest flux second-order rays with a significant -ŷb component,

which is allowable given that pattern propagation is not a factor here. It is

notable that this is the first geometry to harness external reflection as a means

of generating tangential SRP, which it achieves via a straight base edge inclined

by roughly 45◦. Naturally, it is much easier to optimise for a single ray and

this design would likely be ineffective when illuminated in a realistic manner

that complied with the axioms of section 3.2.6. Nonetheless, this demonstrated

that the optimiser was effective at exploring the much larger solution space of a

freeform optical element.

5.4.1 Patterns of Freeform Optical Elements Optimised

with ff1 to Compare the Effects of Initial Geometry

and Optimiser Greed

The larger solution space provided by freeform optical elements would imply a

greater number of local maxima that a numerical optimiser could fall into. For

this reason, it is worth exploring the effect of varying the starting conditions.
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(a)

(b)

Figure 5.11: Freeform Element Optimised for ff1 with a Single Ray, Starting as
a Cylinder, Before and After: (a) SRP Profile, (b) Normalised Geometry

In this section, the pattern begins as either a cylinder or a prism-like freeform

element and the outputs of the two are compared. Furthermore, the concept

of optimiser greed was introduced to mitigate against long optimisation times:

when enabled, this ensures that during phase two of optimisation (the exploita-

tion phase), the optimiser will repeat any successful action that it finds until it

cannot gain any more reward from that action (reducing the size of the action

where appropriate to prevent overshoot). This somewhat skews the exploration-

exploitation balance of phase two even more heavily towards exploitation. On

the one hand, this can greatly speed up optimisation and, if only a small nI max

is allocated to the optimisation run, may improve the output of the optimiser.

On the other hand, the emphasis placed upon exploitation could render the op-
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timiser more prone to falling into local maxima. For the sake of comparison, the

cylinder-derived and prism-derived freeform elements were optimised twice, once

by a greedy optimiser and once by a non-greedy one. The optimiser was also

allowed nI max = 100 iterations as for the structured prisms. This disadvantages

the freeform elements in principle, as a larger solution space would imply that

a greater number of iterations will be needed for convergence — particularly for

the exploration phase. However, to explore the efficacy of the optimiser as an

optimiser of freeform elements versus structured elements, the parameter was not

changed. Because of the large amount of data depicted, FSxb
is neglected from

these profiles and the triangulated shapes are replaced by opaque patches (see

Fig. 5.13). The most successful of these patterns is depicted at zero α by Fig.

5.12.

If viewed through the lens of the fitness function, it can be seen from Fig. 5.13a

that the non-greedy and cylinder-derived patterns were the most successful at

zero α (with the non-greedy cylinder-derived pattern being the most successful of

all, and the greedy prism-derived pattern being the least successful of all). The

non-greedy cylinder-derived pattern is noteworthy for exceeding the maximum

and zero-α tangential SRP of all prior patterns that considered pattern propa-

gation, with FSyb
(6◦) = 3.56 µPa maximum and FSyb

(0◦) = 3.17 µPa, which are

78% and 69% of the theoretical maximum, respectively. The performance of the

other freeform elements was only middling, and generally inferior to their struc-

tured prism counterparts. This seems to confirm the hypothesis that a numerical

optimiser can achieve greater performance through freeform elements, but at the

cost of longer computation and perhaps repeated optimisation runs due to the

heightened chance for an optimiser to fall into a local maximum. The greedy

configuration appears to make this more likely. Anecdotally, in subsequent tests

it was seen to be rare (but not unheard of) for the greedy optimiser to outper-

form the normal one with nI max = 100. Conversely, it was not uncommon for the

greedy and non-greedy optimisers to converge upon the same result.
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Figure 5.12: Ray Diagram for Freeform Optical Elements at α = 0◦, Normal/Non-
greedy, Cylinder-derived, Control Point Mode; Filter Set to 1%, Reduced Ray
Count for Clarity

Focusing on the most successful pattern: it can be seen in Fig. 5.12 that this

performance is achieved by pattern skimming the first-order rays and pattern

propagating the second and third-order rays. No attempt is made to pattern

propagate the first-orders. The reason that this pattern exceeds the performance

of prism patterns that utilised similar strategies is a result of it having a cambered

base and left lateral edge. These two cambers can be seen to work in tandem.

The base camber causes rays to be concentrated near the tip of the optical ele-

ment; rays that enter on the right half of the base edge are diverted away from

the right lateral so that they encounter and reflect off of it further towards the

tip. Meanwhile, rays that enter on the left half of the base edge are unimpeded.

This causes variable θk depending on point of egress. This behaviour was also

demonstrated by non-right triangle prisms, but the effect is more pronounced

here. In fact, the ray concentration effect makes the pattern skimming strategy

appear less aggressive, as there is still room for higher θk. Indeed, this is the

reason why the performance continues to improve up to α = 6◦, whereupon the

pattern skimming effect is maximised. The slight camber on the left lateral edge

slightly amplifies this effect. Furthermore, the left lateral camber causes par-

tially reflected, second-order rays to converge, such that rays being created near

the tip begin their life with a larger x̂b component than those that begin their

life higher up within the optical element. This second-order convergence ensures

that all rays are captured by the right adjacent optical element, and these are

subsequently ejected with a small, positive θk.
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(a)

(b)

Figure 5.13: Pattern of Freeform Elements Optimised for ff1, Cylinder or Prism-
derived, Greedy and Normal: (a) SRP Profile, (b) Normalised Geometry

However, it is noteworthy that the base camber is very low resolution, implying

that the optimiser did not effectively distribute its vertices here. Because these

shapes typically grow as they are optimised, the vertices that were not utilised will

typically be pushed inwards towards the centre of the shape after the geometry

has been normalised. This causes the convex hull algorithm to skip them during

triangulation and so they cease to influence fitness. Actions taken to effect such

vertices will yield zero reward unless said action manages to bring them back into

the near-perimeter region, where the convex hull algorithm will consider them.

This becomes less likely with each action for which they are not utilised, and so

eventually, the optimiser largely stops trying to use them. This could be mitigated

by employing an algorithm that redistributes vertices after each iteration while
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not changing the shape of the convex hull.

5.4.2 Patterns of Freeform Optical Elements Optimised

with ff1 Utilising Direct Vertex Editing

Another variable that affects freeform element optimisation is the type of node

that the optimiser is allowed to interact with — the vertices, or the spline control

points. As previously mentioned, using control points greatly reduces the size of

the action space and speeds up optimisation. As such, this was used as default.

However, not allowing the optimiser to interact directly with vertices implies

that some control may have been relinquished from it. This section explores the

effect of allowing the optimiser to ‘brute-force’ generative shapes by enabling it

to interact with every vertex directly. Two of these patterns are depicted by Fig.

5.14a-b at their optimal α.

Fig. 5.15 demonstrates two geometries that were created using vertex mode,

wherein one was generated from a cylinder and the other from a prism-analog.

Notably, both are very high performance: the cylinder-derived pattern yielded

FSyb
(6◦) = 3.78 µPa maximum and FSyb

(0◦) = 2.99 µPa, or 83% and 65% the

theoretical maximum, respectively. Meanwhile, the prism-derived pattern yielded

FSyb
(0◦) = 3.40 µPa — which was also its maximum — which is 74% of the the-

oretical maximum. This attributes the highest maximum tangential SRP so far

to the cylinder-derived, vertex mode pattern, and the highest zero-α tangential

SRP so far to the prism-derived, vertex mode pattern. Given that both of these

geometries yielded record breaking performance, whereas only one in four of the

control point mode patterns did likewise, this methodology appears to be prefer-

able for performance. Furthermore, while control point optimisation is faster

per-optimisation-run, if it takes four optimisation runs to achieve the same per-

formance as a single vertex mode run, then effectively it is slower. Much as for
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optimiser greed, streamlining optimisation seems to speed up computation at the

cost of optimiser efficacy.

(a)

(b)

Figure 5.14: Ray Diagram for Freeform Optical Elements using Vertex Mode
(and Greedy Mode), (a) Cylinder-derived at α = 6◦ (b) Prism-derived at α = 0◦;
Filter Set to 1%, Reduced Ray Count for Clarity

The strategy employed by each pattern differs: in Fig. 5.14a, it can be seen

that the cylinder-derived optical element — which deviates significantly from

the usual prism-analog archetype — favours a variety of different mechanisms

to achieve its extremely high, off-zero α tangential SRP. In fact, it utilises most

of the aforementioned strategies to some degree: external reflection is harnessed

using an inclined base edge in a similar manner to the calibration optical element

seen in Fig. 5.10. It can be seen that pattern skimming is the prevailing strategy

for first-order rays, as the majority of first-order rays do not undergo pattern

propagation. This is achieved with high θk by concentrating the first-order rays

near the tip of the optical element, before facilitating ejection via a ∆θk ≈ 45◦

TIR (ray convergence is also present, facilitating some degree of per-ray θk fine-

tuning, but it is cruder here than for other patterns). However, this strategy is

pursued very aggressively, such that at α = 6◦, several first-order rays do undergo

pattern propagation. Unlike the prism pattern seen in section 5.3.2 (Fig. 5.8b),

pattern propagation is not used to improve the θk of the effected rays; instead, it

simply mitigates the potentially negative effects very effectively. It does this so
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(a)

(b)

Figure 5.15: Pattern of Freeform Elements Optimised for ff1, Cylinder or Prism-
derived in Vertex Mode: (a) SRP Profile, (b) Normalised Geometry

successfully that the small θk loss experienced by the affected first-order rays is

lower than the gain of θk experienced by the unaffected first-order rays. Losses

incurred by children rays during pattern propagation may otherwise diminish

the effectiveness of this, but it can be seen that these are also predominantly

ejected with positive θk (externally reflected rays created on adjacent particle

entry do have negative θk, but as the first order rays enter with nearly zero-θi

these partially reflected children are very lower power).

Conversely, it can be seen in Fig. 5.14b that the prism-derived optical element

largely retained the shape of a prism and exhibits a more conventional pattern

skimming behaviour. It achieves this through a cambered base and left lateral
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edge to effect first-order ray convergence for optimal θk without pattern propa-

gation. This convergence also applies to the second-order rays which exhibit a

mitigating pattern propagation behaviour. In fact, this pattern is essentially the

same as the most successful control point mode pattern that was converged upon

in 5.4.1, namely, the normal (non-greedy), cylinder-derived pattern. The fact that

both have converged upon a similar geometry suggests that this configuration is

either a particularly attractive local maximum, or perhaps even a globally opti-

mal solution. However, this vertex mode geometry appears to be better optimised

for zero-α, as its pattern skimming behaviour is more aggressive (for most rays,

a small increase in θk would induce pattern propagation). The reason that the

vertex version is more effective is that it is better at distributing its vertices, and

renders fewer vertices redundant for convex hull calculation during optimisation.

As such, the final geometry is higher resolution, and so the fine-tuning of θk for

each ray can be made finer. This is most visible on the base edge: in Fig. 5.15,

it can be seen that six vertices form the cambered base edge. Conversely, in the

earlier Fig. 5.13 it can be seen that the equivalent geometry utilised just three

vertices (and so its camber would be more accurately described as a chamfer).

The other manner in which the vertex version is superior is that its cambered

edge is, on average, parallel with the ŷb axis, meaning that partially reflected

children rays created on particle entry are reflected with θk ≈ 180◦ when at zero

α. Conversely, it can be seen in Fig. 5.12 that the control mode equivalent has

a cambered edge that has a clockwise tilt, and so its partially reflected children

rays are on average reflected with a negative θk, which counteracts the prevailing

direction of FSyb
.
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5.4.3 Patterns of Freeform Optical Elements Optimised

with ff1 and Constrained by Base Edge Colinearity

Another consideration for a patterned sail is its ease of manufacture, which is

particularly important for very large sails. Unlike the structured prisms in section

5.3, the freeform optical elements explored in this section do not provide a flat

edge that is colinear to that of its adjacent optical elements in its pattern. A

flat edge implies that a pattern is compatible with one-sided pattern transfer

processes — such as conventional nanoimprint lithography (NIL) — while an

irregular edge would imply that a pattern is only compatible with double-sided

pattern transfer processes. This may be problematic because double-sided pattern

transfer methods are not as widely available [118]. To ensure designs are generated

of a sufficiently high TRL, we therefore constrain the optimiser to the generation

of flat patterns. Fig. 5.17 demonstrates two geometries that were constrained in

this way, wherein one was generated from a prism-analog and the other from a

cylinder. The cylinder-derived variant was not particularly effective, so the focus

here is on the prism-derived variant. Fig. 5.16a shows the ray diagram for this

pattern at α = 0◦.

(a)

(b)

Figure 5.16: Ray Diagram for Prism-derived Optical Element (a) at α = 0◦, (b)
at α = −30◦; Filter Set to 1%, Reduced Ray Count for Clarity

This prism-derived pattern yielded FSyb
(0◦) = 2.88 µPa — which is 63.0% of
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(a)

(b)

Figure 5.17: Pattern of Constrained Freeform Elements Optimised for ff1, Cylin-
der or Prism-derived: (a) SRP Profile, (b) Normalised Geometry

the theoretical maximum. This performance is similar to that of the higher

performance micro-prism patterns from section 5.3, albeit with much greater

sensitivity to α. This performance makes sense because the final geometry can

hardly be called freeform: its shape is exactly that of a prism, and it can be seen

that the optimiser ended up utilising only four vertices (of which two lie on a

colinear edge — so effectively, only three vertices were used). Overall, it appears

that the optimiser was not well configured for this constraint, and the issue likely

pertains to the manner in which flatness was ensured: vertices above a certain

z were removed from convex hull calculation. Effectively, this not only initially

reduces the number of vertices available to the optimiser, but it also gives the
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optimiser another avenue for rendering them redundant. In the future, it may be

better to constrain this pattern in another way. For example, two vertices could

be fixed at a certain z to comprise the flat edge. Of course, this would require

fine tuning as it is conceivable that the optimiser would attempt to make those

fixed vertices redundant, thereby circumventing this constraint and producing

irregular edged patterns once again.

Furthermore, the torque profile was unusual in the prism-derived case because

the number of marches and the number of elements within had to be increased

in order to allow the rays to adequately escape the finished pattern. This implies

a greater discrepancy between the true performance, and the performance that

was describing fitness to the optimiser near the end of optimisation, which may

have contributed to its middling performance. The reason that the marches and

elements needed to be increased is that these high aspect ratio prisms promote

very long ray paths via a lengthy pattern propagation sequence. None of the

pattern propagated ray paths are particularly conducive to FSyb
, and indeed the

primary mechanism for generating SRP here is pattern skimming. However, these

pattern propagated rays do at least have a roughly neutral contribution to SRP

rather than an outright negative one.

Furthermore, this pattern yielded an interesting behaviour by chance rather than

by design: Fig. 5.16b demonstrates the behaviour of this pattern at α = −30◦,

where it can be seen in Fig. 5.17a that this corresponds with FSyb
(−30◦) =

−4.137 µPa. If we were to mirror this geometry about z or xb, this would cor-

respond with FSyb
(30◦) = 4.137 µPa. This is very high efficiency, and achieves

90.5% of the theoretical maximum. On the one hand, efficiency would be ex-

pected to be lowered at this α due to effective area attenuation. On the other

hand, the theoretical maximum performance profile of Fig. 5.5 was predicated

upon zero α and, as discussed, said profile is actually applicable to any α if one

renames {FSxb
, FSyb

} to {FSxS
, FSyS

} - i.e. the components of SRP parallel and
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perpendicular to the incoming rays. The reason efficiency is able to get so high

here is that the component FSxS
(which can reach up to 2GSC/c Pa) has a sig-

nificant component that contributes to FSyb
. This is in contrast to the α = 0◦

case, for which FSyb
= FSyS

(for which the theoretical maximum FSyS
is only

GSC/c Pa). For interplanetary transits wherein atmospheric drag is not a fac-

tor, it may therefore be optimal to optimise using a fitness function that takes

the highest FSyb
in a range, rather than for a single α. This configuration also

achieves an unusually high λ of 0.9745.

5.5 Generative Freeform Optical Elements for

Stability

Semi-cylindrical lightfoils have demonstrated the ability to provide corrective

pitch and yaw torques to a solar sail in previous literature, both via simula-

tion and in-situ experiments [30, 37]. This behaviour is reproducible in the de-

scribed optical simulation, as demonstrated by the single lightfoil torque profile

in Fig. 5.19a. In this profile, a curve with a negative gradient can be seen

passing through α = 0◦, τSyb
= 0 Nm/m2 such that a negative α corresponds

with a positive τSyb
and vice versa. This indicates that the illuminated particle

will rotate towards αs = 0◦ in this region. This holds true until the curve next

passes τSyb
= 0 Nm/m2, which for the single lightfoil occurs at α = ±45◦. This

behaviour makes lightfoils a convenient starting point for optimisation. It is note-

worthy that these torque simulations were particularly sensitive to ray density,

necessitating a greater number of rays to be cast with a smaller lR in order for

the phenomena of interest to be reliably reproduced. As such, τSyb
-α profiles are

formed by casting 100 rays, up from 50.

Next, we define corrective torque. A sail torque is corrective if it causes the sail

to angularly accelerate towards some stable incidence angle αs. In the case of
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lightfoils, several αs may exist [30]. This report will focus on αs = 0◦ (and the

associated corrective torques) because it promotes the Sun-pointing attitude that

so many transmissive sails are designed for. We define corrective torque τ ∗Syb
to

be positive if it effects a rotation towards αs = 0◦ according to Eq. 5.41.

τ ∗Syb
= −τSyb

· α
|α|

(5.41)

In other words, τ ∗Syb
is positive if the sign of τSyb

is opposite to the sign of α —

which is intuitive, given that the purpose of τ ∗Syb
is to ‘undo’ any non-zero α. By

this definition, τSyb
= τ ∗Syb

for negative α as demonstrated by Fig. 5.19a (where the

two profiles are superimposed for α ≤ 0◦). This parameter is principally defined

because it makes for simpler stability-promoting fitness functions, but also has the

benefit of visually delineating the stabilising behaviour of these optical elements

via the symmetry of a τ ∗Syb
-α profile. For convenience in later analyses, we also

define the range of α over which the optical element is stable: the stable range

As (in this case, A0 = 45◦).

It should be noted that in space, a sail providing passive corrective torque will

not induce its satellite to neatly rotate from some arbitrary α to a state of rest at

the nearest αs. In the absence of damping torques, such a satellite would instead

oscillate about its αs, to zero net effect on rotational energy. Furthermore, this is

the ideal case for which the rotational energy of the satellite is low; if its rotational

energy is very high, a corrective torque will only serve to periodically speed-up —

and then slow-down— rotation as the satellite passes αs. Conversely, atmospheric

drag torques can provide some damping to an oscillating sail in certain LEOs, but

this would only work if they were small relative to the corrective torques, which

is highly dependent on the orbit (for example, a high altitude, dusk-dawn Sun-

synchronous orbit would roughly place αs at an aerodynamically stable attitude

for an archetypal transmissive sail, and so atmospheric damping would be more

effective here).
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Despite its limitations, passive corrective torques remain useful for several rea-

sons. For one, corrective torques provide passive stability. In the absence of pas-

sive stability, even small disturbance torques would cause a satellite that is not

being actively controlled to rotate away from its desired attitude in perpetuum; if

this disturbance torque is applied in an axis other than that of one of the principal

axes of inertia of the satellite, the satellite may never return to its initial attitude,

even fleetingly. Conversely, when a passively stable satellite is positioned at αs,

any disturbance torques will be counteracted by a corrective torque. The result-

ing small oscillation about αs is typically preferable to the complete departure

from the intended attitude that a disturbance torque would otherwise induce.

Secondly, corrective torque can be harnessed to bring about rotation from an

arbitrary α to αs if it is either actively controlled or supplemented.

The most direct method for control is to cover the corrective torque pattern

with an opacity or reflectivity control device, such as a PDLC film, allowing

the satellite to activate, disable or modulate the corrective torques at will. This

transforms the patterned sail from being a passive system to being an active one.

By not impeding the pattern when the corrective torques are opposing rotation

but occluding the pattern when it would supplement rotation, the rotational

energy of the satellite can be reduced, and the satellite may be effectively brought

to rest at αs.

Alternatively, these corrective torques may be supplemented by a secondary, ac-

tive system to provide damping. Many sailcraft operate auxiliary, active attitude

control systems capable of orienting a satellite alone, which may lead one to con-

clude that these passively stable patterns are at risk of being redundant (in the

classical, negative sense; many engineers would view this as a plus). However,

a passive attitude control system can make the job of an active attitude control

system much easier as the ŷB and ẑB pointing of the satellite can be effectively

carried out by the patterned sail. In this case, the active control system only
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needs to concern itself with x̂B pointing, and with damping the other axes by

providing a small torque that opposes the prevailing direction of rotation. Such

a satellite would naturally come to rest at αs if the active control torques were

very small.

The aforementioned approaches can be combined in a lightweight manner if the

auxiliary system is a magnetorquer. Other than redundancy, this approach

comes with the benefit of having the weaknesses of each system mitigated by

the strengths of the other; solar sail control systems are rendered periodically in-

operable at low altitude due to the prevalence of eclipse, becoming more reliable

as altitude increases. Conversely, magnetorquers eventually become inoperable

as altitude is increased, but are highly reliable at low altitude where the Earth’s

magnetic field is strongest. Conversely, a reaction wheel or thruster has neither

synergy with patterned sails, nor a weakness in any flight regime that would make

such a synergy necessary. They also retain effectiveness in very high, interplane-

tary orbits, which neither solar sails nor magnetorquers can boast. However, they

are considerably heavier than magnetorquers and come with other limitations,

such as momentum saturation and contaminating exhaust fumes, respectively.

5.5.1 Scale Factors

As mentioned in section 5.3, scale is arbitrary for SRP calculation when dealing

with purely refractive optical elements. However, this is not the case for cal-

culating torque per unit area τSyb
, also known as torque surface density. This

is because the relative offset of each ray-particle interaction with respect to the

centre of mass is pertinent to torque calculation. For these optimisation runs, we

introduce the scale factor Σ. Naturally, this scale factor is applied in all three

axes, but for convenience we calibrate Σ = 1 to be indicative of a pattern or

element with height zmax − zmin = 1 m.
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Because Σ is applied in all three axes multiplicatively, the distance from the

centre of mass to any arbitrary point on the particle boundary is also changed

multiplicatively by Σ. As such a distance is an argument of torque for an arbitrary

ray-particle interaction (which always occurs at a particle boundary), the torque

is also changed multiplicatively by Σ. In other words, a τSyb
-α profile does not

change shape when Σ is changed, and new simulations do not need to be run

when it is changed. Instead, the entire τSyb
dataset can be multiplied by Σ to

make it applicable to a pattern of a different size, provided that it has the same

geometry when normalised.

Conventional wisdom would state that in subsequent figures, Σ should be set

to one so that a reader may apply their own scale factor in a single operation.

However, we instead set this to be Σ = 10−5, consistent with a 10 µm tall element.

This is done because a profile using Σ = 1 would be calculating τSyb
for an optical

element that is one metre tall, which would provide wildly misleading values at

a glance. Accordingly, to convert these figures with profile τ1-α to a new profile

τ2-α according to a new scale factor, the operation becomes τ2 = τ1 × Σ/10−5.

5.5.2 Self-stabilising Freeform Optical Elements

Most prior literature has focused on single lightfoils in isolation, so the optimisa-

tion of a single self-stabilising optical element is a natural start point. The ray

diagram for one such lightfoil at α = 20◦ is depicted by Fig. 5.18a. For this and

subsequent stability optimisation runs, it is assumed that geometric symmetry is

necessary and — to ensure compatibility with a wide range of pattern transfer

methods — that the pattern should have a flat base edge (contrary to the prism

convention, this base edge faces away from the Sun). As such, the optimiser is

constrained to produce geometries with symmetry about the z (or xb) axis, and

vertices beneath the x (or yb) axis are removed from convex hull calculation. The

ray diagram for the optimised geometry is depicted by Fig. 5.18b.
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Fig. 5.19 depicts the torque surface density profiles and normalised geometries of

a semi-cylindrical lightfoil and, with the aforementioned constraints, a lightfoil-

derived freeform optical element. The latter was optimised using the fitness

function ff4 (Eq. 5.42) wherein α2 = -α1 = 20◦, which seeks to maximise the

integral of corrective torque over the optimisation range. This relatively narrow

optimisation range was chosen to encourage the maximisation of corrective torque

within the traditional A0 of a lightfoil. The ray diagrams of Fig. 5.18 depict

these optical elements illuminated at α = 20, where the corrective torques for

both designs are large. While the number of rays cast for diagrams is reduced

as for previous optimisation runs, the number of rays cast here is higher because

the behaviour of these pattern is obscured when ray density is low.

ff4 =

∫ α2

α1

τ ∗Syb
dα (5.42)

The maximum corrective torque per unit area achieved by the initial lightfoil was

τ ∗Syb
(20◦) = 6.18 pNm/m2 (piconewton-metres per square metre) with a stable

range of A0 = 45◦. It should be noted here that there is no theoretical maximum

for τ ∗Syb
because there is no theoretical maximum displacement from the centre of

mass. Furthermore, in the absence of absorption and diffuse reflection, a trapped

ray ricocheting around the perimeter of a particle could generate theoretically

infinite torque without breaking energy conservation laws (this could skew opti-

misation runs, but fortunately this never happened). It can be seen in 5.19a that

the optimiser improved fitness ff4 by greatly increasing the mean and peak τ ∗Syb

at the cost of a small A0 deficit. The maximum corrective torque achieved was

τ ∗Syb
(18◦) = 9.30 pNm/m2 (an increase of 50.5%) with a stable range of A0 = 42◦

(a deficit of 6.7%).

It can be seen in Fig. 5.19b that it achieved this by condensing the lightfoil

vertices to form a ‘smooth corner’, in contrast to the continuous curvature of

the lightfoil. The ff4 element also converges to a convex point at its extrem-

171



5.5. GENERATIVE FREEFORM OPTICAL ELEMENTS FOR STABILITY

(a)

(b)

Figure 5.18: Ray Diagram for Single, Self-stabilising Optical Elements at α = 20◦

(a) Lightfoil (b) Lightfoil-derived, Optimised for ff4; Filter Set to 1%, Accurate
Ray Count

ity. Furthermore, relatively little resolution was lost here when compared with

previous freeform elements that were optimised for SRP. The optimiser seems

actively discouraged from creating redundant vertices for the same reason that

torque simulations are highly sensitive to ray density: a lightfoil only functions

because a large number of disparate interactions occur that — on average —

correspond with a corrective torque τ ∗Syb
. Reducing the ray density reduces the

sample size that is fed into that average, and certain ray-particle interactions that

would otherwise have their effects ‘averaged out’ instead have a disproportionate

contribution to the calculation of τ ∗Syb
. This is simply by merit of the ray-particle

interactions that would have mitigated its effects not occurring, because the tri-

angles that needed to be intersected for said sequence of interactions to occur

was missed. Similarly, an optimiser action that attempts to disrupt this delicate

balance with a large vertex change will meet considerable resistance because per-

formance is not dependent on one single edge or vertex; it is dependent on the

curvature of the shape as a whole. This is in contrast to pure SRP optimisation,

for which curvature is useful but not a functional requirement.

The final geometry resembles a rounded pentagonal prism. To determine why this

is optimal, we should first approximate what a desirable ray diagram would looks
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(a)

(b)

Figure 5.19: Single, Self-stabilising Optical Elements: (a) Torque Profile with
Σ = 10−5, (b) Normalised Geometry Bisected about Symmetry Line

like for a torque-generating optical element. A first-order ray with a high θk and

large offset relative to the centre of mass for each of its ray-particle interactions is

an archetypal, high contribution ray for generating torque. Conversely, a higher

order ray with low θk that is redirected near or through the centre of mass would

be a low or zero contribution ray. The ideal ray diagram would therefore be

highly asymmetric, with first-order rays being redirected around the perimeter,

and being ejected in a common direction around the centre of mass (i.e. all

clockwise or all counterclockwise). Generally, rays that follow a clockwise path

around the centre of mass will effect a counterclockwise τSyb
, and vice versa.

The reason that the optimiser converged upon this geometry appears to be due
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Figure 5.20: Torque Profile for a Lightfoil with Σ = 10−5 Demonstrating the
Effect of Disabling Partial or Total Internal Reflection

to its effects upon the rays that underwent TIR. The sides of the ff4-optimised

element are, on average, steeper than the lightfoil, and so rays around this α en-

counter it with higher incidence θi. On transmission, the refraction effect there-

fore induces greater ∆θk, and this in turn reduces ray θi when they encounter

the base edge. The effect of this is that many more rays undergo TIR here than

for the lightfoil. On its own, TIR here would actually effect a negative τSyb
, but

these rays are subsequently either ejected from the top right of the particle with

a clockwise alignment relative to the centre of mass, or undergo a second TIR to

be ejected from the base, again with clockwise alignment.

Maximising the number and contribution of these TIR rays is a logical means of

optimisation because, for both the lightfoil and the ff4 element, these rays have

by far the greatest contribution to torque. For example, rays born from partial

reflection occasionally display a small positive contribution to corrective torque,

but far more often it is either neutral or negative. Conversely, the contribution

of transmitted rays that do not undergo TIR ranges from near-zero to extremely

negative. This is shown in Fig. 5.20 for a lightfoil, wherein disabling partial

reflection has practically no effect on torque, whereas disabling rays that undergo
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TIR renders the lightfoil highly unstable.

5.5.3 Self-stabilising Freeform Patterns

The next optimisation run deals with the self-stabilisation of an entire pattern,

with the fitness function unchanged. Ray diagrams for the initial and the opti-

mised lightfoil patterns at α = 14◦ are depicted by Fig. 5.21a and Fig. 5.21b,

respectively. It can be seen in Fig. 5.22a that lightfoil performance does indeed

degrade when it is applied to an entire pattern, as for the SRP generating ele-

ments prior. In pattern form, the lightfoils yielded maximum corrective torque

τ ∗Syb
(28◦) = 5.40 pNm/m2 (down from 6.18 pNm/m2 at 20◦) with a stable range of

A0 = 41◦ (down from 45◦). Furthermore, the regions of instability are aggravated

somewhat, and the largest negative τ ∗Syb
can be seen to exceed the magnitude

of the largest positive τ ∗Syb
by a large margin (τ ∗Syb

(−70◦) = −17.6 pNm/m2).

However, the loss of performance is notably less pronounced than it was for SRP-

generating prisms at and around a Sun-pointing attitude. This is because the

function of a lightfoil is not predicated on the ejection of rays with high ŷb align-

ment, which makes pattern propagation more likely; generally, rays are ejected

from a lightfoil via the base edge or near the top of the camber, where they are

less likely to impinge upon adjacent lightfoils. Fig. 5.21a demonstrates the ray

diagram for a lightfoil pattern at maximum τ ∗Syb
, and it can be seen that no first-

order rays undergo pattern propagation under this configuration (those that enter

an adjacent lightfoil do so due to the ray casting scheme, not pattern propagation

– see Fig. 3.12, section 3.2.6).

In Fig. 5.22b, it can be seen that the ff4 optimised pattern bears a strong resem-

blance to that of the pattern seen in section 5.5.2 just prior. The main distinctions

are that this pattern version is proportionally taller, retains significant curvature

on its cambered edge, and does not come to a convex point at its extremity. The

method for optimisation also appears to be the same, namely, the capturing and
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(a)

(b)

Figure 5.21: Ray Diagram for Self-stabilising Patterns at α = 14◦ (a) Lightfoil
(b) Lightfoil-derived, Optimised for ff4; Filter Set to 1%, Reduced Ray Count

effective redirection of more rays via TIR, to the effect of increased mean and peak

τ ∗Syb
at the cost of A0: the final geometry yields peak τ ∗Syb

(12◦) = 9.381 pNm/m2

with a stable range of A0 = 32◦, corresponding with a 74.0% increase and 22.0%

decrease, respectively.

5.5.4 Self-stabilising Freeform Patterns with Offset Cen-

tre of Mass

As convention dictates, prior torque profiles were generated for elements and

patterns using their own centres of mass. This is the natural approach to take,

and may be suitable for arbitrarily large, unmanned sailcraft for which the mass of

the sail is dominant. However, this approach is less well suited to the optimisation

of sails for modern satellites, for which the mass of the sail is generally low relative

to the mass of a satellite bus. Unless such a satellite were to deploy its sail from

a very long boom, the centre of mass of the satellite with or without the sail

attached would be very similar. For this optimisation run, sail mass is assumed

to be negligible. As an analogy for a 3U CubeSat bus, it is assumed that the

centre of mass is located 15 cm beneath the sail in +x̂b. A ray diagram for this

optimised pattern is depicted by Fig. 5.23.

On the scale of a sail pattern, the offset of a ray-particle interaction with respect
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(a)

(b)

Figure 5.22: Self-stabilising Patterns: (a) Torque Profile with Σ = 10−5, (b)
Normalised Geometry Bisected about Symmetry Line

to the centre of mass is generally measured in microns (with Σ = 10−5, this

offset typically did not exceed 5 µm). An external centre of mass shifts the

paradigm because the position of each ray-particle interaction, in effect, becomes

redundant: in terms of offset from the centre of mass, a ray-particle interaction

occurring at the top of a pattern will only differ from one occurring at the bottom

by about 10 µm, which is a negligible difference when the offset is being measured

in terms of cm with respect to a satellite bus. Instead, the direction of torque is

determined by the sign of FSyb
.

Nevertheless, it can be seen in Fig. 5.24a that the function of a lightfoil is not

compromised by this change. Naturally, corrective torques are greater here due to
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5.5. GENERATIVE FREEFORM OPTICAL ELEMENTS FOR STABILITY

Figure 5.23: Ray Diagram for a Self-stabilising, Lightfoil-derived Pattern with a
Centre of Mass Offset of 15 cm at α = 16◦, Optimised for ff4; Filter Set to 1%,
Reduced Ray Count

the larger centre of mass offset, with the lightfoil demonstrating a peak corrective

torque of τ ∗Syb
(18◦) = 0.053 µNm/m2. More importantly, the shape of the profile

is not adversely affected. Instead, it is smoothed, with the only adverse affect

being a reduction in stable range, which has decreased from A0 = 41◦ to A0 = 34◦.

This smoothing is a result of ray paths that would have otherwise had opposing

contributions to τ ∗Syb
being made constructive, as the dominant ray paths tend

to have contributions to FSyb
of the same sign. For example, it was seen in Fig.

5.23 that almost all first-order rays were ejected with negative θk and positive ŷb

alignment, suggesting that they each effect a negative contribution to FSyb
.

In contrast to previous optimisation runs, it can be seen in Fig. 5.24b that the

ff4 optimised pattern deviates significantly from the lightfoil that it was derived

from, with a form that resembles an equilateral prism rather than a cambered foil.

This pattern operates on the principle that an equilateral prism will generate an

FSyb
of opposite sign to that of its α, at least within the stable range A0. Again,

fitness was improved by increasing the mean and peak τ ∗Syb
at the cost of A0: the

final pattern yields a peak corrective torque of τ ∗Syb
(16◦) = 0.131 µNm/m2 with

a stable range of A0 = 21◦, representing a 147% increase and 38.2% decrease,

respectively. Notably, performance drops sharply at α = ±20◦, which is the edge

of the optimisation range. It is interesting to note that this pattern promotes

pattern skimming, as for certain SRP-optimising patterns. This pattern is also

the only example of the optimiser not utilising TIR as the primary mechanism

for achieving high fitness.
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(a)

(b)

Figure 5.24: Self-stabilising, Offset Patterns: (a) Torque Profile with Σ = 10−5,
(b) Normalised Geometry Bisected about Symmetry Line

5.6 Optimisation Overview

Although the designs varied substantially between optimisation runs according

to the input, the behaviours that they emphasised were similar. Almost every

optimised design utilised TIR as the primary mechanism for generating FSyb
or

τ ∗Syb
. Designs that utilised pure refraction demonstrated some desirable traits —

including a more uniform SRP profile, with fewer and smaller fluctuations — but

were shown to be typically sub-optimal in terms of raw performance.

When optimising an SRP profile for acceleration, the optimiser naturally sought
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to maximise ray alignment with -ŷb, i.e. to achieve θk = 90◦. High flux, first-

order rays were invariably prioritised, but the best designs also considered the

ray paths of lower flux, second-order rays borne of partial reflection (rays of a

higher order than the second-order were rarely considered). For single optical ele-

ments, achieving nearly absolute -ŷb alignment was straightforward and optimal.

However, patterns attempting to do the same would induce pattern propagation.

Patterns therefore posed a more difficult optimisation problem for the optimiser.

To circumvent this issue, the optimiser converged upon pattern geometries that

fell under one of two archetypes: pattern skimming — wherein first-order ray

ray alignment was maximised to the greatest extent possible without inducing

pattern propagation — or harnessing — wherein the optimised patterns utilised

pattern propagation to improve ray alignment. Generally, pattern skimming was

the favoured strategy, but many of these patterns also harnessed pattern propa-

gation in a mitigating capacity. Such patterns could carry out pattern skimming

more aggressively and effectively because the effects of being ‘too aggressive’ (i.e.

of having a ray shoot too close to the pattern and reenter it erroneously) were

mitigated by ensuring that any rays that propagated through the pattern did not

counteract the prevailing direction of SRP.

For stability optimisation, the strategy utilised by the optimiser depended on

whether the centre of mass was dictated by the sail itself, or by a greater satellite.

For the former, performance was increased by promoting first-order ray TIR at

the base of the pattern, ensuring ejection at the upper cambered surface with ŷb

alignment of opposite sign to that of α. For the latter, performance was increased

by promoting pattern skimming behaviour, again with ŷb alignment of opposite

sign to α. In this case, the optimisation problem was similar to that of the pure

SRP runs: the key difference was that these geometries and SRP profiles had to

be symmetric. Higher order rays had very little contribution to fitness during

stability optimisation runs and were largely ignored by the optimiser.
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Broadly speaking, the optimisation runs that were carried out could be parti-

tioned by: triangular micro-prism optimisation for SRP, freeform element opti-

misation for SRP, or freeform element optimisation for stability. In one case,

numerically optimised triangular prisms were compared with an analytical solu-

tion. The numerically optimised patterns demonstrated zero α FSyb
and peak

FSyb
of up to 3.07 µPa and 2.72 µPa, respectively, representing an increase over

the analytical solution of up to 43% and 58%. In another case, a pattern of

freeform optical elements was generated that registered zero α FSyb
of 3.40 µPa,

which is 74% of the theoretical maximum. Likewise, during a stability optimi-

sation run, a pattern of freeform optical elements derived from lightfoils (scale

factor Σ = 10−5) demonstrated peak corrective torque τ ∗Syb
of 9.38 pNm/m2,

representing an increase of 74% from that of the initial lightfoils.

Nevertheless, these patterns can only be called optimal within the purview of

their fitness functions: increasing fitness according to these functions often came

at the cost of a performance deficit that lay beyond the scope of said functions.

For example, stability optimisation utilised a fitness function that optimised for

−20◦ ≤ α ≤ 20◦ and resulted in higher performance within this range, but at

the cost of the total range over which stability could be achieved. On the other

hand, SRP optimisation typically greatly improved FSyb
, but at the expense of

the pressure ratio λ, which was not considered by most fitness functions. Such

designs will be optimal for certain manoeuvres, but not for every manoeuvre,

emphasising the importance of tailoring the fitness function to a specific mission,

flight regime or manoeuvre when utilising numerical optimisation. Conversely,

the fact that performance gains were demonstrated in such a specific manner

according to the user-defined fitness functions should commend this method for

such applications.

The model-free reinforcement learning pattern optimiser proved to be a reliable

method for improving performance according to user-defined fitness. However,
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the efficacy of the method was sensitive to optimiser configuration and initial

conditions. Furthermore, while two differently-configured optimisation runs with

identical optimisation criteria would sometimes converge upon the same solution,

they would just as often diverge to output very different solutions. This suggests

that repeated runs with a variety of different optimisation parameters would be

required in order to carry out an exhaustive pattern optimisation. Furthermore,

while very good solutions may be reliably found by this method, a globally optimal

solution cannot be guaranteed.
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Chapter 6

Manufacturing Processes

6.1 Mould Fabrication Experiments

The geometry of the negative space of a mould pattern dictates the surface ge-

ometry of a patterned sail. When forming a mould for a sail, one must contend

with the mutually competing stressors of resolution and scalability: the mould

must have very small features to comply with the specifications of a refractive (or

to an even greater extent, diffractive) solar sail, and yet the mould itself must be

large enough to pattern a sail in an economical and timely manner. First, one

must consider the pattern transfer method, as this will dictate the form factor of

the mould.

6.1.1 Linear versus Rolling Systems

The difficulty of balancing these stressors can range from near-trivial to highly

demanding, depending on whether a rolling pattern transfer system is available

or not. There is little nuance in the decision making process in this respect: if it

feasible to use or procure, a rolling system is always preferable because both of
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the processes that pertain to the mould — namely, mould fabrication and pattern

transfer — are more costly and time-consuming in the absence of such a system.

The reason that rolling systems are so desirable is that they partially automate

the pattern transfer process and dramatically increase throughput. As such, a

greater area of sail can be feasibly patterned with a smaller mould and fewer

person-hours. The issue of scalability is therefore mitigated from the outset, and

the requirements of the mould fabrication stage are dramatically reduced.

In theory, a roll-to-roll (R2R) or roll-to-plate (R2P) pattern transfer system comes

with the drawback of greater cost according to the greater sophistication of the

technology involved. In practice, this is only initially true when investing in one

for use in-house. However, rolling systems typically incur reduced costs for high

volume applications [119], which is pertinent when patterning at the scale of a

solar sail. At such a scale, this translates to reduced processing costs when using

R2R/R2P in-house, and a more general reduction in cost when using a rolling

system as a commercial service.

In both cases, the source of the reduced cost is the aforementioned reduction in

person-hours (material costs for rolling and linear systems do not substantially

differ). To highlight why a linear system may be so much more laborious, it was

calculated how many individual pattern transfers would be required to complete a

1.5 m diameter, circular transmissive sail using a linear pattern transfer system.

In this case study, we attempt to address the issue of throughput by allowing

for the creation of sequentially larger moulds before imprinting the sail. This

is referred to as a parent-child mould methodology hereafter. Three square inch

parent moulds are assumed, as this is a standard form factor for patterned silicon

wafers, and one to which the moulds used in later trials comply (the fabrication

of these moulds is explored in section 6.1.5; their usage for pattern transfer is

explored in section 6.3). Furthermore, while this is quite a large form factor for

moulds fabricated through micro-scale AM, it is still feasible through the method
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explored at the end of section 6.1.3. Under this methodology, it is first assumed

that parent moulds may be combined to form a larger parent before imprinting

the child mould (either through a silicon wafer bonding process [120, 121] or a

joining method for AM-fabricated parts [122]). This parent mould may then

transfer its pattern to a child mould through an injection moulding process using

silicone or similar (explored at the end of section 6.3). Finally, this child mould is

used to imprint the sail. The output of this case study is Fig. 6.1, which depicts

the relationship between the number of child imprints and the total number of

imprints. For example, it can be seen in this figure that the optimal solution

engendered 20 child mould imprints for a total of 50 pattern transfers when

the parent was constrained to a single wafer. For lower throughput methods,

this could imply over a hundred hours of constant imprinting (see section 6.3).

Conversely, a small desktop R2P nanoimprinter operating at peak capacity could

do the same within as little as four hours [123].

Furthermore, while Fig. 6.1 demonstrates that increasing the size of the parent

mould may greatly curtail the issue of linear throughput, this approach has other

issues: producing parent moulds in a scalable manner is non-trivial when exe-

cuting in-house (explored in sections 6.1.2—6.1.5) and is one of the most costly

stages of sail manufacture to execute (explored in section 6.4). This is true re-

gardless of whether it is outsourced or executed in-house. Therefore, increasing

the output of this stage should be a last resort. Conversely, imprinting into a

child mould may be considerably more inexpensive (explored in section 6.3). The

principal drawback of this approach is that a child mould implies an additional

pattern transfer process through which to propagate any inaccuracies or defects

that are incurred by said process.

In any case, both approaches result in very large moulds that require very large

pattern transfer systems. For the 1.5 m diameter sail of this case study, this is

not necessarily prohibitive: in the aforementioned single wafer case, the optimal
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Figure 6.1: Linear System Pattern Transfers Required to Pattern a Circular Sail
of 1.5 m Diameter using a Parent-Child Mould Methodology: standard 3 in2

form factor for parent (father) moulds that may be combined before imprinting
the child (daughter) mould, which is used to pattern the sail in turn

pattern transfer process would demand a square imprinter of 1.52 × 1.52 m —

which is large but achievable. Furthermore, one may intentionally choose a less

optimal parent-child route in order to relax this constraint according to the cir-

cumstances of the developer, should such a large printer prove to be infeasible to

procure or develop. However, for very large sails, an optimal parent-child route

may be necessary for the process to be feasible. Ultimately, increasing the size

of this system will narrow the upfront cost advantage that a linear system holds,

thereby making the rolling alternative even more desirable.

In short, a parent-child methodology is evidently the most efficient means of

performing linear pattern transfer in the absence of a micro-scale deus ex machina

to produce singular, very large moulds with very fine features (such systems are

actually an ongoing area of research [124]). However, even when one is able to

implement this methodology, linear pattern transfer is only competitive in the

186



6.1. MOULD FABRICATION EXPERIMENTS

leanest of circumstances for which available capital and sail requirements are

both low.

6.1.2 Additive Methods

Several additive manufacturing (AM) methods are appropriate for mould man-

ufacture. These come with the benefit of offering considerable control over sail

geometry, and of being able to rapidly produce new prototypes as a design evolves.

Of the seven standardised categories of AM, six are compatible with polymers

making them suitable for producing reusable moulds: these are material extru-

sion, powder bed fusion, vat photopolymerisation, sheet lamination, material

jetting and binder jetting [125]. Of course, not all methods are capable of reso-

lutions that are up to the task. For our purposes, geometries as small as 20 µm

may be required [29], requiring resolutions of at least 2 µm; for diffractive sails,

this is the upper limit, with finer resolutions being desirable. An issue with these

requirements is that higher resolution AM methods are typically not the most

efficient for high volume production, and might be expected to struggle to meet

the mould demands of lower throughput pattern transfer methods that require

large moulds.

Of these, four are traditionally considered for small scale optical applications:

these are material extrusion via fused deposition modelling (FDM) or direct

ink writing (DIW), powder bed fusion via selective laser sintering or melting

(SLS/SLM), material jetting via inkjet printing (IJP), and photopolymerisation

via stereolithography (SLA) [126]. These are discussed below.

Extrusion methods involve feeding molten polymer through a nozzle, which then

rapidly cools to form a discrete parcel or continuous line of material that binds

to any material adjacent or below [127]. The most common of these methods

is FDM, which has one of the highest throughputs but lowest resolutions. This
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is typically in excess of 100 µm [128], owing to the fact that resolution is tied

to nozzle diameter [129]. The mechanical properties of its materials are well-

documented if typically poor, in part due to its tendency to produce porous

structures [128]. On the one hand, these pores are typically internal and do

not affect surface features, and furthermore, the mechanical properties are not

prohibitively low for every pattern transfer process when appropriate materials

are used [130]. Furthermore, FDM has successfully been used for the fabrication

of optical components in the past, such as lenses [131] and infrared diffraction

gratings [132]. However, these were on the millimetre scale. FDM remains inap-

propriate for micro-scale mould fabrication owing to its limited resolution, which

is particularly low in the z axis [128]. Nonetheless, FDM is useful for prototyping

structural parts owing to its high throughput, and was used as such during this

project. Furthermore, the structural optimisations that AM allows can outweigh

the drawbacks of using materials with lower mechanical properties, particularly

for FDM-compatible materials that mitigate these drawbacks and demonstrate

radiation tolerance [133]. For this reason, FDM-fabricated structures have been

proposed for satellites and are an ongoing field of study [1, 134]. As such, this

method certainly has application for the fabrication of elements of a sail other

than that of the membrane if suitable materials are chosen. This comes at the

cost of incurring greater risk by flying materials with low or zero flight heritage

(though being the first to demonstrate these materials in space may be of enough

inherent value to the scientific community to justify the additional risk). An-

other extrusion method of note is DIW, which is sometimes called robocasting

[135, 136]. DIW is notable for being a lower throughput extrusion method, and

for having an extremely wide range of cited resolutions — even within recent lit-

erature [136, 137]. In principle, its resolution is limited by its nozzle diameter as

for any extrusion method. However, much higher resolutions than FDM are pos-

sible because DIW employs inks, pastes and slurries that may be of much lower

viscosity than a molten filament. As such, DIW may employ smaller nozzles than
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FDM. In its more refined forms, this method has reportedly achieved sub-micron

resolutions [137]. Although DIW was not trialled during this project, it would be

technically feasible to perform transmissive sail mould manufacture using one of

the higher-end expressions of this method.

While extrusion deposits material onto a build plate in an already molten state,

powder bed fusion instead deposits and sinters or melts the material sequentially:

thin layers of powder are deposited on the build plate and energy is directed onto

it as either an electron-beam or (in the case of SLS/SLM) a laser, thereby se-

lectively melting said powder layer to form a pseudo-2D shape [126, 138]. The

build plate is then lowered and a new layer of powder is deposited above, and

the process repeats layer-by-layer [127]. In the case of SLS, the presence of this

powder bed comes with the benefit of supporting overhangs without the need

for temporary support structures [139, 140], which is rare amongst AM meth-

ods. Conversely, support structures are required for SLM because of the elevated

temperatures associated with rendering its powder molten [141]; these support

structures are needed in order to dissipate excess heat and to resist the warping

that might be induced by thermal stresses [142]. On the other hand, this powder

bed comes with the drawback that any powder melted will naturally adhere to

the surrounding powder on the same layer, rather than exclusively adhering to

the previously-melted material of the layer beneath it. This contributes to an

overall poor surface finish that requires significant post-processing to make the

printed part suitable for optics [126]. After post-processing, these parts may ex-

hibit excellent surface properties that are of comparable quality to conventionally

manufactured optical elements [143]. However, while capable of higher resolution

than extrusion, powder bed fusion methods such as SLM are nonetheless ill-suited

to micro-scale optics because their resolution is typically in excess of 50 µm in

xy [144]. In this case, the key limiting factor for resolution is the size of the

powder particles [140]. Furthermore, their resolution in z is disproportionately

poor at around 200 µm, which is only slightly better than FDM [128, 144]. This
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is because a powder layer is typically several particles thick. This is partially by

design and partially incidental: multiple particles in a layer can be desirable to

mitigate against single-layer inhomogeneity, which arises due to suboptimal pow-

der flowability, non-uniform particle sizes [145], and gaps due to the geometry

of powder particles being suboptimal for packing [139]. Conversely, defects or

inaccuracies in the powder deposition process will cause layers of more than one

particle deep to arise naturally [145]. Although unsuitable for pattern moulds,

SLS/SLM nonetheless have the same structural applications for a sail as FDM;

they even have access to many of the same radiation tolerant materials (as powder

rather than filament), such as polyether ether ketone (PEEK) [133, 146]. Other

than having less ubiquity than FDM printers, their only major drawback is the

additional post-processing that is required, which makes them less convenient for

rapid prototyping.

Material jetting has also been used for optics, particularly IJP [126], which is

sometimes called direct inkjet printing (DIP) [147]. This method bears similarity

with extrusion in that it revolves around the deposition of material via a nozzle,

which then solidifies. The primary difference between the two is that extrusion

methods deposit a continuous molten filament onto a build plate, while material

jetting deposits discrete droplets onto a build plate or substrate [148]. Further-

more, the deposited droplets are composed of either an aqueous or photopolymeric

ink which solidifies via partial evaporation or UV-curing, respectively [149]. IJP

is a low throughput method that is mostly used for patterning. Historically, it was

also considered a low resolution patterning method [137, 150]. In recent years,

sub-micron resolutions have been achieved of around 0.3 µm [151, 152], which

would be suitable for transmissive sail moulds. However, parts produced through

IJP can suffer from poor mechanical properties arising due to imperfect adhesion

between its layers, and can be fragile [148, 153]. This may limit its usefulness for

the fabrication of reusable moulds. Nevertheless, low pressure pattern transfer

methods do exist [154] for which IJP-fabricated moulds may be suitable.
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Finally, vat photopolymerisation methods utilise the selective curing of pho-

topolymeric resins. The most common form of vat photopolymerisation is stere-

olithography (SLA), wherein UV light is focused over a small area to cure a

small volume of monomer resin [126] — which is solid in its cured, polymer form.

This polymer will bind to any previously-cured polymer adjacent or below, and

this curing process is repeated layer-by-layer. Photopolymerisation methods are

generally low throughput, but they also comprise some of the highest resolution

methods [148]. These characteristics are influenced by a number of parameters

pertaining to the properties of the UV beam. In particular, higher power densi-

ties correspond with greater throughput by enabling faster scanning speeds, but

higher beam diameter corresponds with greater throughput to the detriment of

resolution [138]. Furthermore, while traditional SLA is typically too coarse for

micron-scale fabrication, so-called micro-stereolithography (MSL, micro-SLA or

µSLA) is a more recent expression of this method that is capable of sub-micron

spatial resolutions. Functionally, this method differs from traditional SLA only

by way of having a substantially lower beam diameter [127]. Furthermore, a

desire to improve throughput led to the development of digital light processing

(DLP) a.k.a. projection microstereolithography (PµSL), for which the scanning

laser was exchanged for a series of small mirrors and a digital mask. Through

this method, an entire layer of resin may be cured at a time, and the resolution is

limited instead by the resolution of mask pixels and by diffraction effects incurred

at the scale of said pixels [127]. Despite its higher throughput, DLP is capable

of resolutions as high as 0.6 µm [137]. Considering also the decent mechanical

properties of its finished parts [128], DLP is well-suited to transmissive sail mould

fabrication. Accordingly, this was chosen to be the first method to be trialled

for carrying out mould fabrication. However, photopolymerisation methods do

come with some inherent drawbacks. For one, they are restricted to using pho-

topolymers exclusively. Secondly, parts produced via photopolymerisation are

particularly susceptible to having their mechanical properties degrade over time
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[155], though their initial properties are typically good [128].

Furthermore, a DLP system that was capable of resolutions of around 2 µm was

available [156], which matched the requirements of these moulds very precisely.

However, this also meant that these moulds existed at the edge-of-the-envelope

for the system, with little in the way of margin for error. For this reason, an

alternative form of photopolymerisation was also explored that was capable of

finer sub-micron resolutions, known as two-photon polymerisation (2PP) or di-

rect laser writing (DLW) [126, 157]. This method induces resin to cure through

near-infrared (NIR) light excitation instead of the more traditional UV, wherein

NIR light is deployed as two photons via a pulsed laser beam [158]. Furthermore,

using NIR allows 2PP to break the layer-by-layer AM paradigm and selectively

cure any region of resin in 3D space [159]. This is possible because 2PP pho-

topolymeric resins are generally transparent to NIR, but will nonetheless absorb

NIR if two or more such photons excite it simultaneously. In practice, this means

that curing only occurs at the focal point of said photons. Through this mecha-

nism, 2PP can achieve resolutions of less than 0.1 µm [160], with resolutions as

fine as 0.015 µm (15 nm) having been reported [158]. This is in excess of our re-

quirements, implying a greater margin for error and higher repeatability. Initially,

this method was deemed unsuitable due to its very low throughput [158]. This

low throughput is symptomatic of its laser scanning architecture [157] — which

is similar to that of traditional SLA — combined with an extremely low beam di-

ameter. However, recent advances in 2PP — such as the use of femtosecond fiber

lasers — have led to much faster scanning behaviours and a corresponding surge

in throughput [161], resulting in build rates that are suitable for transmissive

sail mould fabrication. As such, 2PP was chosen to be the second AM method

investigated for the fabrication of sail moulds.

Irrespective of the method that is used, there are certain AM phenomena that

can influence the performance of fabricated optical parts. The most prominent
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of these is the difference between xy and z resolutions which — though certainly

related — are in some ways distinct. This distinction arises for a few reasons. The

first is gravity, which may influence the mechanism used for controlling the motion

of the build plate, nozzle or optical devices in z, but not in xy: traditionally, xy

control is achieved by a belt driven rotary actuator — which is fast but low

torque — while z control is achieved by a ball screw driven rotary actuator —

which is slow but high torque [162–164], and therefore better suited to opposing

heavy loads. In recent years, faster ball screw actuators and high torque linear

actuators have enabled AM systems that employ one mechanism for all three axes

[164], but in any case, the control of z is constrained to high torque actuators.

Furthermore, even if a single kind of actuator is used, a load bearing z actuator

must be calibrated differently to those in xy. Furthermore, a z actuator may lose

accuracy as successively more weight is added to a build plate or powder bed

during fabrication. For this reason, methods that have a printing platform that

is stationary in z may incur a smaller xy-z resolution discrepancy, particularly

for high mass builds [163].

Furthermore, methods that melt or deposit a liquid must contend with the com-

peting effects of gravity, surface tension, cohesion to adjacent droplets, and ad-

hesion to adjacent material; the former two counteract one another to form a

uniform droplet with xy and z variations that approximately emulate a spherical

cap (assuming a level build plate or bed) [165]; the effect of the latter two is

dependent upon the surroundings of the droplet, and so cannot be characterised

with much specificity, other than to say that their effect is not necessarily uni-

form. Furthermore, for certain, very high viscosity droplets, solidification could

occur before dynamic equilibrium is reached, which would confer even greater

non-uniformity. Similarly, methods that excite powders, inks or resins must con-

tend with the issue of having somewhat limited control over the penetration of

the energising beam. In both the droplet case and the beam case (and the com-

bination case, as for the material jetting of photopolymers), the net effect of
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these phenomena places an innate limitation on z resolution that is described

by the minimum layer thickness. Conversely, minimum layer thickness is some-

times imposed by an operator rather than by nature. This is done because layers

of higher thickness are sometimes necessary from a repeatability standpoint, as

layer thickness has been shown to correlate with dimensional accuracy [166] and

resistance to warping [167]. This may indirectly reduce the practicable z resolu-

tion, especially for less robust AM materials. Furthermore, dimensions in xy are

entirely constrained by the geometry of the final part, as the edges of each xy

profile determines the topology of a part. In contrast, the z dimension of an xy

profile is only strictly relevant to topology when the lower or upper surfaces are

being defined (e.g. in the case of a simple cuboid, z would only be relevant to

the first and final layers of the part). xy dimensions are therefore not as readily

sacrificed in the name of repeatability, which may be interpreted as a procedu-

ral bias against z resolution. The overall effect of these natural and procedural

phenomena is that AM resolutions are usually lower in z than in xy [128].

Perhaps the most important cause of this discrepancy is the layer-by-layer archi-

tecture itself, which incurs certain limitations on the z resolution exclusively (this

does not necessarily apply to 2PP, and other ‘true 3D’ outliers): AM methods

that fabricate layer-by-layer often proceed under the assumption that each layer

is planar with xy, presenting a flat and uniform surface on which to build the

next layer. This means that the thickness of a layer cannot vary, and each layer

is effectively discrete. Combined with the aforementioned generally lower z reso-

lution, discrete layer thicknesses contribute to the staircase effect [168], wherein

the inclined surfaces of a part are actually represented by stacked, horizontal

shelves or steps. For non-optical parts, the staircase effect does not necessarily

hinder part functionality. For optical parts — and refractive or reflective optical

elements in particular — the slope of a surface is essential to optical performance,

and the staircase effect may render them nonfunctional. For example, a staircase-

marred lens would be incapable of focusing light in any meaningful way even if
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its macroscopic topology appeared to be accurate.

Fortunately, sail patterns typically have a continuous xyB cross-section. In other

words, their geometry can be treated as a stack of identical 2D shapes. The

staircase effect can therefore be neutralised by using an optimal build orientation

[169], which in this case is achieved by simply aligning the xy plane of the AM

apparatus with the xyB profile of the mould that is to be printed (i.e. with the

mould on its side so that the 2D cross-section is in-plane with the build platform

and every layer is identical).

6.1.3 Additive Trials

DLP trials were carried out with a HTL resin [170] via a Boston Micro Fabrication

BMF microArch S130, which is capable of xy resolutions of up to 2 µm and z

resolutions of 5-10 µm depending on how it is configured [156]. The initial DLP

trial focused on discerning the minimum micro-prism and lightfoil dimensions

that could be fabricated through this method, using the prism dimensions of

source [29] as a benchmark (optical elements with a width of 27 µm). An array

of prisms and lightfoils of increasing size were fabricated for this purpose, wherein

the central element was sized according to the aforementioned benchmark. As

seen in Fig. 6.2, the first attempt was unsuccessful as a result of the staircase

effect (see section 6.1.2). This occurred because of sub-optimal print orientation,

and subsequent trials were more successful once this was corrected. It can be seen

in Fig. 6.3 that the median geometry was replicated to a high degree of accuracy

at the final print layer. Generally, prisms of 20 µm width or more were well

defined. However, issues with overcure could be seen to effect prototype moulds as

a whole, as indicated by the dark silhouette surrounding the part. This indicated

that layers fabricated near the start of the print continued to absorb UV while

later layers were being fabricated. This issue is exacerbated when features are

parallel to the print platform [171]. In other words, an ‘optimal’ print orientation
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Figure 6.2: Scanning Electron Microscope (SEM) Image of Prototype Prism-
Lightfoil Array with Geometries of Varying Size, Fabricated via DLP, Prominent
Staircase Effect due to Sub-optimal Build Orientation

exchanges the issue of the staircase effect for the issue of overcure. This issue

was mitigated for future prints by reducing the exposure time for earlier layers

in anticipation of sustained UV absorption. This was a trial-and-error process

because reducing the exposure too much would lead to undercure, corresponding

with a reduction in resolution and adhesion to the print platform.

According to some ongoing issues with machine calibration, 27 µm patterns suf-

fered from repeatability issues. However, increasing the size of the prisms beyond

Figure 6.3: Microscope Image of Array of Micro-prism with Varying Size, Fabri-
cated via DLP, Visible Overcure

196



6.1. MOULD FABRICATION EXPERIMENTS

Figure 6.4: SEM Image of Well-formed, Scaled-up Micro-prism Array Fabricated
via DLP (with some smoothing visible due to the gold sputtering process that
preceded SEM)

that of the benchmark resulted in high repeatability prints; Fig. 6.4 depicts

the output of one such trial for 50 µm width prisms. On the one hand, it was

demonstrated in section 2.2.5 that larger prisms (i.e. increased sail thickness)

does not necessarily correspond with a substantial performance deficit; as such,

these larger, higher repeatability prisms pose a valid solution to the problem. On

the other hand, since the conclusion of these trials, this same DLP system has

demonstrated the highly repeatable fabrication of parts of diameters of around

27 µm for other ongoing projects; the repeatability issues at the original scale are

therefore not representative of the method or system as a whole.

Conversely, an issue that could not be easily circumvented was that of the low

throughput of this method. This was surprising given that the chief advantage of

DLP when compared to µSLA is throughput. This made machine calibration via

trial-and-error extremely time consuming. For example, a 2×2×2 mm cube with

a single patterned surface would complete in 2-4 hr depending on the settings,

corresponding with a build rate of 1-2 mm3/hr. While certainly not prohibitive

for a R2R/R2P methodology, this build rate may be untenable for the fabricating

of very large, linear pattern transfer moulds.

Subsequent AM trials focused on 2PP via the UpNano NanoOne [161]. This
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machine is revolutionary in terms of 2PP throughput, which is achieved in part

through a remarkably powerful femtosecond laser, and in part through its modular

objectives. These objectives could be swapped out to achieve different magnifi-

cations of the pulsed laser, allowing throughput to be increased at the expense of

resolution. As such, xy and z resolutions are described by the considerably wide

ranges 0.22-1.20 µm and 0.55-23 µm, respectively [161].

Two trials were carried out for the fabrication of arrays of micro-prisms sized

according to source [29], which composed the upper surface of a 10×10×0.5 mm

cuboidal mould. In both cases, this was executed without issue. Both trials

utilised a two-phase strategy wherein the first 0.45 mm of z depth used a coarser

objective or writing mode, and the final 0.05 mm of z depth (the patterned

topography) is completed using a finer objective or writing mode. This approach

is enabled by aligning pattern xb with printer z so that the bulk mould structure

is printed before the finer patterned region, rather than simultaneously. This

is a build orientation that was previously described as ‘sub-optimal’ due to the

influence of the staircase effect. However, this orientation is feasible here because

2PP is a ‘true 3D’ AM method that does not necessarily need to fabricate its

parts layer-by-layer. This makes 2PP inherently resilient to the staircase effect.

In trial one, both phases used a 10x objective, but phase one used a coarse writing

mode (resolutions of 4.2 µm in xy, 5.0 µm in z) and phase two used a fine writing

mode (resolutions of 0.5 µm in xy, 3.0 µm in z). The output of this trial is

depicted by Fig. 6.5. During this trial, phases one and two took 1 hour 28 min

and 1 hour 22 min, respectively, for a total print time of 2 hour 50 min. This

corresponds with an average build rate of 17.6 mm3/hr.

In trial two, both phases used a coarse writing mode. Phase one used a 10x

objective and phase two used a 20x objective (resolutions of 2.1 µm in xy, 1.5 µm

in z). The output of this trial is depicted by Fig. 6.5. During this trial, phases

one and two took 1 hour 28 min and 2 hour 27 min, respectively, for a total
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Figure 6.5: Microscope Image of 2PP Pattern Showing Two Distinct Layers,
Topography Achieved via 10x Objective, Fine

print time of 3 hour 55 min. This corresponds with an average build rate of

12.8 mm3/hr.

Fig. 6.5 demonstrates the distinct appearance of the regions fabricated through

either phase (in this case for trial one); Fig. 6.6 demonstrates the well-defined

geometry of the patterned region (in this case for trial two). Both trials were

successful on the first attempt. The two-phase approach greatly sped up print

times and effected build rates that were an order of magnitude higher than that of

the DLP trials. Of course, DLP parts had to fabricated with an optimal xy-xbyb

build orientation, and so it could not execute a two-phase print as 2PP could.

This demonstrates that higher resolution, true 3D methods may enable print

strategies that lead to higher average build rates than their lower resolution and

theoretically higher throughput contemporaries, in some cases.
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Figure 6.6: Microscope Image of Successful 2PP Layer, Topography Achieved via
20x Objective, Coarse

6.1.4 Conventional Methods

Naturally, micro-scale mould manufacture predates AM. Many conventional man-

ufacturing methods have a long history of creating patterned moulds, and can

do so with precision and repeatability that few AM methods can match. These

methods also often come with the advantage of greater throughput for large-scale

manufacture. Furthermore, the materials involved in conventional manufactur-

ing processes typically have more extensive literature; AM resins and inks in

particular are often bespoke or proprietary, which introduces a degree of uncer-

tainty when using them for pattern transfer at elevated pressure or temperature.

Conversely, conventional manufacturing methods are typically costlier and less

convenient to fabricate with on a smaller scale — as for unique or prototype

parts — and generally offer less flexibility than AM methods in terms of the lead

time between design and fabrication, and in terms of the geometries that can be
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achieved. Furthermore, many conventional methods have a very narrow range of

materials that they are compatible with; typically, only semiconducting materi-

als are compatible with the final stage of conventional micro-mould manufacture,

and so silicon (Si) is nearly ubiquitous as the material of the finished mould [172].

The most common methods involve two or more phases, wherein a template fab-

rication phase is used to create a patterned resist or mask, and is followed by

an etching phase that is used to transfer the pattern of that resist or mask to a

substrate [173]; once patterned, this substrate may be used as a mould. Many

methods require a mask for the executing of the template fabrication phase itself,

and so template fabrication may be two-phase.

Common methods for producing the resist include photolithography and electron-

beam lithography (EBL) [174]; in both cases, a photosensitive and/or electron-

sensitive polymer is exposed to a beam that induces a chemical change. Unlike

AM vat photopolymerisation, this chemical change is a change in solubility rather

than curing, and the sensitive material is not necessarily a resin (although for pho-

tolithography it often is). Other than beam composition, the primary differences

between photolithography and EBL is the nature of the mask that is used to make

the exposure selective: for photolithography, this is a physical photomask that is

placed above the resist, and that has opaque regions that selectively occlude a

(typically UV) beam of light. As such, template fabrication via photolithogra-

phy is two-phase, and the entire mould fabrication process including etching is

three-phase. For EBL, this mask is a digital file that is used to control the path

of the beam, and so EBL is more properly referred to as a maskless lithography

method [172]. As such, template fabrication via EBL is single phase, and the en-

tire mould fabrication process is two-phase. In terms of output, EBL is typically

much higher resolution, but much lower throughput [175].

Because of this higher throughput, and because its lower resolutions are still suit-

able for micro-mould fabrication, photolithography would be the optimal method
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for fabricating the resist. However, for reasons pertaining to the available masks

(discussed in section 6.1.5), EBL was used instead. For the etching phase, dry

(plasma) etching is most common [173, 176], and this was adopted for the pur-

poses of the manufacturing trial.

6.1.5 Conventional Trials

A lithographic process was used to form a patterned mask, and this mask un-

derwent dry etching to transfer its pattern to a 3 in2 Si mould. Initially, issues

arose regarding how to achieve the slope of a micro-prism; photolithography and

EBL are not typically suited to making gradual z variations owing to their bi-

nary nature, as regions of a resist are either fully exposed or fully occluded by a

conventional photomask or digital mask. To circumvent this issue, it was decided

to use a greyscale mask and lithographic process. Such processes utilise masks

that can control not only the area that is exposed, but also the power that is

supplied to each area. In the case of greyscale photolithography, this is achieved

by controlling the power density at exposed areas through partially transparent,

‘grey’ regions of the photomask: the transparency of these regions may change

gradually in order to effect gradual variations in exposure, which effect gradual

z (xb) variations for the final, patterned resist in turn. In the case of greyscale

EBL, power is supplied differently to each area of the resist by controlling the

exposure time that is dictated by the digital mask. Again, exposure time may

change gradually in one or more directions to effect a slope for the final resist.

Both photolithography and EBL systems were available for use in these trials.

Greyscale photolithography was the method initially chosen for these trials ac-

cording to its higher throughput, but a greyscale photomask was not available.

Greyscale EBL was trialled instead because EBL masks can be created on-the-

fly, being entirely digital. In this case, the greyscale EBL masks were limited to

maximum thicknesses of 1.4 µm, requiring the pattern to be scaled down such
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Figure 6.7: Dimensions of Mould Pattern for Conventional Manufacturing Trials:
the negative of this pattern comprises the SU-8 resist geometry produced using
SU-8 in a greyscale EBL process

that the width of a single prism was only about 3.0 µm. The EBL system used

was the NanoBeam nB5 which, surplus to requirements, is capable of resolutions

of 10 nm or less [177]. This was used to produce patterned resists composed of

SU-8 for subsequent etching into Si.

For these trials, the pattern is described by Fig. 6.7. As can be seem in Fig. 6.8a-

b, this geometry was reproduced successfully. A discrepancy does exist between

the mask geometry and the final pattern, in that the latter is smoothed; the

left lateral edge of the prism in particular (convention replicated by Fig. 6.8a)

has a notable curve. However, this could feasibly be mitigated by adjusting the

greyscale mask. Overall, this method demonstrated higher accuracy than any AM

technique by producing geometries at about 1/10th of the original scale which, if

scales were normalised, would be of comparable quality. Overall, this serves to

highlight the exceptional resolution that can be achieved through this method,

and that would be compatible with even very fine diffractive sails (but are far in

excess of the requirements of most transmissive sails). In practice, a thicker resist

would be necessary to realise a purely refractive sail pattern, as at this scale, the

prism pattern would serve as a blazed grating and would induce diffraction for

sunlight within its dominant visible spectrum.
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(a)

(b)

Figure 6.8: 3.0 µm-wide Micro-Prisms Fabricated via Greyscale (Electron Beam)
Lithography

204



6.2. THIN FILM TRIALS AND MEMBRANE MATERIAL SELECTION

6.2 Thin Film Trials and Membrane Material

Selection

Thin film fabrication trials were carried out to explore the suitability of fabricating

these films in-house versus simply procuring appropriate thin films, with the

dual-purpose of creating inexpensive films on which to carry out pattern transfer

trials. This process is inextricably linked to both material selection and the

pattern transfer method; different materials are compatible with different thin

film fabrication methods, and the films that they form will only be compatible

with certain pattern transfer methods.

6.2.1 Thin Film Trials using Polystyrene-toluene Solution

Thin film trials focused on forming thin films composed of polystyrene (PS),

according to the recommendations of source [29], as this was assumed to be the

material that the sail prototype would use — though this assumption would

be challenged later. Despite being a common method for fabricating thin films,

spin-coating was not explored due to its limited scalability [178]. Two alternative,

more scalable methods for thin film fabrication were trialled: doctor blading, and

a water-floating method. In both cases, thin films were achieved by dissolving

PS within the solvent toluene, and coating a smooth substrate with a thin layer

of the resulting PS-toluene solution. Being highly volatile, toluene evaporates

rapidly, and the high area-to-volume ratio of the thinly-coated solution expedites

this. Trials were carried out beneath a fume hood to mitigate against the hazards

of toluene exposure.

Doctor blading is a conventional means of forming large area thin films [179]

wherein a wide blade is secured above a smooth plate, with a small and fixed

displacement between the edge of the blade and the plate surface. Alongside
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the composition of the deposited solution, it is this distance that determines

the thickness of the final film; films fabricated through this method may range in

thickness from 20 µm to several hundred µm. As such, this technique is applicable

to both fine diffractive and larger refractive sail membranes. The solution is

deposited upon the plate and in front of the blade. Next, either the plate or the

blade is moved so that there is relative motion between the two. The solution

must pass through the blade-plate gap, which constrains it to a thin film form

factor and facilitates a homogeneous spreading of the solution over the plate.

This process was carried out successfully during the trial with thickness unifor-

mity at the micrometric scale. However, the scale of the films themselves was

very small; the size of film that may be fabricated is dependent on the size of the

doctor blade apparatus, which in this case was only a few centimetres. Although

the apparatus is conceptually simple and could be made in-house without much

difficulty, it would be more difficult — albeit not impossible — to execute on the

scale of a solar sail membrane.

An alternative and potentially more scalable method was trialled wherein the

PS-toluene solution was poured onto water [180]. Because toluene is less dense

than water, this solution was buoyant so long as the percentage PS was kept

suitably low. The thickness of the film could be controlled by calculating the

PS content of the solution by volume, per millilitre of PS-toluene, and cross-

referencing this with the dimensions of the tank. This method has the advantage

of being extremely low-tech, requiring only a suitably large tank and a fume

hood that can accommodate it. It is also quick to setup and requires very little

supervision. The drawback is that the evaporation process is much slower through

this method owing to the diluting effect of the water. A jig was made to separate

different compositions of PS-toluene for these trials as seen in Fig. 6.9.

Films fabricated this way achieved thickness uniformity at the scale of tens of

microns, with the film appearing slightly thicker near the centre. In any case,
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Figure 6.9: Jig Created for Floating and Evaporating Different Concentrations
of PS-Toluene Solution above Distilled Water

handling the PS thin films made their unsuitability for spaceflight very apparent.

Even films that had formed with too much thickness failed very easily due to how

brittle they were, and it seemed unlikely that these would survive deployment

under any significant tension.

6.2.2 Membrane Material Evaluation

Ten polymers were evaluated against PS, principally based upon the optical and

mechanical properties shown in Table 6.1, where they are each listed. However,

tolerance to radiation was also considered where literature was available, and some

materials were rejected outright owing to their sensitivity to it. Qualitatively

speaking, the criteria for selection were:

1. High optical performance; be comparable to PS, which has been shown to

be optimal for these applications [29]:
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i. High transmissivity Φt within the visible spectrum

ii. High dispersion curve; a high visible refractive index n and low Abbe

number VAbbe

2. Sufficient mechanical stability to survive launch, deployment, and operating

under tension; be comparable to traditional solar sail materials such as

MylarTM and CP1TM:

i. High resistance to fracture during tension; high σT (UTS), high elon-

gation at break (L).

ii. Preferably: high elastic modulus E and high flexural strength σF ;

acceptable but less preferable: flexible/low elastic modulus E for low

flexural strength σF materials.

Several other properties were considered, but these only influenced the eval-

uation if they were unusually high or low for this class of material. These

include:

3. Density ρ— low density is desirable, but is not a priority for reasons detailed

in section 2.2.5.

4. Be simple to work with — this has different meanings for thin film fabrica-

tion and pattern transfer. For example, for pattern transfer using thermal

nanoimprint lithography (T-NIL), this may mean having a reasonably low

glass transition temperature Tg and/or heat deflection temperature HDT,

while not being so low as to induce deflection in space.

5. Be tolerant to radiation (particularly UV) and outgassing when in a vac-

uum.

6. Be inexpensive.

Firstly, polysulfone (PSU) and polyphenylsulfone (PPSU) were rejected because

sulfones have been found to absorb an inordinate amount of UV [89], which
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Name Acronym n VAbbe Φt E (GPa) σT (MPa) σF (MPa) L (%)
Polystyrene PS 1.603 45 0.92 3.5 55 85 2
Polycarbonate PC 1.586 29 0.89 2.2 68 110 100
Polyimide PI 1.67 20 0.9 2.8 120 170 30
Polymethyl methacrylate PMMA 1.484 53 0.92 3.2 70 90 3
Polyethylene terephthalate PET 1.58 64 0.89 3.5 50 80 50
Polyvinyl chloride PVC 1.544 56 0.9 2.8 45 65 40
Polysulfone PSU 1.65 21 0.88 2.8 80 120 30
Polyphenylsulfone PPSU 1.585 22 0.9 2.9 95 140 40
Polypropylene PP 1.49 32.8 0.91 1.5 32 45 500
Polyethylene PE 1.479 42 0.91 0.9 20 40 800
Cyclic olefin copolymer COC 1.53 58 0.91 3.1 66 70 3

Table 6.1: Evaluated Materials for Transmissive Sail Membranes [66, 106, 107]

would greatly harm their longevity in space. The remaining rejected materials

were rejected due to either poor optical or mechanical properties.

Materials rejected due to poor optical properties include polymethyl methacrylate

(PMMA), polypropylene (PP) and polyethylene (PE). Of the remaining mate-

rials, cyclic olefin copolymer (COC) was rejected due to having poor mechani-

cal properties that were too similar to fragile PS. Conversely, polyvinyl chloride

(PVC) was rejected because its optical and mechanical properties were both only

borderline acceptable, which made for an unattractive if technically viable can-

didate material.

In order of ascending suitability, the following three materials were favoured by

the material evaluation: polycarbonate (PC), polyethylene terephalate (PET)

and polyimide (PI). Firstly, PC has only middling optical properties, correspond-

ing with a reduced sail performance that would only be slightly offset by the very

low density of PC. They are nonetheless acceptable and PC escaped rejection

according to its exceptional mechanical properties. For this reason, PC would

make for a good backup material, and would be appropriate for sails for which

higher stresses than usual would be expected (according to the demands of the

orbit and the deployment system). However, it is notably more expensive than

PS (around three times the cost per unit weight). In the case of the final, most
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suitable material: PI is the most attractive option because its mechanical prop-

erties are comparable to PC while its optical properties are comparable to PS.

Furthermore, PI has heritage as a solar sail material (metallised CP1TM). De-

spite being the most attractive candidate, PI is problematic due to its relatively

high cost (around five times the cost per unit weight, relative to PS) and the

low availability of its more attractive, space-proven variants (such as CP1TM).

Furthermore, certain processes would have been more complex with PI because

it is a thermoset (sometimes a pseudothermoplastic) as detailed in section 6.2.3.

The second most suitable material was ultimately favoured for future prototypes:

PET demonstrated very good optical properties (in its biaxially-oriented BoPET

form) and acceptable mechanical properties. Specifically, its elongation before

failure is significantly higher than PS. The fact that PET is otherwise mechan-

ically similar to PS could be perceived as a problem, but sail tension would be

relieved by its generous ability to elongate, which would naturally mitigate against

tearing. Furthermore, it is similar to PS and PMMA in that it is very stiff, which

would mitigate against the wrinkling to which transmissive sails would be highly

sensitive [40].

6.2.3 Process Compatibility of Selected Materials

In terms of performing thin film fabrication in-house, PC is similar to PS in that

it is very easy to work with. Like PS, it is available in a wide array of bead and

resin forms, and is compatible with the low-density solvent toluene, as well as

the more ubiquitous (but slightly heavier) solvent acetone. As both are lower

density than water, they would form solutions with PC that are compatible with

the water float method, provided that the percentage PC is kept suitably low.

Conversely, PI and PET are both significantly more difficult to form thin films

with than PS. In the case of PI, this is due to its status as a thermoset or pseu-
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dothermoplastic, necessitating that it is cured during the thin film fabrication

process. In the case of the latter, thin film fabrication is hazardous due to PET

requiring very toxic solvents (e.g. o-chlorophenol or o-cresol), and that are in-

compatible with the float method according to their density — which is higher

than that of water.

In terms of performing pattern transfer, the compatibility of a polymer is de-

termined by the type of polymer that it is. Generally speaking, thermoplastics

are universally compatible with T-NIL and incompatible with UV NIL. Con-

versely, thermosets (including most elastomers) are compatible with one or the

other method, depending on the mechanism that is used to induce their pre-

cursor to cure. Thermally curable thermosets will be compatible with T-NIL,

whereas photo-curable thermosets (photopolymers) are generally compatible with

UV NIL. Thermosets that are cured chemically — such as via a condensation re-

action — are not necessarily compatible with either method. Regardless of the

mechanism, the principal difference between performing NIL on a thermoplastic

and a thermoset is that imprinting of the former is carried out upon the final

polymer, while the imprinting of the latter is carried out during or before the

production of the final polymer; thermoset NIL is executed using an uncured

resin or partially cured polymer precursor. All three of the chosen materials are

compatible with some form of nanoimprinting [78, 80, 181]. Being thermoplas-

tics, both PC and PET are compatible with T-NIL [78, 181]. The minimum

temperature at which this is carried out is dependent upon Tg. For PC and

PET, these minimums are Tg = 147◦C and Tg = 71◦C, respectively. In prac-

tice, T-NIL is generally carried out far above Tg so as to minimise viscosity and

promote the filling of the negative NIL mould space. For example, T-NIL has

been carried out at 220◦C for PC at 5 MPa [78] and 95◦C for PET at 2 MPa

[181]. However, higher pressures and longer imprinting times may allow for lower

imprinting temperatures that are closer to Tg.
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PI is comparatively complex to perform NIL with, being a thermoset that some-

times behaves as a thermoplastic (depending on composition). Furthermore, PI

is usually cured chemically rather than through heat or radiation alone, to which

one may conclude that PI NIL would be infeasible without a bespoke PI nanoim-

printer. However, compositions of PI that behave as a pseudothermoplastic are

compatible with T-NIL, albeit with difficulty according to their very high mini-

mum imprinting temperatures of Tg = 260-370◦C. This correlates with elevated

thermal stresses that may affect the quality of the pattern. Conversely, thermally

curable compositions of PI exist that may allow for T-NIL at lower temperatures,

following a thermoset T-NIL methodology [80]. This would involve performing

T-NIL with PI resin or a partially cured PI precursor and fully curing it in post.

Such an approach induces lower thermal stresses, but PI imprinted this way is

reportedly prone to having pattern defects arise due to outgassing [80]. Finally,

photosensitive compositions of PI resin also exist, and that may allow for lower

temperature cure [182]. More speculatively, some of these compositions may be

compatible with certain UV NIL processes. It is possible that UV-curable pho-

topolymers would be less suitable as a membrane material in general, as these

may continue to cure in space. As for the conventional effects of polymer exposure

to space radiation, overcure is associated with optical degradation.

6.3 Pattern Transfer Trials

6.3.1 Linear Pattern Transfer

Initial trials focused on exploring the feasibility of linear T-NIL performed on

50 µm thick films of PET using readily available lab infrastructure, such as a

vacuum oven (for heat and mitigation of outgassing) and CNC mill (for manufac-

turing custom apparatus). This was carried out using the micro-prism patterned

Si moulds fabricated via greyscale EBL and dry etching, described in section
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6.1.5.

First, the Si moulds were treated to apply an anti-stick layer. This was done

to mitigate against adhesion between the imprinted polymer and the imprinting

mould, as this would otherwise introduce significant stresses during demoulding

that may deform the imprinted pattern [181]. Commercial anti-stick aerosols

would have been infeasible, as aerosol particles would disrupt the pattern because

they are of a similar size to the micro-prisms. Chemical vapour deposition (CVD)

would have been a viable alternative but the necessary apparatus was out-of-

action. Instead of applying a layer additively, it was decided to reduce the surface

free-energy of the Si surface itself. This was achieved via Si silanisation [183],

wherein Si is exposed to a silanising agent and forms a monolayer with silanol

groups and hydrophobic properties [184, 185]. In this case, the silanising agent

used was trichloro(1H,1H,2H,2H-perfluorooctyl)silane (PFOCTS). First, the Si

mould was cleaned using acetone and pressurised nitrogen. From beneath a fume

hood, two drops of PFOCTS were deposited into an aluminium foil cap of lower

diameter than the Si mould. The Si mould was placed on top of this foil cap

(patterned face down) and the assembly was placed inside a vacuum desiccator for

30 minutes using the setup shown by Fig. 6.10a. Finally, the residual PFOCTS

was baked off of the Si mould at 150◦C over 10 minutes using a hot plate beneath

a fume hood in accordance with the sequence detailed by source [183], resulting

in the treated mould shown by Fig. 6.10b.

Next, a mild steel T-NIL press was fabricated via CNC milling that allowed for

28 × 30 cm imprints (shown in Fig. 6.11); the size of the press was only con-

strained by the size of the cavity of the available vacuum ovens (FistreemTM and

Thermo FisherTM). In practice, the imprints carried out during these trials were

much smaller, as they were constrained by the size of the Si moulds that had

been fabricated during the small-scale mould fabrication trials that are detailed

in section 6.1.5. Principally, the static elements of this press consisted of a large
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(a)

(b)

Figure 6.10: Mould Preparation via Silanisation, (a) Setup, (b) a Silanised Si
Mould above an Untreated Si Mould

bracket fastened to a plate. Two separate sliding plates would sandwich the Si

mould and the membrane that was to be patterned, and this assembly was slid

under the bracket. The functional element of this press was a smaller, circular

press plate that was secured to the end of a large screw. This screw was threaded

through the centre of the bracket, and was suspended above the centre of the
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Figure 6.11: Custom Press for Thermal Nanoimprint Lithography within a Vac-
uum Oven

imprinting area. Pressure could be applied by extending this screw to the up-

permost plate by operating the screw nut by hand, before applying a specific

torque via a torque wrench. Alongside the high thickness of the two sliding mild

steel plates, flexing was mitigated by the raised edges of the static plate and the

indented plate-press interface of the uppermost plate, which constrained their

motion. This made flexing unlikely for these T-NIL trials, which were carried out

with relatively low pressures of 2-15 MPa).

Because this was an attempt to achieve T-NIL in the ‘lowest tech’ means (using

infrastructure that might be available to small teams), it was expected that this

approach would be sub-optimal. Indeed, this largely became an exercise of docu-

menting all of the issues with the procedure. The first issue was the throughput,

which was even lower than predicted. This was so because the heat capacity of

the mild steel press was very high, while supplying heat to a system in a vac-

uum is very slow (in this case, it was supplied via heated shelves on which the

T-NIL press rested). Furthermore, the process involved some guesswork as the

thermometer of the system pertained to the temperature of the shelf, and the

shelf reaching the desired temperature did not necessarily mean that the mould-
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(a)

(b)

Figure 6.12: T-NIL Failure Modes, (a) Damaged Membrane with Concentric
Rings and Debris from Si Ablation (b) Localised Patterning

polymer sandwich had done so. As such, a safety margin of 10 mins was applied.

Cooling could be completed at atmospheric pressure, but was nonetheless a slow

process as it was entirely passive. Furthermore, demoulding temperatures higher

than 65◦C have been found to induce significant plastic deformation of nanoim-

printed PET (with 55◦C being the optimal) [181], so demoulding could not be

carried out prematurely.

In totality, the heating and cooling processes would take roughly 40 mins and

60 mins for imprinting at 120◦C, respectively, or 90 mins for both when imprinting
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at 200◦C. With a generous imprint time allowed of 30 mins, a single imprint could

take anywhere from 130 mins to 210 mins. If the entire 840 cm2 print surface was

used, this would correspond with a throughput of 4-6.46 cm2/min. This could be

increased if duplicate moulds and sliding plates were made, as these plates could

be slid out, replaced, and left to cool while the new mould and plate assembly

is heated. Furthermore, the heating of the new assembly would be faster as the

surrounding T-NIL press would already be close to the necessary temperature.

This could feasibly half the heating time (after the first batch) and completely

remove the cooling time from the equation, resulting in an estimated throughput

of 11.2-16.8 cm2/min. At its best, this would still mean that a metre-wide square

sail would take at least 10 hours of continuous imprinting; even for larger sails this

would not be prohibitive, but it is certainly a significant disadvantage of this low-

tech approach. Of course, more or larger vacuum ovens and presses could increase

the throughput ad infinitum, but this would quickly become more expensive than

the roll-to-roll methods that this low-tech approach attempts to circumvent. For

the purposes of these trials, only one mould was available at a time, and so the

throughput remained low. This had a knock-on effect on these trials, as typically

only three imprints could be carried out within a single working day.

The other issue pertained to the quality of the imprints, which itself is a multi-

faceted issue. No single trial with the custom T-NIL press was entirely success-

ful: PET films were either damaged during the imprint or were only partially

imprinted as seen in Fig. 6.12a-b. In both cases, it is clear that either imprinting

is not occurring, or the pattern is being damaged before the end of the process.

Damaged patterns were usually the more plausible explanation because most of

these issues persisted even when stresses, temperatures and imprinting times were

increased beyond what is normally required for successful PET T-NIL.

For the first failure mode seen in Fig. 6.12a, two root causes appear to be re-

sponsible for this damage. The first and most obvious was a fractured or ablated
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Si mould, which could occur at higher pressures. This happened rarely, but was

more frequent during tests that were intended to rule out the possibility of im-

printing not occurring by using higher temperatures and pressures. At best, this

would contaminate the film, and at worst, lead to puncturing and tearing. It

was more common for this failure mode to occur in the absence of Si debris,

which implies that plastic deformation is occurring on the PET surface. In the

absence of mould damage, the obvious explanation for this plastic deformation

would be demoulding forces [181]. However, there was very little evidence of

demoulding being a factor, as the silanisation process had been effective: PET

and the silanised Si appeared to adhere together very weakly. Two alternative

mechanisms for this failure mode were identified: the first was thermal stresses

during cooling, and the second was shear stresses during separation of the sliding

plates.

The possibility of pattern deformation occurring due to thermal stresses was

identified after the trials. This mechanism could explain why increasing the

temperature did not increase pattern uniformity, but its existence is difficult to

validate in post. Conversely, there is substantial evidence that shear stresses

during the separation of sliding plates were responsible for failure mode one:

concentric lines could be seen on the surface of many films experiencing this

failure mode. This suggested that when relaxing the screw, the topmost sliding

plate was not totally constrained, and in fact was able to rotate very slightly.

This would cause the PET film to rotate upon the Si mould, which in turn would

scratch and stretch the PET, overwriting its pattern with circular indents at the

scale of the micro-prism pattern. Furthermore, the two plates would occasionally

slide apart during retrieval, which usually coincided with no patterning being

visible at all. This issue is essentially a design flaw in the T-NIL press: the two

sliding plates were designed to allow for quick switchover of batches by sliding

in and out of the press, but their relative motion is not constrained during this

process; it would be prudent to have these plates interlock or mesh together for
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subsequent designs.

The second failure mode suggests that either the pattern of the Si mould had been

damaged, or pressure was not being applied uniformly about the membrane. In

the case of mould damage, a likely cause would be the abrasion of the Si moulds

over repeated imprints, particularly during the separation of the sliding plates.

This further supports the notion that the relative motion of the sliding plates

should be constrained during retrieval. In actual fact, SEM imagery on the

reused moulds revealed that the patterns were not especially abraded. Non-

uniform pressures are therefore the more likely source of this failure mode.

In this case, one possible mechanism would be the flexing of plates. This flexing

was assumed to be constrained, and indeed, this mechanism is unlikely. This is

because the Si moulds used in these small-scale trials were smaller than the diam-

eter of the press; flexing would be most prominent at the perimeter of the plates,

very low near the smaller press plate, and practically zero beneath the smaller

press plate (where the Si mould was located). Another explanation may have to

do with trapped air, as with this configuration, pressure had to be applied before

achieving vacuum. It is therefore possible that pockets of air were preventing the

PET from flowing into the cavities of the Si mould pattern. This could occur

because the high pressure between the PET and Si mould could have made the

PET into essentially an airtight wrap, preventing air from escaping while vacuum

was being established. In support of this theory, it is notable that partial pat-

terning always occurred near the perimeter of the film as shown in Fig. 6.12b,

where it may have been easier for air to escape.

Finally, outgassing of the PET itself was not considered a likely mechanism for

imprint failure, because no outgassing bubbles were ever observed. Of course, it

is also noteworthy that these moulds were imprinting at the scale of a diffractive

sail rather than a refractive one, and small non-uniformities that cause issues on

the scale of the former may not have led to failure on the scale of the latter.
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Figure 6.13: Pattern Transferred to Silicone from Si Mould

However, as the name implies, nanoimprinting should be more than capable of

producing patterns at a 3 µm scale.

Whatever the reason, it was decided to explore the transferring of the pattern to a

flexible silicone mould: such a mould could be perforated to prevent the trapping

of air, and its ability to deform would allow it to conform to any non-uniform

pressures that arose. These moulds would also be less likely to break, and would

delay testing less if they did. The only drawback to such a mould is that it would

be limited to lower pressures than Si, as a more malleable silicone pattern could

be deformed at higher pressures. Even if this deformation were elastic, it would

affect the geometry of the transferred pattern.

In any case, silicone transfer would also make for an effective means of scaling

up Si or AM parent moulds, as their pattern could be transferred quickly and

repeatedly to a larger silicone child mould. Naturally, anytime a mould transfers

its pattern to another, the negative pattern space of the parent becomes positive

space for the child, and vice versa. Si or AM moulds that are to undergo silicone

pattern transfer should therefore be fabricated with the geometry of the final

pattern rather than of the negative of said pattern.

Mold StartTM 16 FAST was chosen due to its short cure times and suitability for
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T-NIL; this rubber is heat resistant up to 232◦C, which is much higher than the

temperatures at which PET is nanoimprinted. First, an Si mould was treated with

a silicone release agent and was placed inside a container of comparable diameter,

with its pattern facing upwards. The silicone was then mixed with a platinum

catalyst within a separate container and allowed to degas in a vacuum oven for

3 mins. Finally, the silicone-catalyst mixture was poured over the Si mould so

that it was fully immersed within its container, and left to cure for 30 mins. The

initial trial was successful as the pattern was transferred to the silicone as seen

in Fig. 6.13; this was then trimmed away to form a mould. However, due to the

sudden availability of an R2P solution, the linear T-NIL trials pivoted towards

R2P (UV) NIL.

6.3.2 Rolling Pattern Transfer

R2P-NIL was carried out using the Stensborg Desktop R2P Nanoimprinter shown

in Fig. 6.14. This printer has a 10.5 cm roller capable of imprinting at 0.5-500 cm/min

depending on the configuration [123]. This corresponds with a throughput of

5.25-5250 cm2/min, which could produce a metre-wide square sail in 31.7 hours

at its slowest or 1.9 mins at its fastest. Once again, the 3 in2 Si moulds produced

in section 6.1.5 were used as a template, and so this imprinting would occur at

diffractive scales (according to the limitation imparted by the 1.4 µm greyscale

mask). The true rate achieved with these moulds was around 600 cm2/min cor-

responding with a hypothetical 16.6 mins of imprinting for the aforementioned

sail.

Because this system utilises UV curing, it is incompatible with thermoplastics

such as PET. As such, a photopolymeric resin with comparable transmissivity

to PET (up to wavelengths of 1, 700 nm) was applied as a 30 µm thick layer

onto a PET film. This resin (Stensborg X30 [186]) is proprietary and not fully

characterised. As such, it is suitable for process testing but is unverified for
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Figure 6.14: Stensborg Roll-to-Plate Nanoimprinter

flight. For a flight-ready sail patterned via this nanoimprinter, the real chosen

resin would need to adhere to the criteria of the material review detailed in

section 6.2.2, as for the PET itself. As mentioned in section 6.2.3, the suitability

of photopolymers for spaceflight requires investigation as it pertains to optical

degradation. However, the mechanical requirements may be somewhat relaxed

for this resin if the thickness of the unpatterned PET is kept large relative to the

thickness of the patterned photopolymer layer, as said layer would not be load

bearing to the same degree as if it composed the entire membrane. Finally, the

optical behaviour of a coated film differs slightly from that of homogeneous films,

and because optical simulations assumed a single material, a design utilising this

method would need to be optimised under a slightly revised model [46, 178].

Initial trials using this method were successful. As can be seen in Fig. 6.15,

the imprinted film shows good parity with the Si pattern seen in Fig. 6.8. The

smoothing seen in the latter is exaggerated by the former, and there is clearly

room for both processes to be improved by subsequent trials. This could be

rectified by adjusting the greyscale mask to account for such effects. Overall,

while greyscale trial-and-error would be required to achieve perfect accuracy, the
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resolution and precision of this method is demonstrated to be in excess of what

is required of refractive sails, and is appropriate for diffractive sails.

(a)

(b)

Figure 6.15: 3.0 µm-wide Micro-Prism Pattern Transferred via UV Roll-to-Roll
Nanoimprint Lithography
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Figure 6.16: R2P Patterned Resin-PET Film

6.4 Evaluation of Processes as In-house or Out-

sourced Solutions

The sail manufacturing processes explored in this report are now evaluated ac-

cording to how feasible and advantageous it is to execute them in-house versus

outsourcing them as a commercial solution. This pertains to the expertise re-

quired to execute them effectively, whether the necessary infrastructure is likely

already available to an engineering team, and crucially, the cost of procuring that

infrastructure if it is not readily available, versus the cost of paying others to use

their own as a service. The articles explored include:

1. Thin film fabrication versus commercial thin films.

2. Mould fabrication in-house versus as a service.

3. Pattern transfer in-house versus as a service.

It is assumed that sail design and assembly would be completed in-house, as this

evaluation is from the perspective of a small satellite developer. Furthermore,

the above list is in order of chronology, but the following discussion is in order of
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certainty and is summarised by the list below:

1. Thin films: commercial solution unambiguously favoured.

2. Pattern transfer: the optimal solution is formulaic (capital and volume

dependent) and fairly unambiguous.

3. Mould fabrication: ambiguous owing to the quantity of in-house and com-

mercial solutions.

For thin films, it can be said with confidence that the commercial solution will

be preferable for most sail developers, and small teams in particular. Although

the processes involved are some of the simplest explored, and require some of

the lowest investment in infrastructure, financially there is very little incentive

to do this. This is because the cost of the raw materials is comparable to the

cost of the pre-processed thin films. For example, a 50 µm thick PET (BoPET)

film with dimensions 10 m× 0.4 m could be acquired for £259, and corresponds

with about 0.276 kg of material. From the same source [187], the closest quantity

of PET powder (to equally apply economies of scale) is 0.250 kg and is priced

at £219. The cost-to-weight ratios of the processed films and raw materials are

£938/kg and £875/kg, respectively, meaning that it is only 7% more expensive

to buy ready made films. This discrepancy also does not account for the cost

of solvents (o-chlorophenol or similar), nor the cost of waste incurred from failed

processes or from infrastructure; these may widen the discrepancy considerably.

Furthermore, additional processing costs may be incurred. For example, in the

case of this PET powder, not only would it need to be formed into a thin film,

but also it would need to be bi-axially oriented (made into BoPET) to endow

it with the desired optical properties. This would require its own infrastructure

and expertise at greater cost.

Conversely, the viability of pattern transfer as an in-house solution is largely

a function of the available capital and the size or number of sails that are to
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be produced. For a sail area of 1.5 m2, using a small R2P nanoimprinter as a

service was quoted at £2, 098 corresponding with 1-2 days of work from a single

engineer. Conversely, procuring the nanoimprinter itself for use in-house was

quoted at £57, 710. These quotes may be used as a case study, and extrapolated

to approximate ‘how much sail’ a team would need to produce in order for the in-

house investment to become optimal. In the case of R2P-NIL as a service, it can

be assumed that the person-hours on the part of the engineer would incur most

of the cost on the part of the provider, according to the low cost of materials that

was discussed above. Of course, the provider will benefit from the economies of

scale of raw materials, and this will almost certainly incur a discount on the part

of the client — but as these materials are already a small contributor to overall

cost, the discount will be proportionally small when compared to that of the

materials themselves. Therefore, material costs — which benefit from economies

of scale — can be said to be negligible, while person-hours — which do not benefit

from economies of scale — can be said to be dominant. This simplifies things, as

it can be assumed that the cost-to-imprint area is roughly constant as sail area

is increased. Under this assumption, the imprinting of a sail as a service would

be set to roughly £1, 399/m2 for this case study, requiring 41.25 m2 of sail for

the in-house investment of an R2P-NIL imprinter to be optimal. Of course, this

is merely a benchmark, and this breakpoint will vary from provider to provider.

In any case, if the desired sail area is too low to justify the investment, the com-

mercial solution becomes optimal unless the cost-to-imprint area is prohibitively

high for a given team. If so, building a simple but low throughput nanoimprinter

in-house becomes ‘optimal’ in that it is the only remaining option. A CNC ma-

chine is likely available to a satellite development team, but in its absence, can be

used as a service by many providers for a low hourly rate of around £200 [188].

Using the previous trials as a case study, the cost of materials for the T-NIL press

only came to £64.30. Vacuum ovens (which could also be used for silanisation in

lieu of a vacuum desiccator) can be found from a number of sources for less than
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£500. In the absence of any other infrastructure, a setup for pattern transfer

could therefore be established for around £800 before materials. However, as

established in section 6.3, carrying out this process ’from scratch‘ is non-trivial

and would likely incur significant cost in terms of time if not capital.

Conversely, mould fabrication is much more convoluted to price according to the

number of potential solutions. Furthermore, it may be viable to fabricate a small

mould via one method and scale it up using sequential imprints into silicone as

discussed in section 6.3. On the additive side, the most successful trials were

carried out via 2PP. However, typical 2PP machines have far too low a through-

put, and these trials were only feasible using a specific machine — the UpNano

NanoOne 1000 — and which also happens to be amongst the most expensive 3D

printers on the market. Its exact price varies by quote but is certainly greater than

£375, 000 [189]. Naturally, this will be prohibitive for many teams. µSLA and

DLP machines capable of the required resolutions are themselves uncommon, and

come with a lower but nonetheless substantial price tag. For example, the DLP

machine used in our trials is typically priced at around £187, 730 [190]. This is in

contrast to traditional SLA printers, which may be acquired for less than £200.

As a service, AM may be more affordable; online quotations place parts pro-

duced via µSLA at around £23/cm2 for a 3 mm thick mould [191]; extrapolated

to achieve the dimensions of the mould used for the aforementioned R2P-NIL

trial, this would cost £445. Of course, smaller moulds may be feasible and the

true cost may vary. In terms of conventional fabrication, some form of greyscale

lithography (photolithography or EBL) combined with etching is invariably the

optimal solution. As an in-house investment, industrial photolithography ma-

chines may cost over £7 million [192]; based on a previous quote and adjusted for

inflation, the EBL machine used in our trials would cost approximately £1 million

today. As a service, the University of Nottingham provides a useful benchmark

via its commercial services: photolithography and subsequent dry etching are

provided from £150/hour and £105/hour, respectively [193]. While the etch-
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ing step typically can be completed within an hour, photolithography may take

several hours; at the scale of the Si mould used in trials, this would generally

cost in excess of £1, 000. On a surface level, this would appear to favour AM

as a service. However, the number of available services and the opaque pricing

practices of conventional and AM mould fabrication services makes this far from

conclusive. Furthermore, in support of photolithography is the fact that the only

AM method that can compete with its resolution and consistency is 2PP — which

is not available as a service.

Despite the high cost of many of these processes, it is worth remembering that the

upfront cost of the greatest solar sail competitor — the electric thruster — typ-

ically ranges from £32, 000-150, 000 [194, 195]. Several manufacturing processes

have been demonstrated that would enable the fabrication of a transmissive sail

at a fraction of the cost. Furthermore, with access to high throughput systems

such as R2R/R2P-NIL, the cost-per-unit area of a sail will not necessarily in-

crease as it is scaled up. In fact, it may decrease as material acquisitions will

benefit from economies of scale. This is in contrast to electric thrusters, which

incur exponentially greater cost in terms of both hardware and onboard propel-

lant as the requirements of a mission grows, and regularly incurs costs in excess

of £1 million for larger satellites [196].

6.5 Solar Sail Payload

Another aspect of this project was the development of a solar sail payload for the

JamSail CubeSat in collaboration with the NottSpace CubeSat Programme at the

University of Nottingham. The in-depth design of the payload began with the

origami folding pattern. Alongside the dimensional constraints of the hub, this

would determine the size of the sail that could be launched. Early on, the design

was constrained to a Miura-ori crease pattern applied to a flasher configuration.
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This crease pattern describes a membrane tessellated by parallelograms, which

the flasher configuration harnesses to deploy in a spiral motion. As such, both

the folded form and deployed form of a flasher has rotational symmetry. This

configuration was chosen according to the existence of literature that advocated

for it as an optimal solution for deployment systems of this size [197–199].

Miura-ori flasher designs were generated usingMathematica via a modified version

of the workbook Tessellatica [200]. Miura-ori flashers can be described according

to four parameters, and which serve as the input for the generation of designs:

1. rori — the number of rings.

2. hori — the height order; each ring is hori panels high.

3. mori — is the rotational order/symmetry. mori = 4 for square, mori = 6 for

hexagonal, and so forth.

4. drori — is the radial increment; vertices at the same height in the folded

form are spaced radially by this amount (relative to the radial distance of

the corresponding inner polygon vertex). This is the value that results in

the skewed geometry of the crease pattern; the larger the value of drori, the

faster that outer rings grow in height and the more curved the diagonal

folds become. drori is used to accommodate for thickness.

The designs that are generated by Tessellatica are normalised relative to the

height of the folded form of the flasher Hori such that Hori = 1 in some undefined

unit. This was reconfigured so that they would be normalised according to the

folded form diameterWori, which was fixed according to the available space within

the satellite (minus the estimated wall thickness of the hub). Initially, the design

focused on a ‘TunaCan’ configuration wherein the sail would be stowed externally.

According to CubeSat Design Specification Rev. 14 [201], this constrained the

maximum dimensions of the folded form flasher to Hori ≤ 3.6 cm, Wori ≤ 6.4 cm.
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The latter was constrained further to Wori ≤ 5.9 cm to account for hub wall

thickness. The initial design sought only to maximise sail area, and as a result,

was very complex. This design had parameters {rori = 5, hori = 7, mori = 8,

drori = 0.015} and is depicted by Fig. 6.17. With folded form diameter fixed to

Wori = 5.9 cm this design demonstrated Hori = 3.43 cm, which is compatible with

a TunaCan. However, these constraints had a significant effect on the deployed

sail, which registered a circumcircle diameter of only 0.93 m and an approximate

area of only 0.68 m2.

It was decided to revert to an internally stowed payload for a number of reasons.

The first reason was that sail area showed greater sensitivity to folded form di-

ameter than height. Stowing the sail internally would relax the Wori constraint

to Wori ≤ 10 cm (9 cm with a margin for wall thickness) and therefore allow

for a more reasonable crease patter and — so long as the Hori constraint were

not made disproportionately small by this change — larger deployed sails. The

second reason was that additional space had been freed up within the satellite

bus due to the adoption of a ‘3U’ form factor (30× 10× 10 cm bus). This meant

that the Hori constraint could be relaxed by this change as well. Although the

exact available space is in flux according to revisions occurring for other systems,

a preliminary constraint of Hori = 7 cm was prescribed.

Although the layout of functional surfaces was largely carried over from the Tu-

naCan design, the crease pattern itself was simplified with parameters {rori = 8,

hori = 1, mori = 4, drori = 0.005}. The most notable outcome of this simplifi-

cation is that the sail became approximately square, with only four flat springs

needed, and a much simpler to realise crease pattern. With folded form diameter

fixed to Wori = 9 cm, this design (shown in Fig. 6.18) remained reasonably com-

pact, demonstrating Hori = 6.83 cm. When deployed, the sail has a circumcircle

diameter of 1.67 m and an approximate area of 1.68 m2.

The solar sail payload can be partitioned into three elements: the sail mem-
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Figure 6.17: Deployed Sail Original Concept

Figure 6.18: Simplified Design, Miura-ori Flasher for CubeSat-deployed Trans-
missive Sail

brane, the static assembly and the moving assembly. The sail membrane is a

50 µm thick optical film composed of BoPET. The majority of this film is un-

metallised and embossed with a micro-prism pattern. An onboard magnetorquer

is utilised by JamSail for attitude control, and is supplemented by the solar sail
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Figure 6.19: Render of Deployed Sail Payload (No Satellite Bus)

via an alternatively patterned region around the sail perimeter, wherein the pat-

tern comprises an array of self-stabilising optical elements derived from lightfoils.

These geometries will cause the sail to naturally oscillate about the Sun-pointing

attitude in the absence of active control, and expedite the process of converging

upon said attitude in its presence. Furthermore, a small section of sail at the

anterior edge is metallised; here, SRP is generated normal to the sail through

conventional reflective means in order to counteract the torque generated by the

micro-prism regions; this is necessary because SRP that acts parallel to the sail

also acts perpendicular to any radial vector drawn from the satellite centre of

mass. This membrane is attached to the rest of the payload by way of four flat

springs. These are fastened to the moving assembly in turn, which is constrained

by the static assembly.

This static assembly serves as the structural interface between the payload and

the JamSail bus, houses the membrane, and prevents the moving assembly from

being ejected during and after deployment. It is principally composed of a static

hub (beige, Fig. 6.20) that is fastened to the satellite bus via screws located at

the sail plate above, and a reinforcement ring below (blue, Fig. 6.20). This hub

also features a membrane cavity, within which the membrane and flat springs are
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stowed under tension. Furthermore, beneath the static hub lies the compression

spring housing (green, Fig. 6.20). This constrains the moving assembly prior

to deployment and serves to ‘sandwich’ the four compression springs, which are

compressed between the spring dock of the static assembly and the spring moving

dock of the moving assembly.

Figure 6.20: Stowed Sail Payload Annotated without Flat Springs, Compression
Springs or Motor Assembly

The core component of the moving assembly is the plunger (red, Fig. 6.20), within

which the four coiled flat springs are fastened, and upon which the membrane

rests prior to deployment. This assembly is initially kept static by the aforemen-

tioned compression spring housing of the static assembly and by a temporary wire

fastening that moors it to the static assembly. At the start of deployment, these

fastenings are severed by way of a thermocutter, causing the moving assembly

to rise under the influence of the four compression springs. These act upon the

plunger via the four moving spring docks (see Fig. 6.21a). After the flat springs

atop the plunger are free of the static housing, they are able to spring outwards

and thereby unfurl the membrane. The moving assembly is prevented from being
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ejected from the satellite by the sail plate, which partially overlaps with the (now

extended) plunger at four locations that lie towards the rail attachment points

(see Fig. 6.21b).

Figure 6.21: Sail Payload Diagonal Section, Moving Assembly Annotated (a)
Stowed (b) Deployed

The moving assembly would be functional with these elements alone. However,

several design stressors are placed upon it by the refractive sail membrane. The

first is the need to maintain a high degree of sail flatness. A refractive sail has

greater sensitivity to solar incidence angle than its reflective contemporaries (as

demonstrated in chapter 4), and so an exaggerated sensitivity to wrinkling and
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billowing may be inferred. Furthermore, unmetallised, patterned polymer mem-

branes are atypical of spaceflight, and their tensile performance — particularly

under the effects of radiation and vacuum — are not well documented. Greater

control over membrane tension is therefore desirable, particularly during deploy-

ment and the later stages of the JamSail mission. Both issues can be mitigated

through the active control of sail tension. To achieve this, first the sail membrane

is segmented into four membranes; during deployment, each membrane segment

is only constrained by the single flat spring to which it is attached, allowing it

to deploy with theoretically zero tension. In practice, some tension is needed to

enable the folded sail to unfurl. The degree of tension that is supplied to the

membrane is controlled via nylon rigging that is sewn through the unconstrained

sail edge nearest to the flat spring of the neighbouring membrane. It should be

noted that the ratio of tension supplied to the sail near the spring tip relative

to the spring base cannot be controlled actively, and must be determined prior

to launch. This is because, despite having several attachment points spanning

the flat spring and the neighbouring free membrane edge, each rig is principally

coiled into a single coil of wire. It is only by merit of having different lengths

that they are able to ‘fray’ into distinct wires with different attachment points.

Conversely, the net tension can be controlled actively during a mission by way of

a motorised spool. One such wire coil is attributed to each flat spring, and all four

share this common spool. Said spool is attached to a single motor, which in turn

is attached to the underside of the plunger and rises with it during deployment

(see Fig. 6.21a-6.21b). This is so that the rigging has zero motion relative to

the moving assembly during deployment; otherwise, sail tension would spike at

a critical moment. This motorised spool ensures that tension can be controlled

at every stage of the mission, and may be used to bring the membrane to failure

once a timely deorbit has been guaranteed by the sail, thereby generating useful

data regarding unmetallised sail membrane performance in space. However, this

configuration comes at the cost of complexity and mass, and may be unnecessary
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for future missions once the relevant literature has been expanded.
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Chapter 7

Conclusions

The mechanisms for transmissive solar sailing and their various designs have

been explored. Performance has been modelled for these sails with approximated

α-sensitivity (informed by a custom ray-tracing optical force simulation) and a

γ-adaptive locally optimal steering law for a variety of flight regimes, with a par-

ticular focus on LEO flight and the effects of atmospheric drag, eclipse and orbital

precession. The results have been compared with those of similarly-modelled re-

flective solar sails, as well as cold gas and electric thrusters. As a breed, transmis-

sive sails were shown to have lower sensitivity to altitude h but greater sensitivity

to inclination i; they could operate at lower altitudes than reflective sails, but saw

their performance disproportionately eroded at lower inclination orbits. Nonethe-

less, these sails often demonstrated higher performance even within low inclina-

tion orbits by merit of their peak performance being higher. The transmissive

sails were then partitioned into three groups based on their performance and be-

haviour: (A) high performance archetypal, (B) lower performance archetypal, and

(C) lower performance non-archetypal sails. Type A demonstrated the highest

rate change of orbital energy ϵ̇, the shortest transit times th1→h2 , and outper-

formed reflective sails in every flight regime. Type B was the lowest performing,

and only found advantage over reflective sails at low altitudes and at inclinations
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near iSSO. Type C were amongst the most robust, and demonstrated some of the

least sensitivity to inclination i or Sun-velocity angle γ due to their large normal

component to SRP, which allowed them to situationally mimic the behaviour of

reflective solar sails; these also tended to outperform reflective sails in every flight

regime. When compared with thrusters, it was shown that medium-sized 36 m2

transmissive sails performing an orbit-raising manoeuvre from a 530 km SSO gen-

erated comparable rates of acceleration to mid-range electric thrusters, but were

outclassed in this respect by Hall effect and cold gas thrusters. The sensitivity

of the t530→h2 of a Type A transmissive sail to i was shown to be substantial —

for example, differing by up to 440% between i = 30◦ and i = iSSO, with failure

to escape the atmosphere at i = 0◦. Naturally, thruster transit times were inde-

pendent of inclination. Based on the theoretical performance alone, transmissive

sails are suggested to be valid solutions for modern satellites completing a variety

of missions in LEO and beyond; these demonstrate greater operational flexibility

than their reflective peers, and are suitable for a wider range of flight regimes.

However, there still exist flight regimes for which only thrusters are suitable —

particularly low inclination, very low altitude orbits. In the short term, Type

C and B solar sails may provide an inexpensive, high ∆V system for escaping

Earth’s atmosphere; in the medium term, Type A or C sails (perhaps metasails)

may be used for contemporary satellite applications, and may enable edge-of-

the-envelope missions such as reusable space debris mitigation. The adoption

of these sails over thrusters for contemporary LEO applications may be encour-

aged due to their ability to passively deorbit defunct satellites, the growing issue

of space debris, and the narrowing window of time allowed for satellites to de-

orbit [94]. In the long term, ISAM may enable solar sails of arbitrary size to

be fabricated in space [1]; these sails may be able to out-accelerate chemical

thrusters (which see depreciating gains when increasing their size, as described

by the Tsiolkovsky rocket equation); if realised via transmissive designs, these

sails may retain these properties even within LEO. Very large sails or swarms of
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smaller sails could be used for applications ranging from manned interplanetary

flight to asteroid towing. The practical advantages and limiting factors for the

introduction of transmissive solar sails were also discussed, with several requiring

further research — particularly the suitability of metamaterials and the optical

degradation of non-metallised optical films in space.

An optical simulation was developed that used ray tracing to model the solar

radiation pressure and torque per unit area generated by illuminated, refractive

solar sail patterns. This was developed in tandem with a numerical optimiser

that used model-free reinforcement learning, allowing for designs to be optimised

according to a user-defined fitness function. Generative designs focused on sails

composed of optical polymer and were optimised for either tangential-to-sail so-

lar radiation pressure FSyb
or self-stabilising corrective torque τ ∗Syb

at a single

solar incidence α or range of α, with an emphasis on near-zero α (Sun-pointing)

performance. Designs varied substantially between optimisation runs. However,

almost every optimised design utilised total internal reflection (TIR) as the pri-

mary mechanism for generating FSyb
or τ ∗Syb

, suggesting that pure refraction is

typically sub-optimal. A variety of novel designs were generated by this pro-

cess. For SRP optimisation, the optimiser naturally sought to maximise ray

alignment with -ŷb. High flux, first-order rays were invariably prioritised, but

the best designs also considered the ray paths of lower flux, second-order rays

borne of partial reflection (rays of a higher order than the second-order were

rarely considered). For single optical elements, achieving nearly absolute -ŷb

alignment was straightforward and optimal. However, patterns attempting to

do the same would induce ray pattern propagation, which was more complex to

design for. The behaviours that the optimiser encouraged fell under one of two

archetypes: pattern skimming — wherein first-order ray ray alignment was max-

imised to the greatest extent possible without inducing pattern propagation —

and harnessing — wherein the optimised patterns utilised pattern propagation

to improve ray alignment. Generally, pattern skimming was the favoured strat-
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egy, but many patterns harnessed pattern propagation in a mitigating capacity.

For example, pattern skimming was carried out more aggressively and effectively

by patterns that could effectively redirect rays that failed in the former endeav-

our via pattern propagation. For stability optimisation, the strategy utilised by

the optimiser depended on whether the centre of mass was dictated by the sail

itself, or by a greater satellite. For the former, performance was increased by

promoting first-order ray TIR at the base of the pattern, ensuring ejection at the

upper cambered surface with ŷb alignment of opposite sign to that of α. For

the latter, performance was increased by promoting pattern skimming behaviour,

again with ŷb alignment of opposite sign to α. Higher order rays had very little

contribution to fitness in both cases and were largely ignored by the optimiser.

The latter could imply either the improving of alignment for rays with already

favourable alignment, or mitigating the poor alignment of rays with poor align-

ment. Broadly speaking, the optimisation runs that were carried out could be

partitioned by: micro-prism optimisation for SRP, freeform element optimisation

for SRP, or freeform element optimisation for stability. In one case, numeri-

cally optimised micro-prisms were compared with an analytical solution. The

numerically optimised patterns demonstrated zero α FSyb
and peak FSyb

of up to

3.07 µPa and 2.72 µPa, respectively, representing an increase over the analytical

solution of up to 43% and 58%. In another case, a pattern of freeform optical ele-

ments was generated that registered zero α FSyb
of 3.40 µPa, which is 74% of the

theoretical maximum. Likewise, during a stability optimisation run, a pattern of

freeform optical elements derived from lightfoils (scale factor Σ = 10−5) demon-

strated peak corrective torque τ ∗Syb
of 9.38 pNm/m2, representing an increase

of 74% from that of the initial lightfoils. It was also demonstrated that there

exist geometries that can generate similar and higher magnitude self-stabilising

torques than lightfoils, particularly when satellite centre of mass is considered

instead of merely that of the sail. Nevertheless, these patterns can only be called

optimal within the purview of their fitness functions: increasing fitness according
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to these functions often came at the cost of a performance deficit that lay beyond

the scope of said functions. For example, stability optimisation utilised a fitness

function that optimised for −20◦ ≤ α ≤ 20◦ and resulted in higher performance

within this range, but at the cost of the total range over which stability could be

achieved. On the other hand, SRP optimisation typically greatly increased FSyb
,

but at the expense of the pressure ratio λ, which was not considered by most

fitness functions. Such designs will be optimal for certain manoeuvres, but not

for every manoeuvre, emphasising the importance of tailoring the fitness func-

tion to a specific mission, flight regime or manoeuvre when utilising numerical

optimisation. Conversely, the fact that performance gains were demonstrated

in such a specific manner according to the user-defined fitness functions should

commend this method for such applications. The model-free reinforcement learn-

ing optimiser proved to a reliable method for improving performance according

to user-defined fitness. However, the efficacy of the method was sensitive to op-

timiser configuration and initial conditions. Furthermore, while two differently

configured optimisation runs with identical optimisation criteria would sometimes

converge upon the same solution, they would just as often diverge to output very

different solutions. This suggests that repeated runs with a variety of different

optimisation parameters would be required in order to carry out an exhaustive

pattern optimisation. Furthermore, while very good solutions may be reliably

found by this method, a globally optimal solution cannot be guaranteed.

Each aspect of sail manufacture was also explored, trialled and evaluated. The

feasibility and cost of executing each process in-house was explored against the

cost of outsourcing. Low-volume thin film fabrication trials were carried out

using doctor blading and a water-float method and were compared with the com-

mercial solution. Conventional and additive manufacturing (AM) methods were

compared for the fabricating of sail patterning moulds. Greyscale (electron beam)

lithography and dry plasma etching comprised the conventional manufacturing

methods trialled, while digital light processing (DLP) and two-photon polymeri-
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sation (2PP) comprised the AM methods. Finally, pattern transfer processes

were explored, with trials comprising silicone injection moulding and nanoim-

print lithography. Nanoimprinting trials included the testing of a bespoke, low-

tech, thermal nanoimprinter for usage within a vacuum oven, as well as the tri-

alling of a commercial roll-to-plate UV nanoimprinter. Finally, a prototype solar

sail payload was designed for the University of Nottingham CubeSat JamSail in

preparation for a future in-orbit demonstration mission.

7.1 Recommendations for Future Work

During chapter 4, flight regimes were examined with respect to either altitude

or one of the misalignment angles (γ, Γ or i). If altitude was fixed, the relevant

angle would be varied, and vice versa. Doing so yields a 2D slice of the true

flight envelope; future works may wish to consider producing a 3D flight enve-

lope, for example, comprising mutually orthogonal axes for altitude h, velocity

misalignment γ and rate change of orbital specific energy ϵ̇.

The sensitivity of various transmissive solar sails with respect to solar incidence

α was also only approximated by a generic sensitivity model. This model was

informed by an early version of the optical force model and also did not account

for the more unique behaviours of certain designs — such as those that were ca-

pable of electro-optical tuning of their SRP profiles. Future works may improve

upon the characterisation of these sails for LEO flight by directly importing per-

formance data from an optical simulation into a flight model. Other assumptions

that were applied for the sake of scope could also be removed — for example,

examining the LEO behaviour of sails during different stages of the solar cycle,

accounting for aerodynamic lift of flat or billowed sails exposed to an airflow, or

accounting for the fact that the J2 perturbation is a function of equatorial inclina-

tion rather than ecliptic inclination. Future case studies should focus on verifying
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the suitability of these sails for specific missions — for example, demonstrating

the rate at which debris objects could be de-orbited via cyclically performing

orbit-raising, rendezvous and orbit-lowering manoeuvres.

Furthermore, the solution space for transmissive sail patterns remains vast and

several phenomena have not been explored in this report. Based on the outputs

of chapter 5, the author makes the following recommendations:

1. Future models should account for absorption owing to the utility of this

phenomenon as a natural means of attenuating and culling rays. This may

reduce computation times. Furthermore, certain patterns encouraged long

ray paths, thereby challenging the assumption that absorption has a neg-

ligible contribution to SRP for thin films. A model that accounts for ab-

sorption, emission and wavelength-dependent absorptivity, reflectivity and

transmissivity would be both highly accurate and well-poised to answer

questions pertaining to the suitability of these membranes for spaceflight.

The infrared absorption and thermal stability of these membranes is par-

ticularly interesting in the context of mitigating optical degradation.

2. The current model can only be used for the designing of refractive solar

sails, which is not the whole solution space. Future work could involve

the development of a ray tracer that is capable of emulating diffraction

(for which there is some precedence [202]) in order to explore transmissive

sails more generally. Additionally, future models may wish to account for

polarity, birefringence, and the different behaviour of coated films [46]. The

latter in particular may be important for modelling the behaviour of sails

that are patterned via UV nanoimprint lithography. Also note that to

be truly ‘general’, an optical force and torque model would need to be

compatible with metamaterials.

3. Future works would benefit from a bespoke convex hull calculation algo-
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rithm. MATLAB’s in-built convex hull algorithms behaved sub-optimally

when paired with the numerical optimiser, particularly because of the ‘re-

dundant vertex’ issue that degraded the resolution of optimised geometries.

In particular, this reduced the effectiveness of the optimisation process for

geometries that were constrained with base edge collinearity (ensuring that

they could be fabricated via conventional patter transfer methods).

4. Many configurations remain unexplored. For one, multiple refractive (or

diffractive) films may be layered. Non-uniform patterns or patterns with

smaller, interstitial optical elements may also exhibit unique behaviours.

Furthermore, a reflective film may be placed underneath a transmissive one

to maximise the net SRP generated (though this would not necessarily im-

prove transverse SRP). Finally, solar collector configurations could also be

explored. Focussing sunlight onto a small, actuated mirror could allow a

hybrid transmissive sail to effectively ‘tack without tacking’; maintaining

a Sun-pointing attitude for the transmissive solar collector while tacking

the small mirror would allow such a sail to access the low altitude perfor-

mance benefits of a transmissive sail while retaining the high efficiency of a

reflective one.

As it pertains to manufacturability, the greatest unknowns pertain to metasails.

Certain designs proposed in previous literature are predicated upon the existence

of scalable, high-performance metamaterials that can survive spaceflight. The

suitability for space of higher readiness designs is also not perfectly understood,

particularly as it pertains to photopolymers used in certain UV-sensitive imprint-

ing processes. Furthermore, though the design of a payload has been completed

and the relevant processes have been detailed, more work is needed to actualise

a real prototype. For example, an origami jig must be designed so as to enable

the accurate folding of a large sail, and deployment tests must be carried out;

this is non-trivial, as the additional thickness that a transmissive sail entails is an
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additional stressor placed upon the stowing and deployment systems. Similarly,

the pattern transfer process must be applied to a to-scale membrane.

In the case of the UV-R2R nanoimprint lithography trials, the proprietary resin

being used would need to be characterised. If its performance proved to be sig-

nificantly lower than that of PET, differently-configured optimisation runs would

be needed, alternative resins may need to be chosen, or a thermal R2P/R2R

imprinter that is compatible with PET would need to be secured.
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