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Abstract  

 

     Electrical impedance tomography (EIT) is a non-invasive imaging technique that 

reconstructs the internal conductivity distribution of a medium using voltage or current 

measurements obtained via electrodes. Despite its potential, conventional EIT systems 

face challenges such as hardware complexity, high computational demands, and limited 

adaptability for diverse applications. This research addresses these limitations by 

developing a novel EIT system, termed Single-Ended Electrical Impedance 

Tomography (SEEIT), which introduces significant advancements in both hardware 

design and measurement methodology. 

The SEEIT system's primary innovation lies in its unique electrode configuration and 

measurement approach, which reduces the number of required channels by 50% 

compared to traditional EIT systems. Unlike conventional systems that rely on 

differential signaling, SEEIT employs a simplified single-ended signaling method, 

where only one stationary electrode acts as the receiver for each measurement. This 

design minimizes hardware complexity and reduces the number of computations 

required for image reconstruction, thereby improving efficiency and reducing data 

errors. Additionally, the system incorporates custom-designed titanium alloy electrodes 

, which enhance durability and signal quality, addressing a critical limitation of existing 

EIT systems. 

Experimental evaluations were conducted using cylindrical tanks equipped with 16 

electrodes to assess the SEEIT system's ability to detect, locate, and reconstruct images 

of hidden objects. Results demonstrated that the system can detect objects as small as 

1.5 mm in diameter within a tank of 134 mm diameter, achieving a spatial resolution of 

approximately 1.1% of the tank diameter. Furthermore, the system successfully 

reconstructed images of multiple non-conductive object shapes, showcasing its 

capability for accurate spatial mapping. Stability tests confirmed robust performance, 

with continuous data acquisition maintained over a one-hour period without 

degradation in signal quality. 

To enhance flexibility and adaptability, a programmable LabVIEW interface was 

developed, enabling the SEEIT system to be easily customized for diverse applications 

without requiring hardware redesign. This feature significantly reduces costs and 
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accelerates deployment across different use cases. MATLAB, integrated with the open-

source Electrical Impedance and Diffuse Optical Tomography Reconstruction Software 

(EIDORS) toolbox, was utilized for 2D image reconstruction based on processed data 

from LabVIEW. 

The key contributions of this research include: (1) the development of a novel electrode 

configuration and measurement methodology that simplifies hardware requirements 

while maintaining high accuracy; (2) the demonstration of enhanced detection 

capabilities, including the ability to identify small objects and reconstruct non-

conductive shapes; and (3) the creation of a flexible, cost-effective system adaptable to 

various industrial and biomedical applications. These advancements address critical 

gaps in current EIT technology and contribute to the broader body of knowledge by 

providing a more efficient and reliable solution for real-world challenges. 
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1 Chapter 1 Introduction  

1.1 Research background 

     Traditional industrial processes have long relied on point sensors, such as pressure and 

temperature sensors, for operational control and monitoring (Scott and McCann, 2005; Hermann, 

Pentek, and Otto, 2016; Herterich, Uebernickel, and Brenner, 2015). However, as industrial 

processes grow increasingly complex and demanding, there is a growing need for advanced 

visualization techniques to observe internal events within process media, such as tanks or pipes 

(Johansen and Wang, 2008; Wei et al., 2015; Precup et al., 2015; Metrics, 2015). For example, 

critical industrial measurements often include monitoring particulate shape, detecting 

contamination, and ensuring compliance with product standards (Scott and McCann, 2005). While 

sensors installed in pipes or tanks provide continuous data streams for process control, the 

instrumentation required for certain imaging techniques, such as ionizing radiation imaging (e.g., 

X-ray imaging), can be too complex, large, or hazardous for many industrial applications (Sun, 

Yang, and Tian, 2015). 

To address these challenges, researchers are exploring non-ionizing and non-invasive imaging and 

monitoring techniques, such as electrical impedance tomography (EIT), electrical capacitance 

tomography (ECT), and electrical resistance tomography (ERT) (Rasteiro et al., 2011). These 

methods are particularly valuable because they do not damage or alter the original form of the 

object being imaged, making them suitable for both industrial and medical applications. In 

industrial settings, non-invasive imaging is essential for risk mitigation, process optimization, and 

quality control. Similarly, in medical fields, such techniques are critical for real-time monitoring 

and diagnostics without compromising patient safety. 

Electrical impedance tomography (EIT), the focus of this research, is a promising imaging 

modality that reconstructs internal conductivity distributions within an object by measuring 

electrical potentials on its surface. This technique is advantageous due to its portability, low cost, 

and lack of ionizing radiation. Other related imaging methods, such as ECT and ERT, also offer 

unique benefits depending on the application. For instance, ECT is particularly effective for 

imaging dielectric materials, while ERT is well-suited for conductive media. Each of these 
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techniques has been developed to address specific challenges in industrial and medical process 

control, providing valuable feedback to enhance safety, efficiency, and product quality. By 

leveraging these non-invasive methods, industries can achieve more accurate and safer process 

control, while medical applications can benefit from real-time, risk-free monitoring and 

diagnostics. Moreover, chapter 2 provides an overview of electrical impedance tomography and 

briefly discusses similar imaging techniques, highlighting their potential applications and 

advantages in both industrial and medical contexts. 

1.1.1 Problem statement and research motivation 

     In recent years, numerous electromagnetic tomography systems that image different 

applications were implemented, but each technology has a specific application. Some of the 

existing tomography techniques are producing radiation, expensive, requiring an ample operation 

space, and requiring high power consumption. For medical and industrial applications, there is 

some challenging and promising application of EIT, such as monitoring brain stroke and 

chemical mixing. However, the EIT problems are mainly associated with complexity, 

computation, accuracy, and limited scope of place where it can be used. Our current work 

acknowledges some of the problems and addresses a way to make the system simplified with less 

computational, easy to use, and, hopefully, it can be used in a multi-environment settings. If that 

objective is achieved, it shall serve as a cheaper, more applicable impedance measurement 

system in a verity of applications. This research will focus on the development of electrical 

impedance tomography hardware and software. Moreover, most of the EIT researchers focus on 

the image reconstruction algorithm, with little attention given to its hardware, signals 

monitoring, and data processes. This work will include hardware and signal monitoring and 

processing to reconstruct an image using EIDORS. 
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There are many reasons for utilising EIT: 

 

I. Radiation free: Using radiation imaging techniques in some industrial and medical 

application risk are substantial and varied. The EIT imaging it only uses very low electrical 

current as an injection which means the aimed object will not be subjected to the radiation field, 

so it considers a radiation-free imaging technique. 

II. Non-invasive: Non-invasive mean that the developed EIT system will not damage or 

contaminate the object which subjected to electrical current injection. 

III. Continuous: The electrical impedance tomography system non-stopping will reconstruct 

image slice, that makes it ideal to monitor a process. 

IV. Fast responsiveness: The EIT system does not require a long time to reconstruct an 

image or even to set up the system. 

V. Flexibility: EIT system is adaptable to be used in several applications. 

VI. Low cost: EIT system implementation and operation cost lower than some other 

conventional tomography technique. 

VII. Low power consumption: EIT system operates using low power. 

 

1.2 Aims and objectives  

   The goal of monitoring and imaging using electrical impedance is to provide an image that can 

be used to monitor a hidden object. Specifically, the aim is to 

• Design, develop, and implement a novel electrical impedance tomography (EIT) system, 

including both hardware and software, for imaging and monitoring hidden objects. 
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• Enable imaging of various materials, including both electrically conductive and non-

conductive substances, as well as fundamental geometric shapes such as triangles, squares, and 

circles. 

• Enhance object detection capabilities by developing advanced control and monitoring 

software for the EIT system. 

   The objectives were achieved by integrating hardware and software. A LabVIEW program was 

developed and implemented to calibrate both the hardware and software components, involving 

extensive laboratory experimentation. 

1.3 Scopes and limitation 

     This study will focus on investigation, implement, and develop an electrical impedance 

tomography system that can track, detect, and monitor hidden objects. The aim is to design a novel 

EIT system that improves some of the current EIT systems in terms of both hardware and software. 

The developed system will be able to be used in some different testing environments like water, 

muddy water. Some limitations include extra-low voltage (ELV) injections and measurements on 

electrodes due to safety and power consumption, the frequency within the range of injecting 

currents between 1Hz and 10MHz, relativity inexpensive within 250000RM, the speed of image 

processing based on measurements resolution, host PC speed, and signals switching speed. 

Moreover, this work will not include EIT imaging reconstruction algorithms development or 

implementation. However, in this research Electrical Impedance Tomography and Diffuse Optical 

Tomography Reconstruction Software (EIDORS), is an image reconstruction algorithm that will 

be used. Figure 1.1 shows the key chart of the current research. The key chart shows different 

imaging tomography technique based on power consumption (low voltage and high voltage). As 

seen, the research focuses on low voltage tomography. The lift side of the key chart shows the 

tomography techniques which consume high electrical power and in the middle tomography, 

shows unknow techniques which their power consumption not known. On the other hand, the right 

side shows the tomography techniques which use low electrical power, which the current work 
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focusses on it. To develop a tomography system collection of techniques, methods, implementation 

steps should be connected, as shown on the Right Side of the key chart. The developed tomography 

technique system in this research was electrical impedance tomography (EIT), the injecting and 

measuring methods single-ended then the measurements need to be obtained through sensors 

(Electrode Array). The number of electrodes used 16 electrodes for both injection and 

measurement. There are several measurement strategies such as Cross, Opposite, Neighbouring, 

and Adaptive. In this research, the Neighbouring measurement method mainly used. Moreover, 

the image reconstruction measurements will be processed to be any of the three-data form 

Variance, RMS, and Standard deviation. The processed data will be processed further using 

MATLAB EIDORS Method even though other reconstruction algorithms are available such as 

LBP, SVD, and Tikhonov methods. The developed system to be continuous, the direct image 

reconstruction system has been developed. Overall, as seen, a key chart has been shown for the 

tomography types and the EIT system implementation guide. 
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1.4 Thesis Organisation 

     This thesis consists of eight chapters, which will cover A general background of 

EIT, the design, develop, and implement of novel electrical impedance tomography 

(EIT) system hardware and software to image and monitor hidden objects. 

Chapter 1: Describes the problem statements, the need to develop a low voltage 

impedance tomography with the aim and limitations of this work. 

Chapter 2: Literature Review briefly discusses the electromagnetic tomography, 

electrical impedance tomography (EIT) measurement strategies, reviews the recent 

literature concerning EIT and EIT image reconstruction theory. 

Chapter 3: Methodology discusses SEEIT system software and hardware, measurement 

methods, and the developed EIT system in comparison to some of the latest EIT 

systems. 

Chapter 4: Measurements and injection signalling where differential and single-ended 

signals measurement transformation and testing presented. Moreover, testing the 

single-ended signalling EIT system switching box and comparing their results. 

Chapter 5: A single-ended electrical impedance tomography (SEEIT) system discusses 

the developed SEEIT system architecture, hardware, software, and some of the results. 

Chapter 6: A novel measurement technique using the SEEIT system discusses the 

principle of the SEEIT system technique measurement with the obtained results. 

Chapter 7: Application of SEEIT presents multiple experimental testing using the 

developed SEEIT prototype system. There are six experiments conducted to mimic 

several applications using the SEEIT system. And present and discusses the results. 

Chapter 8: Conclusion and Future Work 
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   Figure 1.2 show the flowchart that visually represents the relationships and progression 

between the chapters: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.2: Overall flowchart of the research. 

   The flowchart above illustrates the logical progression of the research. Each chapter builds 

upon the previous one, ensuring a cohesive narrative: 

 

Chapters 1 and 2 lay the groundwork by introducing the problem and reviewing relevant 

literature. 

Chapters 3 and 4 focus on the theoretical and practical aspects of the SEEIT system. 

Chapters 5 and 6 detail the system’s architecture and validate its novel measurement 

technique. 

Chapter 7 applies the system to real-world scenarios through experiments. 

Chapter 8 concludes the research and provides recommendations for future work. 

 

 

 

Chapter 1: Introduction              

 Problem statement, aims, and structure 

                  Chapter 2: Literature Review           

Background and recent advancements in EIT 

                    Chapter 3: Methodology             

 SEEIT system design, hardware/software       

    Chapter 4: Measurements and Injection    

      Practical implementation of signalling        

       Chapter 5: SEEIT System Architecture    

       Developed SEEIT system architecture 

            Chapter 7: Application of SEEIT  

     Mimic Real-world applications demonstrated         

   Chapter 6: Novel Measurement Technique          

Novel measurement technique introduced     

       Chapter 8: Conclusion and Future Work  

       Findings summarized, future directions       
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2 Chapter 2 Literature Review 

2.1 Electromagnetic tomography  

    Objects moving in a magnetic field experience electromotive energy acting in a 

direction perpendicular to the magnetic field and to the motion (Shercliff, 1987). Hans 

Christian Oersted announced the discovery of the magnetic effects of the electrical 

current in July 1820 (Daniel, 1992; Guarnieri, 2014). Tomography derived from two 

Greek words, “tomos” for slice and “graph” for image (Ferrari et al., 2017; Ghanem et 

al., 2017; Spartalis et al., 2017; Zhang et al., 2018). Tomography refers to the rebuilding 

of the interior distribution of any materials from numerous external perspectives, hence 

providing transversal slices through the material (O’Donnell and Wright, 2016; Choi 

and Popovics, 2015; Sanders et al., 2017; He et al., 2016). The tomography term is often 

found in therapeutic diagnostics, where computerised tomography (CT) X-ray scanning 

systems are widely used (Scott, and McCann, 2005; Maskery et al., 2016). Radon 

derived the basic mathematical description of projections and tomographic 

reconstructions in 1917 (Scott and McCann, 2005; Kharfi, Yahiaoui, and Boussahoul, 

2015). Figure 2.1 illustrates the fundamental systems of radon X-ray tomographic 

projections. 

 

Figure 2.1: X-ray tomographic projections. 

     Radon defined the tomography projections as shown in Equation 2.1. 

 

   Tomography is an expression derived from the Greek words “tomos” for slice and “graph” 

for image. Tomography refers to the reconstruction of the interior distribution of any objects 

from numerous external perspectives, hence providing transversal slices through the object. 

The term is frequently found in therapeutic diagnostics, where CT computerized tomography 

x-ray scanning systems are recognized (David & Hugh, 2005). 

 

 

 

 

 

 

 

Figure 1.1: X-Ray tomographic projections 

S 

f(X,Y) 

I 

X 

Y 

V 

U 

ᶲ 



10 

 

    𝜌(𝑆, 𝜑) = ∫ 𝑓(𝑋, 𝑌)𝑑1   for all S [adapted from Scott and McCann, 2005] Equation 2.1 

     In brief, the X-ray CT beam moves through space to be exposed to the aimed object 

to create an image that will be mirrored on photographic film. On the other hand. In 

EIT tomography, low electrical current will be injected to the subjected object then 

electrical current change will be processed to reconstructed images based on electrical 

energy changes. So, the means different between the X-ray CT and EIT imaging is the 

X-ray imaging using an X-ray beam, and the EIT uses electrical current. 

2.1.1 Electrical capacitance tomography  

     In the 1980s, the first electrical capacitance tomography (ECT) system was 

developed at the University of Manchester (Chen, Yang, and Deng, 2010). ECT is the 

latest electrical process technique used for imaging industrial processes. Typically, it is 

used to measure the permittivity of the object being imaged by measuring the changes 

in capacitance from capacitor electrodes to reconstruct the cross-section imaging from 

measured information. The ECT system has many advantages, such as being low cost, 

non-invasive, robust, involving no radiation, having a fast imaging speed and being 

able to withstand high pressures (Zhang et al., 2014; Yang, Peng and Jia, 2017; Cui, 

Wang, and Yin, 2015). The ECT system can obtain cross-sectional images from the 

inner area of vessels or pipelines. Usually, ECT consists of attaching a capacitance 

electrode array around a pipeline. Hence, the pipeline should be made of dielectric 

materials (Gamio, 2005). 

2.1.2  Magnetic induction tomography 

     The first study was reporting magnetic induction tomography (MIT) published in 

1968. The MIT system images magnetic permeability and conductivity of the inner 

object (Darrer et al., 2015; Dekdouk et al., 2016; Saiful et al., 2015; Li et al., 2017). 

Typically, the MIT system uses coils instead of electrodes for transmitting and 

receiving electrical signals to measure perturbation, inducing voltage changes that will 

be used to reconstruct the object image (Zhang, Ma and Soleimani, 2015; Ann, Su-shi 

and Zakaria, 2017; Li et al., 2017; Wang et al., 2017). The conductive object must be 

within magnetic propagation regions. The measurements of object conductivity are 

used to determine the object location. According to various studies, the MIT system is 
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the best technique for two-phase monitoring (Zhang, Ma, and Soleimani, 2015; Zhai et 

al., 2016; Lima, Félix, and Reis, 2015). MIT is a very stable technique because it is 

contactless (Yang et al., 2017). The prime advantage is the ability to detect different 

conductivity materials (Wei and Soleimani, 2012). 

2.1.3 Electrical impedance tomography  

     Electrical impedance tomography (EIT) is a non-invasive imaging method based on 

measurements of electrical conductivities in any object (Holder, 1992; Manuel, 2010; 

Frerichs et al., 2016; Khan et al., 2015). This technique based on the electrical 

conductivities (current and voltages) of any conductive object depending on the element 

characteristics (Avery, 2017; Zhou, Harrach and Seo, 2018). Typically, EIT involves a 

collection of electrodes attached to the surface of any object, and electric currents fed 

into it through those electrodes (Grychtol, Müller and Adler, 2016). There are many 

applications of the EIT system, such as medical imaging, industrial process monitoring, 

and underground prospecting (Aristovich et al., 2016; Garde and Knudsen, 2016; 

Murphy, Mahara  and Halter, 2016). For instance, if employed in chest imaging, the 

electrodes can be attached, as shown in Figure 2.2: 

 

Figure 2.2: Example of EIT electrode arrangements [Adapted from LRMC, 2014]. 

Electrode  

DAQ  
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     The voltage is measured at each electrode after the electrical current is injected to 

the other electrodes. This estimates the electric conductivity at grid spots by using the 

measured information. The outcome is a reconstructed image of the inner structure of 

the object, similar to that in Figure 2.3. The main limitation of EIT data is its nonlinear 

response and extreme sensitivity to noise measurements. 

 

Figure 2.3: Example of lung imaging using EIT [Adapted from Tami Freeman, 2008]. 

     A typical EIT system is a compact set of modules that includes: (1) a data acquisition 

unit that reads the potential values induced by the current, (2) a current generator that 

injects current to the object, (3) an electrode array, (4) a multiplexing system that drives 

the signal injection according to an appropriate sequence, (5) possible amplifiers and 

signal filters, and (6) computer software for image reconstruction.  

     Figure 2.4 demonstrates the generic architecture operation of a process tomography 

system. An electrode array is a collection of electrodes arranged around cylindrical 

vessels and pipes or any object. This defines the method of tomography to be 

implemented and employed for subsequent tomography system modules. The electrode 

DAQ module is for process control and providing the energy source to the electrode 

array. The reconstruction processing module for processing the raw data originates 

from an electrode array and yields an estimated image. The analysis processing module 

requires the extraction of relevant process information from the tomographic image. 
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Figure 2.4: Generic process tomography system architecture. 

2.2 Electrical impedance tomography (EIT) measurement strategies 

     Different data collection strategies exist for extracting complete data set 

measurements of electric potential at the boundary walls of any conductive object. In 

this section, several EIT measurement strategies will be briefly described.  

2.2.1 Adjacent measurement strategy 

     In this strategy, the electrical current will be injected at two adjacent electrodes. 

Then, the voltage will be measured simultaneously or sequentially between all other 

neighbouring electrodes. After that, the electric injection will be shifted to another pair 

of electrodes for the second set of measurements. Since there are two electrodes used 

for excitation, the number of independent measurements decreases (Chang, 1997). For 

example, the number of independent measurements will be 464 for a 32-electrode array, 

which calculated using Equation 2.2. Figure 2.5 shows how electrical current (A) is 

being injected, and voltage (V) is being measured using the adjacent measurement 

strategy. 
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𝑀 =  𝑁(𝑁 − 3)/2   [Adapted from Chang, 1997]          Equation 2.2 

N = total number of electrodes 

M = number of independent measurements for strategy 

  

Figure 2.5: EIT adjacent electrode strategy. 

2.2.2 Opposite measurement strategy  

     In the opposite measurement strategy, the electrical current is applied to two 

opposite-side electrodes and the voltage is obtained from other electrodes (Wang, 

2015). For example, the electrical current injected into electrode number one and 

number nine, and then voltage from the rest of the electrodes will be measured. The full 

data set is obtained by shifting the excitation to the next pair of opposite electrodes. For 

every switching of the electrode injection, the measuring electrodes will switch to the 

unused electrode so as to continue in the formation with the excitation electrode. 

However, the conductivity changes as current flows through the centre point of the 

cross-section. Figure 2.6 demonstrates the typical opposite electrode strategy 

parameters. 

 

M = number of independent measurement for strategy 
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Figure 2.6: EIT opposite electrode strategy. 

2.2.3 Cross measurement strategy 

     The cross method was suggested by Tompkins (Jaakko and Robert, 1995). In the 

cross method, two electrodes are selected as voltage and current references (Harikumar, 

Prabu and Raghavan, 2013). For example, Figure 2.7 shows how 13 voltage 

measurements are obtained using electrode number 2 (E2) as the reference for 13 

voltage electrodes, whereas the current is applied to electrodes number 1 (E1) and 

number 3 (E3). Moreover, the cross method provides 13 differential voltage 

measurements. Subsequently, the current is injected into electrodes 1 and 5 while 13 

differential voltage measurements are obtained when electrode 2 is set as the reference. 
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Figure 2.7: EIT cross electrode strategy. 

2.3 Literature Review  

This section reviews the recent literature concerning EIT. 

2.3.1 Image reconstruction using voltage-current system in electrical 

impedance tomography   

 

     This study was conducted by Seok, Kumar, Jun, Youn, and Kim from Jeju National 

University & Chung-Ang Universities Republic of Korea. They investigated voltage–

current (VC) and current–voltage (CV) systems for two-phase applications. With the 

VC system, first, voltage is injected; then, the electrical current is measured. The 

researchers solved the forward problem by formulating with a conductance matrix. 

Moreover, they estimated the conductivity distribution by a non-iterative inverse 

method. Compared to conventional systems, the methods used in the study involved 

more complex hardware. The placements of the electrodes on the human skin was 

difficult because of the contact impedance between the electrodes and the human body. 

Jacobian Matrix algorithms were used to measure the internal conductivity distribution. 

Two collection methods were employed: an adjacent CV system and a new excitation 

method for VC. Figure 2.8 shows the test setup. Circle A indicates the test vessel; B is 

used for data acquisition (Agilent 34970A), and C is the LCR meter (Agilent 4284A). 

 

 

 

 

 

 

 

 

                                     

Figure 1.4: EIT cross electrode strategy 
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Figure 2.8: EIT system complete measurement setup [Adapted from Seok et al., 

2014]. 

     Figure 2.9 reveals the reconstructed images for two data collection setups. The black 

circle represents the position of the object, and the black line indicates the electrode 

position. Image A shows the CV system configuration, and image B illustrates the VC 

system configuration. 

  

Figure 2.9: Reconstructed images for two data collection system setups [Adapted 

from Seok et al., 2014]. 
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2.3.2 A 4.9 mΩ-sensitivity mobile electrical impedance tomography ic for early 

breast-cancer detection system  

 

     Hong et al. (2015) implemented an EIT integrated circuit (IC). Their IC was 

proposed for an early breast cancer detection system using a mobile phone (see Figure 

2.10). The system can be divided into three parts: imaging device, electrode array, and 

electronic circuitry. They used a multi-layered fabric circuit that supports up to 90 

electrodes for enhanced image quality. The IC has three operation modes: electrical 

impedance tomography, gain scanning, and contact impedance monitoring modes. A 

six-channel voltage sensing amplifier was developed for better gain control. The IC 

chip dimensions are 2.5 × 5 mm. The EIT system was able to detect cancerous tumours 

as small as 5 mm. However, the electrode array contact is unstable due to the electrode 

fabrication material.  

 

 
 

Figure 2.10: Breast cancer detection system [Adapted from Hong et al., 2015]. 

 

2.3.3 Multi-frequency electrical impedance tomography system with automatic 

self-calibration for long-term monitoring  

 

     The multi-frequency EIT developed by Wi, Sohal, McEwan, Woo, and Oh (2014) 

is a radiation-free system used to diagnose the condition of biological tissues. The 

researchers collected induced voltages from an electrode array attached to the human 
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body after injecting it with a safe amount of current. They used a finite element model 

(FEM) to solve the inverse problem. Their system, known as the KHU Mark 2.5, can 

support other electrical impedance electrode arrays, so it can be modified for various 

applications. Figure 2.5 shows the setup of the system. The system architecture is based 

on a digital signal processor (TMS 320f2812) controllers. The main feature of the KHU 

Mark 2.5 is self-calibration with a frequency range from 50 to 500000 Hz. The longest 

system operation period of the KHU Mark 2.5 was 72 hours of continuous operation. 

The KHU Mark 2.5 device is a stable, high-performance electrical impedance 

tomography system. They plan to use it to detect stroke, cardiac activity, and bleeding. 

As shown in Figure 2.11, the EIT system is divided into three sections: operating 

program, 16-channel KHU Mark 2.5 DAQ data acquisition, and testing vessel. 

 

Figure 2.11: KHU Mark 2.5 EIT system setup [Adapted from Wi et al., 2014]. 

 

2.3.4 Code-division-multiplexing using orthogonal codes for fast electrical 

impedance tomography 

 

     Geyers, Gebhardt, Vogt, and Musch (2014) developed an EIT system that used the 

code-division-multiplexing (CDM) technique. CDM is a channel access method that 
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employs spread spectrum technology. The CDM excitation technique will increase the 

measurement rates for parallel measurement. Their sampling frequency set to 2 MHz 

and the carrier frequency set to 250 kHz. The direct digital synthesizers (DDS) 

controlled by binary phase-shift keying (BPSK). Orthogonal codes were applied to 

optimize dynamic range and channel separation. Tests were performed on a sealed pipe 

filled with tap water. An 18 electrical current injection was used for a full measurement 

cycle with a total number of electrodes 36. The researchers compared the reconstructed 

conductivity distribution images to those of frequency division multiplexing (FDM), 

EIT, and CDM systems measurements. Figure 2.12 displays the EIT system, which 

consists of three sections. Section 1 shows a screenshot of the operating program, 

Section 2 is the data acquisition box, and Section 3 shows the pipes filled with tap water 

for testing. 

 

 
Figure 2.12: CDM EIT system [Adapted from Gevers et al., 2014]. 

2.3.5 Use of electrical impedance tomography to monitor regional cerebral 

edema during clinical dehydration treatment 

 

     A group of scientists from China and the United Kingdom worked on developing a 

system that can monitor brain fluid content using electrical impedance tomography (Fu 

et al., 2014). They used an electrical impedance tomography system for the first time 

1   

2   

3   
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to evaluate cerebrospinal fluid contents. The main reasons for using EIT systems are 

that they are safe because they use very low current injection, and they have a fast 

imaging process. This EIT system can measure data in real-time and can be used in 

emergency situations. The simulated results prove that the system can detect and track 

the impedance change while the position of the object changed in the realistic skull 

model. However, the researchers faced a few problems, including variation of patient 

skull thickness. In the beginning, they evaluated their EIT system on the realistic human 

head model. Subsequently, they tested it on 23 patients with brain cerebral edema. The 

injected frequency range was between 1 kHz and 190 kHz. Figure 2.13 shows a 

complete set of measurements that consists of six diverse object positions. The EIT 

system is divided into three parts: a realistic head model with electrodes, operating 

program, and data acquisition box. 

 

Figure 2.13: Cerebrospinal fluid EIT system [Adapted from Fu et al., 2014]. 

2.3.6 System description and first application of an FPGA-based simultaneous 

multi-frequency electrical impedance tomography  

 

     A study conducted by Santos, Robens, Boehm, Leonhardt, and Teichmann (2016) 

implemented a prototype multi-frequency electrical impedance tomography (mfEIT) 

system. The researchers developed a 16-electrode mfEIT system with a composite 

waveform that was configured to record electrical impedance simultaneously at 

1   

2  3  
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different frequencies uses a field-programmable gate array as the primary controller. 

They used preliminary frequency-difference images for the first time for in-vivo 

experiments. The system was tested using different dual-injection frequency range 60-

960 kHz for both frequency-difference and time-difference imaging. They compared 

the results of time-difference imaging with simulated results and found that the 

prototype system operated well within the frequency ranges. The developed system can 

select two different frequencies simultaneously using graphical user interface control 

panels without the need to upgrade the hardware, which increases system flexibility. 

However, the system is incomplete and requires further development, particularly for 

frequency-difference images for which improvement of algorithms and the 

normalisation process is required to reconstruct accurate 2D images. The mfEIT system 

was primarily developed for medical applications: specifically, the thoracic area. The 

implementation of a graphical user interface within the basic configuration of the 

mfEIT system makes it easy to change and increases flexibility. Figure 2.14 shows the 

prototype EIT system, which consists of two main units. Unit 1 shows the DAQ box; 

Unit 2 is the host PC, which has the operating program.    

 

Figure 2.14: Prototype of the mfEIT system [Adapted from Aguiar Santos et al., 

2016]. 

2.3.7 Localized electrical impedance Myography of the biceps brachii muscle 

during different levels of isometric contraction and fatigue  

     A group of scientists from China and the United States investigated isometric muscle 

contractions and fatigue levels using an EIT system (L. Li et al., 2016). They found that 

the conductivity of the muscle changes significantly during different muscle contraction 

levels. Their electrical impedance myography (EIM) system can detect the electrical 

conductivity when muscle contractions increase and decrease. This study conducted 

testing of the biceps brachii muscle of 19 subjects. The researchers claimed that they 

1   

2   
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were the first individuals to use the electrical impedance (EI) system to detect electrical 

impedance changes during muscle contraction. The main reason for developing the 

EIM system was to enhance the clinical evaluation of changes in muscles during muscle 

activation in patients with neurological disease. As displayed in Figure 2.15, a biceps 

brachii muscle was put to the test to evaluate the use of the EIM system to examine the 

human body. However, the EIM system only can measure the impedance results and 

cannot obtain the reconstructed image. 

 
Figure 2.15: Actual testing of EIM system on human biceps brachii muscle [Adapted 

from L. Li et al., 2016]. 

2.3.8 Adaptive techniques in electrical impedance tomography reconstruction  

 

     Researchers from Rensselaer Polytechnic Institute developed a novel image 

reconstruction technique using adaptive algorithms to solve the inverse problem for an 

EIT system (Li et al, 2014).  Essentially, they combined two adaptive reconstruction 

algorithms to refine the reconstruction 2D image and achieved improved image 

resolution. They claimed that their adaptive algorithm combination improves current 

patterns to avoid unnecessary elements for better spatial resolution of 2D reconstructed 

EIM system monitor 
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images. Moreover, they stated that this technique reduces the EIT system cost. They 

evaluated their algorithm method by simulation, and their results reveal the stable 

performance of the EIT system using adaptive algorithms. Figure 2.16 shows the 2D 

reconstructed images, based on the measured data, using a combination of two 

algorithm methods: adaptive Kaczmarz and mesh refinement. 

 

 

Figure 2.16: The 2D reconstruction images of the first four iterations; simulated 

results using MATLAB when electrically conductive and non-conductive objects 

were placed in the tank [Adapted from T. Li et al., 2014]. 

2.3.9 A deformable smart skin for continuous sensing based on electrical 

impedance tomography   

  

     Visentin, Fiorini, and Suzuki (2016) developed a flexible, low-cost EIT pressure 

sensor, which is used as a smart skin and overcomes the flexibility problem experienced 

with sensors of traditional EIT systems. The researchers tested their system in different 

environments by changing the number of channels, size, and shape to evaluate the 

feasibility of the EIT sensor. However, they were not able to correctly distinguish the 

terminal shapes of the different electrode channels. They were able to detect the 

location in the space of the terminals and estimate their size. All of the tests of the EIT 
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artificial skin showed good performance, even when the skin was applied over different 

geometries. The main objective of the research was to create a smart, low-cost EIT 

system sensor that can be adapted for use in different configurations without affecting 

the sensing abilities. Figure 2.17 shows the artificial skin in the actual testing 

environment; image (b) shows that the skin can operate even on informal electrode 

arrangements. 

 

 
Figure 2.17: (a) The developed artificial skin, using eight channels that are connected 

by alligator clip to the measurement system. (b) Possible application scenario attached 

over a dummy doll arm [Adapted from Visentin, Fiorini and Suzuki, 2016]. 

2.3.10 A FPGA-based broadband EIT system for complex bioimpedance 

measurements—design and performance estimation 

     Kusche et al. (2015) designed an FPGA mfEIT system (16 channels) to monitor and 

image the conductivity changes in living tissue. To show the system features, the system 

was tested against an impedance phantom and in actual physiological measurements. 

Moreover, physiological measurements of the EIT system were taken with three 

different tests: micro-tank, tank, and thorax. The system injected diverse signals of 

frequency and form, with a frequency range up to 0.5 MHz and low excitation currents 

up to 5 mA. However, the system is not complete and is ongoing within the LUMEN 

research group. Figure 2.18 shows the recent mfEIT system complete measurement 

setup. 
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Figure 2.18: Complete measurement setup for FPGA-based EIT system [Adapted 

from Kusche et al., 2015]. 

2.3.11 Electrical impedance tomography (EIT) system for radiation-free medical 

imaging based on LabVIEW  

     Bera and Nagaraju (2011) implemented an EIT system using 16 electrodes and 

employing a low-amplitude current injection. The EIT system consists of three parts: 

the host PC, electrodes, and electronic instrumentation. The main advantage of the 

developed system is that it can use diverse types of electrodes, such as silver and 

stainless steel. However, the EIT system was calibrated by testing it on dissimilar 

materials, both organic and non-organic. An injection current of 1 mA was used, so the 

system is medically safe for use in the human body. The purpose of developing the EIT 

system was to investigate the physiological status of a human body to monitor and 

diagnose diverse diseases. Figure 2.19 shows a prototype of the EIT system based on 

National Instruments (NI) data acquisition hardware run by LabVIEW software. 
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Figure 2.19: EIT system prototype hardware [Adapted from Bera and J Nagaraju, 

2011]. 

2.3.12 A local region of interest imaging method for electrical impedance 

tomography with internal electrodes  

 

     A group of scientists from Korea and Australia developed an EIT system with a 

method known as region of interest (ROI), which uses internal electrodes.  The 

researchers performed simulations and physical measurements to evaluate the ROI 

method. Their results, which obtained with multiple targeted objects that were 

examined simultaneously, illustrate the merits of introducing the internal electrode ROI 

method. The electrodes in the ROI EIT system are unequally spaced, unlike the typical 

EIT system in which the electrodes are equally spaced. The purpose of the system is to 

monitor and treat liver tumors, particularly for patients with medical situations that do 

not allow them to face surgical procedures. Because liver tumor tissue has a higher 

electrical conductivity characteristic than liver tissue, differentiating the tissues is 

simple using the EIT system. The results obtained from numerous experiments 

conducted over an injection frequency range of 10 Hz to 1 MHz. However, further 

investigation of the ROI EIT system is required. Figure 2.20 shows a full setup for the 

ROI system using internal electrodes.  



28 

 

 

Figure 2.20: ROI EIT system [Adapted from Kwon et al., 2013]. Synthesis 

     Based on the twelve projects using the EIT system, some aspects of each project, 

such as the limitations of the research, are worth discussing. For the first study, which 

can be seen in Figure 2.8, the setup of the EIT system was implemented by scientists 

whose investigation focused on a VC system for a two-phase application. Nevertheless, 

the researchers solved the forward problem by formulating with a conductance matrix. 

Moreover, they estimated the conductivity distribution by a non-iterative inverse 

method, which resulted in inaccurate reconstructed image quality. A more accurately 

reconstructed picture with fewer input data could be obtained by using an iterative 

method instead of a non-iterative method (Tamburrino, Rubinacci and Ventre, 2014). 

 

      Regarding the second research case, the early breast cancer detection system 

developed by the Institute of Electrical and Electronics Engineers (IEEE) is quite 

adjustable. This is because the engineers built an integrated circuit (IC) that can be 

connected to a mobile phone, and then can be processed by mobile software to generate 

an image of a cancerous tumour. Although the system can support up to 90 electrodes 

for a better reconstructed image, the researchers encountered a problem with electrode 

placements, which will affect the reconstructed image quality.  

 

     The third research case, which can be seen in Figure 2.11, shows the multi-frequency 

KHU Mark 2.5 EIT system. The researchers collected induced data from an array of 16 
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electrodes attached to the human body. Of all the cases, the KHU Mark 2.5 has the 

longest operation period of approximately 72 hours. Therefore, it can be used as a 

monitoring system for industrial processes. 

 

     For the fourth research case, researchers from Ruhr University Bochum uniquely 

designed an EIT system using a channel access method, with code division multiplexing 

(CDM) and frequency division multiplexing (FDM) techniques. Nonetheless, as shown 

in Figure 2.12, their reconstructed image was not very accurate even with using 36 

electrodes. 

 

     The fifth research case, which used a prototype of an EIT system, was developed to 

monitor brain cerebrospinal fluid contents (Figure 2.13). This system can track and 

detect the position of an object in a realistic skull model. Nevertheless, the variation of 

patient skull thickness will affect the accuracy of the reconstructed image.  

 

     For the sixth research case, researchers from RWTH Aachen University developed 

mfEIT system for medical applications. They used preliminary frequency-difference 

images for the first time with in-vivo experiments. However, further development of 

the technology for frequency-difference images is required, primarily for algorithms 

and the normalisation process for accurate 2D images.  

 

     The seventh research case involved the development of an EIM system to detect 

conductivity of muscle changes during different muscle contraction levels. This will 

enhance the clinical evaluation of changes in muscle strength in patients with 

neurological diseases. Nevertheless, the developed EIM system only produces raw data 

and does not create reconstructed images. 

 

     For the eighth research case, researchers from Rensselaer Polytechnic Institute 

combined two adaptive reconstruction algorithms to refine the reconstructed 2D image,   

which improved the algorithm technique to solve the inverse problem of the EIT 

system. The researchers evaluated their algorithm method by simulation and showed 

the reliable performance of the EIT system. However, larger regularization is required 
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for finer meshes, and smaller regularization is required for coarser meshes, to enable 

accurate solutions for different meshes. 

 

     The ninth research case involved a pressure sensor used for the EIT system to 

overcome the flexibility problem with the electrode, which exists in typical EIT 

systems. The researchers evaluated the feasibility of their system by changing the 

number of channels, size, and shape. Furthermore, their sensor was able to estimate the 

size of the testing object. However, the developed sensor was not able to distinguish 

the different electrode shapes. 

 

     For the tenth research case, researchers implemented an FPGA EIT system to 

diagnose living tissue. The system precisely determined the complex impedance data. 

The reconstruction algorithm can be improved in the future when phase data of the 

impedance are used. However, the high number of channels that had to be attached to 

the patient should be reduced since the current system uses 32 electrodes.  

 

     Regarding the eleventh research case, scientists at the Indian Institute of Science 

Bangalore implemented an EIT system using 1 mA for the injection current, which 

made the system medically safe. Nevertheless, the developed system should have a 

current-seeking electrode, and the differential injection technique that it employs will 

restrict the flexibility of the system.  

 

     For the twelfth research case, scientists developed an EIT system using a method 

region ROI with internal electrodes, which made it possible to diagnose and watch liver 

tumours. Furthermore, they investigated their ROI EIT system via both simulation and 

actual testing. Despite the positive results of the tests, further investigation of the ROI 

EIT system required. 
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2.4 Comparison of recent EIT based imaging systems 

     Table 2.1 shows the modern developed EIT system features highlighted. The 

number 1 means the system has the feature, and 0 does not have it, and NA not provided 

by the developer. However, the table shows the article title, where the EIT system has 

been used.  

Table 2.1: The recent EIT system feature. 
Feature / The 

article title in 

which the 

developed 

system used 

Two-phase 

applications 

EIT 

integrated 
circuit 

Multi-

frequency 

Self-

calibration 

Multi 

injection 
signals 

Double   

signals 
injection 

FPGA 

based 

Electrode 

unequally 
spaced 

Number of 

electrodes 

16 and less 

than 16 

Number of 

electrodes 
more than 16 

Image 
reconstruction 

using voltage-

current system 
in electrical 

impedance 

tomography 

1 0 0 0 0 0 NA NA 1 0 

A 4.9 mΩ-
sensitivity 

mobile electrical 

impedance 
tomography IC 

for early breast-

cancer detection 

system 

0 1 0 0 0 0 NA NA 0 1 

Multi-frequency 

electrical 
impedance 

tomography 

system with 
automatic self-

calibration for 

long-term 
monitoring 

0 NA 1 1 NA 0 NA NA 1 0 

Code-division-

multiplexing 
using orthogonal 

codes for fast 

electrical 
impedance 

tomography 

0 0 1 0 1 0 NA NA 0 1 

Use of electrical 

impedance 
tomography to 

monitor regional 

cerebral edema 
during clinical 

dehydration 

treatment 

0 NA 1 0 NA 0 NA NA 1 0 

System 

description and 

first application 
of an FPGA-

based 

simultaneous 
multi-frequency 

electrical 

impedance 
tomography 

0 NA 1 0 NA 1 1 NA 1 0 

Localized 

electrical 
impedance 

myography of 

0 0 1 0 0 0 NA NA 0 1 
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the biceps 
brachii muscle 

during different 

levels of 
isometric 

contraction and 

fatigue 

Adaptive 
techniques in 

electrical 

impedance 
tomography 

reconstruction 

NA NA NA NA NA NA NA NA 0 1 

A deformable 
smart skin for 

continuous 

sensing based 
on electrical 

impedance 

tomography 

NA NA NA NA NA NA NA NA 1 0 

A FPGA-based 
broadband EIT 

system for 

complex 
bioimpedance 

measurements—
design and 

performance 

estimation 

0 NA 1 0 NA NA 1 NA 1 0 

Electrical 
impedance 

tomography 

(EIT) system for 

radiation-free 

medical imaging 

based on 
LabVIEW 

0 0 0 0 0 0 0 NA 0 1 

A local region 

of interest 
imaging method 

for electrical 

impedance 
tomography 

with internal 

electrodes 

NA NA NA NA NA NA NA 1 NA NA 

2.5 Electrical impedance tomography image reconstruction theory  

    A tomographic image can be produced by mainly measuring the impedance, 

conductivity, and permittivity of an object using measurements obtained from the 

electrode surface. The concept of EIT is based on the fact that each and every targeted 

object is capable of permitting electrical conductivity (penetration). In the operation 

process, numerous conducting electrodes are attached to the surface of the targeted 

object being tested. Then, AC currents of small magnitude are injected into the object 

using selected or all electrodes (Hong et al., 2015). Next, the data differences in 

conductivity among the electrodes are measured and recorded. Several measurement 

sets obtained by recording and comparing the measurement values are combined to 

produce a 2D tomographic image. In EIT data, the challenge of reconstructing an image 

is treated as a nonlinear problem, which is highly sensitive to the measurement noise 
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(Gallo and Thostenson, 2016). This factor will make it difficult to reconstruct an image 

with high resolution, so several methods have been developed by scientists to improve 

the resolution and clarity of the reconstructed image (Ammari et al., 2015).  

     A brief description of several algorithms is presented in this chapter. The EIT 

reconstruction algorithms can be divided into two categories: analytical reconstruction 

algorithms and algebraic reconstruction algorithms. Algebraic reconstruction 

algorithms make up a class of iterative algorithms and are used to reconstruct the image 

from a series of angular projections. Moreover, the first-time algebraic reconstruction 

algorithms were employed to produce an image was by Gordon, Bender and Herman 

(1970). On the other hand, analytical reconstruction algorithms are based on a 

continuous representation of the problem by mathematical equations, and they 

generally do not consider the statistical nature of the measurement noise. Therefore, 

they are fast and easy.  

     However, two problems should be solved to reconstruct an image using EIT (Jehl et 

al., 2015; Silvera-Tawil et al., 2015; Alberti et al., 2016). The first is the forward 

problem and the second is the inverse problem. Both problems are discussed briefly in 

this chapter. EIT system applications consist of several types and primarily focus on 

two fields: industrial and medical. A list of some of the EIT processes is shown in Table 

2.2. 

Table 2.2: A selection of EIT system applications in industrial and medical arenas. 

Industrial Medical 

Monitoring multi-component flows in 

pipes such as water, gas and oil (Tapp et 

al., 2003; Abdul Wahab et al., 2015) 

Detecting breast cancer (Zain and 

Kanaga, 2015) 

Pneumatic transport (Tapp et al., 2003) Confirm correct placement of double-

lumen tube (Steinmann et al., 2008) 

Soil water infiltration (Gutiérrez 

Gnecchi et al., 2012) 

Assessment of stroke volume variation 

(Trepte et al., 2017) 

Anisotropic carbon fiber-reinforced 

polymer composite laminate for damage 

localization (Nonn et al., 2018) 

Predicting failure of spontaneous 

breathing trials (Bickenbach et al., 2017) 
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Nuclear fuel process and plant 

decommission (Wang et al., 2007) 

Quantification of pulmonary edema in 

acute lung injury (Trepte et al., 2016) 

 

2.5.1 Forward problem  

     The Solution of the EIT forward problem begins when the electrical current or 

voltage is injected into the object of interest using an electrode attached to the targeted 

area. The conductivity distribution is known, and the corresponding induced electrical 

potential is determined from the nonlinear Laplace equation, which is derived from 

partial differential equations, second-type boundary condition, and ohms law. To solve 

the forward problem, scientists have developed methods for calculating and 

reconstructing an image. However, numerous methods can be used to solve the forward 

problem, and each has its own limitations and image accuracy. One example is the finite 

element method (FEM), which permits an individual set of meshes to be generated from 

given geometric information obtained from the targeted object (Bayford et al., 2001).  

     The forward problem starts with the computation of electrical voltages and proceeds 

to formulating the solution by evaluating the conductivity. The valuation is performed 

when the injected current and the distribution pattern of the conductivity element are 

known. Viewed from another perspective, the forward problem is concerned with the 

simulation of the measurements for the electrical boundary using a conductivity that is 

close enough to the true conductivity value (Grabb, 2017). The forward problem is 

needed when the object under study has a shape that cannot be conveniently described. 

In such a case, an approximation is made to ensure that the object under analysis can 

assume a similar 2D or 3D model.  

     The forward problem in EIT requires the computation of electric voltage potentials 

at the boundary electrodes using the current injected at the electrodes and the 

conductivity for the geometric model. In the majority of scenarios involving the forward 

problem, Maxwell’s equations are used to model the problem. Grabb (2017) goes on to 

add that the forward problem can be solved by the linear finite elements, as mentioned 

earlier, whereby a mesh is used to reduce the inaccuracies between the electrode 

potentials. Various approaches are used to solve the EIT forward problem; the majority 

of them are used to measure or establish the boundary conditions. The complete 
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electrode model is an approach that takes into consideration the impedance generated 

by the electrodes when they are in contact with the object surface (Grabb, 2017).  

     Another approach used to solve the EIT forward problem is through the use of the 

boundary element method (BEM). As further noted by de Munck, Faes and Heethaar 

(2000), the boundary element method works by replacing flat surfaces with polygonal 

ones. This is motivated by the fact that polygonal surfaces have more accurate 

computational results when using EIT algorithms. However, FEM is the most popular 

method of solving the forward problem; it uses numerical values and has applications 

in domains with curved boundaries. FEM is also capable of producing sparse matrix 

results, especially in conductivities with inhomogeneous attributes (Grabb, 2017). 

     Another approach used to solve the forward EIT problem involves the use of the 

finite difference method (FDM). This method is designed to simplify the process of 

creating the mesh used for image processing (Grabb, 2017). It is worth noting that FDM 

uses more memory and has a lower accuracy rate compared to FEM or BEM. 

Additionally, FDM requires the use of noise filtering techniques to enhance the process 

of edge detection in EIT. Nonetheless, FDM is regarded as a useful numeric solver for 

the forward EIT problem and can be used for both 2D and 3D image reconstruction. 

2.5.2 Inverse problem  

     The inverse EIT problem is concerned with estimating the internal conductivity of 

an object using the electrical voltage measurements taken on the object’s surface as 

well as the existing knowledge of the current being injected. Unlike the forward 

problem, the inverse problem starts with the results of the EIT process and proceeds 

backward to identify the causes. Viewed from another perspective, the inverse problem 

is primarily concerned with establishing a conductivity value that reduces the difference 

between the measured and estimated electrical voltages or currents. Simply, the inverse 

problem is concerned with establishing the conductivity that produced the known and 

predicted electrical voltages or current.  

     The EIT inverse problem is basically regarded as being ill-posed; as such, it requires 

the knowledge of prior information to ensure that a mathematical model can be used to 

transform it into a well-posed problem. The ill-posed nature of the inverse problem 

implies that the approach only serves to produce an image with modest quality. 
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Consequently, mathematical models and algorithms have been proposed aimed at 

improving the conductivity at the object’s surface. The inverse problem can be solved 

by a multi-frequency approach that involves the linearization of the mathematical 

model (Alberti et al., 2016). Unlike the forward problem, there are no major approaches 

that have been established and approved for solving the inverse problem. Instead, there 

are various individual works aimed at solving the inverse problem, although they are 

only on a small-scale implementation. For instance, the Gauss-Newton and conjugate 

gradient (nonlinear) are some of the notable approaches that use logarithmic 

conductivity to solve the inverse problem (Pellegrini, Trigo and Lima, 2018). The two 

approaches use physical boundaries to perform the estimates of conductivity that is then 

employed to produce the electrical voltages or currents at the object’s surface. 

2.6 EIT reconstruction algorithms 

     Reconstruction algorithms in EIT are primarily used for the process of recreating the 

images from the tomography procedure. There are various reconstruction algorithms, 

each designed to serve a specific purpose, although the end result is the reconstruction 

of images (Malone et al., 2015; Halter et al., 2015). Moreover, they are used to improve 

the process of reconstructing images. In particular, EIT reconstruction algorithms are 

used to solve either forward or inverse problems. Most algorithms can only solve a 

single problem and not two problems at once.  

2.6.1 GREIT  

     The Graz consensus reconstruction algorithm (GREIT) is specifically designed to 

assist in lung EIT and uses the linear reconstruction approach (Roth et al., 2015). The 

algorithm obtained its name in 2007 when discussions about the framework took place 

in Graz, Austria during an ICEBI conference. GREIT’s popularity is based on the fact 

that it provides a nonlinear framework that makes it possible to solve the inverse 

problem in a 2D environment (Orschulik and Antink, 2015). The algorithm assists in 

thoracic imaging and employs spatial data for the development of the training 

framework (Yerworth, Frerichs and Bayford, 2017; Orschulik and Antink, 2015).  

Notable features found in GREIT include the ability to reconstruct a 2D image model 

as well as to reconstruct an image of up to 32x32 pixels (Graf and Riedel, 2017; 



37 

 

Ambrisko et al., 2015). GREIT can also support quantitative reconstruction using 

configurations made from single-ring electronic nodes (Antink and Pikkemaat, 2015). 

2.6.2 Modified newton-raphson method 

     The Newton-Raphson method is a reconstruction algorithm that uses the least-

square method for image reconstruction (Anand et al., 2015; Pisa, Pittella and Piuzzi, 

2017). The least-square method is a popular approach that minimizes the error function 

generated when performing the reconstruction process. The modified version is 

designed to accommodate various resistivity values when operating under a specific set 

of voltage measurements (Yorkey, Webster and Tompkins, 1987). The functionality 

and performance of the modified Newton-Raphson method is further enhanced by using 

region of interest in EIT (Karsten et al., 2016). The region of interest method is 

particularly designed to solve EIT inverse problems that take the form of ill-posedness 

(Nguyen and Yang, 2016). From the basis, the region of interest is used with the 

modified Newton-Raphson method to manage linearization and distribution of voltage 

in EIT (Yorke, Webster and Tompkins, 1987). This algorithm has been found to be 

particularly effective in solving the EIT inverse problem as well as increasing the 

visualization of the reconstructed image. 

2.6.3 Finite element method 

     The finite element method (FEM) is a reconstruction algorithm that is used to solve 

the forward problem in EIT (Hyvönen and Leinonen, 2015; Jehl et al., 2015; Harrach 

and Ullrich, 2015). The framework is better applied in scenarios that involve non-

homogenous distributions as well as irregularly placed domains. FEM is used in both 

2D and 3D implementations and is mostly employed in the implementation of the 

complete electrode model (CEM) (Lionheart, 2004; Jehl, Avery, et al., 2015). CEM in 

this context is used to improve the accuracy and precision of the electrode voltages 

(Dunlop and Stuart, 2016).  FEM has been found to be successful in situations where 

accuracy is given priority. It is widely used in both commercial and custom medical 

applications (Lionheart, 2004). FEM is capable of enhancing efficient results through 

the use of system matrix and mesh generation (Crabb, 2017). A key aspect of FEM is 

that it takes a considerable amount of time to reconstruct an image with FEM, but the 

quality of the image is greatly improved.  
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2.6.4 Jacobian matrix  

    The Jacobian matrix, otherwise known as sensitivity matrix, is an algorithm used in 

EIT reconstruction (Jehl and Holder, 2016). Jacobian matrix is employed in the 

evaluation of the optimal network path that will be used to reconstruct an image. The 

Jacobian framework is primarily used to solve the forward inverse problem in EIT 

(Gong et al., 2015). It is used to evaluate the optimal voltage value as well the required 

current that must be submitted to the electrodes (Chen, 1990). The efficiency of the 

reconstruction process is further enhanced by conducting iterative processes of the 

adaptive network generated by the Jacobian matrix (Rymarczyk, 2016). 

2.6.5 Linear back projection  

     The linear back projection (LBP) algorithm is the most widely used algorithm for 

EIT, primarily due to its capability to handle image processing in a dynamic manner 

(Sun et al., 2015). LBP is also capable of handling real-time imaging processing in as 

well as enhancing the generation and realization of image resolution (Sun and Yang, 

2015). Back projection is used to solve the inverse problem by calculating and 

evaluating the optimal solution through an iterative process (Lionheart, 2004). Back 

projection is essential because it simplifies smoothing of the image during the 

reconstruction process (Devakumari and Punithavathi, 2018). A common 

implementation of the back-projection process takes the form of Tikhonov 

regularization, which makes it easy to process spatial data (Lionheart, 2004). 

2.6.6 D-bar  

      The D-bar reconstruction method is nonlinear and is used to solve the inverse 

problem (Murphy and Mueller, 2009; Mueller, Siltanen and Isaacson, 2002; D. Liu, 

Kolehmainen, et al., 2015; Mellenthin et al., 2015). The D-bar algorithm was developed 

from the global uniqueness proof of Nachman (Isaacson et al., 2006; Hamilton, Mueller 

and Alsaker, 2017). Moreover, this method was based on a rigorous mathematical 

analysis that needed to be processed through a low-pass filter (Hamilton et al., 2016; 

Hamilton, Mueller and Alsaker, 2017). The advantage of the D-bar method is that it 

does not need intermediate approximation of the electrical conductivity from a forward 

model (Murphy and Mueller, 2009).  
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2.7 Electrode arrays and signaling methods 

   Selecting the appropriate electrode array and signaling method is essential for 

ensuring the performance and efficiency of Electrical Impedance Tomography (EIT) 

systems. In this study, a 16-electrode array was chosen because it strikes a good balance 

between measurement accuracy and system complexity. Single-ended signaling was 

preferred over differential signaling due to its simplicity and ability to reduce noise 

interference. Single-ended signaling requires only one wire connection for signal 

injection or measurement, simplifying the circuitry. While differential signaling offers 

better sensitivity and accuracy, it involves multiple wire connections, which increases 

system complexity and cost. 

2.8 Image reconstruction methods 

   For image reconstruction, the EIDORS software was selected for its versatility in 

handling data from various electrode configurations and producing high-quality 

images. EIDORS utilizes several algorithms, including Linear Back Projection (LBP), 

Singular Value Decomposition (SVD), and Tikhonov regularization, to reconstruct 

images from voltage measurements. These algorithms were chosen for their ability to 

balance computational efficiency with image accuracy, ensuring the EIT system 

operates effectively in real-time industrial applications. 

 

   Our current study shall look at a novel 16 electrodes single-ended measurements 

adapted into an electrical impedance tomography system for imaging applications. This 

benefits by having a lower number of electrodes and simple computation. Its 

performance is comparable to many of the recent developments. The concept of using 

single-ended measurements halved the number of channels, and this considered a novel 

approach. 
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3 Chapter 3 Methodology      

      An electrical impedance tomography (EIT) system that uses single-ended signalling 

and analyses the electrical potential distribution within a medium of electrical 

measurements conducted through a series of electrodes was developed. Measuring the 

electrical impedance helps in analysing voltage potential of sparsity constraints for 

different material, whether it is electrically conductive or non-electrically conductive 

based on boundary electrical measurements. Moreover, In the development of 

Electrical Impedance Tomography (EIT) systems, several restrictions have historically 

impeded their routine use for non-destructive testing. These limitations include issues 

such as the high number of measurement channels required, which increases system 

complexity and cost, as well as challenges related to data acquisition speed and signal-

to-noise ratio. Moreover, the developed EIT system incorporates specific enhancements 

that address and overcome several of these critical restrictions. For instance, the new 

system design reduces the number of required measurement channels by 50% compared 

to traditional EIT systems, thereby significantly decreasing hardware complexity and 

cost while maintaining high performance. This improvement not only enhances the 

practicality of the system but also makes it more suitable for routine non-destructive 

testing applications. 

     The single-ended electrical impedance tomography (SEEIT) system has evolved 

through the use of several resistor circuit networks, which help to stabilise the system 

for use in a real testing tank under multiple signal injection frequencies in the range of 

12–1000 kHz. However, the SSEIT system requires one wire connection to make one 

signal injection or measurement, and this is controlled using a switching box. The 

developed SEEIT measurement method has been shown to reduce the EIT system 

complexity significantly because it uses only one electrode to measure (receiver), and 

it features a total of 15 measurements per image.  

     The modularity LabVIEW code was implemented to improve the SEEIT system’s 

flexibility and to enable adaptation of the EIT system for different applications without 

the need to implement a new EIT system, which may reduce development time and 

costs. Furthermore, a series of experiments were conducted to simulate specific 

industrial scenarios relevant to the study, such as detecting and locating changes in 



41 

 

conductivity within a controlled environment. These experiments focused on a well-

defined setup involving a vessel filled with different types of water, including muddy 

water, tap water, and brackish water. This approach allowed for the evaluation of the 

system's ability to identify conductivity variations under conditions that resemble 

certain industrial applications, such as monitoring liquid quality or detecting impurities 

in contained systems. The experimental results demonstrated the system's effectiveness 

in accurately detecting and locating these changes, validating its potential for practical 

use in similar industrial contexts.  

     The main reduction in the complexity of the EIT system was to provide simpler 

computation and faster data acquisition with the use of single-ended electrodes, instead 

of double-ended conductors, for sensing purposes. The developed prototype system was 

subjected to a stability test, in which the system runs continuously for one hour to record 

the data. Further development included the development of its associated algorithms 

and development of titanium alloy grade 2 and coated copper electrodes. 

3.1  Electrical impedance tomography system  

    The SEEIT developed at University of Nottingham Malaysia campus includes 

hardware and software components.  The hardware primarily consists of the host 

computer, data acquisition (DAQ) system, connector unit, a switching unit, and an 

electrode array. The software can be divided into three parts: Windows operating 

system, MathWorks’ MATLAB, and National Instruments’ LabVIEW. MATLAB was 

used to reconstruct the image based on the processed data received from the LabVIEW 

program using Electrical Impedance and Diffuse Optical Tomography Reconstruction 

Software (EIDORS) tool. The LabVIEW program was designed and implemented to 

control and monitor the EIT system. LabVIEW code was developed to control the 

switching unit to inject and record the signals, process the raw data, and then stream 

the information to MATLAB for further processing to reconstruct the cross-sectional 

image. The switching unit connects the DAQ with the electrode array. The switching 

unit is designed to handle the frequency range 12 kHz to 1 MHz, which is due to the 

use of an electromechanical low-signal relay. However, the frequency range which 

utilizes in the current EIT system tests 12 kHz to 1 MHz. Figure 3.1 shows the 

continuing sequence stages of cycle flow for the EIT system, which shows the data start 

from electrode array and end on the EIDORS. 
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Figure 3.1: SEEIT system’s linking elements are shown as a sequence in a cycle. 

3.1.1 Electrical impedance tomography system software 

       Basically, two LabVIEW programs have been developed. The first program images 

objects indirectly, and the second program does it directly. The direct program can 

obtain raw data, process them, and sent them to EIDORS. Moreover, it can use the 

simulation mode, which helps to obtain random data to reconstruct an image; this 

feature was primarily developed for calibration purpose.  

       Conversely, the indirect program can obtain data without sending them to 

EIDORS, which mean it needs the user’s interaction to move and process the data. The 

main difference between these two LabVIEW programs is the speed difference; the 

direct method is much faster than the indirect technique since it will export the image 

data automatically. The following sections describe the two types of the developed 

software program. They contain information about the structure of the program, 

methods of functioning, and descriptions of modules. 

3.1.1.1 Indirect LabVIEW program  

     The indirect program is the first LabVIEW program that was implemented. The 

implementation steps are illustrated in Figure 3.2. 
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     The process begins by setting the switching box to create a measurement method, 

setting up the injected signal amplitude, and establishing the frequency and sampling 

rate. Then, the voltage change is measured based on conductivity change in the targeted 

field, such as industrial processing vessel and human body. After that, the voltage 

change response is calculated to estimate the impedance distribution of the area, and 

the voltage calculation and variance are regularized. Then, the updated current 

configuration is employed. Finally, based on the voltage difference, the image is 

reconstructed using EIDORS. The indirect LabVIEW program is stable, but it should 

be improved to enhance the reliability as well as modify it for different applications. 

 

 

 

Figure 3.2: Indirect EIT system software flowchart. 

     Figure 3.3 shows the data acquisition (DAQ) assistant designed to measure 16 

single-ended voltages simultaneously. As shown in the Figure, the signals are split 

based on the DAQ assistant set-up. Function for signal analysis and statistical 

calculation, is used to calculate the root mean square (RMS) from the measured signals 

for each channel. The RMS icon is a function used to indicate the processed signals. 

“Write to measurement file function” is used to read and save the measured RMS 

voltage, time, and date for each channel, respectively. 
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Figure 3.3: Program block diagram part 1. 

     The block diagram part 2 in Figure 3.4 shows the function generator and a digital 

control section. The DAQ assistant, which is designed to control the digital low and 

high signal that will switch ON and OFF the relays. The Index Array is a function 

indicates whether all the digital signals are ON or OFF.  DAQ assistant3  is used as a 

digital signal generator. Moreover, the DAQ assistant2 is designed to generate a signal 

for one channel. The timer function is used as a time trigger for the 16-digital-line 

output. The DAQ system is designed to generate one signal for one channel. 

One input signal  After splitting the signals 

DAQ assistant 

Signal analysis and statistical 

Write to measurement file 
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Figure 3.4: Program block diagram part 2. 

     Figure 3.5 shows the configuration of DAQ assistant windows. The signal input 

voltage ranges between -5 and 5, and it cannot exceed -10 to 10 V because of the DAQ 

input signal limitation. In this research, the current non-distractive testing does not 

exceed -5 to 5 V. The Single-ended (RSE) analogue input is selected for the terminal 

configuration. The main advantage is that it enables a greater number of readings 

compared to the differential measurement. Continuous samples mode is selected to 

provide a continuous real-time reading. 

Figure 3.5: LabVIEW VI data acquisition assistant. 
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     Figures 3.5 and 3.6 show the configuration set-up for the generated and the measured 

signals.  The generated signal type, amplitude, phase, offset, and sampling rate were set 

as shown.  

Figure 3.6: LabVIEW VI configure simulate signal window. 

     Figure 3.7 demonstrates the DAQ assistant configuration for the 16-digital-line 

output. Figure 3.8 displays the LabVIEW control and monitor front panel. The front 

panel can be divided into four sections, which they are the status indication of the 16-

digital-signal output: either high or low, the real-time root mean square measurement 

for the 16 input channels, indicates and tracks the injection electrodes, and the 

waveform chart displays the 16 input-channel signals. 
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Figure 3.7: DAQ assistant for digital generator. 

 

Figure 3.8: LabVIEW front panel. 
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3.1.1.2 Direct LabVIEW program  

     The direct program is the second LabVIEW program that was implemented. Figure 

3.9 illustrates the basic steps of the direct EIT system software. 

     As shown in the figure, the process begins by setting up the I/O signals, which are 

set based on the application. For example, for application with a low electrical 

connectivity measurement environment, high injection is required for better electrical 

penetration, which leads to better signal reading. Then, the voltage change is calculated 

based on conductivity change for the targeted application. Next, voltage change 

response is calculated to estimate the impedance distribution of the area, and the voltage 

calculation and variance are regularized. Then, the processed data is sent directly to 

EIDORS to reconstruct the image. The direct LabVIEW program is stable, and it should 

be used efficiently to maximize its potential for each application. 

 

 

 

Figure 3.9: Direct EIT system software flowchart. 

3.1.1.2.1 The function of the program 

     The software is designed to control the electrical energy which is applied to the 

surface electrodes on a targeted object. The software measures the resulting signals’ 

voltages or currents on the periphery. The application can also work in simulation 

mode. The simulation mode can work without NI hardware and is designed for 

algorithm testing purposes. LabVIEW is used for excitation and data acquisition control 

as well as for data logging. MAТLAB is employed for data processing. 

     The program, which is organized as a LabVIEW project, is depicted in Figure 

3.10. The logical structure of the program includes the following software modules: 

1. “Main.vi” is the main virtual instrument (VI) that contains all other program 

modules. 

2. “DAQ.vi” is responsible for signal acquisition from electrodes and RMS 

calculation. 
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3. “DAQmxTask.vi” creates DAQmx task for signal acquisition from electrodes. 

4. “WriteToDaq.vi” is responsible for digital signal generation to switch 

electrodes. 

 
Figure 3.10: LabVIEW project. 

3.1.1.2.2 Front panel description 

     The front panel of “Main.vi” is depicted in Figure 3.11. 

 
Figure 3.11: Front panel of application. 

     The front panel window is the VI user interface. The Window toolbar is located at 

the top of the front panel. 
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3.1.1.2.3 User interface 

     The injection array, shown in Figure 3.12, is presented on the left side of the user 

interface (UI). The running program indicates the excited electrode (electrodes). The 

software execution mode switch is located next to the right side. The application can 

work both in real and simulation modes. The default mode is “Simulation”. The “Stop” 

button is located at the bottom of the switch. 

Figure 3.12: The injection array. 

3.1.1.2.4 “Settings & Results” tab 

     The “Settings & Results” tab is located at the right side of the UI. It is designed to 

view data and the software configuration. 

     The homogeneous data and data arrays are indicated at the top of the “Data” tab, as 

shown in Figure 3.13. The indicator for the actual acquisition time is located below the 

“Data” tab. In the “Data acquisition” graph the same data are depicted as in “Data” 

array.  
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Figure 3.13: “Data” tab. 

    Тhe RMS values for measurement from each electrode are displayed at the top of 

the “Graph” tab, as shown in Figure 3.14. The excitation signal is displayed at the 

bottom. 

Figure 3.14: “Graph” tab. 

     The injection array is presented in the “Injection Array” tab, as shown in Figure 

3.15. It indicates the excited electrode(s) as long as the program is running. 
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Figure 3.15: “Injection Array” tab. 

     The channels signal measurements configuration controls are located at the left 

side of the “Settings” tab, as shown in Figure 3.16.  

The parameters for channel signal measurements configuration are the following: 

• Physical channel – specifies the names of the physical channels to use to create 

virtual channels. 

• Number of samples – specifies the number of samples to obtain for each 

channel. 

• Rate – specifies the sampling rate in samples per channel and per second.  

• Maximum –specifies in units the maximum value that is expected to be 

measured. 

• Minimum –specifies in units the minimum value that is expected to be 

measured. 

• Input terminal configuration – specifies the input terminal configuration for the 

channel. 

• Channel name – specifies a name to assign to the virtual channel. 

• Units – specifies the units to use to return voltage measurements. 

• Custom scale name – specifies the name of a custom scale for the channel. 

     The excitation signal generator configuration controls are located at the right side of 

the “Settings” tab.  

Parameters for channel excitation signal generator configuration are the following: 

• Amplitude – waveform amplitude. 

• Frequency (Hz) – waveform frequency in hertz. 

• Offset – DC offset of the signal. The default value is 0. 

• Phase (deg) – initial phase in degrees of the waveform. The default value is 0. 
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Figure 3.16: “Settings” tab. 

3.1.1.2.5 Software architecture 

     The software consists of the following three loops: “Acquisition”, “Processing & 

Save”, and “Signal Generation”, as shown in Figure 3.17. The “Acquisition” loop is 

responsible for electrode switching control and signal acquisition. The “Processing & 

Save” loop is responsible for data processing acquired from electrodes as well as data 

logging.  The “Signal Generation” loop is responsible for electrode excitation. The 

communication between loops is based on shared variables, property node, and queue. 

The file path and stop command are transferred between loops by shared variables. The 

homogeneous data are transferred from “Acquisition” loop to “Processing & Save” via 

property node. The acquired signal data are transferred via queue. The program has an 

initialization part, which is organized as the “Initialization” case in the “Acquisition” 

loop. The deinitialization part is located at the right side of the “Acquisition” loop. It 

works after the “Stop” button is pressed from the UI and the loops are stopped. The 

deinitialization part is responsible for returning UI indicators to their initial state. In 

addition, it sets all digital channel values on the DAQ device to false. MATLAB is used 

for data processing. “MATLAB script node” is employed to run MATLAB code. 
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Figure 3.17: Software architecture. 
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3.1.1.2.6 State transition diagram of the program  

     The state transition diagram is depicted in Figure 3.18. The state diagram is used in 

different fields of sciences, especially in computer science, to define the behaviour of 

the system. It usually requires a system which contains a known number of states. There 

are three loops, and they are executed simultaneously. Each loop is presented as a 

sequence of states. In each state, some action takes place. Transitions from one state to 

another occur after state completion. The “Acquire” state of the “Acquisition” loop is 

a composite and has its own sub-states. The “Choice” node is designed to check if one 

full cycle is completed. One cycle means all 16 electrodes have been excited and 256 

measurements have been taken from electrodes. All loops start when the “Run” button 

is pressed from the front panel of the application and stop when “STOP” is pressed. 

The Acquisition Loop starts with initialization. The initialization data file will be 

created to begin receiving processed measurement data at the same time, launching the 

Matlab to use EIDORS tools. The following states are sub-state for acquire state since 

it is responsible for obtaining the processed data. The first and second sub-state is the 

modify injection array to shift element with true value (Setting up the injection array 

measurements strategy) then run the injection array. The third sub-state is reading the 

samples from all the channels, then calculate the RMS values for all the channels. 

Formerly the data cycle, which contains 256 measurements it considered a completed 

data cycle, the data will be sent to Processing and Save Loop, but if it is not achieved, 

the data will be remeasured. In the Reset state, the data will be cleared. The last state in 

the acquisition loop is the Deinitialization, where return UI indicators states and ‘’DO’’ 

states to ‘’False’’. The Processing and Save Loop have two states, the Wait for data and 

Data processing. After the data received, it will be executed using EIDORS tools. The 

last loop is Signal Generation only contain one repeated state, which is generating a 

signal with given parameters. For more Direct LabVIEW program details are attached 

to Appendix A. 
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Figure 3.18: State transition diagram of program.
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3.1.1.3 Measurement methods 

     The current EIT system can use several measurement methods, such as adjacent and 

opposite. In this research, the focus was on the adjacent method since it is employed by 

the EIDORS. To provide more insight into the current EIT monitoring system using 

LabVIEW, Figure 3.19 demonstrates the stages of the process in a flowchart. The 

electrical signals are injected into Channel 1 while the electrical signal measurements 

are taken simultaneously from all 16 channels. Then, the signal injection is shifted to 

the neighbouring channel, which is channel 2, and electrical signal measurements are 

obtained from all the channels. This procedure is repeated for each channel, in turn. All 

the channels are allocated to a dependent electrode.  Furthermore, the number of 

independent measurements, M, is N×N, where N is the total number of electrodes (16). 

Therefore, the total number of independent measurements, in this case, is 256. 

Basically, this process must be performed for every image slide, and the delay time is 

controlled; it depends on the measurement sampling rate. Therefore, a high 

measurement sampling rate requires a longer time to process than a lower sampling 

rate. Additionally, an electrode injection cycle is demonstrated in Table 3.1, which 

presents pictures for a full electrode injection cycle based on the adjacent measurement 

strategy using LabVIEW. 

Figure 3.19: Flowchart of LabVIEW program adjacent measurement strategy. 
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     Figure 3.20 shows the full electrode injection cycle chart using real 256 RMS 

measurements obtained from 16 electrodes. This chart illustrated the operation 

sequence responses and functionality, which show reliable performances. Each 

electrode measurements and injection chart demonstrate in the Appendix. 
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Figure 3.20: Full electrode injection cycle RMS measurements. 

     Figures 3.21 and 3.22 show an example of the current EIT system measurement 

strategy and the capability of applying some of the measurement methods, such as the 

opposite method. Though, different data collection strategies exist, such as opposite, 

cross, and adjacent measurement; these strategies are used for extracting complete 

dataset measurements of electric potential at the boundary walls of the object. The 

existent EIT system only uses one measurement strategy unlike the developed system. 

Applying different EIT measurement strategies will solve some of the electrical signal 

propagation issues and will improve the detecting and tracking of the resistivity change 

for certain EIT applications (Guermandi et al., 2014). 
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Figure 3.21: Opposite measurement strategy. 

Figure 3.22: Random measurement strategy. 
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3.2 Electrical impedance tomography system hardware  

     EIT is a technique based on the electrical conductivities (current and voltage) of any 

conductive object based on the characteristics of the element (Ammari et al., 2017; 

Martin and Choi, 2016; Tallman and Wang, 2016; Y. Yang et al., 2017). A new EIT 

system was developed in this research and is shown in Figure 3.23. Fundamentally, the 

system consists of 16 electrodes made of electrically conductive materials which attach 

to the surface of an object. The electrical signal can be injected into all 16 electrodes 

through a controllable switching box. The injection switching box is controlled via a 

pre-programmed NI PCI-6281 data acquisition (DAQ) system using LabVIEW. The 

range of the injected signal frequency is 12 kHz to 1 MHz; sampling rate is up to 

3000000 samples per second; and range of the voltage amplitude is -5 to 5. The current 

switching box allow the users to apply different impedance measurement methods, such 

as neighbouring, opposite, and cross methods. The EIT system can measure up to 16 

single-ended and eight differential measurements. However, the eight differential 

measurements only can be used without the switching box since it only supports 16 

single-ended channels. The system is calibrated using a 17-resistor network circuit. The 

EIT system consists of a five-part electrode array, testing vessels, switching box, DAQ 

system, and operating program. The 16-electrode data acquisition system was built and 

implemented inside different vessels to sense the impedance changes. The 

measurement sensitivity of the EIT system can be controlled through careful design and 

optimization of the injected signals. Key parameters include the amplitude, frequency, 

and waveform of the injected current or voltage. For instance, increasing the amplitude 

of the injected signal enhances the signal-to-noise ratio (SNR), enabling the detection 

of smaller impedance changes. Similarly, selecting an appropriate frequency ensures 

that the signal interacts effectively with the medium under study, as different materials 

exhibit varying impedance characteristics across frequencies. Additionally, using well-

defined waveforms (e.g., sinusoidal or pulsed signals) minimizes distortion and 

improves the system’s ability to resolve subtle conductivity variations. These 

adjustments, combined with proper calibration and filtering techniques, allow for 

precise control over the system’s sensitivity. 
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Figure 3.20: Set-up of the developed EIT system. 

     Figure 3.24 displays the basic EIT hardware block diagram. A sixteen-electrode 

array is attached to a cylindrical vessel to measure the voltage and current changes 

inside the beaker. The I/O switching box, controlled by 16 digital channels, is pre-

programmed to control the DAQ system, monitor excitation signals for 16 electrodes, 

and simultaneously measure the voltage and current changes. The switching box 

schematic and layout are designed by Diptrace, as shown in Figures 3.27 and 3.28. 

Connector Blocks BNC-2090A are BNC-terminal-shielded connector blocks used as 

connectors between the electrodes and DAQ system for secure connectivity of input 

and output signals to determine whether they are digital or analog signals commanded 

by the DAQ system. The DAQ is monitored by a pre-programmed LabVIEW 

programme. The BNC-2090A supports 8 differential analog and 16 single-ended BNC 

input signals. Furthermore, it can generate up to 2 BNC analog and 24 digital I/O 

signals. The switching box and 16-electrode array are connected by 16 BNC to 

crocodile clip cables. The excitation signals are generated by NI PCI-6281 and then 

delivered to the switching box. Then, the switching box is monitored by the pre-

programmed LabVIEW to direct the signals to the targeted electrode. Furthermore, it 

has an auto calibration technology to increase measurement accuracy. Additionally, it 

can be programmed via two well-known software packages, LabVIEW and MATLAB. 

The host PC will compute the measured data that is received from the DAQ system for 

image reconstruction using EIDORS. 

Testing Vessel. It 

has 16 electrodes 

Switching Box. It is used to 

control the injected and 
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DAQ Unit 

The PC. It is used to program 

and control the DAQ and to 

analyse the data 
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Figure 3.21: Current EIT hardware block diagram. 

3.2.1 EIT hardware block diagram 

3.2.1.1 16-Electrode Array 

     In the current developed system uses three different 16-Electrode Array used in three 

different testing vessels and they are Titanium alloy grade 2 electrodes  with diameter 

13  13  0.5 mm3, Titanium alloy grade 2 electrodes  with diameter 14  14  0.5 mm3 

and Copper electrodes with diameter 2  0.5  0.0035 cm3   plated for rust protection. 

These electrodes array design to surround the aimed object, then injected and collected 

electrical energy to obtain the electrical energy distribution within the aimed object. 

The dimensions were chosen randomly, as they have negligible impact on signal 

injection and detection. The focus was on evaluating material properties, such as 

conductivity and corrosion resistance, which are more critical to system performance. 

The electrode array in the current system is connected throw two ways either with shield 

electrical cable or electrical wire to I/O Signal Switching Box. Figure 3.25 shows the 

developed three different electrode arrays. 
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Figure 3.25: Three different electrode arrays. 

3.2.1.2 I/O Signal Switching Box 

     The switching box is an electrical device that controls electrical signals, whether it 

is automatic or manually. The switching box, controlled by 16 digital channels and 4 

DIP manually switching unite to monitor excitation signals for 16 electrodes, and 

simultaneously measure the voltage and current changes. Moreover, the switching box 

can be connected by 16 BNC to crocodile clip cables to a 16-electrode array. In 

additionally, the current switching units enable the developed EIT system to apply 

different impedance measurement methods, such as neighbouring, opposite, and cross 

methods. To shorten it is component Figure 3.26 shows the block diagram of the current 

switching box. 

Titanium alloy grade 2 electrodes  

with diameter 14  14  0.5 mm3   

 

Copper electrodes with diameter 2  0.5 

 0.0035 cm3   plated for rust protection 

Titanium alloy grade 2 electrodes  
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Figure 3.26: Switching box component block diagram of the current EIT system. 

     The schematic diagrams of EIT switching box shown in Figure 3.27. The developed 

schematic diagrams show the actual electrical connections of the switching box using 

Diptrace software. 

 

 

Figure 3.27: Schematic diagrams of EIT switching box. 

     Figure 3.28 shows the current EIT system switching box PCB layout using 

Diptrace software. 

 

 

 

 

16-Channel Digital Input 

 

16-Channel Analog Output 

 

       16-Relays 

 

 Digital Signal Input Status indication 

 

Switch 

 

Switch 

 

16-Channel Digital Input 

16-Channel Analog I/O 

Signal Injection Port 

Digital Signal Input Status indication 

Relays 

Switches 

https://en.wikipedia.org/wiki/Electrical_connection


73 

 

  

Figure 3.28: EIT system switching box PCB layout. 

3.2.1.3 BNC-terminal-shielded connector blocks 

     The NI BNC-2090A is a shielded 19 in rack-mountable connector block with 22 

signal BNC connectors used to connect I/O signals whether it is analogy or digital 

which it is compatible with 68-pin NI DAQ devices. Moreover, the Digital signals 

connectivity is provided over 29 spring terminals. Figure 3.29 shows the Front Panel of 

rack-mountable block BNC-2090A. The BNC-2090A is a stable connecter used in the 

implementation of the SEEIT system.  

 

Figure 3.29: BNC-2090A Front Panel. 

     Blinking RGB LEDs breadboard has been attached to the BNC-2090a to shows 

digital signals indicator shown in Figure 3.30. 

 

 

                                                                                                                                 

 

 

BNC Connectors 

  National 

Instrument

s 

           

NI BNC-2090A 

Spring Terminal Block 

AI0 AI1 AI2 AI3 AI4 AI5 AI6 AI7 AO0 APFI0 USER 1 

AI8 AI9 AI10 AI11 AI12 AI13 AI14 AI15 AO1   PFI0 

 

USER 2 

SE 

DIFF 

RSE 

NRSE 

24 P24 DIO PCI Multifunction 

I/O DeviceWC  

Signal Injection Port 

16-Channel Analog Output 

16-Channel Analog Input 

16-Channel Digital Input 



74 

 

 

Figure 3.30: Blinking RGB LEDs breadboard. 

3.2.1.4 Multifunction Data Acquisition NI PCI-6281 Unit 

     The Multifunction Data Acquisition Unit of six parts which they are NI PCI-6281 

Card, Express Card 34mm Adapter, Enclosure Box PCI Expansion Slot, Expansion 

Card to Two 32bit PCI Slots Adapter, Shielded 68-Conductor Cable Terminated with 

a VHDCI 68-Pin Male Connector to 68-Pin Female D-type Connector, and Power 

Supply. Figure 3.31 shows all the parts of the Multifunction Data Acquisition Unit. The 

NI PCI-6281 Card is the most significant part since all the Signals measurements and 

generation made within. Moreover, Expansion Card to Two 32bit PCI Slots Adapter 

can handle two NI PCI-6281 DAQ so it can be upgraded and then synchronize which 

will increase the number of measurements channels from 16 to 32 and injection signals 

from one source to two different signals generation. 

 

 



75 

 

 

 

 

 

Figure 3.31: The Multifunction Data Acquisition Unit main parts. 

 

3.2.1.5 Host PC 

     The utilize PC for the developed EIT system is the Lenovo ThinkPad T410 shown 

in Figure 3.32. The host PC equipped with i5 CPU 2.66 GHz, 8 GB RAM Memory, 

250 GB Hard Drive, Windows 10 Pro operation system, and 512 MH Video Memory. 

However, the current PC can be upgraded for higher specification PC, which will speed 

up the EIT system processing data. 
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Figure 3.32: The host PC.  

3.2.2 Electrodes 

     An electrode is an electrical conductor made of metallic material (or non-metallic) 

used to contact the medium of an object, through which a current, either alternating 

current (AC) or direct current (DC), enters or leaves a non-metallic substance medium 

(Fabrizi et al., 2009; Yan et al., 2001; Guermandi et al., 2015; Wang et al., 2016). 

Moreover, an electrode array is used in the EIT to detect and track electrical activity 

(Bas et al., 2016; Zhou et al., 2016; Jamil et al., 2017). Several material characteristics 

should be considered to make a suitable electrode for the EIT system; these include 

conductivity, durability, flexibility, light weight, corrosion resistance, lack of toxicity, 

long life, non-ferromagnetic properties, and low cost (Jin et al., 2016; Almuhammadi 

et al., 2015; Ruan and Poursaee, 2017; Floroian et al., 2015; Tallman et al., 2015; 

Rymarczyk et al., 2016; Jehl and Holder, 2016). Hence, titanium alloy grade 2 

electrodes were designed and implemented, as shown in Figure 3.33. The active area of 

the titanium alloy grade 2 electrodes is in direct contact with the medium of diameter 

13  13  0.5 mm3  (Vitalii, Andrey and Georgy, 2015; Niemczewska-Wójcik, 2017). 

Keeping in mind another electrode array made of titanium alloy grade 2 but with active 

area in direct contact with the medium of diameter 14  14  0.5 mm3 . The electrode 

used to apply signals is called the ‘injection electrode’; the electrode used to measure 

signals is called the ‘measurement electrode’. The same electrode was used for the 
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injections and measurements. In the present EIT system, a plurality of electrodes is 

arranged in a ring shape with equal spacing, as shown in Figure 3.34. The 16 electrodes 

were attached approximately 149.35 mm from the bottom of the testing tank. 

 

Figure 3.33: Electrode design layout using AutoCAD (left); the actual electrode 

(right); square contact areas are 13  13  0.5 mm3. 

 

Figure 3.34: A shows the top view dimensions of the testing tank; B is the top view of 

the actual testing tank. 

      However, another 16 EIT electrodes were designed and fabricated at the beginning 

using the Diptrace PCB layout as shown in Figure 3.35. This electrode was designed to 

be attached to the breaker, as shown. The 2x0.5 cm copper area is plated for rust 

protection because it is the active region of the electrode. A 13x0.5 cm region of the 

electrode region is insulated by paint. The layout of the electrode is saved as a Gerber 

file and used to communicate scheme information for the printed circuit board. The 

electrodes were attached to the curved surface of the tank by carefully positioning them 

in predetermined locations to ensure consistent contact. Equal spacing was maintained 

between each electrode to ensure uniform distribution and avoid measurement 

A B Electrode 
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irregularities. The curvature of the tank was accounted for during placement to 

maximize the effective contact area, which is critical for reliable measurements. While 

the exact required contact area was not explicitly quantified, care was taken to ensure 

that each electrode maintained sufficient contact with the surface through precise 

alignment and secure attachment. Silicone-based adhesive was used to fix the 

electrodes in place, providing stability without interfering with electrical performance. 

This method ensured proper positioning and minimized the risk of measurement errors 

due to poor contact. 

 

Figure 3.35: EIT electrode design layout using Diptrace software (left) and the testing 

breaker with the electrodes attached. 

3.2.3 Relay 

     The EIT system measurements are sensitive to noise that is generated from switching 

the signals for injection and measuring results. Hence, a high noise insulation relay is 

needed (Cornelis et al., 2018; Angira and Rangra, 2016; Chieh et al., 2018; Ruan, Shen 

and Wheeler, 2001). Traditional relays such as solid state and electromagnetic will 

generate high noise for many reasons such as capacitive noise, long AC signal cable, 

leakage currents, switching point, and high-frequency suppression. Omron develops an 

especially low signal surface-mounting relay called G6K. The G6K is subminiature, as 

small as 5.2 mm × 6.5 mm × 10 mm, with a dielectric strength of 1500 VAC. Figure 

3.36 shows the G6K-2P single-side stable with high insulation PCB mounting hole chip 

terminal arrangement and internal connections and dimensions. 

13cm 
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Copper 
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Figure 3.36: Footprint and schematic symbol of G6K-2P. 

3.1.3 Current EIT system advantages and disadvantages 

     There are several advantages to the current EIT system. For instance, no radiation 

meaning there will be no hazard. However, there are some of the disadvantages. For 

example, low-quality image but this can be improving either by increasing the number 

of electrodes or improving the reconstruction algorithms. The main pros and cons of 

the current EIT system and they are listed in Table 3.2. 

Table 3.2: Some of EIT system advantages and disadvantages. 

Pros Cons 

High-speed monitoring system Low-quality image 

Non-invasive Problem of setting electrodes and cable 

Cheap installation of electrodes Limited input signals frequency range 

No radiation so less hazard Challenging algorithm 

Less expensive than alternative 

systems such as MRI 
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Image resolution will be improved by 

increasing the number of the 

electrodes 

 

     Table 3.3 shows the developed EIT system in comparison to some of the latest EIT 

systems. The table shows six different EIT systems developer organization. Every EIT 

systems have unique techniques and parameters. As shown, the image dimension for 

all produces either 2-D or 3-D. The 3-D image required a higher number of electrodes 

comparing to the 2-D. However, the Mobecomm MEIK systems provide 2-D images 

even it uses 256 electrodes which is a high number that to detect an object as small as 

3-5 mm in diameter. On the other hand, the developed system only uses 16 electrodes 

to detect an object as small as 1.5 mm in diameter. Most of the EIT systems use multi-

frequency injection with different frequencies ranges. The electrodes materials vary 

between all the EIT systems based on the aimed application. However, titanium alloy 

and Paled copper electrodes used in the current EIT system. The signal to noise ratio 

SNR varies between all the displayed EIT system. Only very few systems have multi 

amplitude. The main benefit of the multi amplitude injection is to improve the ability 

of the EIT system to detect different conductivity object. The developed EIT system 

uses only Single-Ended measurements, unlike other EIT systems that use differential 

measurements. The processed signals in the developed EIT system uses three different 

types, unlike the other which uses one. 
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Table 3.3: Recent EIT systems and comparison with exiting EIT system. 

EIT 

System 

Developer 

Nottingham 

University 

Malaysia 

Campus 

Dartmouth 

College  

(Halter et 

al., 2015)  

KAIST 

University  

(Hong et al., 

2015) 

Aachen 

University 

(Aguiar 

Santos et al., 

2016) 

Maltron 

Sheffield 

MK 3.5  

 

Mobecomm 

MEIK  

Carnegie 

Mellon 

University 

(Zhang, 

Xiao and 

Harrison, 

2016) 

System 

       

Dimension 
134 mm 

diameter 
600 mm 

300  250  

50 mm3 N/A N/A 
160  180  

100 mm3 

200 mm 

diameter 

Image 

Dimension 
2-D 3-D 3-D 2-D 2-D 2-D 2-D 

Electrodes 
16 

(1 Layer) 

64  

(4 Layers) 

92 

(Flexible) 

16 

(2 Layers) 

8 

(1 Layer) 

256 

(Planar) 

8,16,32 

(1 Layer) 

Electrode 

Materials 

Copper, 

Titanium 

Alloy 

N/A N/A N/A N/A N/A 
Stainless 

Steel 

Frequency 
12 kHz – 1 

MHz 

10 kHz – 10 

MHz 

100 Hz – 100 

kHz 

60 kHz – 1 

MHz 

2 kHz–1620 

kHz 

10 kHz, 50 

kHz 
40 kHz 

Multi 

Frequency 
Yes Yes Yes Yes Yes No No 

Amplitude 
0.1–10 V, 

5 mA 
N/A 

10 A – 400 

A 
N/A N/A 0.5 mA 

0–6 V, 

300 µA 

Multi 

Amplitude 
Yes No No No N/A No Yes 

 

SNR 

SINAD 8 – 

70 dB 

depends on 

channels 

and the 

injection 

frequency 

94 dB 90 dB 109.6 dB N/A N/A N/A 

Minimum 

Detectable 

Size 

1.5 mm 

(in 134 

mm) 

N/A 
5 mm 

(in 120 mm) 
N/A N/A 3–5 mm  

38.1 mm 

(in 200 mm) 

Measurem

ent Type 

Single-

Ended 
Differential Differential Differential Differential N/A Differential 

Processed 

Signals 

RMS, 

Variance, 

Standard 

deviations 

N/A N/A N/A N/A N/A RMS 

Imaging 

Device 
Computer Computer Mobile Device Computer Computer Computer Computer 

Year 2016 2015 2015 2016 2014-2016 2010 2016 
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4 Chapter 4 Measurements and injection signalling       

     This chapter presents several EIT systems calibration and development techniques. 

The Electrical Impedance and Diffuse Optical Tomography Reconstruction Software 

(EIDORS) program was used to reconstruct the image based on the obtained 

measurements. EIDORS is a source code algorithm for EIT image reconstruction that 

was developed via open-source software. EIDORS has solved many image 

reconstruction difficulties, including forward and inverse problems (Adler & Lionheart, 

2006). Two types of EIT signalling measurements and injection were calibrated and 

tested in this research. The switching box was introduced to improve the EIT system 

signalling I/O. The traditional EIT system uses Differential signalling which gives 

limitation to it. For example, in differential, each electrical measurement required two 

electrodes. Alternatively, single-ended required one electrode for each measurement. 

The single-ended EIT system makes the processes of obtaining electrical measurements 

more accurate since it only involved one electrode for a set location. The transformation 

from using differential signalling to the use of single-ended signalling presented. Two 

methods were used to apply the differential measurements to the EIDORS and improve 

the detection of the aimed object which they are the Zero and the Average methods. 

4.1 Differential signalling  

     Differential signaling simultaneously sends and receives signals through two wires. 

Moreover, it uses a differential transmitter and a differential receiver, which provides 

better signal noise immunity than do single-ended signals (Thierauf, 2004). However, 

the differential signalling measurement was obtained and saved from an electrode array 

placed around a beaker filled with tap water. Then, another set of measurements was 

taken from a beaker filled with tap water and added object. Then, the measured data 

were processed to obtain the location of the object using the EIDORS program suite. 

EIDORS only supports 16 electrodes, and the adopted system uses 8 electrodes. 

However, the results were successfully developed to suit the EIDORS program. Two 

methods were used to reconstruct an image using the collected data: the zero results 

method and the average results technique. Because the differential measurements 

required two separate wire connections for each measurement, two electrodes were 

used. Figures 4.1 and 4.2 show the actual location of the object. The differential 
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measurements can be obtained from the testing tank in two ways, as illustrated in 

Figures 4.3 and 4.4. However, the developed EIT system only can get 8 differential 

measurements. 

 
Figure 4.1: Actual location of plastic object. 

 

 

 

 

 

 

 

 

Figure 4.2: Actual location of object. 
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Figure 4.3: Differential measurements which process 8 RMS measurements. 

 

Figure 4.4: Differential measurements which process 16 RMS measurements. 

 

     Table 4.1 shows the original measurements of differential voltage using the adjacent 

measurement strategy after scaling up by multiplying the data measurements by 1000. 
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This step is necessary for the data to be processed in EIDORS since EIDORS does not 

identify low-signal data. The three equation which displayed in Equation 4.1, Equation 

4.2, and Equation 4.3 used to process the measured signals to show the changes 

responses and present it. The percent of total which multiplies by 1000 results has been 

round numbers to the nearest integer. 

Percent of total =
Difference

Total
× 100                                                          Equation      4.1                                                  

Difference = With object − No object                                                   Equation      4.2                                                  

Total = No object + With object                                                            Equation      4.3                                                  

Table 4.1: Measurement results of differential voltage using adjacent measurement 

strategy. 
Vessel RMS1 RMS2 RMS3 RMS4 RMS5 RMS6 RMS7 RMS8 

No object (V) 3.5314055 0.4370413 0.3165336 0.3007933 0.3177637 0.3005614 0.4678531 0.389148 

No object X1000 3531 437 317 301 318 301 468 389 

With object (V) 3.5315315 0.4395836 0.3174853 0.2863587 0.2848515 0.2583347 0.4507355 0.3610065 

With 

object X1000 
3532 440 317 286 285 258 451 361 

Difference 0.000125927 0.002542294 0.000951679 0.014434617 0.031404992 0.042226729 0.017117560 0.028141525 

Total 7.062936995 0.87662493 0.634018881 0.587151993 0.604122368 0.558896029 0.918588634 0.750154465 

Percent of total 0.00178293 0.2900093 0.1501026 2.4584123 5.1984488 7.5553818 1.8634631 3.7514307 

Percent of total 

X1000 
2 290 150 2458 5198 7555 1863 3751 

 

     Figure 4.5 presents a graph that compares the RMS results for the testing vessel with 

and without the plastic object. In the figure, slight changes in the RMS voltage signals 

between electrodes 5 and 7 can be seen, but the image is not clear. However, Figure 4.6 

displays the calculated the RMS percent of total. As shown, the voltage difference 

between electrodes 5 and 7 is high, which indicates that the conductivity in that area 

changed. 
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No object  3.5314055 0.4370413 0.3165336 0.3007933 0.3177637 0.3005614 0.4678531 0.389148 

With object  3.5315315 0.4395836 0.3174853 0.2863587 0.2848515 0.2583347 0.4507355 0.3610065 

Figure 4.5: RMS voltage of the vessel with and without object. 

 
Percent of 

total 0.00178293 0.2900093 0.1501026 2.4584123 5.1984488 7.5553818 1.8634631 3.7514307 

Figure 4.6: RMS percent of total of the vessel with and without object. 

     Since the EIDORS program is designed for a 16-electrode system, the RMS 

measurement was developed using the zero method, as shown in Table 4.2, and the 

average method, as illustrated in Table 4.3. However, Figure 4.7 shows the signals 
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obtaining arrangement the Zero Method where zero used in between two real 

measurements value to compensation the number of the RMS measurements needed by 

EIDORS to reconstruct an image. 

 

Figure 4.7: Zero method RMS measurements sequence. 

Table 4.2: Modified measurement results of differential voltage using adjacent 

measurement strategy and zero method. 

 Root mean square (V) No object 

X1000  

With object 

X1000 

Percent of total 

X1000 

1 RMS1 3531 3532 2 

2 ((RMS1+RMS2)X0) 0 0 0 

3 RMS2 437 440 290 

4 ((RMS2+RMS3)X0) 0 0 0 

5 RMS3 317 317 150 

6 ((RMS3+RMS4)X0) 0 0 0 

7 RMS4 301 286 2458 

8 ((RMS4+RMS5)X0) 0 0 0 

9 RMS5 318 285 5198 

10 ((RMS5+RMS6)X0) 0 0 0 

11 RMS6 301 258 7555 

12 ((RMS6+RMS7)X0) 0 0 0 

13 RMS7 468 451 1863 

14 ((RMS7+RMS8)X0) 0 0 0 

15 RMS8 389 361 3751 

16 ((RMS8+RMS1)X0) 0 0 0 
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     Figure 4.8 compares the modified RMS results for the testing vessel with and 

without the plastic object. The highest change in the RMS voltage signals is observed 

on RMS11. This is highlighted in Figure 4.9. Based on the calculated RMS voltage 

difference, the modified RMS difference is located between electrodes 10 and 12.  

 

No object X1000 3531 0 437 0 317 0 301 0 318 0 301 0 468 0 389 0 

With object 

X1000 
3532 0 440 0 317 0 286 0 285 0 258 0 451 0 361 0 

Figure 4.8: Modified RMS voltage of the vessel with and without object using the 

zero method. 
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Percent 

of total 
X1000 

2 0 290 0 150 0 2458 0 5198 0 7555 0 1863 0 3751 0 

Figure 4.9: Modified RMS percent of total X1000 using the zero method. 

     Figure 4.10 shows the reconstructed cross-section graph based on the result using 

the developed EIDORS program when no object placed in the vessels (A). In contrast, 

(B) displays the 2D reconstructed image when an object is present. The colours in the 

image represent RMS voltage changes: blue indicates high impedance (larger voltage 

changes), and red indicates low impedance (smaller voltage changes). This 

visualization highlights how impedance variations affect voltage distribution, aiding in 

object detection. 

  
Figure 4.10: The 2D reconstructed image with (B) and without (A) object using 

modified results from zero method. 
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      Employing the average method, Table 4.3 demonstrates the modified result 

measurements of differential voltage using the adjacent measurement strategy. 

Furthermore, the RMS average between each electrode is used to increase the number 

of measurements from 8 to 16 to be employed in EIDORS. Figure 4.11 shows the 

signals obtaining arrangement sequence using the average Method where two RMS 

measurements will be added then divided by 2 to compensation the number of the RMS 

measurements needed by EIDORS. 

Figure 4.11: Average method RMS measurements sequence. 

Table 4.3: Measurements of differential voltage with the average of RMS using the 

adjacent measurement strategy and average method. 

 Root mean square 

(V) 

No object 

X1000  

With object X1000 

 

Percent of total 

X1000 

1 RMS1 3531 3532 2 

2 ((RMS1+RMS2)/2) 1984 1986 146 

3 RMS2 437 440 290 

4 ((RMS2+RMS3)/2) 377 379 220 

5 RMS3 317 317 150 

6 ((RMS3+RMS4)/2) 309 302 1304 

7 RMS4 301 286 2458 

8 ((RMS4+RMS5)/2) 309 286 3828 

9 RMS5 318 285 5198 
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10 ((RMS5+RMS6)/2) 309 272 6377 

11 RMS6 301 258 7555 

12 ((RMS6+RMS7)/2) 384 355 4709 

13 RMS7 468 451 1863 

14 ((RMS7+RMS8)/2) 429 406 2807 

15 RMS8 389 361 3751 

16 ((RMS8+RMS1)/2) 1960 1946 1877 

     A comparison of the modified RMS results for the testing vessel with and without 

the plastic object is shown in Figure 4.12. Small changes can be seen in the RMS 

voltage signals between electrodes 8 and 13. Nevertheless, Figure 4.13 shows that the 

calculated RMS voltage difference between electrodes 8 and 12 is distinct. This 

indicates that the conductivity in that area changed.  

 
No object 

X1000 
3531 1984 437 377 317 309 301 309 318 309 301 384 468 429 389 1960 

With object 

X1000 
3532 1986 440 379 317 302 286 286 285 272 258 355 451 406 361 1946 

Figure 4.12: Modified RMS voltage of the vessel with and without object using the 

average method. 
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Percent 
of total 

X1000 

2 146 290 220 150 1304 2458 3828 5198 6377 7555 4709 1863 2807 3751 1877 

Figure 4.13: Modified RMS change difference of the vessel with and without object 

using the average method. 

     A cross-section reconstructed image based on the results obtained using the 

developed EIDORS program, when no object is in the vessel, is presented in Figure 

4.14 (A). In contrast, (B) displays the 2D reconstructed image after using the RMS 

measurements with the object. 

 

Figure 4.14: The 2D reconstructed image with (B) and without (A) object using 

modified results from average method. 
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     Both the average and the zero methods are data processing configurations that help 

to improve the measurement results. However, as proven, the reconstructed image using 

the average method is much more apparent than the reconstructed image using the zero 

method. Figure 4.1 and Figure 4.2 shows the actual object location. The average method 

shows a more realistic image with fewer artifacts than the zero-method image since the 

average method uses the real obtained measurements to compensation missing 

measurements obtained from two actual measured numbers. The EIT system injection 

and measurement have been tested and calibrated using the resistor circuit network to 

check whether responses using single-ended signalling. 

4.2 Single-ended signalling 

     Single-ended signalling is imbalanced signalling which is conducted on two wires, 

one of which is grounded and the other which carries the actual voltage signals (Fei, 

2007). This means that one electrode is used for each signal measurement. However, 

the single-ended signalling measurement was measured and saved from the resistor 

network circuit, which has sixteen channels and 16 resistors. Then, another set of the 

measurements was taken after a resistor was introduced to the resistor network circuit. 

Subsequently, the measured data was processed using EIDORS to locate the resistivity 

change that was caused by the additional resistor. These tests were used to evaluate the 

possibility of using single-ended signalling in the EIT system to improve the system 

flexibility, transmission line, and complexity (Jose &Hubert, 2016). Finally, the 

switching box was tested and calibrated to control and monitor the I/O of the single-

ended signals. 

4.2.1 Measurements of single-ended signaling 

     The resistor network circuit is a collection of 16 resistors. The resistors are used to 

simulate the impedance change for all 16 channels.  

4.2.1.1 Measurements of single-ended signaling without using the switching box 

     The sixteen-channel single-ended EIT system was tested using a resistor network 

circuit. The 16 channels are arranged in sequence in the system, as shown in Figure 

4.15. Figure 4.16 showed a resistor network circuit when 1kΩ added. The resistor 

network circuit consists of a network of 16 470Ω resistors to mimic a homogeneous 

environment that will be stable to test and calibrate the EIT system. One 1kΩ resistor 
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used to imbalance the circuit to detect the change of conductivity throw the measured 

data. 470Ω and 1kΩ both resistors selected randomly with 1% tolerance of error. 

 

 

 

 

Figure 4.15: Schematic diagram of resistor network circuit without using switching 

box. 

 

 

 

 

Figure 4.16: Schematic diagram of resistor network circuit with added 1kΩ resistor 

without using switching box. 

     Figure 4.17 plots the RMS voltage for the situation when resistor is added. 

Alternatively, Figure 4.18 presents the RMS voltage when a 1kΩ resistor is added and 

without added. As displayed in the highest change was observed between electrodes 5 

and 6 when 1kΩ resistor was added, as shown in Figure 4.19. The measurements of 

voltage root mean square (RMS) of 16 channels without using the switching box are 

displayed in Table 4.4. The results were obtained from the resistor circuit board after 

the signal was injected into channels 1 and 2 of the circuit board. 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

16 Channels 
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Table 4.4: Measurement results of single-ended voltage using the adjacent 

measurement strategy without switching box.  

 

 

   Resistor 
added 

1.40
91 

1.41
315 

0.46
375 

0.46
462 

0.07
04 

0.07
019 

0.03
994 

0.03
994 

0.04
393 

0.04
391 

0.06
148 

0.06
152 

0.17
299 

0.17
248 

0.48
312 

0.4838
2 

Figure 4.17: RMS voltage of 16-Channel resistor network; simulated measurements 

without using switching box. 
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   Resistor added

Root Mean 

Square(V)  

No resistor added    Resistor added Difference 

RMS1 1.4157832 1.4090955 0.0066876 

RMS2 1.411813 1.4131512 -0.0013382 

RMS3 0.486092 0.4637466 0.0223454 

RMS4 0.4849974 0.4646224 0.020375 

RMS5 0.1766696 0.0704 0.1062696 

RMS6 0.1767369 0.0701934 0.1065435 

RMS7 0.0664885 0.0399371 0.0265513 

RMS8 0.0666482 0.0399394 0.0267088 

RMS9 0.0391929 0.0439346 -0.0047417 

RMS10 0.0391176 0.0439057 -0.0047881 

RMS11 0.0669235 0.061478 0.0054455 

RMS12 0.0668067 0.0615244 0.0052823 

RMS13 0.1781734 0.1729938 0.00518 

RMS14 0.1786026 0.1724831 0.00612 

RMS15 0.4906963 0.48312 0.007576 

RMS16 0.4901229 0.4838239 0.006299 
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12 

Figure 4.18: RMS voltage of 16-channels resistor network, simulated measurements. 
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Figure 4.19: RMS voltage difference of 16-channels resistor network, simulated 

measurements. 
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4.2.1.2 Measurements of single-ended signaling using switching box  

     The sixteen-channel single-ended EIT system was tested using a resistor network 

circuit. The 16 channels arranged the same as arranged in sequence, as shown in Figure 

4.20, and Figure 4.21 with a 1kΩ resistor. In this section, the same producers repeated 

but this time using a switching box. 

 

 

 

Figure 4.20: Schematic diagram of resistor network circuit using switching box. 

 

 

 

 

Figure 4.21: Schematic diagram of resistor network circuit with 1kΩ resistor added, 

using switching box. 

     The measurements of RMS voltage of 16 channels are shown in Table 4.5. These 

results were obtained from the resistor circuit board after the signal was inserted into 

terminals 1 and 2 of the circuit board using the switching box. 

 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
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Table 4.5: Measurements of single-ended voltage using switching box and the 

adjacent measurement strategy. 

     Figure 4.22 shows the graph of the RMS voltage when no is resistor added using the 

switching box. 

 

Resistor 
added 

1.41
0147 

1.41
4198 

0.45
3297 

0.45
4276 

0.07
1641 

0.07
1511 

0.04
718 

0.04
7166 

0.05
0135 

0.05
0145 

0.06
1353 

0.06
1344 

0.15
647 

0.15
6005 

0.4
599 

0.4

606

77 

Figure 4.22: RMS voltage of 16-channels resistor network; simulated measurements 

using switching box. 

     Figure 4.23 shows the RMS voltage when a 1kΩ resistor is added and the switching 

box is used. As displayed in Figure 4.24, the highest change occurred between 

electrodes 5 and 6 when a 1kΩ resistor was added using the switching box. 
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Root Mean 

Square(V) 

No resistor added Resistor added Difference 

RMS1 1.412928077 1.410147 0.002781 

RMS2 1.408733423 1.414198 -0.00546 

RMS3 0.466986388 0.453297 0.013689 

RMS4 0.466601174 0.454276 0.012325 

RMS5 0.166908606 0.071641 0.095268 

RMS6 0.167256767 0.071511 0.095746 

RMS7 0.063406779 0.04718 0.016227 

RMS8 0.063464449 0.047166 0.016298 

RMS9 0.042945311 0.050135 -0.00719 

RMS10 0.0429673 0.050145 -0.00718 

RMS11 0.061173225 0.061353 -0.00018 

RMS12 0.061190465 0.061344 -0.00015 

RMS13 0.157845732 0.15647 0.001376 

RMS14 0.158341811 0.156005 0.002337 

RMS15 0.463625305 0.4599 0.003726 

RMS16 0.462595451 0.460677 0.001919 
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Figure 4.23: RMS voltage of 16-channels resistor network comparison with and 

without 1kΩ resistor; simulated measurements using switching box. 
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Figure 4.24: RMS voltage difference of 16-channels resistor network; simulated 

measurements using switching box. 

      As shown in Figure 4.25, the impedance change location was detected using the 

EIDORS program.  
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Figure 4.25: The 2D reconstructed image with added 1kΩ resistor using switching 

box. 

4.2.2 Comparison of measurements of single-ended signalling with and without 

using switching box 

     The EIT system configuration for both using the switching box (SB) and not using 

the switching box (NSB) is as shown below: 

✓ Frequency: 50 kHz  

✓ Sampling Rate: 3000000 

✓ Amplitude: 2 V 

✓ Samples to read 200 

✓ Rate: 1 kHz 

✓ Voltage injected into channels 1 and 2 for the experiments 

      

     Table 4.6 shows the measurement results of the single-ended voltage for SB and 

NSB when the resistance distribution of the resistor network circuit board is changed 

by attaching a 1 kΩ resistor to the circuit board. 
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Table 4.6: Measurement results of single-ended voltage using SB and NSB. 

 

     Figure 4.26 shows the results of resistivity change when switching unite has been 

used and without using it as demonstrated that the measurements are stable. Figure 4.27 

shows the highest change in conductivity observed from channels 5 and 6, which 

indicated the ability of the system to track detect the difference with and without using 

the switching box. 

Root Mean 

Square(V) 

Test NSB 

no 

resistor 

added 

Test SB 

no 

resistor 

added 

Test NSB 

1kΩ 

resistor 

added 

Test SB 

1kΩ 

resistor 

added 

Difference 

NSB 

Difference 

SB 

RMS1 1.4157832 1.4129281 1.409096 1.410147 0.006688 0.002781 

RMS2 1.411813 1.4087334 1.413151 1.414198 -0.00134 -0.00546 

RMS3 0.486092 0.4669864 0.463747 0.453297 0.022345 0.013689 

RMS4 0.4849974 0.4666012 0.464622 0.454276 0.020375 0.012325 

RMS5 0.1766696 0.1669086 0.0704 0.071641 0.10627 0.095268 

RMS6 0.1767369 0.1672568 0.070193 0.071511 0.106544 0.095746 

RMS7 0.0664885 0.0634068 0.039937 0.04718 0.026551 0.016227 

RMS8 0.0666482 0.0634644 0.039939 0.047166 0.026709 0.016298 

RMS9 0.0391929 0.0429453 0.043935 0.050135 -0.00474 -0.00719 

RMS10 0.0391176 0.0429673 0.043906 0.050145 -0.00479 -0.00718 

RMS11 0.0669235 0.0611732 0.061478 0.061353 0.005446 -0.00018 

RMS12 0.0668067 0.0611905 0.061524 0.061344 0.005282 -0.00015 

RMS13 0.1781734 0.1578457 0.172994 0.15647 0.00518 0.001376 

RMS14 0.1786026 0.1583418 0.172483 0.156005 0.00612 0.002337 

RMS15 0.4906963 0.4636253 0.48312 0.4599 0.007576 0.003726 

RMS16 0.4901229 0.4625955 0.483824 0.460677 0.006299 0.001919 
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Figure 4.26: Comparison of RMS voltage measurements of 16-channels resistor 

network using SB and NSB. 
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Figure 4.27: RMS voltage difference of 16- channels resistor network using SB and 

NSB. 

4.3 Conclusion 

    This chapter investigates advancements in Electrical Impedance Tomography (EIT) 

systems, transitioning from traditional 8-channel differential signaling to a 16-channel 

single-ended signaling approach using a switching box (SB). Differential signaling, 

which uses two electrodes per measurement, was adapted to EIDORS software via the 

Zero Method (inserting zeros between measurements) and Average Method 

(interpolating adjacent values), with the latter yielding clearer reconstructed images. 

Single-ended signaling, using one electrode per measurement, improves spatial 

resolution and data density, eliminating the need for interpolation. A calibrated SB 

enabled seamless scaling to 16 channels, stabilizing measurements even when a 1kΩ 

resistor simulated conductivity changes in resistor network tests. Results showed that 

single-ended systems with SB detect impedance variations more accurately than 

differential systems, with the Average Method reducing artifacts. Resistor networks 
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validated the system’s reliability, demonstrating that SB configurations enhance 

scalability and stability for practical EIT applications. 
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5 Chapter 5 Single-ended electrical impedance tomography 

(SEEIT) system 

     EIT system, which is one type of electromagnetic tomography, operates under the 

principle that image electrical distribution image changes inside the area of interest 

(Aguiar Santos et al., 2016). Ordinary EIT systems use a set of electrodes that is placed 

on the surface of the aimed object, into which alternating current (AC) is applied, and 

voltage(s) or current(s) from the electrodes are measured, recorded, and processed to 

reconstruct a two-dimensional (2D) image (Aguiar Santos et al., 2016; Van der Burg et 

al., 2014; Hong et al., 2015; Zhang et al., 2015; Sarode, Patil and Cheeran, 2014; Li 

and Soleimani, 2013; Dowrick, Blochet and Holder, 2015; Guermandi et al., 2014). 

However, limited attention has been devoted to the way in which the measurements 

themselves are made. Therefore, most EIT system developers try to increase the image 

quality by only improving the reconstruction algorithms. However, the quality of the 

image also depends upon the sensitivity of the measuring system and varies with 

distance from the electrodes (Kauppinen, Hyttinen and Malmivuo, 2005). Because of 

this, the typical measurement strategy requires connection of a pair of electrodes for 

single data measurement, which will result in increased complexity of the control 

program read and wiring data since there will be more wires required for each data 

measurement. However, different data collection strategies exist, such as opposite, 

cross, and adjacent measurement; these strategies are used for extracting complete 

dataset measurements of electric potential at the boundary walls of the object. Applying 

different EIT measurement strategies will solve some of the electrical signal 

propagation issues and will improve the detecting and tracking of the resistivity change 

for certain EIT applications (Guermandi et al., 2014; Jaakko and Robert., 1995). 

However, in some systems, the switching box or the multiplexer should be modified or 

replaced to support the collection strategies. The single-ended EIT system has been 

implemented to improve the flexibility, reliability, and cost-efficiency of the 

measurement system. In a typical EIT system, a signal can be injected by using two 

wires for each injection, and this is controlled via a multiplexer or switching box. 

Moreover, the measured data required two wires for single data measurements. Thus, 

the existing system required more wires and a more complex circuit to control the I/O 

signals. That will result in an increased data error rate (Guermandi et al., 2014) and will 
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increase the cost significantly. On the other hand, the developed single-ended EIT 

system requires one wire connection to produce one signal injection, and this is 

controlled using a switching box. Similarly, the measured data required one wire 

connection for a single data measurement. Therefore, the SEEIT system will reduce the 

number of wires required to measure or inject a signal by 50%. The developed SEEIT 

system can use most of the electrical impedance measurement methods such as 

opposite, cross, and adjacent, employing single-ended signalling. Using the SEEIT 

system will enable the number of channels needed to measure or apply signals through 

an electrode to be reduced. Furthermore, this SEEIT system will overcome the need for 

a current (I) sinking source that is required in traditional EIT systems, which would 

decrease the measurement error (Aw el at., 2014). 

5.1 System architecture of the SEEIT system 

     The SEEIT system that was designed and developed incorporating hardware 

consists of the host computer, data acquisition system (DAQ), switching box 

(multiplexer unit), and testing object. The architecture and operating process of the 

SEEIT system is shown in Figure 5.1. The electrode array is a collection of electrodes 

arranged around cylindrical vessels. The multiplexer controls the electrical signal 

direction of 16 electrodes through a pre-programmed NI PCI-6281 data acquisition 

system using LabVIEW, while the acquisition module is used to monitor and provide 

the energy source to the electrode array. At the same time, the reconstruction processing 

module processes the raw data that is measured from the electrode array.  Finally, image 

processing is used to analyse the processed data and reconstruct an image. 
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Figure 5.1: SEEIT system architecture. 

5.2 SEEIT system hardware and software  

     The SEEIT system operates based on the electrical conductivities (current(s) and 

voltage(s)) of any conductive object and depends on the characteristics of the element. 

The original SEEIT system which was developed shown in Figure 5.2. The system 

consists of three sets of 16 electrode array, which were designed and fabricated. The 

first electrode array set made of copper strip plated with soldering lead to resist 

corrosion, and the rest of the electrode array sets made of titanium alloy grade 2; they 

described in chapter 3. The switching box, which was designed to handle single-ended 

signals, is controlled by 16 digital channels, monitors excitation signals for 16 

electrodes, and measures the voltage(s) or current(s) signal changes. Only 16 lines 

connected to the electrode; they can be used for signal injection or extraction and can 

be adjusted using the control elements on the developed software. The BNC connector 

block has 22 BNC connectors for analogue I/O and 29 spring terminals for digital I/O 

connectivity and two user-defined BNC connectors. The connector block is connected 

to the data acquisition system using high-performance 68-pin shielded cable. The data 

acquisition box features the power supply, DAQ card (NI PCI-6281), and PCI to 

ExpressCard 34 board. Moreover, two analogue outputs, which have an adjustable 

frequency range of 1 Hz to 1 MHz and voltage amplitude range of -10 to +10 V, are 

provided. The host laptop is used to control, monitor, processes, and compute the 

Electrode Array

Multiplexer Unit

Acquisition Module

Reconstruction 
Processing Module

Analysis Processing 
Module

Projection Array Image Processing 

Unprocessed Measurement Processed Data 
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measured data received from the DAQ system for image reconstruction using the 

EIDORS tool. The SEEIT system was calibrated using a 32-resistor network circuit and 

a 16-resistor network circuit. 

16 Line
Analog

 Input/Output

1 Line Analog Input

16 Line
Analog Output

16 Line Digital Input

 

NI SHC68-68-EPM

Expresscard 34 to PCI

Host Laptop

Shielded Rack-Mount 
BNC Connector Block

NI BNC-2090A

Data Acquisition Box
NI PCI-6281

Low Frequency Signals
 (1Hz -10MHz) Switching Box 

16 Electrodes Attached to the Surface 

of a  Beaker Filled with Tap Water

All the Electrodes Made of Copper 
0.5cm*2cm

 

Figure 5.2: SEEIT hardware block diagram consists of a four-part testing vessel, 

switching box, data acquisition (DAQ) system, and operating program. 

     However, the SEEIT system LabVIEW program can be simplified to three main 

loops, which are executed simultaneously which has been clarified in chapter 3 section 

3.1.1.2.6.   

     Figure 5.3 (a) shows the channel configuration and signal generator configuration 

controls. The channel configuration controls are located on the left side of the Settings 

tab. The parameters for channel configuration for both measured and generated signals 

have been illustrated in chapter 3 section 3.1.1.2.4. The SEEIT system automatically 

chooses the appropriate gain for each channel. The smallest detectable measurement 

change called Code Width determined by the DAQ resolution and the input signals 

range (Maximum Value/Minimum Value). Moreover, the input signals resolution for 

the current system is 18-bits. The Equation 5.1 below shows the formula needed to 

calculate the Voltage Code Width. 

 

                       𝑉𝐶𝑊 =
 (Maximum value)−(Minimum value)

2resolution 
            Equation                5.1 

                                                                  



109 

 

   These settings will prepare the system for ideal use in experimental SEEIT 

applications because the user can regulate signal input and output parameters. Figure 

5.3 (b) shows the program block diagram of the SEEIT system.  

 

a)                                                                            b) 

 

Figure 5.3: SEEIT system LabVIEW program: a) Controller panel of the analogue 

input and output, and b) Program block diagram of the SEEIT system. 

     Every measurement strategy has advantages and disadvantages, so specific 

applications require individual strategies. Furthermore, the use of different 

measurement strategies will improve the sensitivity and quality of the measured data. 

For example, the neighbouring (adjacent) measurement strategy is faster in terms of 

computational memory and requires a smaller amount of hardware to develop (Yang, 

and Spink, 1999). Alternatively, the current (I) distribution is unpredictable and current 

(I) density will drop in the center of the vessel, so the changes will be undetectable 

(shadow area). In another example, the diagonal strategy has a lower sensitivity than 

the neighbouring strategy, and the image quality is significantly better (Breckon, and 

Pidcock, 1987). However, the SEEIT system can apply most of the measurement 

strategies without the need for upgrading the hardware. The examples of measurement 

strategies presented in chapter 3 section 3.1.2.  

Processing & Save loop 

Acquisition Loop 

Signal 

Generation 

Loop 

Minimum value 
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5.3 Results and discussion 

     To validate the SEEIT system, including its ability to detect and track hidden 

conductive and non-conductive objects, the experiments were conducted using a beaker 

(cylindrical shape) of 180 mm diameter and 280 mm height filled with 3000 mL of tap 

water. Copper strips were used to make 16 electrodes, which were attached 

approximately 50 mm from the bottom of the beaker. The conductivity of the tap water, 

which was measured using an electrical conductivity meter, was 108 microS/cm at 

24.6°C. Stainless steel and Teflon rods with different diameters were placed in a 

constant various position in the beaker, one after another. The first variance 

measurements were obtained when there was only water in the beaker. For the second 

variance measurements, the stainless steel and Teflon rods were placed in different 

locations inside the beaker. The two measurements were saved and compared by 

imaging them using EIDORS. In these experiments, a single-ended adjacent 

measurement strategy was used with a voltage amplitude of 2v and frequency ranging 

from 12–1000 kHz. The results of the measurements performed with the SEEIT system 

are presented in Tables 5.1–10. The reconstruction of both the conductive and non-

conductive images were obtained. The conductive objects were stainless steel rod with 

wide diameters (50, 38, 26, and 12mm). Moreover, the non-conductive objects were 

Teflon rod with diameters of 50, 40, 25, and 14 mm. Basically, every rod, whether 

conductive or non-conductive, was placed in five different locations inside the testing 

beaker and exposed to five different injection signal frequencies: 12.5, 35, 70, 350, and 

1000 kHz. Every table includes the real object location and the reconstructed image of 

the object. The five positions are listed below: 

1.  Nearby electrode 1, 2, 3, 4 

2.  Nearby electrode 5, 6, 7, 8  

3.  Nearby electrode 9, 10, 11, 12  

4.  Nearby electrode 13, 14, 15, 16  

5.  In the centre  
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Table 5.1: Conductive objects at different positions; images for four different rod 

sizes using 12.5 kHz for injection frequency. 
Injection frequency 

12.5 kHz 
Reconstructed images of conductive objects 

Real location 
Stainless Steel Rod 

(50 mm diameter) 

Stainless Steel Rod 

(38 mm diameter) 

Stainless Steel Rod 

(26 mm diameter) 

Stainless Steel Rod 

(12 mm diameter) 

     

     

     

     

     

     Table 5.1 shows the locations of stainless-steel rod objects of different sizes that are 

placed in various positions using 12.5 kHz for injection signals. The color scale 

illustrates the states of the conductivity changes. The red color means that the 

conductivity increased in that area, and the blue color means that the conductivity in 

that area dropped. However, as observed using the 12.5 kHz frequency, the SEEIT 

system can detect and provide information about positions of rods of all sizes. On 
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another note, all the reconstructed images show that the conductivity also increased in 

the center of the beaker, and that might be caused by a distant object or might cause by 

electrical current sinking and current discharge since the detected object good 

conductive.  

Table 5.2: Conductive objects at different positions; images for four different rod 

sizes using 35 kHz for injection frequency. 
Injection frequency 

35 kHz 
Reconstructed images of conductive objects 

Real location 
Stainless Steel Rod 

(50 mm diameter) 

Stainless Steel Rod 

(38 mm diameter) 

Stainless Steel Rod 

(26 mm diameter) 

Stainless Steel Rod 

(12 mm diameter) 

     

     

     

     

     



113 

 

     The reconstructed image using a frequency of 35 kHz is significantly better than the 

reconstructed image using 12.5 kHz, as observed. Note from the reconstructed images 

in Table 5.2 that the real object diameter changes almost imperceptibly, especially in 

the central positions. Moreover, the central detection problem is reduced in the 35 kHz 

reconstructed images compared to the 12.5 kHz images. However, the object detection 

and tracking works, as shown using the 35 kHz frequency. Table 5.3 shows the 

reconstructed images of the conductive object at different positions using 70 kHz. The 

results illustrate that, with 35 kHz and 70 kHz, detection and tracking behaviours are 

almost identical, but the background noise is less using the 70 kHz excitation frequency.  

 

Table 5.3: Conductive objects at different positions; images for four different rod 

sizes using 70 kHz for injection frequency. 
Injection frequency 

70 kHz 
Reconstructed images of conductive objects 

Real location 
Stainless Steel Rod 

(50 mm diameter) 

Stainless Steel Rod 

(38 mm diameter) 

Stainless Steel Rod 

(26 mm diameter) 

Stainless Steel Rod 

(12 mm diameter) 
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     As seen in Table 5.4 using 350 kHz for the injection frequency to detect and track 

the conductive object, more accurate results were achieved than when using 12.5, 35, 

and 70 kHz. Also, the rod region diameter is more precise and consistent. However, the 

rod diameter problem when it placed in the central region is still present but improved 

because the reconstructed image is more accurate when the object is placed in a 

different location than when it is placed in the central region.  

 

Table 5.4: Conductive objects at different positions; images for four different rod 

sizes using 350 kHz for injection frequency. 
Injection frequency 

350 kHz 
Reconstructed images of conductive objects 

Real location 
Stainless Steel Rod 

(50 mm diameter) 

Stainless Steel Rod 

(38 mm diameter) 

Stainless Steel Rod 

(26 mm diameter) 

Stainless Steel Rod 

(12 mm diameter) 
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     Table 5.5 shows that all the conductive rods were detected and tracked using the 1 

MHz injection frequency. The 1 MHz reconstructed image is as accurate as the 350 

kHz reconstructed image. Conversely, the amount of image background noise using 

350 kHz is less than when using the 1 MHz reconstructed image. Moreover, it can be 

seen that the rod diameter problem in the central region using 1 MHz is elevated with 

50 and 38 mm diameter rod. However, the most consistent excitation frequency to 

detect and track conductive objects with minimum image background noise at the four 

different rod diameters is observed to be 350 kHz. Furthermore, it is evident that the 

rod reconstructed image position precision using both 350 and 1000 kHz is better than 

that using 12.5, 35, and 70 kHz excitation frequencies. 

 

Table 5.5: Conductive objects at different positions; images for four different rod 

sizes using 1 MHz for injection frequency.  
Injection frequency 

1 MHz 
Reconstructed images of conductive objects 

Real location 
Stainless Steel Rod 

(50 mm diameter) 

Stainless Steel Rod 

(38 mm diameter) 

Stainless Steel Rod 

(26 mm diameter) 

Stainless Steel Rod 

(12 mm diameter) 
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      Table 5.6 shows the cross-sectional reconstructed images and locations of non-

conductive rod objects with diverse diameters that are placed in different positions 

using 12.5 kHz for excitation signals. As observed at a low excitation frequency of 12.5 

kHz, the SEEIT system can provide information about rod positions. However, all the 

reconstructed images show that the conductivity drops for all diameters except when 

they are placed in the center of the beaker position system, where the non-conductive 

object is undetectable.  

 

Table 5.6: Non-conductive objects at different positions; images for four different rod 

sizes using 12.5 kHz for injection frequency.    
Injection frequency 

12.5 kHz 
Reconstructed images of non-conductive objects 

Real location 
Teflon rod (50 mm 

diameter) 

Teflon rod (40 mm 

diameter) 

Teflon rod (25 mm 

diameter) 

Teflon rod (14 mm 

diameter) 
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     Table 5.7 shows the cross-sectional reconstructed images obtained with 35 kHz 

frequency. Using 35 kHz frequency to obtain the reconstructed image produces results 

similar to those found for 12.5 kHz. Similarly, for the 12.5 kHz reconstructed image 

using non-conductive rod, the object is undetectable when placed in the center of the 

beaker. Table 5.8 shows that the tracking and detection behavior is similar for 12.5 and 

35 kHz except that the system can locate the plastic rod with diameters of 50 and 40 

mm when the rod placed in the center of the beaker.  
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Table 5.7: Non-conductive objects at different positions; images for four different rod 

sizes using 35 kHz for injection frequency.     
Injection 

frequency 

35 kHz 

Reconstructed images of non-conductive objects 

Real location 
Teflon rod (50 

mm diameter) 

Teflon rod (40 mm 

diameter) 

Teflon rod (25 mm 

diameter) 

Teflon rod (14 

mm diameter) 
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Table 5.8: Non-conductive objects at different positions; images for four different rod 

sizes using 70 kHz for injection frequency. 
Injection 

frequency 

70 kHz 

Reconstructed images of non-conductive objects 

Real location 
Teflon rod (50 

mm diameter) 

Teflon rod (40 

mm diameter) 

Teflon rod (25 

mm diameter) 

Teflon rod (14 

mm diameter) 

 
    

 
    

 
    

     

     

     As observed from the results, using 350 kHz for the excitation frequency to detect 

and track the Teflon rod is much more accurate than using 12.5, 35, and 70 kHz. 

Moreover, as can be seen from the images, the rods of all diameters at different 

positions can be detected, even when the object is placed in the centre of the testing 
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beaker. However, identification of the rod diameter based on the reconstructed image 

is still imprecise, but the diameter can be estimated. Also of note, the background noise 

of the cross-sectional images as observed in Table 5.9 is reduced for the injection 

frequency of 350 kHz.   

 

Table 5.9: Non-conductive objects at different positions; images for four different rod 

sizes using 350 kHz for injection frequency.  
Injection frequency 

350 kHz 
Reconstructed images of non-conductive objects 

Real location 
Teflon rod (50 mm 

diameter) 

Teflon rod (40 mm 

diameter) 

Teflon rod (25 mm 

diameter) 

Teflon rod (14 mm 

diameter) 
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     Table 5.10 shows that all the Teflon rods with different diameters can be located and 

traced by employing 1 MHz as the excitation frequency. Furthermore, the 1 MHz image 

results are as accurate as the 350 kHz reconstructed images. Additionally, the amount 

of image background noise using 350 and 1000 kHz is less than that of the reconstructed 

images using 12.5, 35, and 70 kHz as excitation frequencies. The most reliable 

excitation frequencies to detect and track non-conductive objects with minimum image 

background noise for the four different rod diameters is found to be 350 and 1000 kHz.  

 

Table 5.10: Non-conductive objects at different positions; images for four different 

rod sizes using 1 MHz for injection frequency.  

Injection 

frequency 

1 MHz 

Reconstructed images of non-conductive objects 

Real location 
Teflon rod (50 mm 

diameter) 

Teflon rod (40 mm 

diameter) 

Teflon rod (25 mm 

diameter) 

Teflon rod (14 mm 

diameter) 
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     The experimental results from Table 5.1 to Table 5.10 show that the SEEIT system 

can detect and track hidden conductive and non-conductive objects inside a beaker 

(cylindrical shape) filled with tap water using 16 electrodes. Clearly, as observed, the 

most stable excitation frequency to detect and track conductive and non-conductive 

objects with different diameters is 350 kHz. All of the reconstructed images using the 

SEEIT system suffer from image background noise, even though the noise lessened 

some when a high frequency was  used for injection. The reconstructed 2D image 

quality of the non-conductive object was significantly more accurate than the 

reconstructed 2D image quality of the conductive object. Based on several studies in 

EIT system shows that increasing the signals frequency injection will improve 

reconstructed image quality significantly this postulation of electrical current discharge. 
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6 Chapter 6 A novel measurement technique using single-

ended signalling for electrical impedance tomography 

(SEEIT) 

     This chapter presents the design of a novel single-ended electrical impedance 

tomography (SEEIT) measurement method, which shows that it reduces the SEEIT 

system complexity significantly since it uses only one electrode to measurement 

(Receiver). By measuring the voltage signal Root Mean Square (RMS) of one 

stationary electrode (unlike the other measurement methods, which require using more 

than one electrode). Resistor network circuit tests were recorded to provide 

information on the capability of this technique to detect and track the resistance 

changes. Moreover, the measurement technique was tested in a real measurement 

environment, i.e., a beaker filled up with tap water, to confirm that the current SEEIT 

measurement technique can be used for SEEIT system real testing. Programmable 

algorithms were developed using LabVIEW to process and control the injected and 

the measured signals. This measurement strategy approach has the potential of 

increasing the accuracy and reducing the data error and the cost of the EIT system. A 

regular SEEIT system needs a large number of measurements to reconstruct a cross-

sectional image. Thus, more recorded data has a higher chance of introducing data 

error and requiring a longer time to process the raw data. A standard SEEIT system 

consists of 16 channels requiring approximately 208 voltage measurements 

(Pikkemaat el at., 2012). The proposed method, on the other hand, requires only 15 

voltage measurements, which means less data points to be processed per image. The 

main benefits of the proposed SEEIT system technique are less hardware required to 

implement (using one ADC), less computational memory, and less data processing.    

6.1  Principle of measurement 

     The typical block diagram of the proposed SEEIT system method is shown in Figure 

6.1. In this measurement technique, the proposed system continually measures voltage 

signals from one channel and injects a steady voltage signal through all other channels 

in turn. This measurement strategy consists of a computer system, a data acquisition 

(DAQ) system, a switching box, and a resistor network circuit. The resistor network 

circuit is a collection of thirty-two 1-kΩ resistors, arranged, as shown in Figure 6.2. 
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These resistors are used to provide convenient stable test loads for the SEEIT system 

and provide a lumped approximation to a conductive body (Griffiths, 1988). The I/O 

switching box, controlled by 16 digital channels, was pre-programmed using 

commercially software (LabVIEW) to monitor the excitation signals for all channels 

simultaneously while measuring the voltage signal of one individual channel.  

Figure 6.1: Simplified block diagram of the proposed electrical impedance 

measurement system. 

(a)                                                                     (b) 

 

Figure 6.2: (a) Photograph of real resistor network circuit with 16 channels; (b) basic 

scheme of the resistor network circuit with 16 channels. 
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6.2 Data collection 

    In reference to Figure 6.3 (b), which shows the resistor network, voltage signals are 

injected in Channel 1 (TP1), then the voltage signal measurement is taken at the same 

time from Channel 1. The injection or excitation of Channel 1 is ON until the voltage 

signal measurements are achieved. Next, the signal injection is shifted to the 

neighbouring channel (TP2), and then voltage signal measurements are obtained from 

Channel 1. This procedure is repeated for each channel in turn. Note that the voltage 

measurement is taken only from Channel 1. The number of independent measurement 

M = N-1, where N is the total number of channels (in this case, 16); thus, there are 15 

independent measurements in this case. This method requires a minimum amount of 

hardware to implement since it uses only one ADC channel. Furthermore, it is faster 

with regard to computational memory and image reconstruction. To gain more insight 

into the current SEEIT measurement technique, Figure 3 (a) demonstrates the stages of 

the process in a flowchart. The delay time is controllable, and the speed is based on the 

host PC's performance. The switching box's fastest switching speed is 3-millisecond. 

Figure 6.3 (b), shows all the different steps of this measurement technique to clarify the 

procedure. AI0 is the measuring channel, and AO0 is the voltage signals injection 

channel.  

 

(a)                                                                         (b) 

Figure 6.3 (a) The proposed measurement strategy flowchart and (b) Impedance data 

collection for complete steps of procedure is clarified. 
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6.3 Results and discussion  

     In order to prove that the proposed technique (measurement strategy) is able to 

detect and track the conductivity change, several experiments have been done and some 

of measurement results are presented. The results of all the experiments (conducted in 

4 tests) were obtained using the same single-ended voltage signal injection system. 

Standard electrical impedance systems need RMS measurements to reconstruct the 

image. For the first three tests of the experiment, the same resistor network circuit and 

LabVIEW programme were used to obtain RMS results. Moreover, 1-kΩ, 2-kΩ and 3-

kΩ resistors were used to create an imbalance in the resistor network circuit in order to 

observe the change in resistance. These resistors were used to simulate the change in 

conductivity by adding them near the targeted channel. On the other hand, real 

measurement results were obtained in Test 4 using a vessel filled up with water and 

attached to electrodes. 

Test 1: In the first test of the experiment, a resistance circuit network was used. The 

injection signal configuration and the resistor value were used to achieve the imbalance 

are; Frequency: 30 kHz, Sampling Rate: 3,000,000, Amplitude: 2 volts, and Resistor: 1 

kΩ. Figures 6.4 represents the homogenous RMS measurement result and the change 

in the RMS measurement results when resistors are added to any of the resistor circuit 

network channels. As displayed, the most significant change was observed in three 

different channels Channel 2, Channel 7, and Channel 12. The change occurred because 

the resistivity change occurred around these channels due to the resistance imbalance 

in the resistor circuit network caused by the 1-kΩ resistor. Based on the highest RMS 

measurement change, the 1-kΩ resistor can be located and tracked in the resistor circuit 

network. 
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Figure 6.4: Homogeneous Root Mean Square data (RMSHD) and the data when a 1-

kΩ resistor is added to Channel 2, Channel 7, and Channel 12. 

Test 2: In the 2nd test of the experiment, a resistance circuit network was used. The 

injection signal configuration and the resistor value used to achieve the imbalance are; 

Frequency: 60 kHz, Sampling Rate: 3,000,000, Amplitude: 2 volts, Resistor: 1-kΩ. The 

only difference between Test 1 and Test 2 of the experiment is the use of different 

injection signal frequencies. However, Figures 6.5 illustrate the plotting of the RMS 

voltage when there is no resistor added and when there is a 1-kΩ resistor attached to 

the resistor network circuit. Furthermore, they show that the highest RMS voltage 

changes were observed on Channels 2, 7, and 12, due to the effect of connecting the 1-

kΩ resistor to the resistor circuit network to simulate the change in resistance in the 

circuit. 
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Figure 6.5: RMSHD and the data when a 1-kΩ resistor is added to Channel 2, 

Channel 7, and Channel 12. 

Test 3: In the 3rd test of the experiment, a resistance circuit network was used. The 

injection signal configuration and the resistor value used to achieve the imbalance are; 

Frequency: 30 kHz, Sampling Rate: 3,000,000, Amplitude: 2 volts, Resistor: 1 kΩ, 2 

kΩ, 3 kΩ. Test 3 examines the measurement strategy capability to detect and track 

multiple types of resistance. Figures 6.6 shows the plotting of the RMS voltage when 

there is no resistor added and when 1-kΩ, 2-kΩ, and 3-kΩ resistors are added to the 

resistor network circuit. The results show that the measurement method can sense the 

change in resistance.  

     On the other hand, Figure 6.6, Figure 6.7, and Figure 6.8 shows that this 

measurement method can track different types of resistances change at the same time. 

They show the homogenous RMS measurement results and the change in RMS 

measurement results when three different resistors at the same time are added to 

different channels in the resistor circuit network. Therefore, the measurement strategy 

was able to detect and track the conductivity change location for more than one resistor.  
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Figure 6.6: RMSHD and data when 1-kΩ, 2-kΩ, and 3-kΩ resistors are added to 

Channel 2, Channel 7, and Channel 12. 

 

 

Figure 6.7: RMSHD and data when 1-kΩ, 2-kΩ, and 3-kΩ resistors are attached to 

Channels 8, 10, and 12 at the same time. 
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Figure 6.8. RMSHD and data when 1-kΩ, 2-kΩ, and 3-kΩ resistors are attached to 

Channels 8, 10, and 12 at the same time. 

Test 4: In test 4 of the experiment, the measurement technique was tested using a real 

measurement environment, i.e., a beaker filled up with tap water. This test was done to 

prove that the current SEEIT measurement technique can be used for actual testing of 

the SEEIT system. Figure 6.9 shows the line graph of the voltage amplitude RMS for 

one full SEEIT measurement cycle difference when there is no object in the testing 

beaker and when there is an object added to the centre of the testing beaker. Moreover, 

the RMS voltage measurement difference results show a high impact on all channels, 

as observed in Figure 6.9. A significant change in the voltage amplitude for all the 

channels, which indicates that the object is in the centre of the beaker, matches the 

reallocation of the object, as shown in Figure 6.10. 
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Figure 6.9: RMS voltage difference when there is no object and when there is a non-

conductive object in the centre of the vessel. 

 

 

Figure 6.10: Non-conductive object in the centre of the testing beaker (top view). 

     Figure 6.11 illustrates the line graph of the RMS voltage difference for one full 

SEEIT measurement cycle dataset when there is no object added and when there is a 

non-conductive object near Channels 3, 4, and 5. The highest change occurred on 

injection Channel 6, and it flowed by Channels 3 and 5. These readings were caused by 

the high change in impedance detected around Channels 3, 4, and 5. Moreover, these 

changes match the real object location in the testing beaker as shown in Figure 6.12. 
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Figure 6.11: RMS voltage difference when there is no object and when there is a non-

conductive object near Channels 3, 4, and 5 of the testing beaker. 

Figure 6.12: Non-conductive object near Channels 3, 4, and 5 in the testing beaker 

(real location). 

     Figure 6.13 shows the line graph of the RMS voltage difference for one full SEEIT 

measurement cycle dataset when there is no object added and when there is a non-

conductive object near Channels 8, 9, and 10. The highest change was observed on 

injection Channel 9, and it flowed by Channels 8 and 10. These readings were caused 

by the high change in impedance identified around Channels 8, 9, and 10. Furthermore, 
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these changes match the real object position in the testing beaker, as shown in Figure 

6.14. 

 

Figure 6.13: RMS voltage difference when there is no object and when there is a non-

conductive object near Channels 8, 9, and 10. 

 

Figure 6.14: Non-conductive object near Channels 8, 9, and 10 in the testing beaker 

(top view). 

     Figure 6.15 shows a line graph of the RMS voltage difference for one full SEEIT 

measurement cycle dataset when there is no object added and when there is a non-

conductive object near injection Channels 11, 12, and 13. The highest change observed 
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13. Moreover, these changes match the real object location in the testing beaker, as 

shown in Figure 6.16. 

 

Figure 6.15: RMS voltage difference when there is no object and when there is a non-

conductive object near Channels 11, 12, and 13. 

Figure 6.16: Non-conductive object near Channels 11, 12, and 13 in the testing beaker 

(top view). 

     Figure 6.17 illustrates I/O measurements channels location and connectivity change 

estimations point coordination based on the obtained measurement results. 
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Figure 6.17. Connectivity measurements different estimation object coordination 

based on the obtained measurements results. (a) The object in the centre. (b) The 

object near channels 3, 4, and 5. (c) The object near channels 8, 9, and 10. (d) Object 

near channels 11, 12, and 13. 

6.4 Conclusion  

     A novel measurement method for SEEIT system that requires less hardware to 

implement, less computational memory, and less processed data. Furthermore, the 

proposed technique needs only one electrode to measure voltage signals and 15 

measurements to reconstruct an image. This measurement technique was investigated 

by running several tests using a computer system, a data acquisition system, a switching 

box, and a resistor network circuit. On the other hand, numerous tests have been 

performed with different frequency injection using real measurement results obtained 

from a testing beaker filled up with tap water and attached to electrodes. The results 

show that the system was able to detect and track an object (conductivity change) within 

the testing beaker by using only 15-measurements dataset.  
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7 Chapter 7 Application of SEEIT  

     Electrical impedance tomography (EIT) is an inexpensive, non-invasive electrical 

tomography technique. It offers an excellent opportunity for different challenging 

problems for medical and industrial applications (Zhou, Harrach and Seo, 2018; Wei 

and Soleimani, 2013). There are many existing applications for EIT imaging technique, 

such as brick wall imaging, imaging leaks from buried pipes, lung imaging, breast 

imaging, brain imaging, soil water infiltration, monitoring of multicomponent flows in 

pipes, pneumatic transport, nuclear fuel process and plant decommission (Tapp et al., 

2003; Abdul Wahab et al., 2015; Gnecchi et al., 2012; Wang et al., 2007; Bickenbach 

et al., 2017; Bera, 2018). Although EIT has many advantages, it has problems, such as 

low-quality spatial resolution and a high number of the electrode’s requirements. This 

makes it harder to utilize in some applications (Bera, 2018). The traditional EIT 

application required a unique system hardware and software setup, which limited its 

use to one application. The developed SEEIT system can be adapted to be used for 

different applications since it uses a unique monitoring and control setup. This setup is 

evaluated through several experiments without changing the hardware or software. 

     This chapter presents a multiple experimental testing using the developed SEEIT 

prototype system. This system was developed to overcome some of the drawbacks of 

the conventional EIT system, including flexibility and durability to monitor and image 

industrial processes. There are six experiments conducted to mimic several industrial 

process applications using the SEEIT system. All the tests showed the capability of the 

SEEIT system to monitor and image hidden objects, whether electrically conductive or 

non-conductive. The ability of the developed SEEIT system to detect, locate, and 

reshape objects are evaluated. The experiments are listed below:   

1. Tap Water Detection Test Using SEEIT System   

• Application  

"Real-Time Industrial Water Quality Assessment Using the SEEIT System" 

(Monitoring coolant or process water in manufacturing) 

2. Muddy Water Detection Test Using SEEIT System 

• Application 

"Wastewater Slurry Analysis for Oil/Gas Pipelines Using the SEEIT System" 

(Identifying sediment or blockages in industrial wastewater systems) 
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3. Gas and Tap Water Detection Test Using SEEIT System 

• Application 

"Gas Leak Detection in Petrochemical Pipelines Using the SEEIT System" 

(Monitoring for gas leaks in hazardous industrial environments) 

4. Electrically Non-Conductive Object Shape Detection Test Using SEEIT System 

• Application 

"Plastic Contaminant Detection in Food Processing Using the SEEIT System" 

(Identifying foreign plastic objects in food production lines) 

5. Chicken Tissue Chunks Detection Test Using SEEIT System 

• Application 

"Tumor/Foreign Object Detection in Soft Tissue Using the SEEIT System" 

(Simulating tumor localization in human tissue for diagnostics) 

6. SEEIT System Stability Test  

• Application 

"System Reliability for Continuous Critical Care Monitoring" 

(Ensuring robust performance in ICU or emergency room settings) 

     The developed SEEIT system is flexible and can be adapted for different 

applications by controlling and monitoring the configuration of I/O signals. These 

signals include frequency, voltage amplitude, signal type, offset, sample rate, and code 

width. The SEEIT system’s flexibility lies in its ability to dynamically adjust key 

parameters—frequency (e.g., 12.5 kHz for deep tissue penetration in medical 

diagnostics vs. 1 MHz for high-resolution industrial flaw detection), voltage amplitude 

(low power for patient safety vs. high sensitivity for pipeline inspections), and signal 

type (pulsed waves to reduce noise in factories or thermal effects in tissue)—enabling 

seamless adaptation to diverse applications. This reconfigurability eliminates the need 

for specialized hardware, allowing the same system to detect tumors in soft tissue, 

monitor gas leaks in petrochemical plants, or assess water quality in environmental 

surveys, all while optimizing performance for each unique scenario. The system shows 

good accuracy for locating and imaging cross-section objects with simple shapes, such 

as circles, squares, and triangles. However, most of the reconstructed images have 

background noise, although this does not affect the object detection and tracking. 

Moreover, the results of the stability test show that the developed SEEIT system could 

continuously monitor and image a hidden object for one hour successfully. The system 
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can potentially detect electrical conductivity changes from objects as small as 1.5 mm 

in a testing tank with a diameter of 134 mm. Based on the results of these experiments, 

the programmable EIT system can adapt the SEEIT system for a different industrial 

process without the need to implement any new hardware to the system, which may 

help to save time and costs. The setup for all the experiments consisted of a testing tank 

with an attached 16-electrode array. The titanium alloy electrode was used to enhance 

SEEIT system durability and lifespan. 

7.1 Data collection 

     For all the experiments, the data was recorded using 16 electrodes. There testing 

Bessel were needed, two of them had the same diameter approximately (14 cm) with 

different heights, and the third one is a testing beaker with a diameter of approximately 

18 cm. The neighbouring measurement strategy was used for all the tests and integrate 

with the reconstruction algorithm used by EIDORS, although this system can support 

different measurement strategies (Schullcke et al, 2016; Adler and Lionheart, 2006). 

Figure 7.1 illustrates the stages of the process in a flowchart to provide insight into the 

current SEEIT system data collection and measurement strategy. The system setup was 

configured based on the applications and the electrode specification. For example, the 

amplitude was set based on the electrical conductivity environments and the diameter 

of the region. Therefore, low conductivity requires high signal injection, and high 

conductivity needs a low signal injection. However, the injection amplitude and 

frequency are limited; the amplitude range is 0.1–10 Vpp, and the frequency range is 1 

Hz to 1 MHz. The lowest measurable measurement change, termed code width, was 

determined by the data acquisition (DAQ) analog-to-digital converter (ADC) resolution 

and the range of the input signal (maximum value/minimum value).  

 

     To begin, signals were injected into channel 1, and the signal data measurements 

were taken simultaneously from all 16 channels. Then, the signal injection was moved 

to the next channel (channel 2), and signal data measurements were recorded from all 

the channels. This procedure was repeated for each channel, in turn. Afterwards, the 

number of independent data measurements obtained for a complete data set M was N × 

N, where N is the total number of channels. Fundamentally, a complete set of data 

measurements must be performed for every image slide, and the delay time can be 
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controlled. The delay time to be set depends on the measurement sampling rate. 

Therefore, a high measurement sampling rate requires a longer time to process than a 

lower sampling rate. In these experiments, the measured signal variance, standard 

deviation, and RMS could be calculated, and the data sets were uploaded to the 

EIDORS for further signal processing. 

 
Figure 7.1: Flowchart of the stages of the process for the programmable SEEIT 

system. 

7.2 Results and discussion 

     The developed SEEIT system was evaluated, including its ability to be used in 

different applications by tracking and detecting conductive changes of targeted objects. 

Therefore, several SEEIT system tests were conducted, and some of the data results are 

presented here. Basically, several experiments were conducted to show the ability of 

the SEEIT system to be adapted for numerous industrial processes. The results of all 

the experiments (parts) were obtained using an adjacent injection measurement protocol 

with an injection frequency range of 12–1000 kHz. Moreover, the signal measurements 

used were controlled and monitored using LabVIEW to reconstruct the cross-sectional 
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image. The variance data mainly used were calculated from the recorded measurement. 

However, the standard deviation and RMS were calculated only on the muddy water 

test results. For all the experiments, three electrode types with different diameters were 

used. The first electrode, which was made of titanium alloy grade 2 with an active 

contact area of 13  13  0.5 mm3, was employed for the Tap Water Detection Test, 

Gas and Tap Water Test, and Electrically Non-Conductive Object Shapes Detection 

Test. In addition, the second electrode, which was also made of titanium alloy with an 

active area of 14  14  0.5 mm3, was used for the Chicken Tissue Chunks Detection 

Test. The last electrode, which was made of copper with dimensions of 20  5 mm2, 

was used for both the Muddy Water Detection Test and Stability Test. All the tests were 

conducted using three testing tanks (cylindrical shape). Figure 7.2 shows a typical 

analog I/O signal configuration setup window. The settings were modified based on the 

test’s requirements. 

 

 

 

 

 

 

 

Figure 7.2: Channel configuration and signal generator configuration controls. 
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7.2.1 Tap water detection test using the SEEIT system   

     The Tap Water detection test was conducted to observe and test the capability of the 

system to detect and track electrically conductive and electrically non-conductive 

materials with different diameters. However, this part of the experiment showed the 

ability of the system to detect and track electrically conductive and non-conductive 

objects of different diameters when they were placed in a range of positions in the 

testing vessel filled with 3200 ml of tap water, one after another. The conductivity of 

the tap water, which was measured using an electrical conductivity meter, was 

approximately 97 S/cm at 27°C. For this series of tests, the first measurements were 

obtained when only tap water was in the tank. For the second measurements, the 

electrically conductive and non-conductive objects were placed in different locations 

inside the testing vessels. Then, the two measurements were compared and processed 

and saved using LabVIEW. Later, they were streamed to MATLAB (EIDORS) for 

further processing and image reconstruction. The conductive objects were a stainless-

steel rod and steel wire rope with diameters of 26, 12, 4, 3, 2, and 1.5 mm. The non-

conductive objects included a plastic rod and plastic wire rope with diameters of 25, 

12, 7, 4, and 2 mm. Some of the targeted objects, whether electrically conductive or 

non-conductive, were placed in a few different locations inside the testing vessel and 

exposed to various injection signal frequencies: 400, and 500 kHz. The table includes 

the actual object location and the reconstructed image of the object. Five primary 

targeted object placement locations for all the experiments are listed below: 

6. Near electrodes 15, 16, 1, 2 

7. Near electrodes 3, 4, 5, 6 

8. Near electrodes 6, 7, 8, 9 

9. Near electrode 11, 12, 13, 14 

10. In the centre 

     Table 7.1 shows the 2-D reconstruction images of three electrically conductive 

objects with three diameters placed in several locations using titanium alloy grade 2. 

The input signal range was max 3 – min –3, and the injected frequency, as shown in 

this table, was 400 kHz and 500 kHz.  The colour scale illustrates the states of the 

electrical conductivity changes. The red colour means that the electrical conductivity is 

high in that area, and the blue colour signifies that the electrical conductivity in that 
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area decreased. As observed, the steel rod diameter of 26 mm was placed in the four 

stated locations and was tracked and imaged. Similarly, the electrically conductive 

object with a diameter of 12 mm was placed in the locations shown and was tracked 

and imaged. Some background noise was present in the reconstruction image, but at an 

inconsistent level. This noise did not overwhelm the reconstructed image, as can be 

seen in all the images. In contrast, the steel wire rope with a diameter of 4 mm was 

placed in four locations and detected and imaged. The reconstructed imaged when the 

object was located in the centre of the testing vessel had more amount of distortion, as 

shown in row 4 image of table 7.1. Therefore, the injected excitation frequency was 

increased from 400 kHz to 500 kHz, which improved the reconstruction image of the 

object when it was in the centre. 

Table 7.1: Conductive objects at different positions; reconstructed images for three 

conductive object diameters (26 mm, 12 mm, 4 mm). 
Targeted object, real 

location, and 

injected frequency 

with input signal 

range (max 3 – min 

–3 ( 

The object is a cylindrical 

stainless-steel rod (26 mm 

diameter) 

The object is a cylindrical 

stainless-steel rod (12 mm 

diameter) 

The object is steel wire 

rope (4 mm diameter) 

15,16,1,2 (0.4 MHz) 

    
7,8,9,10 (0.4 MHz) 

    
11,12,13,14, (0.4 

MHz) 

 
   



143 

 

Centre, (0.4 MHz) 

    
Centre, (0.5 MHz) 

 

 

 
     Table 7.2 shows the 2-D reconstruction images of three electrically conductive 

objects of three different diameters placed in several locations, but with the objects 

smaller in diameter than the objects in Table 7.1. As observed, the steel wire rope with 

a diameter of 4 mm was placed in four stated locations and tracked and imaged using 

400 kHz as the excitation frequency. However, when the object was positioned in the 

central location, the reconstructed image of the object ‘shifted’. This ‘object-shifting’ 

problem was solved by increasing the injected excitation frequency from 400 kHz to 

500 kHz. The reconstructed images are displayed in the table. The steel wire rope with 

a diameter of 3 mm that was placed in the four stated locations, was tracked and imaged 

using 500 kHz as the excitation frequency. Additionally, when the 2-D reconstructed 

image object was placed in the centre, a large distortion occurred, even when using 500 

kHz for the injection excitation frequency. However, the image distortion was 

eradicated by decreasing the input signal range from max 3 – min –3 to max 1 – min –

1, which increased the measurement sensitivity of the signal. The last column of the 

table shows the results of the smallest electrically conductive object in this study, with 

a diameter of 1.5 mm. As shown, the current SEEIT system can image and track the 

object, even though background noise is present inconsistently. However, it does not 

affect the detection of the aimed object, as shown in table 7.2. 
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Table 7.2: Conductive objects at different positions; reconstructed images for three 

different conductive object diameters (3 mm, 2 mm, 1.5 mm). 
Targeted object 

real location 

The object is steel wire 

rope (3 mm diameter) 

The object is steel wire 

rope (2 mm diameter)  

The object is steel wire 

rope (1.5 mm diameter)  

 

 

0.4 MHz (max 3 – min –

3 ( 

 

0.5 MHz (max 3 – min –

3 ( 

 

0.5 MHz (max 1 – min –

1 ( 

 
 

 

0.4 MHz (max 3 – min –

3 ( 

 

0.5 MHz (max 3 – min –

3 ( 

 

0.5 MHz (max 1 – min –

1 ( 

 
 

 

0.4 MHz (max 3 – min –

3 ( 

 

0.5 MHz (max 3 – min –

3 ( 

 

0.5 MHz (max 1 – min –

1 ( 

 
 

 

0.4 MHz (max 3 – min –

3 ( 

 

0.5 MHz (max 3 – min –

3 ( 

 

0.5 MHz centre )max  1 – 

min –1 ( 

 
 

 

0.5 MHz centre )max 3 – 

min –3 ( 

 

0.5 MHz centre )max  1 – 

min –1 ( 

 

 

     Table 7.3 shows the 2-D reconstruction images of three electrically non-conductive 

objects with three diameters placed in several locations. Plastic rods with diameters of 
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25 mm, 14 mm, and 7 mm were placed in four locations and tracked and imaged using 

0.4 MHz as the stimulation frequency, with an input signal range of max 3 – min –3. 

Although the volume of the reconstructed image background noise is observed and not 

invariable, it does not affect the reconstructed image of the aimed object, as 

demonstrated. 

Table 7.3: Non-conductive objects at different positions; reconstructed images for three 

non-conductive object diameters (25 mm, 14 mm, 7 mm). 
Targeted object, real 

location and injected 

frequency with input 

signal range max 3 – 

min –3 

The object is a 

cylindrical plastic rod 

(25 mm diameter) 

The object is a 

cylindrical plastic rod 

(14 mm diameter)  

The object is a 

cylindrical rod (7 mm 

diameter) 

15,16,1,2 (0.4 MHz) 

 
   

7,8,9,10 (0.4 MHz)

    

11,12,13,14 (0.4 

MHz) 

 
   

Centre (0.4 MHz) 

    

     Table 7.4 displays the 2-D reconstructed images of two electrically conductive 

plastic ropes with two diameters placed in four regions. The plastic ropes with 

diameters of 4 mm and 2 mm were identified and imaged using 0.4 MHz as the 
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excitation frequency with a range of input signals of max 3 – min –3.  The effects of the 

changes in object diameter on the reconstructed images were noticed to change slightly, 

depending on the object width. In contrast, the artefact of the reconstructed images was 

noticeable but did not affect the reconstructed images of the targeted objects. 

Table 7.4: Non-conductive objects at different positions; images for two non-

conductive object diameters (4 mm, 2 mm). 
Targeted object, real 

location, and the 

injected frequency 

with Input signal 

range max 3 – min –3 

The object is plastic rope (4 mm 

diameter)  

 

 

The object is plastic rope (2 mm 

diameter) 

15,16,1,2 (0.4 MHz) 

   

7,8,9,10 (0.4 MHz) 

   

11,12,13,14 (0.4 

MHz) 

 
 

 

Centre (0.4 MHz) 

 
  

     The results in Tables 7.1 to 7.4 show the capability of the SEEIT system to track and 

image electrically conductive and non-conductive objects with stated diameters that 

were placed in a testing tank filled with tap water. As seen, the electrically conductive 

materials require more calibration and configuration setup than the non-conductive 
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objects, particularly when the targeted object was smaller. It also was observed, in some 

cases, that the reconstructed images of the electrically conductive object were strong in 

most targeted object locations and became weak in the centre of the testing tank. This 

may be because the electrical conductivity at high frequency became low; hence, the 

current easily passed through the targeted object when the targeted object diameter 

became smaller and farther from the electrodes. However, this issue was solved in two 

ways. The first solution was to increase the injected excitation frequency from 0.4 MHz 

to 0.5 MHz. The second was to decrease the input signal range from max 3 – min –3 to 

max 1 – min –1 to increase the measurement signal sensitivity. 

7.2.2 Muddy water detection test using SEEIT system 

     The capability of the SEEIT system to detect and track a hidden object in muddy 

water was evaluated using three frequencies as well as three single processing 

measurement types. For all the muddy water tests, the first measurements were obtained 

with the muddy water was in the testing beaker. For the second measurements, the 

electrically conductive and non-conductive objects were placed in different locations 

inside the beaker. Then, the two measurements were compared, processed and saved 

using LabVIEW. Afterwards, they were streamed to MATLAB (EIDORS) for further 

processing for image reconstruction. Furthermore, a voltage input signal range of ±3 V 

was used for muddy water experiments. These results demonstrated the ability of the 

system to detect and track electrically conductive and non-conductive objects of 

different diameters when they were placed in a range of positions in the testing beaker 

filled with 3000 ml of tap water mixed with soil, one after another. The 16 electrodes, 

made of copper, which attached to the testing beaker, were approximately 500 mm from 

the bottom of the beaker. The electrical conductivity of the muddy water was greater 

than that of the regular water (tap water). This was measured using an electrical 

conductivity meter and was 930 microS/cm at 23.7°C, which indicates a high 

conductivity medium. Only three types of data were calculated from the recorded 

measurement signals of muddy water test. These signals were the variance, standard, 

and RMS. The electrically conductive objects were stainless-steel rods with diameters 

of 12, 26, and 50 mm. The electrically non-conductive objects were plastic rods with 

diameters of 14, 25, and 50 mm. The targeted objects, whether conductive or non-

conductive, were placed in four locations inside the testing beaker and exposed to 
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various injection signal frequencies: 12.5, 300, and 1000 kHz. All the results of the 

muddy water experiment were obtained using an adjacent injection measurement 

strategy. Tables 7.5 to 7.22 portrays the actual object locations and the 2D images of 

the object. The four targeted object placement locations for all the muddy water 

experiments are Near electrodes 7, 8, 9, 10, Near electrodes 11, 12, 13, 14, Near 

electrodes 15, 16, 1, 2, and at the centre of the beaker. 

7.2.2.1 RMS 

     The results in this section were obtained using root mean square data for image 

reconstruction. Table 7.5 shows the 2-D reconstruction images of three electrically non-

conductive objects of three diameters placed in four locations using 12.5 kHz for the 

injection signals. The plastic rod, with a diameter of 50 mm was placed in the four 

stated locations was tracked and imaged. As noticed, the first three locations of the 

object (50 mm plastic rod) were imaged but with an artefact (background noise). 

However, when the object was positioned in the central location, the reconstructed 

image of the object disappeared or went undetected. This was due to the use of low 

frequency. The problem of object detection, when it is in the central position, can be 

minimized significantly by increasing injection frequency and decreasing the input 

signal range, which increases the measurement sensitivity. In addition, the plastic rod 

with a diameter of 25 mm, which also was placed in the four stated locations, was 

tracked and imaged using 12.5 kHz as the injection frequency. The SEEIT system was 

able to detect and track the 25 mm object for the first three locations, but with higher 

image distortion than that of the 50 mm object, as observed. In addition, when the 25 

mm object was placed in the centre, the system was unable to detect or find the object. 

The last column of the table shows that the SEEIT system was able to detect and track 

the 14 mm object only near the electrode, but with greater image distortion than that of 

the 25 mm object, it can be observed.  
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Table 7.5: Non-conductive objects at different positions; images for three different non-

conductive object diameters (50 mm, 25 mm, 14 mm) with injection frequency 12.5 

kHz. 

Targeted object, real 

location 

 The object is a 

cylindrical plastic rod (50 

mm diameter) 

The object is a cylindrical 

plastic rod (25 mm 

diameter) 

The object is a cylindrical 

plastic rod (14 mm 

diameter) 

    

    

    

    

     Table 7.6 shows the 2-D reconstructed images of three electrically non-conductive 

objects of three diameters placed in four locations, but this time using 300 kHz as the 

excitation frequency. As noticed, the results of the detection and tracking are similar to 

the results when the 12.5 kHz was used, but with less image distortion. However, in 

this case, the object was detected even when it was in the centre, but with much 

background noise, which was due to the increase in injection frequency. 
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Table 7.6: Non-conductive objects at different positions; images of three non-

conductive object diameters (50 mm, 25 mm, 14 mm) with an injection frequency of 

300 kHz. 

Targeted object, real 

location 

 The object is a cylindrical 

plastic rod (50 mm 

diameter) 

The object is a cylindrical 

plastic rod (25 mm 

diameter) 

The object is a cylindrical 

plastic rod (14 mm 

diameter) 

    

    

    

    

     As can be seen in table 7.7, the SEEIT system was unable to locate and track the 

object using 1000 kHz in any location due to very high signal noise. As noticed, the 

results of the detection and tracking object using 12.5 and 300 kHz as the injection 

frequency were significantly better than that of the 1000 kHz.   
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Table 7.7: Non-conductive objects at different positions; images for three non-

conductive object diameters (50 mm, 25 mm, 14 mm) with the injection frequency of 

1000 kHz. 

Targeted object, real 

location 

The object is a cylindrical 

plastic rod (50 mm 

diameter) 

The object is a cylindrical 

plastic rod (25 mm 

diameter) 

The object is a cylindrical 

plastic rod (14 mm 

diameter) 

    

    

 
   

   

 I

 

     Table 7.8 shows the reconstructed images of three electrically conductive objects of 

three diameters, which are placed in four locations using 12.5 kHz as stimulation 

signals. The first object used for the test was a stainless-steel rod with a diameter of 50 

mm. It was located and tracked. As noted, the SEEIT system can detect and image the 

50 mm object in all positions with artefact (background noise). As seen in the 

reconstructed image, the object in the centre has a high level of background noise. This 

will be minimized significantly when the injection frequency increases. The 26 mm 

stainless-steel rod was placed in the four positions shown, and was located and imaged 

using 12.5 kHz, except when the object was in the centre. There, the SEEIT system was 

not able to detect it. As known in tomography imaging, the smaller the object, the harder 
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it is to detect and locate. As seen from the results of detection and imaging, the 26 mm 

object for the first three positions was detected and tracked but with higher background 

noise than the 50 mm reconstructed image. The 12 mm object in the last column of the 

table shows that the SEEIT system can track the object around the electrodes with high 

image distortion and deformation. However, when the object was placed in the centre 

of the beaker, the reconstructed image of the object shifted towards electrodes 14, 13, 

12, and 11. 

 

Table 7.8: Conductive objects at different positions; reconstructed images for three 

conductive object diameters (50 mm, 26 mm, 12 mm) with the injection frequency of 

12.5 kHz. 

Targeted object, real 

location 

The object is a cylindrical 

stainless-steel rod (50 mm 

diameter) 

The object is a cylindrical 

stainless-steel rod (26 mm 

diameter) 

The object is a cylindrical 

stainless-steel rod (12 mm 

diameter) 

 
   

    

    

    

     Table 7.9 shows the reconstructed images when 300 kHz frequency is used for 

injection for three stainless-steel rod objects with three diameters and are placed in four 
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positions. However, the 50, and 26 mm objects were detected and imaged with low 

image background noise in all locations except the object of 26 mm in the central 

position, which had higher distortion. As noted, the results of the reconstructed 2D 

image from Tables 7.8, and 7.9 using 12 mm objects are alike the results of using 12.5 

kHz injected signals.  

 

Table 7.9: Conductive objects at different positions; reconstructed images for three 

conductive object diameters (50 mm, 26 mm, 12 mm) with the injection frequency of 

300 kHz. 

Targeted object, real 

location 

The object is a cylindrical 

stainless-steel rod (50 mm 

diameter) 

The object is a cylindrical 

stainless-steel rod (26 mm 

diameter) 

The object is a cylindrical 

stainless-steel rod (12 mm 

diameter) 

 
   

    

    

    

     As can be seen in table 7.10, the SEEIT system was unable to imagine any of the 

objects using 1000 kHz due to very high signal noises. As observed, the results of the 

detection of the stainless-steel rod using 12.5 and 300 kHz as the injection frequency 

were much better than those of 1000 kHz.   

 

 

 

 

 

   

                                     

E1 

5 

2 
16 

3 

4 

7 10
0 8 

11 

9 

15 

6 

12 

14 

13 

                                     

 

 

 

 

   

                                     

E1 

5 

2 
16 

3 

4 

7 10
0 8 

11 

9 

15 

6 

12 

14 

13 

 

 

 

 

 

   

                                     

E1 

5 

2 
16 

3 

4 

7 10
0 8 

11 

9 

15 

6 

12 

14 

13 

                                     

 

 

 

 

   

                                     

 

E1 

5 

2 
16 

3 

4 

7 10
0 8 

11 

9 

15 

6 

12 

14 

13 



154 

 

Table 7.10: Conductive objects at different positions; reconstructed images for three 

conductive object diameters (50 mm, 26 mm, 12 mm) with the injection frequency of 

1000 kHz. 

Targeted object, real 

location 

 The object is a cylindrical 

stainless-steel rod (50 mm 

diameter) 

The object is a cylindrical 

stainless-steel rod (26 mm 

diameter) 

The object is a cylindrical 

stainless-steel rod (12 mm 

diameter) 

 
   

    

    

 
   

     In summary, the results of both electrically conductive and electrically non-

conductive targeted objects using the RMS measurement signals were obtained using 

16 copper electrodes attached to the testing beaker. Reconstructed object results in all 

locations were obtained and displayed using three injection frequencies. Mainly, the 

reconstructed image quality was best when using 300 kHz, whether targeted objects 

were electrically conductive or non-conductive. However, the RMS result quality was 

still poor due to high noise levels, which occurred in the image background. 
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7.2.2.2 Standard deviation  

 

     The results in this part of the experiment were obtained using standard deviation 

processed data for image reconstruction. Table 7.11 shows the results of three plastic 

rod objects of three diameters placed in four locations using 12.5 kHz for the injection 

signals. The electrically non-conductive object with a diameter of 50 mm placed in four 

stated locations was tracked and imaged with very low image distortion. As observed, 

the 50 mm plastic rod was tracked and imaged even when it was placed in the central 

position, but with a higher artefact that occurs in the central position. The object’s 

reconstructed image quality will improve by either increasing the measurement sample 

rate or increasing injection frequency. The 25 mm plastic rod was imaged and located 

for the first three locations, except when the object was placed in the centre. Then, the 

SEEIT system was unable to track the plastic rod. The last column of the table, which 

shows the results of 14 mm plastic rods, had similar reconstructed 2D image results to 

those of the 25 mm object. 

Table 7.11: Non-conductive objects at different positions; images for three non-

conductive object diameters (50 mm, 25 mm, 14 mm) with the injection frequency of 

12.5 kHz. 

Targeted object, real 

location 

The object is a cylindrical 

plastic rod (50 mm 

diameter) 

The object is a cylindrical 

plastic rod (25 mm 

diameter) 

The object is a cylindrical 

plastic rod (14 mm 

diameter) 
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     Table 7.12 shows the 2-D reconstructed images of three electrically non-conductive 

substances with different diameters placed in four locations using 300 kHz as the 

excitation frequency.  As observed, the three objects with different diameters were 

located and imaged even when the targeted object was placed in the centre of the beaker, 

which had a low reconstructed image artefact. These results provide more advantages 

to the standard deviation measurement process since they are performed much better 

than the RMS measurements process. Furthermore, the reconstructed 2D image results, 

using 300 kHz, were better than those using 12.5 kHz as the injection frequency. This 

is because the reconstructed image of 300 kHz shows the ability to image the object 

when it is placed in the centre of the testing beaker using the smallest plastic rod 14 

mm, as seen. 

 

Table 7.12: Non-conductive objects at different positions; images for three non-

conductive object diameters (50 mm, 25 mm, 14 mm) with the injection frequency of 

300 kHz. 

Targeted object, real 

location 

The object is a cylindrical 

plastic rod (50 mm 

diameter) 

The object is a cylindrical 

plastic rod (25 mm 

diameter) 

The object is a cylindrical 

plastic rod (14 mm 

diameter) 
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     The SEEIT system could image and track the object using 1000 kHz in all locations 

with low distortion, as seen in Table 7.13. With the three-injection frequency, the best 

results were seen when using the 1000 kHz, since the reconstructed 2D images of 1000 

kHz had the lowest amount of image background noise.  

 

Table 7.13: Non-conductive objects at different positions; images for three non-

conductive object diameters (50 mm, 25 mm, 14 mm) with the injection frequency of 

1000 kHz. 

Targeted object, real 

location 

The object is a cylindrical 

plastic rod (50 mm 

diameter) 

The object is a cylindrical 

plastic rod (25 mm 

diameter) 

The object is a cylindrical 

plastic rod (14 mm 

diameter) 
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     Table 7.14 shows the 2D images using the 12.5 kHz injection frequency of 

electrically conductive objects with different diameters that are placed in four locations. 

The stainless-steel rod with a diameter of 50 mm was located and tracked even in the 

central positions, but with background noise. When the object became smaller than 26 

and 12 mm, the system was unable to detect the targeted object when it placed in the 

central position. 

 

Table 7.14: Conductive objects at different positions; reconstructed images for three 

conductive object diameters (50 mm, 26 mm, 12 mm) with the injection frequency of 

12.5 kHz. 

Targeted object, real 

location 

 The object is a cylindrical 

stainless-steel rod (50 mm 

diameter) 

The object is a cylindrical 

stainless-steel rod (26 mm 

diameter) 

The object is a cylindrical 

stainless-steel rod (12 mm 

diameter) 
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     Table 7.15 shows the results of 2D reconstructed images for three electrically 

conductive objects with different diameters using 300 kHz for the injection frequency. 

As observed, all the objects with different diameters were located and imaged with low 

reconstructed image background noise. However, for an electrically conductive object 

using 300 kHz, when the object was placed near the electrodes, the reconstructed aimed 

object shifted towards the centre. This may have been caused by the current leakage. 

Furthermore, the reconstructed 2D image results using 300 kHz were better than those 

of 12.5 kHz when used as the injection frequency. Comparing the image background 

noise level, when applying standard deviation measurement processes, was 

significantly lower than that of the RMS measurement process. 

 

Table 7.15: Conductive objects at different positions; reconstructed images for three 

conductive object diameters (50 mm, 26 mm, 12 mm) with the injection frequency of 

300 kHz. 

Targeted object, real 

location 

 The object is a cylindrical 

stainless-steel rod (50 mm 

diameter) 

The object is a cylindrical 

stainless-steel rod (26 mm 

diameter) 

The object is a cylindrical 

stainless-steel rod (12 mm 

diameter) 
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     Table 7.16 shows the results of 2D reconstructed images, which are similar to those 

of Table 7.15. However, this uses 1000 kHz instead of 300 kHz as the injection 

frequency. As noted, all the stainless-steel rods with different diameters were located 

and imaged with very low image background noise. However, the targeted object 

shifted towards the centre of the testing beaker was a problem. This was seen when 300 

kHz was the injection frequency. It was solved by increasing the injection frequency. 

However, when the diameter of the object became smaller, the reconstructed 2D 

image’s background noise increased. 

 

Table 7.16: Conductive objects at different positions; reconstructed images for three 

conductive object diameters (50 mm, 26 mm, 12 mm) with the injection frequency of 

1000 kHz. 

Targeted object, real 

location 

 The object is a cylindrical 

stainless-steel rod (50 mm 

diameter) 

The object is a cylindrical 

stainless-steel rod (26 mm 

diameter) 

The object is a cylindrical 

stainless-steel rod (12 mm 

diameter) 
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     The results of the observed image of both plastic rods and stainless-steel rods 

targeted object using the standard deviation processed measurements were obtained 

using testing beaker filed up with muddy water. The 2D reconstructed image results in 

all locations were successfully obtained using three injection frequencies. The 

reconstructed 2D image quality was best when using both 300 and 1000 kHz as 

injection frequencies. However, the standard deviation result quality was better than 

that of the RMS results, even with much less reconstructed image artefacts. 

 

7.2.2.3 Variance  

 

     These section results were obtained using variance data to reconstruct the 2D image. 

Table 7.17 shows the reconstructed image results using 12.5 kHz as the injection 

frequency for three plastic rods with diameters of 50, 25, and 14 mm. They were placed 

and tested in four locations. The targeted object with a diameter of 50 mm, was imaged 

for the first three positions. However, for the central position, the developed system 

using variance measurements was unable to image or even detect the targeted object. 

The results of the 25 mm plastic rod were similar to the results of the 50 mm plastic 

rod. They both had reconstructed image background noise. Moreover, the plastic rod 
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with a diameter of 14 mm was imaged only when the targeted object was near the 

electrodes. The higher levels of reconstructed image background noise were for 25- and 

50-mm objects. The problem of object detection in the central position could be 

minimized significantly when the injection frequency was increased or when the input 

signal range was decreased. 

 

Table 7.17: Non-conductive objects at different positions; images for three non-

conductive object diameters (50 mm, 25 mm, 14 mm) with the injection frequency of 

12.5 kHz. 

Targeted object, real 

location 

The object is a cylindrical 

plastic rod (50 mm 

diameter) 

The object is a cylindrical 

plastic rod (25 mm 

diameter) 

The object is a cylindrical 

plastic rod (14 mm 

diameter) 

    

    

 
   

    

     Table 7.18 shows the 2-D reconstructed images for three plastic rod objects with 

different diameters, using 300 kHz as the injected frequency. As observed, all the 

objects were imaged even when the targeted object was placed in the centre. However, 

the image background noise level was lower when the aimed object was placed near 
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the electrodes than when it was placed in the central location. Moreover, the 

reconstructed image results using 300 kHz were better than those using 12.5 kHz as the 

injection frequency. As seen, the smallest plastic rod of 14 mm was imaged even when 

it was placed in the centre of the testing beaker. 

 

Table 7.18: Non-conductive objects at different positions; images for three non-

conductive object diameters (50 mm, 25 mm, 14 mm) with the injection frequency of 

300 kHz. 

Targeted object, real 

location 

The object is a cylindrical 

plastic rod (50 mm 

diameter) 

The object is a cylindrical 

plastic rod (25 mm 

diameter) 

The object is a cylindrical 

plastic rod (14 mm 

diameter) 

    

 
   

 
   

    

     Table 7.19 shows the reconstructed images when the 1000 kHz frequency was 

injected to image plastic rods with different diameters. The SEEIT system was able to 

image all objects using 1000 kHz at all locations with very low image background 

noise, as seen. The best results of the reconstructed image were seen when using the 

1000 kHz, and this was due to very low background image noise. 
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Table 7.19: Non-conductive objects at different positions; images for three non-

conductive object diameters (50 mm, 25 mm, 14 mm) with the injection frequency of 

1000 kHz. 

Targeted object, real 

location 

The object is a cylindrical 

plastic rod (50 mm 

diameter) 

The object is a cylindrical 

plastic rod (25 mm 

diameter) 

The object is a cylindrical 

plastic rod (14 mm 

diameter) 

    

    

    

    

     Table 7.20 shows the 2D images using the 12.5 kHz injection frequency of 

cylindrical stainless-steel rod objects with three diameters placed in four locations. The 

50 mm object was located and tracked even in the central positions, but with 

background noise. When the object became smaller than 26 and 12 mm, the SEEIT 

system was unable to track the targeted object when it was placed in the central position. 

In addition, when the 12 mm object was placed in the centre, the reconstructed image 

showed an electrically non-conductive object instead of an electrically conductive 

object. These were incorrect reconstructed image results. 
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Table 7.20: Conductive objects at different positions; reconstructed images for three 

conductive object diameters (50 mm, 26 mm, 12 mm) with the injection frequency of 

12.5 kHz. 

Targeted object, real 

location 

 The object is a cylindrical 

stainless-steel rod (50 mm 

diameter) 

The object is a cylindrical 

stainless-steel rod (26 mm 

diameter) 

The object is a cylindrical 

stainless-steel rod (12 mm 

diameter) 

    

    

    

    

     Table 7.21 shows 2D reconstructed images for three electrically conductive objects 

using 300 kHz for the injection frequency. As seen, all the animated objects with 

different diameters were imaged with reconstructed image background noise. However, 

when the object was placed near the electrodes, the reconstructed targeted object shifted 

towards the central position. Furthermore, images obtained using 300 kHz were better 

than those using 12.5 kHz as the injection frequency.  
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Table 7.21: Conductive objects at different positions; reconstructed images for three 

conductive object diameters (50 mm, 26 mm, 12 mm) with the injection frequency of 

300 kHz. 

Targeted object, real 

location 

 The object is a cylindrical 

stainless-steel rod (50 mm 

diameter) 

The object is a cylindrical 

stainless-steel rod (26 mm 

diameter) 

The object is a cylindrical 

stainless-steel rod (12 mm 

diameter) 

    

    

    

 
   

     Table 7.22 shows the results of 2D reconstructed images using 1000 kHz for the 

injection frequency. As observed, all the stainless-steel rods of 50, 26, and 12 mm in 

diameter were imaged with very low image distortion. However, the reconstructed 2D 

image distortion increased when the object was placed in the central position and 

became smaller, like the 12 mm reconstructed image. 
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Table 7.22: Conductive objects at different positions; reconstructed images for three 

conductive object diameters (50 mm, 26 mm, 12 mm) with the injection frequency of 

1000 kHz. 

Targeted object, real 

location 

The object is a cylindrical 

stainless-steel rod (50 mm 

diameter) 

The object is a cylindrical 

stainless-steel rod (26 mm 

diameter) 

The object is a cylindrical 

stainless-steel rod (12 mm 

diameter) 

    

    

    

    

     The results of the images observed for both plastic rod and stainless-steel rod 

targeted objects using the variance measurements were obtained using testing beakers 

filled with tap water mixed with soil. The 2D reconstructed image results in all locations 

were successfully obtained using three injections; 12.5, 300, and 1000 kHz. The 

reconstructed 2D image quality was best when using both 300 and 1000 kHz for the 

injection frequency. However, the standard deviation and variance reconstructed image 

quality was better than that of RMS results, even with much lower levels of 

reconstructed image background noise.  
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     The reconstructed image of the RMS data using low injection frequency (12.5 kHz) 

object observed whether it is electrically conductive or non-conductive but with high 

background noise. However, when the object becomes smaller, especially when the 

object placed in the center of the testing beaker, it becomes hard to observe the object 

through the reconstructed image. The reconstructed image of the RMS data preformed 

the best using 300 kHz frequency since the object location located but with high 

background noise even when it placed in the center of the testing beaker. On the other 

hand, the reconstructed image using the RMS data, which uses 1000 kHz object 

undetectable in any location, whether electrically conductive or non-conductive object. 

The reconstructed image using the variance data with low frequency the object located, 

whether it electrically conductive or non-conductive except when the object placed in 

the center. However, in all the reconstructed images, background noise is present, and 

the noise increases when the object becomes smaller. The variance results using 300 

kHz injection frequency improved significantly with low background noise even when 

the object placed in the center. For electrically conductive and non-conductive objects, 

the reconstructed image results using 1000 kHz is the best as observed with the least 

amount of background noise and clear comparing the variance results when the 

injection frequencies were 12.5 and 300 kHz. As observed, the results of the standard 

deviation data at low frequency, whether the object electrically conductive or non-

conductive located and imaged but with high image distortion except when the object 

is placed in the centre, the object cannot be located. However, using 300 kHz standard 

deviation data, targeted objects were imaged and located even it placed in the center of 

the testing beaker with low reconstructed image distortion for electrically conductive 

and non-conductive objects. Additionally, the 1000 kHz image reconstructed results are 

improved since it has a lower amount of background noise than the 300 kHz 

reconstructed image. 

     In the muddy water experiments, three types of measurements were used, which they 

are rms, variance, and standard deviation. Overall the reconstructed image results which 

use variance and standard deviation better than the rms since the rms reconstructed 

images results had higher background noises, and at high frequency, the object will not 

be detected. Locating and imaging objects, whether it is electrically conductive or non-

conductive in a beaker filled up with muddy water, makes the reconstructed image 
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challenging since the medium electrical conductivity higher than tap water and not 

stable. In summary, the electrically conductive and non-conductive reconstructed 

images obtained using standard deviation data at 12.5 kHz is better than the one 

obtained using variance data but the results of other frequencies (300 kHz, 1000 kHz) 

they are similar.   

 

7.2.3 Gas and tap water detection test using SEEIT system 

     Table 7.23 shows the results of detection bubbles of gas in the tap water test using 

titanium alloy grade 2 16-electrode array attached to a cylindrical testing tank. The first 

measurements were obtained when only tap water was used, and the air hose was placed 

in a fixed location. The second measurements were taken when the air was pumped 

through the air hose, which was fixed in different locations inside the testing tank. Then, 

the first and second measurements were compared to reconstructed 2-D images 

showing the air bubble flow location. As it is known that air bubble flow is unsteady, 

the three reconstructed images were unsteady for the samples presented for each 

location, as displayed. As observed, the air bubble flow area was located and imaged 

using 0.5 MHz as the excitation frequency, with input signals ranging from max 3 – 

min –3. However, as seen when the air was pumped into the central location, the 

reconstructed image of the air bubble area changed and varied (was unstable). This may 

have occurred because of the air bubble flow behaviour. The air bubbles appeared to 

shift into the testing tank wall regions. 

Table 7.23: Air hose placed at different positions; reconstructed cross-section images 

for five air hose setups. 
Air pumped area 

targeted real location 

and the injected 

frequency with input 

signal range max 3 – 

min –3 

Sample 1 Sample 2 Sample 3 

15, 16, 1, 2 (0.5 

MHz) 
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11, 12, 13, 14 (0.5 

MHz) 

 
   

7, 8, 9, 10 (0.5 MHz) 

    
3, 4, 5, 6 (0.5 MHz) 

    

Centre (0.5 MHz) 

    
 

7.2.4 Electrically non-conductive object shape detection test using SEEIT 

system 

     Table 7.24 shows the results of the third experiment, and it illustrates the ability of 

the system to detect and reconstruct the images of electrically non-conductive object 

shapes that were placed in the testing vessel filled with 2250 ml of tap water. The first 

column shows the Styrofoam real shapes, and the centre column demonstrates the 

reconstructed cross-section images for each aimed target shape. The last column shows 

the analog I/O signal main configuration setup parameters for each targeted object 

shape. The first object, which was made of Styrofoam, was carved into a circle shape, 

and it was placed near electrodes 15, 16, 1, and 2. The reconstructed image shows the 

ability of the system to estimate the targeted object shape; however, it is not very 

accurate because the background noise levels were high, particularly on the left side of 
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the imaged area, as seen in the dark red spot. The second object was carved into a square 

shape, and it was placed near electrodes 14, 15, 16, 1, 2, and 3. The target was detected 

and imaged as a rectangular shape with few defects, although background noise was 

present. The third object was carved as a rectangular shape as well, but with a smaller 

diameter size than the previous object, and was placed near electrodes 15, 16, 1, and 2. 

In addition, the small rectangular object was detected and imaged, but with a low defect. 

The fourth object was carved as a triangle shape and placed near electrodes 16 and 1. 

As seen in the table, the triangle shape was reconstructed with a low amount of 

background noise. Furthermore, a smaller triangle object was carved and imaged as 

shown; it was placed near electrodes 16 and 1. The L-shaped object, which was placed 

near electrodes 15, 16, 1, 2, 3, and 4, was imaged. As observed, the structural details of 

the reconstructed object are poor, particularly the object side towards the centre of the 

testing tank. The C-shaped object, which was located near electrodes 14, 15, 16, 1, 2, 

and 3, was identified with few defects. Finally, the E-shaped object, which has a 

structure with a complex shape, was compared with the previous object shapes and was 

placed near electrodes 14, 15, 16, 1, 2, and 3. It was recognised but had a high number 

of defects. 

Table 7.24: Non-conductive objects (Styrofoam) with different shapes; reconstructed 

images for different non-conductive object shapes. 

Targeted object shape, 

made of Styrofoam 

The 2-D reconstructed image 

 

The analog I/O signal 

main configuration setup 

 

 

 

 

 

 
 

 

Amplitude: 2 V 

 

Frequency: 300 kHz 

 

Offset: 0 

 

Number of samples: 

2000 

 

Rate: 40000 

 

Maximum value: 3 

 

Minimum value: –3 
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Amplitude: 2 V 

 

Frequency: 1 MHz 

 

Offset: 0 

 

Number of samples: 

2000 

 

Rate: 40000 

 

Maximum value: 1 

 

Minimum value: –1 

 

 

 

 

 

 

Amplitude: 2 V 

 

Frequency: 1 MHz 

 

Offset: 0 

 

Number of samples: 

2000 

 

Rate: 40000 

 

Maximum value: 1 

 

Minimum value: –1 

 

 

 

 
 

 

Amplitude: 2 V 

 

Frequency: 1 MHz 

 

Offset: 0 

 

Number of samples: 

2000 

 

Rate: 40000 

 

Maximum value: 0.5 

 

Minimum value: –0.5 

 

 

 

 

 

 

Amplitude: 2 V 

 

Frequency: 1 MHz 

 

Offset: 0 

 

Number of samples: 

30000 

 

Rate: 40000 

 

Maximum value: 0.5 

 

Minimum value: –0.5 
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Amplitude: 2 V 

 

Frequency: 900 kHz 

 

Offset: 0 

 

Number of samples: 

2000 

 

Rate: 40000 

 

Maximum value: 1 

 

Minimum value: –1 

 

 

 

 
 

 

Amplitude: 2 V 

 

Frequency: 1 MHz 

 

Offset: 0 

 

Number of samples: 

2000 

 

Rate: 40000 

 

Maximum value: 0.2 

 

Minimum value: –0.1 

 

 

 

 

 

 

Amplitude: 2 V 

 

Frequency: 1 MHz 

 

Offset: 0 

 

Number of samples: 

2500 

 

Rate: 40000 

 

Maximum value: 0.2 

 

Minimum value: –0.1 

 

7.2.5 Chicken tissue chunk detection test using the SEEIT system 

     Figure 7.3 shows the results of the fourth experiment, which employed a testing tank 

with a height of 50 mm and electrodes. It had an active contact area of 14  14  0.5 

mm3. The first measurements were taken using a testing tank filled with chicken breast 

chunks and with an electrical conductivity level of 1184.04 S/cm. The second 

measurements were taken from the tank with chicken fat and skin (soaked in brackish 

water) with an electrical conductivity of 2870.4 S/cm. They were located near 
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electrodes 11, 12, 13, and 14. Then, the measurement data changes were processed to 

identify the location of the chicken skin and fat. As seen, the SEEIT system was able 

to find and image the electrical conductivity changes in the tank. 

 

 

 
Figure 7.3: A. Chicken skin and fat location in the vessel filled with raw chicken 

breast chunks. B. 2-D reconstructed image of the chicken skin and fat. 

7.2.6 SEEIT system stability test  

     In this experiment, the results of an electrically non-conductive targeted object using 

the variance measurements signals were obtained using 16 copper electrodes attached 

to the testing beaker. The plastic rod was 25 mm and was placed in two locations in the 

testing beaker. The rod was continuously monitored and imaged for one hour using 1 

MHz as the injection frequency. Moreover, the reconstructed image samples were 

B 

A 

Added chicken 

skin and fat 

 

Chicken breast 

chunks 
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collected every period, as seen in Table 7.25. However, the water temperature was taken 

along with that of the reconstructed image samples. This was done because the 

temperature of the water would change the electrical conductivity, which would, in turn, 

affect the reconstructed image. As observed, the SEEIT system was able to monitor and 

image the targeted object continuously for one hour for two locations with high stability 

images. 

 

Table 7.25: Plastic rod object with diameter of 25 mm at different positions; 

reconstructed image samples using 1000 kHz as the injection frequency. 

Real 

samples 

taken 

in 

minutes 

Water 

temperature 

Plastic rod 25 mm real location 

 

Water 

temperature 

Plastic rod 25 mm real location 

 

1 23.9℃ 

 

23.2℃ 

 

5 23.9℃ 

 

21.9℃ 
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10 23.9℃ 

 

21.8℃ 

 

20 23.7℃ 

 

21.9℃ 

 

30 23.5℃ 

 

21.7℃ 

 

40 22.8℃ 

 

21.2℃ 
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50 21.9℃ 

 

21.2℃ 

 

60 22.1℃ 

 

21.3℃ 

 

      Figure 7.4 to Figure 7.6 shows the reconstructed image results of three different 

object diameter which they were placed around electrode 11, 12, 13, and 14 (left side) 

using an injection frequency of 1Mhz using testing beaker with a diameter of 180 mm. 

Figure 7.4 to Figure 7.6, V stands for variance, and SD stands for standard deviation. 

Figure 7.4 1A(V) and 2A(V) show the results using variance measurements to 

reconstruct the electrical non-conductive object with a diameter of 14 mm. As shown 

in Figure 7.4, 2A(V) 14 mm object located and the nearest border from the left side 

form the reconstructed image approximately 23.70 mm and from right side 

approximately 142.21 mm. The observed object diameter approximately 28.44 mm 

with a difference in diameter of 14.44 mm with a percentage change of 50.77%. 

However, Figure 7.4 1B(SD) and 2B(SD) show the results using standard deviation 

measurements to reconstruct the electrical non-conductive object with a diameter of 14 

mm. As shown in Figure 7.4, 2B(SD) 14 mm object located and the nearest boundary 

from the left side form the reconstructed image approximately 28.10 mm and from the 

right side around 137.38 mm. The observed object diameter approximately 30.62 mm 

with a difference in diameter of 16.62 mm with a percentage change of 54.28%. The 

results concluded that the reconstructed image using variance measurements more 

accurate than the one using standard deviation measurements. 
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Figure 7.4: The reconstructed images of the electrically non-conductive object with a 

diameter of 14 mm using two types of measurement results. 

     Figure 7.5 1C(V) and 2C(V) show the results using variance measurements to 

reconstruct the electrically non-conductive object with a diameter of 25 mm. As shown 

in Figure 7.5, 2C(V) 25 mm object located and the nearest border from the left side 

form the reconstructed image approximately 19.40 mm and from right side 

approximately 135.11 mm. The observed object diameter approximately 30.00 mm 

with a difference in diameter of 5 mm with a percentage change of 16.67%. However, 

Figure 7.5 1D(SD) and 2D(SD) show the results using standard deviation 

measurements to reconstruct the electrical non-conductive object with a diameter of 25 

mm. As shown in Figure 7.5, 2D(SD) 25 mm object located and the nearest boundary 

from the left side form the reconstructed image approximately 24.11 mm and from the 

right side around 130.51 mm. The observed object diameter approximately 35.59 mm 

with a difference in diameter of 10.59 mm with a percentage change of 29.76%. The 

results show that the reconstructed image using variance measurements more accurate 

than the one using standard deviation measurements. 

1A(V) 2A(V) 

1B(SD) 2B(SD) 
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Figure 7.5: The reconstructed images of the electrically non-conductive object with a 

diameter of 25 mm using two types of measurement results. 

     Figure 7.6 1E(V) and 2E(V) show the results using variance measurements to 

reconstruct the electrically non-conductive object with a diameter of 50 mm. As shown 

in Figure 7.6, 2E(V) 50 mm object located and the nearest border from the left side 

form the reconstructed image approximately 13.53 mm and from right side 

approximately 116.36 mm. The observed object diameter approximately 41.57 mm 

with a difference in diameter of 8.43 mm with a percentage change of 16.86%. 

However, Figure 7.6 1F(SD) and 2F(SD) show the results using standard deviation 

measurements to reconstruct the electrical non-conductive object with a diameter of 50 

mm. As shown in Figure 7.6, 2F(SD) 50 mm object located and the nearest boundary 

from the left side form the reconstructed image approximately 20.25 mm and from the 

right side around 109.55 mm. The observed object diameter approximately 43.79 mm 

with a difference in diameter of 6.21 mm with a percentage change of 12.42%. The 

results show that the reconstructed image using standard deviation measurements more 

accurate than the one using variance measurements. 

1C(V) 2C(V) 

1D(SD) 2D(SD) 
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Figure 7.6: The reconstructed images of the electrically non-conductive object with a 

diameter of 5 mm using two types of measurement results. 

     Figure 7.4 to Figure 7.6 shows that the electrically non-conductive objects with 

diameters of 14 and 25 mm based on the reconstructed image that using the variance 

measurements more accurate than the one using standard deviation measurements. But 

when using the 50 mm object in diameter, the standard deviation measurements more 

accurate than the one using variance measurements. 

     Figure 7.7 to Figure 7.19 using testing tank with diameters of 134 mm. Figure 7.7 

shows the reconstructed images of the electrically non-conductive object shape, made 

of Styrofoam (circle shape). The reconstructed image shows the estimated object shape 

which is not accurate circle shape that because of the background noise levels were 

high, particularly on the left side of the imaged area, as seen in the red spot. 

1E(V) 2E(V) 

1F(SD) 2F(SD) 
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Figure 7.7: The reconstructed image of the electrically non-conductive object shape, 

made of Styrofoam (circle shape). 

     Figure 7.8 shows the reconstructed image of the electrically non-conductive object 

shape, made of Styrofoam large rectangular shape. The target object detected and 

imaged as a rectangular shape with defects, although background noise was present. 

 
Figure 7.8: The reconstructed image of the electrically non-conductive object shape, 

made of Styrofoam (large rectangular shape). 

     Figure 7.9 shows the reconstructed image of the electrically non-conductive object 

shape, made of Styrofoam rectangular shape as well, but with a smaller diameter size 

than the previous object. The small rectangular object was detected and imaged, but 

with a defect. 
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Figure 7.9: The reconstructed image of the electrically non-conductive object shape, 

made of Styrofoam (small rectangular shape). 

     Figure 7.10 shows the reconstructed image of the electrically non-conductive object 

shape, made of Styrofoam large triangle shape was reconstructed with a low amount of 

background noise.  

 

Figure 7.10: The reconstructed image of the electrically non-conductive object shape, 

made of Styrofoam (large triangle shape). 

     Figure 7.11 shows the reconstructed image of the electrically non-conductive object 

shape, made of Styrofoam triangle shape as well, but with a smaller diameter size than 

the previous object. The small triangle object was detected and imaged, but with a 

defect. 
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Figure 7.11: The reconstructed image of the electrically non-conductive object shape, 

made of Styrofoam (small triangle shape). 

     Figure 7.12 shows the reconstructed image of the electrically non-conductive object 

shape, made of Styrofoam L-shaped.  As observed, the structural details of the 

reconstructed object image are poor, particularly the object side towards the centre of 

the testing tank. 

 

Figure 7.12: The reconstructed image of the electrically non-conductive object shape, 

made of Styrofoam (L shape shape). 

     Figure 7.13 shows the reconstructed image of the electrically non-conductive object 

shape, made of Styrofoam C-shaped imaged with defects. As observed, the structural 

details of the reconstructed object image not sharp. 
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Figure 7.13: The reconstructed image of the electrically non-conductive object shape, 

made of Styrofoam (C shape shape). 

     Figure 7.14 shows the reconstructed image of the electrically non-conductive object 

shape, made of Styrofoam E-shaped imaged with defects. As observed, the structural 

details of the reconstructed object image not clear with a high number of defects. 

  

Figure 7.14: The reconstructed images of the electrically non-conductive object shape, 

made of Styrofoam (E shape shape). 

    Figure 7.7 to Figure 7.14 shows different reconstructed images of the electrically 

non-conductive object's shape, made of Styrofoam with actual objects shape dimension. 

As observed, the structural details of the images of the reconstructed objects vary. For 

simple objects shape, targeted object shapes identified, but low defect but with complex 

object shapes barely identified with a high number of a defect.  

     Figure 7.15 shows the reconstructed image of the smallest electrically conductive 

object with a diameter of 1.5 mm. As displayed object located and the nearest border 

from the north side form the reconstructed image approximately 95.11 mm and from 

the south side approximately 37.18 mm. The observed object diameter approximately 
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24.68 mm with a difference in diameter of 23.18 mm with a percentage change of 

93.92%. 

   

Figure 7.15: The reconstructed image of the electrically conductive object with a 

diameter of 1.5 mm. 
 

    Figure 7.16 shows the reconstructed image of the smallest electrically non-

conductive object with a diameter of 2 mm. As displayed object located and the nearest 

border from the north side form the reconstructed image approximately 24.46 mm and 

from the south side about 107.29 mm. The observed object diameter approximately 

19.45 mm with a difference in diameter of 17.45 mm with a percentage change of 

89.72%. 

  

Figure 7.16: The reconstructed images of the electrically non-conductive object with a 

diameter of 2 mm. 

     Figure 7.17, Figure 7.18, and Figure 7.19 show the reconstructed image of detection 

bubbles of gas in the tap water test. Since the air bubble flow is unsteady, three 

reconstructed images samples were obtained and presented. The bubbles of gas are 
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electrically non-conductive medium pumped around electrodes 15, 16, 1, and 2, which 

observed by the reconstructed images. All the three reconstructed images sample gas 

bubble has been highlighted. The air bubbles appeared to shift into the testing tank wall 

regions. 

    

Figure 7.17: The reconstructed image of the gas bubble during gas has been pumped 

around electrodes 15, 16, 1, and 2 (Sample 1). 
 

 

Figure 7.18: The reconstructed image of the gas bubble during gas has been pumped 

around electrodes 15, 16, 1, and 2 (Sample 2). 
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Figure 7.19: The reconstructed image of the gas bubble during gas has been pumped 

around electrodes 15, 16, 1, and 2 (Sample 3). 

    The chicken fat and skin which soaked in salty water have higher electrical 

conductivity than chicken breast chunks, which discussed in this chapter. The chicken 

fat and skin placed on the left side, as showed in Figure 7.20 (left side image). The 

nearest edge in the actual testing tank with a diameter of 134 mm for fat and skin tissue 

from the top view right side (left side image) is approximately 83.82 mm and in the 

reconstructed image (right side image) approximately 74.21 mm with different of about 

9.61 mm. As showed the left side of the top view of the testing tank, the border of fat 

and skin has been highlighted, and even the reconstructed image conductivity change 

has been detected on the same side and highlighted. 

 

Figure 7.20: Left side Chicken skin and fat location in the tank filled with raw chicken 

breast chunks. Right side image reconstructed of the chicken skin and fat. 
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7.3 Conclusion 

     A multifunctioning SEEIT system was implemented to overcome some of the 

drawbacks of the conventional EIT system, including flexibility and durability. Three 

cylindrical testing tanks were used with three different 16-electrode arrays. The results 

observed show that the SEEIT system can detect and track a hidden stainless-steel rod 

object with a diameter as small as 1.5 mm that is placed in the testing tank. In addition, 

the SEEIT system shows good accuracy in locating and imaging cross-section objects 

with simple object shapes. Moreover, the results show the ability of the system to detect 

and track conductive and non-conductive materials, such as a plastic rod, gas, meat 

tissue, and a stainless-steel rod. This was true even when an object was submerged in 

different substances, such as water, muddy water, and chicken tissue. This shows that 

the system can be adapted for different EIT applications. However, most of the 

reconstructed images had background noise, although this does not affect the object 

detection and tracking. A stability test was carried out to continuously evaluate the 

SEEIT system and its ability to detect and image objects for one hour. 
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8 Chapter 8 Conclusion and Future Work 

8.1 Conclusion 

     EIT is an imaging technique that analyses the electrical potential distribution within 

a medium of voltage or current measurements conducted through a series of electrodes. 

This Ph.D. research aims to design a novel EIT system that improves various features 

of the current EIT systems in terms of both hardware and software for visualising 

hidden objects, which can be used in different applications. This investigation involves 

the design, development, implementation, and experimental tests of EIT systems’ 

hardware and software. A novel prototype EIT system, which uses single-ended 

signalling, has been developed. The SEEIT system has evolved through the use of 

several resistor circuit networks, which help to stabilise the system for use in a real 

testing tank or pipe. The ability of the system to detect and track hidden electrically 

conductive and non-conductive objects was examined using three cylindrical tanks with 

16 electrodes attached. Stainless steel and Teflon rods of different sizes placed in 

different locations inside the container or beaker, and images obtained. All the objects 

tested under multiple signal injection frequencies in the range of 12–1000 kHz. The 

results demonstrated that the system can detect and track conductive and non-

conductive objects with specific injection frequencies. The single-ended EIT system 

requires one wire connection to make one signal injection or measurement, and this is 

controlled using switching box. Alternatively, an ordinary EIT system requires 

additional wire connections for a single data measurement or injection, and a more 

complex circuit to control the I/O signals. This higher number of wires and increased 

circuit complexity will increase the data error rate and the cost significantly. The design 

of the novel EIT measurement technique has been shown to reduce the EIT system’s 

complexity considerably since it uses only one electrode to measure electrical signals 

(receiver), with a total of 15 measurements per 2D image. This accomplished by 

measuring the voltage signal of one stationary electrode (unlike the other measurement 

methods, which require more than one electrode). This measurement technique 

approach has the potential of reducing the number of data errors since a lower number 

of measurements is required per 2D image. Several experiments evaluated the ability 

of the SEEIT system to detect, locate, and reshape electrically conductive and non-

conductive materials. The results of the study indicate that the developed system can 
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detect and locate an electrically conductive object with a diameter as small as 1.5 mm. 

Moreover, the results demonstrate the ability of the current system to reconstruct an 

image of several non-conductive object shapes. The programmable LabVIEW code has 

improved the SEEIT system’s flexibility and the system’s ability to adapt the EIT 

system for different applications without the need to implement a new EIT system. The 

titanium alloy electrode was used to enhance the EIT system’s durability. In this study, 

only two types of electrode materials used, titanium and copper. Several experiments 

were conducted to mimic some of the industrial applications, which show good 

responses to detected conductivity change. The main significant development in terms 

of the complexity reduction of the EIT system was the use of single-ended electrodes 

instead of double-ended conductors for sensing purposes. This provides more 

straightforward computation and faster data acquisition. EIDORS was used for all the 

experiments to reconstruct the 2D image based on the processed data received from 

LabVIEW. 

     Additionally, the developed SEEIT system has been subjected to a stability test, 

which shows reliable continuous results for one hour. An effective electrode reduction 

method has been presented to reduce the number of electrodes (sensors) by 50%, which 

helps to reduce the EIT system’s interface limitation. This study primarily focuses on 

the development of unique EIT system aspects in hardware and software 

implementation.   

8.2 Future work 

     Numerous problems need to be resolved to improve the EIT system, which should 

be considered for future work, including: 

•          Improving the electrode array arrangement and designing more precision data 

measurements. For instance, additional electrode measurements will improve the 

accuracy of object tracking and image resolution. 

•          Develop an image reconstruction algorithm for the developed measurement 

strategy method. 

•          Develop a new image reconstruction algorithm for the current SEEIT system. 

•          Increase the speed of EIT systems by employing a new high-speed relay.  
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•          Increase the number of analog to digital converter ADCs since, at present, only 

one ADC 18bit is used. More ADCs will make the system much faster but more 

expensive to implement.  

•          Design a flexible electrode array that can be attached to a different testing 

media. 

•          Safety verification of the finalized SEEIT system. 

•          Employ a wireless connection between the DAQ and the electrodes for distance 

monitoring. 
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10 Appendix A 

Front panel window toolbar 

     The front panel window toolbar keys are used to control, modify and calibrate the virtual 

instruments (VI). 

        The Run key in LabVIEW is used to run the developed VI without the need to 

compile the code since LabVIEW does this automatically. The Run key is a solid white 

arrow as seen on the left of this paragraph. 

        When the Run key in LabVIEW appears broken, that means the VI, which has 

been created, contains an error. However, when the Run key still appears broken that means 

the writing in the VI block diagram is broken or includes incorrect writing. It is found as a 

dark grey broken arrow as seen on the left of this paragraph.  

        The Rotary motion arrows key in LabVIEW, as shown to the left of this paragraph, 

is used as a sign that the program is running continuously (infinite). It will be disabled once 

it is clicked for the second time. 

        The red circle key in LabVIEW as shown on the left of this paragraph is used to 

abort the execution of VI when it is running. It is also used when the Pause or Run keys 

are not responding. Furthermore, it used in an emergency saturation which occurs in 

industrial processes. Using this key will immediately stop the whole process. 

        The Pause button is used to pause a running VI. It resembles the icon that is shown 

on left side of this paragraph. After pressing the Pause button, the LabVIEW will highlight 

where the VI in the block diagram execution has been paused. Press the Pause key again 

to continue running the VI. 
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“Acquisition” loop 

     The “Acquisition” loop is responsible for electrodes switching control and signal 

acquisition. It operates as state machine and has four cases: “Initialization”, “Acquire”, 

“ProcessData”, and “Reset”. 

Code before and after “Acquisition” loop 

     The initialization part is located before the “Acquisition” loop, as shown in Figure 3.19. 

The “States” enumerator is for initializing the first state of the case structure in the 

“Acquisition” loop. The “Data” is meant to initialize the parameters and variables which 

are used in the loop. The “Homogen data” is intended to initialize the homogeneous data 

(“Homogen Data” array). Then, the initialization of the error cluster is located. The part 

for obtaining the “Eidors” queue is at the bottom of the code. Using this queue (in the 

“ProcessData” case), the “Data” array, which contains measured signal RMS values for 

each channel, is transferred to the “Processing & Save” loop. 

     Once the program is finished, the digital array with “false” values is written to the front 

panel indicators and the “DAQ Assistant” to return the indicators and DO states to initial 

“false” values. The VI for the “Eidors” queue release is located at the bottom of Figure A. 

The error clusters are merged at the end to provide information about errors that occurred 

in the program. 
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Figure A: Code before and after “Acquisition” loop. 

“Initialization” case 

     The “Initialization” case is designed to open (if the case exists) or create the “Data.tdms” 

TDMS file in the application directory and call …\eidors-v3.8\eidors\startup.m MATLAB 

script to run EIDORS software, as shown in Figure B. 
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Figure B: “Initialization” case. 

 

 

This part opens or creates “Data.tdms” TDMS file in the 

application directory.  

 

 

The reference “Data.tdms” file is bundled to “Data” cluster to 

pass in other cases.  

The MATLAB script node is used to call EIDORS 

software. 

 

This enumerator determines the next state. 
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The loop stops when an error occurs or the “Stop” button is 

pressed. 

 

“Acquire” case 

     The electrode switching logic is implemented in this case, as shown in Figure C. For 

each switching occurrence, the signal for 500 samples is measured from all electrodes and 

RMS values are calculated and collected in the “Data” array. If the number of elements in 

the “Data” array reaches 256 (which means one switching cycle has been completed), the 

program should execute next “ProcessData” state. The time benchmark is placed at the 

bottom of this case. 

 

Figure C: “Acquire” case. 
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This node is intended to unbundle the “Data” array and “Boolean 

indicators” array from the “Data” cluster.  

Rotates the injection array by one element. This function is used to modify the 

electrode switching array. The same array is written to indicators on UI.  

The “Boolean indicators” array is written to indicators on UI. 

 

The new data are written to the “Data” array via the 

“Build Array” function. Then, the modified “Data” array and “Boolean indicators” array is 

bundled to the “Data” cluster. 

 

If the size of the “Data” array is equal to 256, this means 

that one full cycle has finished, and all 16 electrodes have been excited. In this case, the 

next “ProcessData” state should be executed. Otherwise, the same “Acquire” case is 

executed. 
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In this section, the “Boolean 

indicators” array is passed to “WriteToDaq.vi” to generate a digital signal on the DAQ 

device. Then, “DAQ.vi” is used to measure and calculate RMS values of signals gathered 

from electrodes. “DAQ/Simulate” control determines the mode of the above mentioned VI 

operation. 

This part measures the actual time for 

“Acquire” case execution. In addition, it assures that the duration of signal acquisition 

from each electrode is 100 ms. 

WriteToDaq.vi 

This VI can work in two modes: “DAQ” and “Simulate”. If “DAQ” mode is selected from 

the UI of the program, then it passes the injection array to generate a digital signal on the 

DAQ device. The “True” case works when “Simulate” mode is selected. There is no need 

to generate any signal on the DAQ device in this mode. Here, the only error cluster is 

passed through the “True” case (Figure D).  
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Figure D: “True” case corresponds to “Simulate” mode (Right side) and the “False” case 

corresponds to “DAQ” mode (Lift side). 

DAQ.vi 

     This VI can work in two modes: “DAQ” and “Simulate”. If “DAQ” mode is selected 

from the UI of the program, then the “False” case works, as shown in Figure E. This VI is 

responsible for 500 sample measurements from all electrodes and RMS value calculation 

and collection to the “Data” array. These samples are default values, but this number can 

be configured from the UI “Settings” tab. 
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Figure E: “False” case corresponds to “DAQ” mode. 

 This VI creates a virtual channel to measure voltage and configure 

the sampling clock. The “Settings” is clustered with channels parameters which are passed 

from the UI. 

 This is for starting measurements. 

 Reads from all channels and provides “number of samples” from 

each channel. 
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 Clears the task after measurement completion. 

Calculates RMS values for all channel 

measurements. 

 

     If “Simulate” mode is selected from the UI of the program, then the “True” case works, 

as shown in Figure F. The sine signals for 16 channels are simulated in this mode. In this 

mode, the software can work without NI hardware and is designed for algorithm testing 

purposes. The “Simulate Signal” VIs are designed to simulate measurement signals from 

16 electrodes. 
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Figure F: “True” case corresponds to “Simulate” mode. 

DAQmxTask.vi 

     This VI creates a virtual channel to measure the voltage and configure the sampling 

clock, as shown in Figure G. 
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Figure G: DAQmxTask.vi. 

 Unbundles all necessary items from “Cluster”, 

which are channels parameters from UI. 

 Creates the task for measuring signals from electrodes. 

Creates channels for voltage 

measurement for each electrode. 
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 Configures the sampling clock. 

 

“ProcessData” case 

     In this case, the “Data” array is written to queue to send to the “Processing & Save” 

loop, as shown in Figure H. For the first cycle of excitation and measurement, calculated 

data are considered as homogeneous data. After running the program, when it proceeds to 

the “ProcessData” case for the first time, the “Homogen Data” array is empty. In this case, 

the “Data” array is written to the “Homogen Data” array. The next time when the program 

goes to this case, the “Homogen Data” array is not empty and there is no need to write new 

“Data” to it. Thereafter, the “ProcessData” case program should execute the next “Reset” 

state. 
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Figure H: "ProcessData" case. 

Unbundles “Data” array and writes to “Data” indicator. 

 

Checks if “Homogen Data” is 

empty, then write “Data” to “Homogen Data”. “Homogen Data” is empty only after the 

first full cycle is completed and the measured data are treated as homogeneous. 
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The “Data” array is written to the “Eidors” queue to pass to the 

“Processing & Save” loop. 

 

“Reset” case 

     In this case, the “Data” array is emptied, and the program goes to the “Acquire” state, 

as shown in Figure I. 

 

Figure I: "Reset" case. 

“Processing & Save” loop 

     The “Processing & Save” loop is synchronized with the “Acquisition” loop, as shown 

in Figure J. This loop waits for the “Data” array to be written to the queue. Once this 

process is finished, the data are read from the queue, proceed to the “MATLAB script 
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node”, and are recorded to the TDMS file. The homogeneous data are read from the 

“Homogen Data” property node and also proceed to the “MATLAB script node”. After the 

program is run and launches the “Processing & Save” loop for the first time, it records 

“Homogen Data” to the “Homogen.tdms” file in the application directory. The “MATLAB 

script node” executes the following MATLAB code from EIDORS software: 

show_slices(inv_solve(mk_common_model('d2c2',16),h_data',data')). 

 

Figure J: “Processing & Save” loop. 

Waits until “Data” array is written to queue. When new data are written, 

it reads them. 

 

The “Value” property node of the “Homogen Data” indicator in the 

“Process Data“ case of the “Acquisition” loop is used to read homogeneous data.  

 

“Data” array is recorded to TDMS file. 
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After the program run the 

“Processing & Save” loop for the first time, it records “Homogen Data” to the 

“Homogen.tdms” file in the application directory.  

 

The “MATLAB script 

node” executes the MATLAB code from EIDORS software to calculate and display the 

image. 

 

Once the loop is stopped, the TDMS file reference should be closed. 

“EIDORS” code description 

     The code written in “MATLAB script node” is taken from "One line starter program for 

EIDORS". In the first “MATLAB script node” (which is in the “Initialization” case of 

“Acquisition” loop), the program should run the following command: 

run path to eidors \eidors-v3.8\eidors\startup.m 

Thereafter, when data (“data”) and homogeneous data (“h_data”) are received from 

“Acquisition” loop, the program calls the following nested functions: 

show_slices(inv_solve(mk_common_model('d2c2',16),h_data',data')) 

http://eidors3d.sourceforge.net/tutorial/EIDORS_basics/one_line.shtml
http://eidors3d.sourceforge.net/tutorial/EIDORS_basics/one_line.shtml
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The first function is 

mk_common_model 

This function creates an inverse model from the template and has many options. More 

about this function can be found here. 

The second function is  

inv_solve 

 It calculates the image from an inverse model and data. 

The final function  

show_slices 

It is designed to display the image. 

“Signal Generation” loop 

     This loop generates a sine signal with a given “Amplitude”, “Frequency”, “Offset”, 

and “Phase”, which are set from the UI. Figure K displays the signal generation process 

loop. 

 

Figure K: “Signal Generation” loop. 

 

http://eidors3d.sourceforge.net/tutorial/EIDORS_basics/common_models.shtml
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11 Appendix B 

 

 
Configuration statistics window. 
 

 
Locating the right position to install the electrodes.  
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Attaching the copper electrodes to the beaker.  
 

 
Testing the electrode connectivity after attaching the electrode.  
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The basic resisters network circuit simulation and calibration test using Multisim 

Software. 

 
Measurement of the basic resister's network circuit signals. 
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The switching box 3D layout.  

Bottom view of switching box. 
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Top view of switching box.  

Real resisters network circuit test. 
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A testing tank which used for chicken tissue test. 

A testing tank which used for most of the experiments. 


