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Abstract 

Produced in the pancreas, insulin is widely considered the most important hormone involved in 

metabolic homeostasis.  Diabetes mellitus (DM) is a chronic metabolic disease affecting 537 

million people worldwide which results from a defect in insulin action, secretion, or both.  Over 

time, existing antihyperglycemic treatments designed to control type 2 DM (T2DM) typically 

become ineffective due to changes in disease progression including weight gain and increased 

insulin resistance, highlighting the importance for the continued development of new 

therapeutic agents which exert their effects through diverse/ novel mechanisms.  

Trace amine-associated receptor 1 (TAAR1) is a G protein-coupled receptor located in the brain, 

stomach, intestines and pancreatic β-cells which has roles in mediating neurodegenerative and 

metabolic disorders.  Although most of the existing research into TAAR1 agonists has focused 

on their role within the central nervous system for application in schizophrenia treatments, 

studies have identified activation of pancreatic TAAR1 enhances insulin secretion, thus TAAR1 is 

a promising target for novel antihyperglycemic treatments for T2DM.  

This thesis reports the rational design, synthesis and pharmacological evaluation of a series of 

ligands intended to exhibit a peripherally restricted TAAR1 agonist profile, based on N-((1H-

imidazol-4-yl)methyl)-4-chloro-N-isopropylaniline (RO5073012, 59), as part of a structure 

activity relationship study.  The analogues are computationally predicted to be substrates of the 

P-glycoprotein transporter and experimentally predicted to have low blood brain barrier 

permeability through immobilised artificial membrane reversed-phase high performance liquid 

chromatography, preventing the likelihood of inducing potential undesired on-target effects.  

The data obtained from high range rat insulin enzyme-linked immunosorbent assays (Mercodia) 

shows that the novel analogues enhance insulin secretion in control and glucolipotoxicity 

conditions designed to mimic an environment typically associated with patients with poorly 

controlled T2DM.  We also demonstrate that one compound, N-((1H-imidazol-2-yl)methyl)-4-
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chloro-N-isopropylaniline (76c), upregulates the secondary messenger cyclic adenosine 

monophosphate (cAMP) using the cAMP select ELISA (Cayman Chemical).  This suggests 76c 

mediates its therapeutic effects via TAAR1 thus indicating a potential role for these molecules 

as novel therapeutic agents in the treatment of T2DM.  
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1. Introduction 

Composed of a network of organs, the digestive system (Figure 1.1) facilitates the breakdown of 

food into essential nutrients (protein, fat, vitamins and carbohydrates) which are absorbed for 

survival 1.  

 

Figure 1.1 The digestive system. Image taken from and created using Biorender.com. 

Produced in the pancreas, insulin is a vital hormone involved within the digestive system.  The 

main function of insulin is to ensure correct sugar storage by regulating circulating blood sugar 

levels 2.  In 2021, a study identified that 40% of adults (aged 18-44) living in America had 

developed insulin resistance and thus were at an increased risk of developing several chronic 

metabolic disorders (Figure 1.2) 3, 4.  
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Figure 1.2 Chronic metabolic disorders which can arise because of insulin resistance. Adapted Zhao et al 3. Image 

created using Biorender.com. 

Shown in Figure 1.2, insulin resistance is a risk factor for diabetes mellitus (DM) and in 2021 the 

International Diabetes Federation (IDF) reported over 537 million adults worldwide are living 

with diabetes, with the global projection expecting over 783 million adults to have diabetes by 

2045 5.  Approximately, 1.5 million deaths are related to diabetes annually, with the World 

Health Organisation (WHO) classifying the disorder as a top 10 leading cause of death globally 6, 

7.  Although antidiabetic therapeutic agents have been developed to manage diabetes, their 

effectiveness often declines over time and thus the current challenge is to develop new 

therapeutic agents to assist with the treatment of DM.  

1.1. Diabetes mellitus 

Characterised by hyperglycaemia occurring from abnormal glucose homeostasis (fasting blood 

glucose: ≥ 7 mmol/L), DM is a group of metabolic diseases which result from a defect in insulin 

action, secretion or both 8-10.  In January 2019, over 400 million people worldwide suffered with 

DM and this number has continued to soar in recent years 9, 11.  Taken from the IDF Atlas report 
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in 2021, Figure 1.3 A and B show the estimated age-adjusted prevalence of diagnosed diabetes 

between ages 20-79 and the proportion of undiagnosed cases for 20–79-year-olds per country 

respectively, where it is clear diabetes is a global pandemic 5.  Figure 1.4 shows the expected 

global DM projections 5.  

 

Figure 1.3 (A) World map showing the estimated prevalence of diabetes cases in adults aged 20-79 in 2021.  (B) World 

map indicated the proportion of adults aged 20-79 with undiagnosed diabetes.  Taken from International Diabetes 

Federation Diabetes Atlas 2021, 10th edition 5.  
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Figure 1.4 World map showing the expected global projections of DM in 2030 and 2045.  Taken from International 

Diabetes Federation Diabetes Atlas 2021, 10th edition 5. 

DM is broadly characterised into two main subdivisions; type 1 and type 2, however other forms 

are known (mature onset diabetes in the young (MODY), gestational diabetes (GD), latent 

autoimmune diabetes in adults (LADA), ketosis-prone diabetes, neonatal diabetes and cystic 

fibrosis diabetes) 12-14.  Resulting from damaged blood vessels due to prolonged excess blood 

glucose, many long-term complications are associated with DM.  Classified into two subdivisions, 

complications from DM are either macrovascular complications (renal failure, retinopathy and 

damage to the nervous system) or microvascular (myocardial infarction, damage to the heart 

and stroke) (Figure 1.2) 10, 15.   
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These long-term implications highlight the urgency for early diagnosis and the development of 

new therapeutic agents.  In 2011, WHO recommended a new first point-of-call for identifying 

diabetes – the glycated haemoglobin (HbA1c) test as no prior patient preparation (fasting) is 

required 16.  Haemoglobin can become glycated with glucose, therefore the HbA1c test analyses 

the average amount of glycated haemoglobin during a 2–3-month time frame.  As increased 

blood glucose levels afford an increased HbA1c level 17, the American Diabetes Association have 

recommended HbA1c levels >6.5% indicate a positive diagnosis for DM 18.  

1.1.1. Type 1 diabetes mellitus 

Type 1 diabetes mellitus (T1DM) is a heritable disease 19.  Often referred to as juvenile diabetes 

or insulin-dependent diabetes, T1DM is readily diagnosed in children where it is reported 

offspring of a diabetic father are three times more likely to inherit the condition than children 

with a diabetic mother 20, 21.  Symptoms of T1DM include weight loss, increased urination, 

excessive thirst and polyphagia 22. 

Accountable for fewer than 10% of all diabetes cases, T1DM is caused by an autoimmune 

process whereby destruction of pancreatic β-cells results in insulin deficiency, subsequently 

leading to hyperglycaemia 23, 24.  Markers of the immune destruction of pancreatic β-cells include 

autoantibodies to glutamic acid and insulin, islet cell autoantibodies and autoantibodies to 

tyrosine phosphatases IA-2 and IA-2β 10.  Literature suggests the destructive autoimmune 

process is due to insulitis – a process whereby T cells penetrate the Islets of Langerhans and 

attack insulin-releasing β-cells.  Furthermore, patients of T1DM are likely to develop 

ketoacidosis 25. Patients of African or Asian ancestry are prone to developing a subtype of T1DM 

known as idiopathic diabetes, a condition which lacks the autoimmune component, but results 

in the individual suffering with episodic ketosis and permanent insulinopenia (low insulin 

concentration in the bloodstream) 10.  The first-line response for T1DM is insulin-replacement 

therapy coupled with a healthy and maintained diet.  However, this form of therapy has 
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associated problems including lifelong dependency on regular insulin injections, psychiatric 

conditions and hypoglycaemia 26. 

1.1.2. Type 2 diabetes mellitus 

Type 2 diabetes mellitus (T2DM) is the predominant form of diabetes, accounting for 90-95% of 

cases 27, 28.  Formerly known as non-insulin-dependent diabetes or adult-onset diabetes, T2DM 

often occurs in later life due to environmental factors and demographic characteristics, with 

obesity being the largest risk factor 29-32.  Other factors which contribute to the development of 

T2DM include smoking, drinking alcohol and physical inactivity.  Females are more likely to 

develop the condition and higher incidence rates of T2DM were reported within the Asian and 

black populations 32, 33.  Despite often occurring in adulthood, the number of T2DM cases 

reported in children is increasing due to the rise in childhood obesity 34.   

T2DM is characterised by insulin insensitivity arising from a decline in insulin production and 

resistance due to pancreatic β-cell dysfunction and unsuccessful cell signalling of the insulin 

receptor.  In turn, the rate of glucose transportation to vital organs such as skeletal muscle, 

adipose tissue and the liver is significantly reduced.  Consequently, blood glucose and glucagon 

levels are not reduced and hyperglycaemia occurs 27.  

The symptoms of T2DM are very similar to T1DM, however they develop more slowly thus 

making T2DM difficult to diagnose.  Briefly, insulin secretion is reduced due to β-cell dysfunction, 

subsequently hindering effective cellular uptake of glucose 27.  Unlike T1DM, several 

pharmacological agents have been developed to manage T2DM (discussed in Section 1.3) with 

metformin (1, shown in Figure 1.5) recognised as the first-line medication.  These therapeutic 

agents coupled with increased physical activity and improved diet have proven to be effective 

measures to successfully manage T2DM 35.  However, the effectiveness of these therapies often 

declines over time. 
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Figure 1.5 Chemical structure of metformin (1). 

1.1.3. Other forms of diabetes 

Defined as any degree of glucose intolerance with onset or first recognition during pregnancy, 

GD is the third most common form of DM 36.  Similar to T2DM, GD occurs due to β-cell 

dysfunction and is known to affect 1 in 7 pregnancies worldwide 37.  Furthermore, patients 

affected by GD are seven times more likely to develop T2DM within 10 years 38, 39.  Like T1DM 

and T2DM risks associated with GD include increased likelihood of C-section delivery, premature 

birth, pre-eclampsia and obesity 37.  GD can be managed with pharmacological treatment; 

however, metformin (1) is known to cross the placenta affecting metabolic, mitochondrial, 

proliferative and hepatic signalling pathways.  The potential long term effects on the foetus are 

unknown; thus  GD is commonly treated through diet and lifestyle modifications 37.   

Like T1DM, MODY is an inherited form of DM with a prevalence of 2% of all diabetes cases 40.  

MODY is a cluster of monogenic β-cell disorders and is caused by mutations in key genes (HNF1α, 

GCK and HNF4α) which regulate glucose homeostasis and results in a decline of β-cell function, 

subsequently reducing insulin secretion 12, 41.  Symptoms of MODY coincide with those 

demonstrated by T1DM and T2DM; thus, diagnosis is frequently missed, and inappropriate 

treatment administered 40.  

1.2. Insulin 

1.2.1. Pancreas 

The pancreas is an endocrine organ composed of both endo- and exocrine tissue which develops 

from the duodenum 42.  Responsible for the function of the digestive gland, the tubuloacinar 
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gland makes up the exocrine portion, whilst the endocrine consists of thousands of pancreatic 

Islets of Langerhans 43 (Figure 1.6).  

 

Figure 1.6 Structure of the pancreas and Islets of Langerhans. Islets of Langerhans are cellular clusters of endocrine 

tissue responsible for the hormone production involved in glucose homeostasis. Image created using Biorender.com.  

There are four major cell types within the Islets of Langerhans, (Table 1.1) with β-cells making 

up approximately 70% of the clusters.  The remaining 30% is made up of α-cells (20%) and δ-

cells and γ-cells accounting for the final 10% of the clusters 44-46. 
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Table 1.1 Cell types found in the Islets of Langerhans and their function. 

Cell type Function 

Alpha (α) Responsible for the secretion of glucagon 

Beta (β) Responsible for insulin production 

Delta (δ) 
Responsible for the secretion of somatostatin – a growth 

inhibiting hormone 

Gamma (γ) /  

F cell   
Responsible for the secretion of pancreatic polypeptides 

 

Islets of Langerhans have an irregular, oval shape (Figure 1.6) and are found throughout the 

pancreatic ductal and acinar tissue.  Studies have identified the organisation of cell types within 

the islet clusters; β-cells are sandwiched between two layers of α-cells resulting in a folded 

trilaminar plate.  The purpose of this distribution is to allow blood vessels to circulate along both 

sides allowing for optimal blood flow and oxygen circulation 47. Furthermore, this specific 

arrangement around blood vessels provides the hormones required to carry out the functions 

stated in Table 1.1 direct access to the circulatory system. 

Occuring during metabolic stress, selective destruction of β-cells arises due to the release of 

cytokines from nearby immune cells; thus a decline in pancreatic function is observed and the 

pancreas is unable to efficiently secrete the hormones required in Table 1.1 48.  Typically the 

deterioration in pancreatic function results from damage caused by numerous conditions 

including; DM, bloating, weight loss, and autoimmune, chronic and recurrent pancreatitis 48.   

1.2.2. Discovery, biosynthesis, structure and storage 

Insulin is a vital hormone involved in glucose homeostasis. Successful extraction of insulin was 

achieved by Banting, Best and MacLeod in the early 20th century 49, 50.  Located on chromosome 

11, the insulin gene encodes a 110-amino acid precursor protein known as preproinsulin.  
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Interaction of the hydrophobic N-terminal with the cytosolic ribonucleoprotein signal 

recognition particles enables translocation to the rough endoplasmic reticulum 51.  After 

translocation, preproinsulin is cleaved into proinsulin through the removal of a signal peptide 

located on the N-terminus, Figure 1.7 52, 53.  The proinsulin is folded, leading to the formation of 

disulfide bonds and is transferred to the Golgi apparatus, where it is transformed into insulin in 

β-cell secretory granules 54. During this process, proinsulin is cleaved by either proprotein 

convertases (PC) 1/3 coupled with carboxypeptidase E (CPE) to yield des-31, 32 proinsulin via 

the removal of paired arginine residues or via PC2 and CPE leading to the formation of des-64,65 

proinsulin due to cleavage occurring at lysine-arginine pairs (Figure 1.8) 55. Depending on the 

initial cleavage route taken, a second cleavage occurs at the opposing cleavage site and in turn, 

the C peptide which connects insulin’s A-chain to its B-chain is released; thus proinsulin is 

converted into insulin (Figure 1.7 and Figure 1.8) 52, 56.  

 

Figure 1.7 Biosynthesis of insulin and its secretion from pancreatic β-cells. Image created and adapted using 

Biorender.com. 
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Figure 1.8 Conversion of proinsulin into insulin. (Left) Proinsulin is cleaved at Lys64-Arg65 cleavage site via PC2 and 

CPE yielding des-64,65 proinsulin. A second cleavage occurs at Arg31-Arg32 to release insulin and the C-peptide. 

(Right) Proinsulin is cleaved at Arg31-Arg32 cleavage site via PC1/3 and CPE yielding des-31,32 proinsulin. A second 

cleavage occurs at Lys64-Arg65 to release insulin and the C-peptide. Taken from Steiner et al 55. 

Insulin is secreted as a dipeptide hormone composed of two chains, A and B (Figure 1.9).  Chain 

A (composed of 21 amino acids) is linked to chain B (30 amino acids) via two disulfide bridges 

occurring between residue 7 on both chain A and B as well as residue 20 of chain A and residue 

19 of chain B 57.  Hodgkin et al determined the structure of insulin by x-ray crystallography in 

1969 58, this work revealed that chain A contains two antiparallel α-helices between residues 1-

8 and 12-20 whereas chain B is composed of both an α-helix between residues 9-19 and β-

pleated sheets 59.  An intrachain disulfide bridge between residues 6 and 11 of chain A also 

contributes to the overall structure of insulin 60.  
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Figure 1.9 Schematic structure of human insulin. Disulfide bridges represented by green dashes. 

The structure of insulin is conserved between species with bovine and porcine insulin most 

closely resembling human insulin.  Figure 1.10 contains the protein sequence for human, bovine 

and porcine insulin and shows the amino acid sequences for bovine and porcine insulin differ 

from human insulin by 3 and 1 residues, respectively 61. 

 

Figure 1.10 Alignment of amino acid sequence of human insulin, bovine insulin and porcine insulin with differing 

residues shown in red and underlined. 

The metabolic signalling for insulin exocytosis occurs via several pathways resulting in cyclic 

adenosine monophosphate (cAMP)-dependent signalling cascade activation and the influx of 

extracellular Ca2+ ions 62.  Glucose stimulated insulin secretion (GSIS) is the main mechanism for 

reducing blood glucose levels. The process of GSIS is shown in Figure 1.11.  Glucose enters 

pancreatic β-cells via the glucose transporter 2 (GLUT-2) receptor and once inside it is 

metabolised via glycolysis generating pyruvate.  Upon entering the mitochondria, pyruvate 

enters the Krebs cycle, which after a series of biochemical reactions, causes an increase in 

adenosine triphosphate (ATP) concentration 63, 64.  In turn, cell depolarisation occurs whereby 

Human chain A   GIVEQCCTSICSLYQLQNYCN 

Bovine chain A   GIVEQCCASVCSLYQLQNYCN 

Porcine chain A  GIVEQCCTSICSLYQLQNYCN 

 

Human chain B   FVNQHLCGSHLVEALYLVCGERGFFYTPKT 

Bovine chain B   FVNQHLCGSHLVEALYLVCGERGFFYTPKA 

Porcine chain B   FVNQHLCGSHLVEALYLVCGERGFFYTPKA 
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ATP-sensitive potassium channels close and voltage-gated calcium channels open causing the 

influx of Ca2+ into pancreatic β-cells resulting in the exocytosis of insulin-containing vesicles 

leading to insulin secretion 63, 65.   

 

Figure 1.11 Biological pathways for glucose stimulated insulin secretion (GSIS) and fatty acid stimulated insulin 

secretion (FAIS). GSIS: glucose enters the cell via GLUT-2 receptors before being metabolised in the mitochondria.  A 

rise in ATP causes cell depolarisation - ATP-sensitive potassium channels to close and voltage-gated calcium channels 

open, triggering insulin secretion.  FAIS: fatty acids enter the cell and are converted to acyl-CoA. Acyl-CoA is 

metabolised in the mitochondria by transportation via carnitine palmitoyl-transferase.  Malonyl-CoA inhibits this 

process causing an acyl-CoA to levels to accumulate. In turn acyl-CoA increases Ca2+ causing insulin exocytosis. Fatty 

acids can stimulate GPCRs and activate the adenylyl cyclase pathway thus causing upregulation of cAMP, resulting in 

an increase in insulin secretion.  Image adapted by Michael et al, Komatsu et al and Nolan et al and created using 

Biorender.com 9, 66, 67.  
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Furthermore, fatty acids are important to pancreatic β-cell function and are known to increase 

GSIS via several pathways 68.  Firstly, fatty acids are oxidised into long chain acyl-CoA upon 

entering the cell, before transportation to the mitochondria by carnitine palmitoyl-transferase.  

Once inside the mitochondria, the long chain acyl-CoA undergoes β-oxidation forming acetyl-

CoA, subsequently controlling baseline insulin secretion levels.  Malonyl-CoA causes allosteric 

inhibition of carnitine palmitoyl-transferase thus preventing long chain acyl-CoA entering the 

mitochondria. In turn, the accumulation of long chain acyl-CoA causes an influx of cytosolic Ca2+ 

within the cell resulting in an increase in insulin secretion (Figure 1.11) 67, 69.  Lipolysis is another 

major pathway involved in stimulating insulin secretion via fatty acids 67.  Glucagon-like peptide 

1 (GLP-1), is shown to interact with cell-surface receptors and activate the adenylate cyclase 

pathway where ATP is converted into cAMP (Figure 1.11) 70.  The upregulation of cAMP increases 

insulin secretion via both protein kinase A (PKA) independent and dependent pathways 71.  The 

cAMP dependent PKA pathway relies on the influx of Ca2+ using the voltage gated calcium 

channels like insulin secretion via GSIS, whereas insulin secretion via cAMP independent PKA 

pathway is mediated by exchange proteins directly affected by cAMP (Epac).  There are two Epac 

isoforms (Epac1 and Epac2) expressed in pancreatic β-cells, with Epac2 found to be the isomer 

responsible for insulin secretion due to its ability to recruit insulin containing granules to the 

plasma membrane via its activation by ras-proximate-1 (Rap 1) 72.  Furthermore, activated PKA 

leads to the stimulation of hormone-sensitive lipase, an enzyme involved in regulating the 

release of free fatty acids into blood circulation; thus providing energy 73.  

1.2.3. Roles of insulin 

Summarised in Figure 1.12, the roles of insulin include the metabolism of proteins, lipids and 

carbohydrates, promoting cell division and the uptake of amino acids 74, 75.  As this project’s main 

focus is the development of novel therapeutic agents for the management of DM, this section 

aims to provide an in-depth discussion of insulin’s involvement in regulating metabolic 

homeostasis.  
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Figure 1.12 Role of insulin in organ function and metabolism.  Adapted from Yee et al 76.  Image created using 

Biorender.com. 

Insulin is a critical hormone involved in regulating the transportation of intracellular glucose into 

the liver, muscle and adipose tissue (Figure 1.12) 74.  The mechanism of action (MoA) of insulin 

is shown in Figure 1.13.  Once secreted from pancreatic β-cells, insulin binds to INSR (a receptor 

tyrosine kinase specific to insulin) located on the target cell’s membrane.  Upon activation of 

INSR, the receptor is autophosphorylated following sequential conformational changes 77.  In 

turn, two downstream signalling pathways, namely the phosphoinositide 3-kinase (PI3K) / 

protein kinase B pathway and the mitogen-activated protein kinase (MAPK) pathway (Figure 

1.13) are activated leading to glucose entering the cell and reduced blood glucose levels 78, 79.  

Activation of the above signalling pathways occurs in two distinct ways.  For the PI3K pathway, 
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activation occurs via the binding of PI3K’s p85 regulatory subunit to IRS1 whereas for the MAPK 

pathway occurs via the binding of Grb2 80.  

 

Figure 1.13 Insulin signalling pathway.  Activation of insulin receptor (INSR) leads to phosphorylation of IRS initiating 

PI3K/AKT and mitogen-activated protein kinase signalling cascades.  GLUT4 translocation occurs facilitating glucose 

uptake. IRS; insulin receptor substrate, PI3K; phosphoinositide 3-kinase, GRB2; growth factor receptor-bound protein 

2, GSK; glycogen synthase kinase, GS; glycogen synthase, mTORC1; mammalian target of rapamycin complex 1, ERK; 

extracellular signal-regulated kinase.  Adapted from Rahman et al, Gabbouj et al and Arneth et al 81-83.  Image created 

using Biorender.com. 

1.3. History and development of diabetes treatments 

T2DM is often managed through lifestyle changes including controlled weight loss, increased 

exercise and reduced alcohol intake to maintain glucose homeostasis.  In more advanced cases, 

where lifestyle changes alone do not lead to glucose homeostasis, antidiabetic therapeutic 

agents are administered.  The major classes of antidiabetic therapies are biguanides, 

sulfonylureas, sodium-glucose cotransporter 2 inhibitors (SGLT-2), dipeptidyl-peptidase IV (DPP 
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IV) inhibitors, incretin mimetics, α-glucosidase inhibitors and meglitinides (Figure 1.14).  They 

exert their therapeutic effects via three main pathways: inhibition of gluconeogenesis, increased 

insulin sensitivity or increased insulin secretion.  The effectiveness of these therapies often 

declines over time; therefore, combination therapy can be tailored to the individual patient 

using agents which follow different therapeutic mechanisms.  This highlights the importance of 

the continued development of new therapeutic agents which exert their therapeutic effects 

through diverse/novel mechanisms.  
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Figure 1.14 Mechanism of action for current type 2 diabetes mellitus therapeutics.  (A) Biguanides (e.g. metformin (1)) 

activate the AMPK signalling pathway in liver cells, resulting in upregulating of insulin sensitivity and signalling.  (B) 

SGLT2 inhibitors (e.g. canagliflozin, (2)) reduce renal glucose reabsorption, thus lowering blood glucose levels.  (C) 

Inhibition of DPP IV via DPP IV inhibitors (e.g. sitagliptin, (8)).  (D) α-glucosidase inhibitors (e.g. acarbose, (9)) prevent 

glucose absorption in the small intestine through delaying carbohydrate digestion.  (E) Sulfonylureas (e.g. gliclazide, 

(11)) and meglitinides (e.g. repaglinide, (16)) bind to K+ channels in pancreatic β-cells causing cell depolarisation.  The 

downstream effects following influx of Ca2+ results in enhanced insulin secretion.  Image created using Biorender.com.  

1.3.1. Biguanides 

Approved in the UK in 1958, metformin (1), Figure 1.5, is the only clinical biguanide and the first-

line treatment for T2DM 84.  Exerting its therapeutic effects by increasing insulin secretion and 

sensitivity whilst simultaneously decreasing the synthesis of glucose, Figure 1.14 shows the 

mechanism of action for 1 85.  Binding to organic cation transporter 1 (OCT-1) present in hepatic 
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mitochondria 86, metformin activates the AMP-activated protein kinase (AMPK) signalling 

cascade, initiating increases in insulin sensitivity.  Furthermore, AMPK activation induces fatty 

acid oxidation and reduces hepatic triglyceride content 87.  Adverse effects of 1 include nausea, 

vomiting and the induction of lactic acidosis 84.  Because weight gain is not an associated side 

effect of 1, it is of particular importance in T2DM cases where the patient is overweight 88, 89.  

The primary route of excretion of metformin is via the kidneys 90. 

1.3.2. Sodium-glucose cotransporter 2 inhibitors 

SGLT2 inhibitors (Figure 1.15) are often the second or third-line treatment for T2DM due to their 

associated cost.  Typically prescribed in combination with 1, SGLT2 inhibitors increase weight 

loss whilst reducing glucose reabsorption from the kidneys 91.  In turn, SGLT2 inhibitors trigger 

glucose to be eliminated via the urine, thus lowering blood glucose levels (Figure 1.14) 92, 93.   

 

Figure 1.15 Chemical structure of SGLT2 inhibitors; canagliflozin (2), dapagliflozin (3) and empagliflozin (4). 

Because of their unique MoA, SGLT2 inhibitors are advantageous in mature, well-developed 

incidences of T2DM whereby insulin resistance has developed due to non-functioning pancreatic 

β-cells 94.  Despite this, disadvantages are associated with the drug class.  Prolonged treatment 

with SGLT2 inhibitors can lead to adverse effects including increased urination, urinary tract 

infections and vaginal yeast infections 95.  
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1.3.3. Dipeptidyl-peptidase inhibitors and incretin mimetics 

GLP-1 and gastric inhibitory peptide (GIP) are incretin hormones responsible for regulating 

postprandial glucose levels.  They increase insulin secretion whilst preventing the release of 

glucagon.  DPP IV is an enzyme which rapidly cleaves GLP-1 and GIP.  Once bound to the enzyme, 

DPP IV inhibitors (Figure 1.16) inhibit DPP IV activity, subsequently increasing the levels of GLP-

1 and GIP.  In turn, insulin secretion is enhanced (Figure 1.14) 96.   

 

Figure 1.16 Chemical structure of DPP IV inhibitors; alogliptin (5), linagliptin (6), saxagliptin (7) and sitagliptin (8).  

Similar to DPP IV inhibitors, insulin mimetics exert their therapeutic effects via mimicking the 

roles of endogenous incretin hormones (Figure 1.14) 97.   

1.3.4. α-Glucosidase inhibitors 

The enzyme α-glucosidase hydrolyses carbohydrates to release glucose, thus α-glucosidase 

inhibitors (Figure 1.17) have proven advantageous in cases where T2DM patients have a 

carbohydrate-rich diet 98.  Their MoA differs to that of other oral hyperglycaemic compounds as 

they do not directly alter insulin synthesis and secretion (Figure 1.14).  α-Glucosidase inhibitors 

bind to α-glucosidase located in the brush border of the small intestine.  In turn, glucose 

absorption is inhibited thus preventing a rise in postprandial glucose levels 95.   
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Figure 1.17 Chemical structure of α-glucosidase inhibitors; acarbose (9) and miglitol (10). 

The use of α-glucosidase inhibitors is limited by their associated adverse effects such as 

flatulence, bloating and diarrhoea and their rigorous dosing routine 95.   

1.3.5. Sulfonylureas 

Used to treat T2DM since the 1960s, sulfonylureas (Figure 1.18) stimulate insulin secretion by 

binding to ATP-sensitive K+ channels located on the plasma membrane of pancreatic β-cells 

(Figure 1.14).  In turn, sulfonylureas stimulate the process described in Figure 1.7, whereby cell 

depolarisation occurs due to closure of K+ channels.  Consequently, the rapid influx of Ca2+ 

stimulates insulin secretion, thus reducing the blood glucose concentration 99.   

 

Figure 1.18 Chemical structure of sulfonylureas; gliclazide (11) and tolbutamide (12). 

Sulfonylureas are characterised into two classes (Table 1.2) where second-generation 

sulfonylureas are significantly more potent than first-generation.  However associated side 

effects limit their use 95.  Unlike 1, side effects of sulfonylureas include increased weight gain, 

hypoglycaemia, arrythmias and myocardial infarction.  Also shown in Table 1.2 is the elimination 

route of various sulfonylureas. 
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Table 1.2 Types of sulfonylurea therapeutic agents, their generation and duration of action 100. 

Sulfonylurea Generation Elimination route 

Gliclazide (11) 2 Urine 

Tolbutamide (12) 1 Urine 

Glimepride (13) 2 Urine 

Glibenclamide (14) 2 Bile 

Glipizide (15)  2 Urine 

 

1.3.6. Meglitinides 

Repaglinide (16) and nateglinide (17) are examples of meglitinides (Figure 1.19).  Meglitinides 

evoke their therapeutic effects via the previously described cell depolarisation mechanism 

(Figure 1.14) 101.  Like sulfonylureas, the main adverse effects of meglitinides are weight gain and 

hypoglycaemia, although the frequency of serious hypoglycaemic incidents is much lower.  

Other side effects of meglitinides include headaches and respiratory tract infections 102.  Despite 

these associated risks, meglitinides have proven advantageous in patients who also suffer with 

chronic kidney disease.  This is because unlike 1, the main route of elimination for this drug 

classification is via hepatic clearance 103. 

 

Figure 1.19 Chemical structure of meglitinides; repaglinide (16) and nateglinide (17). 

1.4. Trace amine-associated receptor 1 

1.4.1. G protein-coupled receptors 

Trace amine-associated receptors (TAARs) belong to the G protein-coupled receptor (GPCRs) 

family.  Composed of seven transmembrane (TM) α-helices connected via three intracellular 
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loops (IC1-3) and three extracellular loops (EC1-3), GPCRs have a wide range of roles including 

regulating taste, smell and vision as well as responding to hormones and neurotransmitters 104.  

Additionally, GPCRs contain an N-terminus (extracellular amino terminus) and a C-terminus 

(intracellular carboxyl terminus) sequence of differing lengths (Figure 1.20 A).  

 

Figure 1.20 (A) Annotated structure of GPCRs showing the 7 transmembrane helices numbered 1-7.  EC; extracellular 

loop, IC; intracellular loop.  (B) GPCR in complex with heterotrimeric guanine nucleotide-binding G-protein when bound 

to the C-terminus.  (C) GPCR in complex with GPCR kinase (GRKs).  Once an agonist binds, GRKs phosphorylate the 

receptor resulting in the binding of β-arrestin.  Image created using Biorender.com.  

Upon stimulation, GPCRs activate a bound heterotrimeric guanine nucleotide-binding G-protein 

consisting of an α-subunit and a βγ-complex (Figure 1.20 B).  There are several members of the 

G-protein family including Gs, Gi, Gq, Gt, G12/13 G14 and small G proteins (Arf, Rab, Ran, Ras and 

Rho) 105.  Once a ligand binds to the GPCR, a conformational change occurs whereby the Gα 

subunit dissociates from a Gβγ-complex whilst exchanging guanosine diphosphate (GDP) for 

guanosine triphosphate (GTP).  The dissociated Gα and Gβγ subunits modulate various 

downstream signalling pathways, modulating regulating intracellular secondary messengers and 

activity.  Finally, GTP is hydrolysed to GDP resulting in reformation of the Gαβγ heterotrimeric G 

protein (Figure 1.21). 
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Figure 1.21 Mechanism of the G-protein cycle.  (A) Agonist interacts with receptor, (B) agonist binds and exchange of 

GDP for GTP occurs, (C) dissociation of Gα and Gβγ subunits inducing agonist’s therapeutic effects, (D) agonist is 

released and GTP is hydrolysed to GDP.  Image created using Biorender.com.  

GPCR signal desensitisation occurs via a conserved two-step mechanism; receptor 

phosphorylation by GPCR kinases (GRKs) followed by β-arrestin binding (Figure 1.20 C) 106.  Once 

an agonist binds, GRKs phosphorylate the receptor leading to the recruitment of β-arrestin, 

which sterically inhibits the G-protein coupling to the receptor whilst simultaneously allowing 

for clathrin-mediated endocytic receptor internalisation 107.  This causes a reduction in receptor 

signalling and subsequently desensitisation or degradation of the inactive receptor 108.  
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GPCRs are characterised into six subfamilies (rhodopsin-like, secretin, metabotropic glutamate, 

frizzled, adhesion and orphan) due to similarities within their structure and sequence 104, 109 and 

as such GPCRs are recognised as important drug targets.  It is estimated over 35% of approved 

drugs target GPCRs, with the receptor class accounting for 17% of all drug targets (Figure 1.22).  

GPCRs are reported as the largest family of protein therapeutic targets due to their significant 

involvement in the central nervous system (CNS) and cardiovascular system 110.   

 

Figure 1.22 Percentage approximation of different targets for approved drugs. Adapted from Sriram et al  110. 

1.4.2. GPCR activation 

GPCR ligands are categorised based on the site they use to bind to the receptor.  Ligands can 

either bind at the orthosteric binding site where they compete with endogenous ligands or at a 

topographically distinct site known as an allosteric binding site 111.  Orthosteric binding ligands 

are further classified depending on the nature of their efficacy.  Agonists activate the receptor, 

in turn generating a biological response and can be classified as either full agonists – where the 

maximum signal response capable within the system is achieved, partial agonists where a lower 

signal response is detected compared to full agonists due to a reduced maximal efficacy for the 
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receptor or inverse agonists 112.  The latter have negative intrinsic efficacy and reduce 

constitutive activity via eliciting a decline in the number of receptors in the active conformation. 

In turn,  inverse agonists exert an opposite effect when compared to the agonist 113.  Once 

bound, antagonists produce no effect on their own instead blocking the effects of agonists and 

inverse agonists 112, 114.  

The cubic ternary complex model describes interactions between the G-protein, receptor and 

ligand interactions.  In this model the receptor possesses two binding sites: one for the G-

protein, G, and the other for the agonist, A and exists in two states, either active (Ra) or inactive 

(Ri).  Activation of G can represent constitutive activity when RaG is formed or once the receptor 

is activated via A 115.  Agonist activation can result in the formation of an ARaG complex and it is 

assumes that all receptor species (Ra, Ri, ARa, RaG and ARaG) coincide in equilibrium 116.  As shown 

in Figure 1.23 agonist binding to the inactive receptor state (ARi) stimulates the formation of 

ARa.  

 

Figure 1.23 Cubic ternary complex model of GPCRs. GPCR (R) exists in an active (Ra) or inactive (Ri) state and either 

bound to an agonist (A), the G-protein (G) or both.  Adapted Weiss et al 116.  Image created using Biorender.com. 
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Despite differences between their structures, all GPCRs evoke their therapeutic effects via cell 

signalling through an active conformation of the receptor (Ra), which can be further stabilised 

by a bound ligand (Figure 1.23).   

1.4.3. Discovery and structure of TAAR1 

Discovered independently by Borowsky et al and Bunzow et al in the early 2000s, trace amine-

associated receptor 1 (TAAR1) is a family A Gs-coupled GPCR belonging to the TAAR family 117-

119.  During the discovery, Borowsky’s research team was searching for novel serotonin-like 

receptors by screening genomic deoxyribonucleic acid (DNA) with conserved regions of TMs 6 

and 7 of known serotonin receptors.  Identifying a new family of GPCRs, Borowsky et al realised 

the receptors exhibit a high affinity for tyramine (18, half maximal effective concentration (EC50) 

at human TAAR1 (hTAAR1): 0.2-1.1 μM 120) and phenethylamine (19, EC50 at hTAAR1: 0.3 μM 120),  

Figure 1.24, thus coined the term trace amine receptors. 

 

Figure 1.24 Chemical structure of tyramine (18) and phenethylamine (19). 

Similarly, Bunzow et al researched new catecholamine receptors by screening complimentary 

DNA extracted from rodent pancreatic tumour cells against conserved regions of TMs 3 and 6 of 

known catecholamine GPCRs.  Identifying a novel GPCR, Bunzow’s research team established its 

pharmacology profile and later named the receptor TAR1, embedding Borowsky et al’s GPCR 

family discovery.  It was later discovered the receptors identified by Zeng et al (1998) and Lee et 

al (2000) belonged to Borowsky’s newly identified class of GPCRs, thus in 2005 Lindermann et al 

introduced a uniform naming system 121. 

Found on chromosome 6q23.2, hTAAR1 is 109 kb long 122.  Recorded research is sparse on the 

exact structure of hTAAR1, although several homology models have been produced based on its 
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similarity to Family A GPCRs 123, 124.  Figure 1.25 demonstrates hTAAR1 shares an 83% homology 

with rodent TAAR1 (rTAAR1) and 82% similarity with murine TAAR1 (mTAAR1) differing by 75 

and 85 amino acid residues, respectively 125.  

 

Figure 1.25 Alignment of amino acid sequence of human TAAR1 (hTAAR1), rodent TAAR1 (rTAAR1) and murine TAAR1 

(mTAAR1).  Colour denotation: green; non-polar amino acids, yellow; special case amino acids, red; polar amino acids, 

blue; aromatic amino acids.  Data obtained from UniProt 126.  

Despite being suggested to be a promising pharmacological target, the large sequence 

differences shown in Figure 1.25 hinders TAAR1’s potential.  Current research into developing 

TAAR1 drug-like compounds has revealed species-specificity between human, rodent and 

mouse TAAR1 isoforms to be the main drawback.  Within the drug discovery process, promising 

compounds are subject to in vitro and in vivo experimentation on rodent and murine models, 

thus the lack of interspecies sequence homology evidenced in Figure 1.25 is hypothesised to 

prevent accurate prediction of expected interactions which may occur between ligand and 

TAAR1 and the likelihood of inducing a therapeutic effect in humans.  This hypothesis is 

confirmed by Wainscott et al whereby 3-iodothyronamine (20), octopamine (21) and dopamine 

(22) displayed greater potency in rTAAR1 compared to hTAAR1 (Figure 1.26) 121.  Furthermore, 
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TAAR1 species variation also occurs due to pseudogenizations, deletions and duplications within 

the coding regions of DNA 117. 

 

Figure 1.26 Chemical structure of 3-iodothyronamine (20) and neurotransmitters octopamine (21) and dopamine (22). 

1.4.4. TAAR isoforms 

In mammals, there are nine main isoforms of TAAR (1-9) with only TAAR1 being extensively 

studied.  Known to identify primary amines, TAARs 1-4 are evolutionarily recognised as the 

oldest members of the TAAR family whilst TAARs 5-9 detect tertiary amines 127, 128.   

Human TAAR isoforms 

Reported by Lindermann et al, six TAAR isoforms are functional within humans (TAAR1, TAAR2, 

TAAR5, TAAR6, TAAR8 and TAAR9) 127.  It is expected the divergence of humans and orangutans 

caused the pseudogenization of hTAAR3 whereas divergence between humans and gorillas is 

responsible for the pseudogenization of hTAAR4 129.   

TAAR1 is located throughout the body - Borowsky et al and Linderman et al report hTAAR1 in 

the brain and spinal cord whereas Cisneros et al indicate hTAAR1 is present in astrocytes 127, 130, 

131.  Furthermore, hTAAR1 receptors are also present in the stomach, intestines, and pancreatic 

β-cells 132, 133.  Unlike other hTAAR isoforms, hTAAR1 is the only isoform not present in the 

olfactory system.  

Literature is sparse concerning the distribution of TAAR2 however tissue distribution of TAAR5, 

TAAR6, TAAR8 and TAAR9 has been reported.  Babusyte et al state TAAR5 is expressed in B 

lymphocytes and leukocytes whereas TAAR6 is expressed in the kidney and several regions of 

the brain including the hippocampus, frontal cortex, amygdala, and substantia nigra 134, 135.  Like 
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TAAR6, TAAR8 is also found in the kidneys and amygdala region of the brain, although its 

expression within leukocytes is unknown 131, 134, 136.  In contrast to TAARs 5, 6 and 8, TAAR9 is 

predicted to be present in skeletal muscle and spleen 137, 138. 

Animal TAAR isoforms 

In contrast to humans, studies show many TAAR isoforms are present in animals.  It is reported 

mice have 15 functional TAAR variants whereas rodents have 17 119.  Zebrafish have a much 

larger TAAR (zTAAR) family consisting of 112 isoforms.  Like mammals, the expected 

physiological role of zebrafish TAAR is to function as olfactory receptors, however there are no 

known ligands which activate zTAAR 139. 

1.5. Signal transduction in TAAR1 

1.5.1. Neurological disorders 

Due to hTAAR1s expression in the CNS coupled with its specific position on chromosome 6q23.2, 

hTAAR1 is expected to contribute to neurological disorders including schizophrenia and 

Parkinson’s disease. Characterised by symptoms including hallucinations, social withdrawal and 

poor memory, schizophrenia is a mental illness affecting 0.72% of the global population 140.  The 

pathophysiology of schizophrenia occurs due to dysregulation of dopamine transmission 

whereby alterations in dopamine receptor stimulation arises 124.  hTAAR1 is proven to be a 

negative regulator of dopamine transmission via GSK3β signalling – a pathway recognised in 

schizophrenia 129.  Furthermore, current studies demonstrate mTAAR1 activation inhibited 

hyperactivity of N-methyl-D-aspartate receptors whilst rTAAR1 activation modulated ventral 

tegmental area activity, both of which are processes associated with causing schizophrenia 

symptoms 141.  Therefore, agonists of hTAAR1 are proposed to have positive therapeutic effects 

in the management of the mental disorder 124.  

As in the treatment of schizophrenia, hTAAR1 is expected to be a therapeutic target for 

Parkinson’s disease – a neurological disorder characterised by degeneration of dopaminergic 
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neurons 142 which affects approximately 2000 in 100,000 patients over the age of 80, making it 

the second most common neurodegenerative disorder.  Symptoms of Parkinson’s disease 

include tremor, postural instability, and rigidity 143-145.  Studies suggest inhibition of hTAAR1 by 

antagonists will enhance dopamine stimulation 146.  Further neurological roles of hTAAR1 include 

overcoming substance abuse, addiction and depression 147, 148. 

1.5.2. Metabolic disorders 

As well as the CNS, TAAR1 is also expressed in the periphery (gastrointestinal tract, spleen, 

pancreas, heart, liver, kidney and immune cells 117, 146) whereby it is reported to have a role in 

metabolic disorders including irritable bowel syndrome (IBS), obesity, and T2DM. Dopamine 

transmission can be a factor of food reward, thus contributes to food addiction and binge-eating 

disorders 149.  In turn these disorders may result in obesity – a condition caused by an increase 

in adipocytes hindering immune response 150.  Furthermore, obesity is a risk factor for many 

diseases including, cancer, cardiovascular disease, and DM thus significantly decreasing a 

patient’s quality of life 150, 151.   

Studies suggest TAAR1 is a potential target for the development of a novel class of therapeutic 

agents designed to overcome obesity and binge-eating disorders.  Ferragud et al hypothesise 

activation of hTAAR1 will reduce compulsive overeating.  Testing their hypothesis on rodent 

models, Ferragud et al report compulsive eating was inhibited when rodents were administered 

the TAAR1 agonist RO5256390 (23) discovered by Roche (Figure 1.27) and further hypothesised 

the effects evoked by activated rTAAR1 occurred through modulation of dopaminergic terminals 

in the medial prefrontal cortex 149.  Similarly, Rutigliano et al imply analogues of 20 are promising 

anti-obesity drugs effective at TAAR1 152.   
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Figure 1.27 Chemical structure of Roche agonist, RO5256390 (23). 

Affecting up to 23% of the general population, IBS is a chronic condition with symptoms 

including recurrent abdominal pain and changes in bowel habits 153.  During the body’s response 

to IBS a rise in leukocyte concentration in the gastrointestinal mucosa occurs thus hTAAR1 is 

hypothesised to be a suitable therapeutic target for IBS, although literature confirming this 

hypothesis is limited 117.   

1.5.3. hTAAR1 as a therapeutic target for T2DM  

hTAAR1 is shown to have roles within T2DM via activation of cAMP dependent signalling cascade 

demonstrated in Figure 1.28.  Upon agonist binding, hTAAR1 activates adenylate cyclase thus 

initiating the PKA and Epac2 signalling cascades which amplify insulin secretion 63, 65.  

Furthermore, as reported in Section 1.2.2, activated PKA inhibits K+ channel opening leading to 

membrane depolarization and a rise in insulin secretion occurs 71.   
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Figure 1.28 Therapeutic effects of activated pancreatic hTAAR1.  Agonists bind to hTAAR1 resulting in dissociation of 

Gα subunit and leading to activation of adenylate cyclase.  cAMP levels increase stimulating the PKA and Epac2 

signalling cascades resulting in insulin endocytosis.  Activated PKA inhibits K+ channel opening, increasing intracellular 

Ca2+ levels and enhanced insulin secretion.  Catalytic PKA subunits phosphorylate CREB leading to insulin receptor 

substrate-2 (IRS-2) upregulation.  Adapted from Michael et al 9.  Image created using Biorender.com. 

Within pancreatic β-cells, activated hTAAR1 causes upregulation of insulin receptor substrate-2 

(IRS-2) – a gene responsible for mediating the effects of insulin 154.  Upon activation PKA evokes 

phosphorylation of CREB which binds to the cAMP response element located on the IRS 

promotor thus increasing IRS-2 expression (Figure 1.28) 9, 155-157.  The signalling pathway in Figure 

1.28 indicates hTAAR1 is a rational therapeutic target for a new class of therapeutics agents 

designed to manage T2DM.   

1.5.4. Intracellular localisation of TAAR1 

Although several roles of TAAR1 have been established (described above), understanding 

TAAR1’s trafficking and subcellular localisation remains challenging due to the weak plasma 
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membrane expression observed during in vitro microscopy studies 158, 159.  As such it is widely 

recognised the majority of TAAR1 signalling occurs intracellularly due to the absence of N-

glycosylation sites (Figure 1.29) 148, 158, 160.  

 

Figure 1.29 Trafficking of TAAR1 to the cell surface membrane, intracellular localisation and cross-talk between TAAR1 

and the dopaminergic system.  Purple pathway: TAAR1 traffics to the cell membrane and is expressed in poor yields 

where it is activated by an extracellular agonist activating the adenylate cyclase (AC) signalling pathway.  Green 

pathway: Agonist enters the cell through a transporter found at the plasma membrane. Once inside the cell, agonist 

binds to intracellular TAAR1 receptors that stimulate the AC signalling pathway.  Grey pathway: TAAR1 forms a 

heterodimer with D2 receptors inhibiting the AC signalling pathway.  Adapted from Rutigliano et al 148 and Underhill 

et al 161. Image created using Biorender.com. 

Several efforts have been made to promote cell surface expression of TAAR1 either via 

modification of intracellular loops or by inserting the first nine residues of human β2-

adrenoceptors into the N-terminus of TAAR1 to develop an N-glycosylated variant 132, 162, 163.  

Additionally, Quato et al identified TAAR5 traffics to the plasma membrane more readily than 

TAAR1.  Unlike TAAR5, TAAR1 lacks a F(X)6LL amino acid sequence in the C-terminus, thus it is 
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further suggested this is also responsible for the lack of TAAR1 cell surface expression as the C-

terminal motif promotes GPCR trafficking 158.  

Within brain monoaminergic systems, it has been observed that TAAR1 co-localises with 

dopamine D2 receptors, thus it is suggested an accessory protein may be required to promote 

efficient TAAR1 trafficking to the cell membrane (Figure 1.29) 159.  Furthermore, it is suggested 

that the dopamine transporter acts as a channel for TAAR1 agonists into the cell, increasing the 

accessibility and binding potential to the intracellular TAAR1 receptors (Figure 1.29) 148, 159.  

Given that insulin secreting pancreatic β-cells express D2 receptors, vesicular monoamine 

transporter 2 (VMAT2) and organic cation transporter 2 (OCT-2) transporters, it is suggested the 

heterodimerisation observed between TAAR1 and D2 receptors in the CNS and exploiting ligand 

transportation into the cell via neurotransmitter transporters could occur in the pancreas, 

subsequently leading to enhanced insulin secretion (Figure 1.29). 

1.6. hTAAR1 activation 

1.6.1. Endogenous ligands 

Borowsky et al and Bunzow et al identified hTAAR1 is activated by endogenous monoaminergic 

modulators (trace amines, TA) and classical monoamine neurotransmitters 164.  Synthesised via 

the decarboxylation of amino acids or metabolism of monoamine precursors, TAs (18 and 19, 

Figure 1.24) are primary amines structurally related to classical monoamine neurotransmitters 

such as dopamine (22, Figure 1.26).  The potency of several endogenous TAs for hTAAR1 is 

shown in Table 1.3.  
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Table 1.3 Structure of endogenous ligands that activate hTAAR1.  Potency is recorded as pEC50 in micromolar 

concentration (μM) 162, 165-167. 

Compound Structure Potency (pEC50) 

Tyramine (18) 

 

5.8-6.7 

Phenethylamine (19) 

 

6.2-7.0 

Octopamine (21) 

 

4.8-5.8 

Tryptamine (24) 

 

4.68 

 

TAs are metabolised via the enzyme monoamine oxidase (MAO) (Figure 1.30).  The half-life of 

TAs is very short (~30 seconds), thus they are only present in nanomolar concentrations 168.  The 

roles of TAs within humans has recently been identified and correlates with the therapeutic 

effects evoked by hTAAR1 activation 169. 
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Figure 1.30 Metabolism of TAs 18, 19, 21 and 24 to yield metabolites 25-32.  MAO; monoamine oxidase.  

1.6.2. Known structure-activity relationships studies for TAAR1 agonists 

Early work 

The development of pharmacological agents aimed to target hTAAR1 is an emerging research 

area due to increased knowledge of hTAAR1.  Initial development of novel TAAR1 targeting 

compounds began through the exploration of 3-iodothyronamine (20, Figure 1.26) derivatives 

by Chiellini et al 170, 171.  Adapted from Guariento et al, Table 1.4 shows the chemical structure of 

these analogues (compounds 33-46).  Unfortunately, the Emax values for compounds 33-46 was 

not reported, but the calculated pEC50 values at mTAAR1 obtained from bioluminescence 

resonance energy transfer (BRET) assays is shown in Table 1.4 132.  Expansion in the development 

of 20 led to the discovery of Guanabenz (47, Figure 1.31) by Lam et al 124.  
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Figure 1.31 Chemical structure of TAAR1 agonist, Guanabenz (47) developed by Lam et al 124. 

From the structures of compounds 33-47, coupled with their biological activity at mTAAR1, a 

common basic pharmacophore of TAAR1 drug-like molecules can be identified due to all 

agonists containing basic amine moieties and substituted aryl rings, suggesting these features 

are essential for optimal TAAR1 binding.  
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Table 1.4 Structure-activity relationship (SAR) exploration carried out by Chiellini et al to identify novel TAAR1 agonists. pEC50 values reported in molar concentration (M) and in reference to mTAAR1 

obtained from cAMP BRET assays 132.   

 

Compound R1 R2 R3 R4 R5 pEC50 

20 - - - - - 6.72 

33 NH2 H H H (CH2)2NH2 6.1 

34 OH H H H O(CH2)2NH2 5.66 

35 NH2 H H H O(CH2)2NH2 5.77 

36 NH2 H H CH3 O(CH2)2NH2 6.62 

37 NH2 H H CH3 (CH2)2NH2 6.92 
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Table 1.4 Continued. 

Compound R1 R2 R3 R4 R5 pEC50 

38 OH H H CH3 (CH2)2NH2 7.01 

39 NHCOCH3 H H CH3 (CH2)2NH2 5.51 

40 NH2 H H CH3 (CH2)2NH2 6.80 

41 NH2 H H CH3 O(CH2)2NH2 6.87 

42 NHCH2CH3 CH(CH3)2 H CH3 (CH2)2NH2 6.99 

43 N(C2H5)COCH3 CH(CH3)2 H CH3 (CH2)2NH2 6.36 

44 N(C2H5)COCH3 CH(CH3)2 H CH3 (CH2)2NHCOCH3 5.00 

45 NH2 H H CH3 

 

5 

46 NHCOCH3 H H CH3 

 

5 
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Biguanides 

Moving away from analogues of 20, virtual screening strategies were employed to identify 

additional TAAR1-targeting chemotypes.  Previous drug discovery programmes identified 

biguanide structures demonstrate antimalarial, antiseptic and antidiabetic properties, thus 

suggesting it is a promising core for novel hTAAR1 therapeutics 132.  Furthermore, the proposed 

core scaffold could act as the amine moiety identified in the TAAR1 pharmacophore.  

Efforts by  Guariento et al 132 and Tonelli et al 133 explored the structure-activity relationship 

(SAR) of biguanide compounds and their effects at hTAAR1.  Whilst compound 54 (Figure 1.32) 

showed improved selectivity towards hTAAR1 compared to mTAAR1 overcoming species-

specificity, it had low potency (EC50 at hTAAR1: 11400 nM).  To form additional interactions with 

the receptor and increase potency at hTAAR1, the aromatic moiety was replaced with 2-

pyrimidine yielding 55, Figure 1.32 132.  Unfortunately, this substitution hindered its biological 

activity at hTAAR1 and thus 55 was identified as a partial agonist.  Removing the rigid piperazine 

linker and replacing it with the more flexible CH2 led to the development of compound 51 (EC50 

at hTAAR1: 1200 nM, Figure 1.32) 133.  Monosubstitution of the chloro group was also 

investigated and showed para substitution led to greater activity (50, EC50 at hTAAR1: 1800 nM, 

Figure 1.32) compared to ortho and meta substitutions.  Evaluation of species-specificity of 50 

revealed a low species-specificity ratio (SSR) of mTAAR1 vs hTAAR1 (2.31) hinting small lipophilic 

substituents are required to ensure selectivity and potency at hTAAR1, however it suffered 

bioavailability (F) concerns in mouse models (F: 19.5%) 133.  Although further investigation is 

required to develop effective and potent hTAAR1 agonists characterised with a biguanide 

moiety, 50, 51 and 55 provide rationale for use as lead compounds in future SAR studies 

investigating agonism at hTAAR1.    
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Figure 1.32 Chemical structures of TAAR1 agonists 48-55 containing a biguanide moiety. Adapted from Guariento et 

al 132 and Tonelli et al 133. 
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Roche 

Most of the efforts to advance the development of hTAAR1 agonists has been carried out by 

Roche, with over 30 patents documented in the literature.  Roche’s early efforts in developing 

hTAAR1 agonists focused on structural modifications of adrenergic compounds.  Derived from 

S18616 (56, Figure 1.33), a partial agonist of α2A-adrenergic receptor identified from a thorough 

search of literature databases 172, RO5166017 (57, Figure 1.33) is a highly potent and selective 

TAAR1 agonist.  Whilst 57 showed high potency and selectivity at mTAAR1 (EC50: 3 nM) and 

rTAAR1 (EC50: 14 nM), it suffered from high metabolic clearance in rat models thus limiting its 

development.  Identifying 57 underwent N-dealkylation due to the presence of C-N bonds, 

efforts were made to introduce a linker substituent at the benzylic position yielding compound 

RO5256390 (58, Figure 1.33), a highly potent and selective hTAAR1 agonist (EC50: 18 nM) 172.   

 

Figure 1.33 Chemical structure of α2A-adrenergic partial agonist S18616 (56), and hTAAR1 agonists RO5166017 (57) 

and RO5256390 (58). 
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RO5073012 (59, Figure 1.34) was the result of a SAR study derived from the Roche compound 

library 173.  This compound belonging to the imidazole series was first described in a 2008 patent 

showing preference to an aminomethyl-4-imidazole core.  RO5073012 (59) is a highly selective 

hTAAR1 agonist against the α2A-adrenergic receptor, determined by (S)-4-(2,4-difluorophenyl-3-

tritio)-4,5-dihydro-2-oxazolamine (60) binding assays (Figure 1.34) 173.  Additionally, further in 

vitro investigation identified RO5073012 (59) as a partial agonist of hTAAR1 with balanced 

functional activity across species (EC50(hTAAR1): 23 nM, (rTAAR1): 25 nM and (mTAAR1): 23 nM) 

overcoming the species-specificity drawbacks previously identified by Guariento et al 132 and 

Tonelli et al 133, 173.  Preclinical in vivo studies found RO5073012 (59) was active in rat CNS 

behavioural models 173.  

  

Figure 1.34 Chemical structure of RO5073012 (59) and (S)-4-(2,4-difluorophenyl-3-tritio)-4,5-dihydro-2-oxazolamine 

(60). 

Further advances by Roche led to the patent of ralmitaront (61, Figure 1.35) in 2017 for the 

treatment of CNS disorders.  The patent states the 5-ethyl-4-methyl-pyrazole-3-carboxamide 

derivative is observed to have reduced side effects and increased activity and selectivity at 

hTAAR1 compared to other drug-like molecules described in prior art 174.  As the most advanced 

Roche agonist, ralmitaront (61) was entered into clinical trials 175.  Phase I trials assessed its 

safety and efficacy in schizophrenia cases, where the drug was well tolerated.  Subsequently, 61 

advanced to phase II trials, although Roche terminated the studies due to interim analysis 

showing ralmitaront was not an effective treatment for schizophrenia. 
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Figure 1.35 Chemical structure of ralmitaront (61). 

Ulotaront (Sunovian Pharmaceuticals) 

Identified from a targeted agnostic approach, ulotaront (62, Figure 1.36) was discovered due to 

its lack of antagonism at 5-HT2A and dopamine D2 receptors 176.  Ulotaront (62) is a hTAAR1 

agonist with additional agonism at 5-HT1A receptors and is undergoing clinical trial investigation 

176.  Successful results from phase II trials showing reduced side effects and improved efficacy 

resulted in ulotaront (62) being awarded the US Food and Drug Administration (FDA) 

breakthrough therapy designation for schizophrenia treatment 175.  Subsequently 62 was 

entered into phase III trials, however two studies have revealed 62 failed to significantly benefit 

patients with schizophrenia compared to the placebo.  Additional phase III trials are still ongoing.  

 

Figure 1.36 Chemical structure of ulotaront (62). 

1.7. Project aims 

This chapter has provided an in-depth account of hTAAR1, highlighting its roles in various 

neurological and metabolic disorders and its potential as a therapeutic target in T2DM.  Despite 

the challenges encountered by previous drug-discovery programs including variance in species-

specificity hindering development and concerns of efficacy for ralmitaront (61) and ulotaront 
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(62) which were experienced within clinical trials, there remains a demand to develop novel 

treatments for T2DM.  RO5073012 (59), a compound belonging to a class of aminomethyl-4-

imidazole based hTAAR1 agonists, has shown balanced functional activity across species and 

potency at hTAAR1 overcoming previous drawbacks.  In the absence of an x-ray crystal structure 

of hTAAR1, this project aims to use computational tools (Chapter 2) to develop and evaluate an 

accurate and representative model of hTAAR1 to aid with the development of structure-based 

drug design of hTAAR1 agonists.  

Next, using RO5073012 (59) as a lead compound, this project will rationally design and 

synthesise a library of imidazole based hTAAR1 agonists.  In silico methods will be applied to 

generate a hypothesised binding pose within the hTAAR1 binding site and rationalise the 

molecular interactions owing to their binding affinity as well as evaluation of their 

pharmacological profile in our phenotypic assay in pancreatic β-cells looking at insulin secretion.  

As RO5073012 (59) is reported to have good CNS penetration due to its development in 

schizophrenia treatment, efforts will be made to ensure the novel class of therapeutic agents do 

not cross the blood brain barrier (BBB), eliminating the likelihood of inducing central effects.  
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2. Development of hTAAR1 homology models and docking of 

selective hTAAR1 ligands  
 

Throughout the initial stages of drug discovery, computational tools are used to identify drug-

like compounds for their proposed therapeutic target.  The process to identify novel potent 

therapeutic ligands is often hindered by the limited diversity and size of screening libraries 

available.  As such efforts into high-throughput screening (HTS) - an automated process which 

can screen up to 500,000 compounds in a relatively short timeframe, were developed.  Despite 

its ability to screen such large compound numbers, HTS is only likely to identify a handful of 

compounds which elicit the desired biological response 177, 178.  Associated costs of HTS can be 

high due to the extensive optimisation required to improve the potency of the identified hit 

molecules 179.  Therefore, further efforts into progressing computer-aided drug design were 

employed 178.  

A novel, cheaper approach to HTS is virtual screening, for which molecular docking is the most 

used technique; a process which predicts binding affinities and physical interaction between a 

drug and its therapeutic target 180-182.  To ensure reliable data is obtained, the quality of receptor 

structure is imperative, thus crystal structures with high resolution are the most favoured 183, 184.  

Unfortunately, there were no published structures of hTAAR1 available in the Protein Data Bank 

(PDB) at the time of starting this project, and to date the crystal structure of TAAR1 has not been 

solved, therefore it was prudent to develop a hTAAR1 homology model to provide insight in 

supporting the development of a new class of therapeutic agents.   

Homology modelling is one of the most accurate computational structure prediction methods 

185, 186.  It predicts a 3D structure of a protein from its amino acid sequence, using a protein with 

a similar amino acid sequence as a template 185.  The process to build a homology model involves 

four key steps186.  Firstly, a Basic Local Alignment Search Tool (BLAST) search is completed to 

identify a suitable template available in the PDB database.  To identify an appropriate template, 
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various factors need to be considered.  Namely, a high sequence similarity between the target 

and template sequence, environmental factors such as solvent type, pH and amino acid 

protonation state, resolution of the experimental structure, and whether a bound ligand is 

present in a pocket similar to the binding region of the target site 185, 187, 188.  Once a template 

has been selected, sequence alignment occurs ensuring any residues conserved between the 

target receptor and template protein correlate with one another, thus improving the model 

quality 189.  This is demonstrated by Kopp and Schwede who report deterioration in model 

quality when the template and target receptor have less than 50% similarity, and with no reliable 

or accurate data obtained when similarity is below 25% 190.  Next, the model is built using 

backbone regeneration and side chain remodelling before energy minimization.  Finally, the 

model is validated to eliminate any errors which may have arisen during the building and 

development stage.  Often specialist, freely available programmes (PROCHECK, WHATIF, 

VERIFY3D and PR0SAII) are used to validate homology models by identifying protein 

stereochemistry and scoring the residues based on their correlation between sequence position 

and location within the structure 191.  This includes identifying and detecting misfolded amino 

acids due to the location of polar residues and solvation potentials, identifying sensible 

geometry and symmetry within the receptor, and using Ramachandran plots 191, 192.  

2.1. Development of a hTAAR1 homology model 

2.1.1. Initial homology modelling 

To determine the most reliable model of hTAAR1 to recapitulate known SAR, three different 

homology modelling programmes were used to generate <1000 homology models, with an 

overview of the most promising models shown in Table 2.1.  These models were selected based 

on their ability to preference the S-enantiomer of 4-(2,4-difluorophenyl-3-tritio)-4,5-dihydro-2-

oxazolamine (60) over the R-enantiomer, and their free-of-charge availability. 
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Provided by Prof. Charles Laughton, University of Nottingham, UK, models 1-20 were built using 

Modeller with either β2-adrenoceptors or dopamine D4 receptors as a template 193-198.  

Correlating with the literature, Family A GPCRs were deemed suitable templates for hTAAR1 

because β2-adrenoceptors have the best predicted homology over the full protein sequence 

whereas helix-by-helix comparison reveals dopamine D4 receptors most closely resemble TMs 

2 and 3 of hTAAR1 199, 200.  The corresponding models were screened to identify their ability to 

differentiate between the two enantiomers of the radioligand 4-(2,4-difluorophenyl-3-tritio)-

4,5-dihydro-2-oxazolamine.  Any models which showed preference for the S-enantiomer were 

used in this study relating to experiments completed by Galley et al 173, 201.  Additionally, the 

active state of the receptors was chosen for several templates to increase the probability for the 

discovery of agonists.  An additional 10 readily available structures of hTAAR1 were accessed 

online. Homology models 21-25 were obtained from Iterative Threading ASSEmbly Refinement 

(I-TASSER), whilst models 26-30 were acquired from Robetta 202-205. 
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Table 2.1 hTAAR1 homology model overview. In cases where more than one PDB entry is stated, homology models 

were built using an average of the stated PDB entries.  

 GPCR template 
Active or inactive 

state 
PDB entries 

Modelling 
software 

Model 1 β2-adrenoceptor 
Inactive, antagonist-

bound 
5JQH Modeller 

Model 2 β2-adrenoceptor 
Inactive, antagonist-

bound 
4BVN Modeller 

Model 3 β2-adrenoceptor 
Active, agonist-

bound 
3PDS, 3P0G, 
7DHR, 7DHI 

Modeller 

Model 4 β2-adrenoceptor 
Active, agonist-

bound 
3PDS, 3P0G, 7DHI Modeller 

Model 5 
Dopamine D4 

receptor 
Inactive, antagonist-

bound 
6IQL Modeller 

Model 6 β2-adrenoceptor 
Active, agonist-

bound 
3PDS, 3P0G, 7DHI Modeller 

Model 7 β2-adrenoceptor 
Active, agonist-

bound 
3PDS, 3P0G, 7DHI Modeller 

Model 8 β2-adrenoceptor 
Active, agonist-

bound 
3PDS, 3P0G, 7DHI Modeller 

Model 9 β2-adrenoceptor 
Active, agonist-

bound 
3PDS, 3P0G, 7DHI Modeller 

Model 
10 

β2-adrenoceptor 
Active, agonist-

bound 
3PDS, 3P0G, 7DHI Modeller 

Model 
11 

β2-adrenoceptor 
Active, agonist-

bound 
3PDS, 3P0G, 7DHI Modeller 

Model 
12 

β2-adrenoceptor 
Active, agonist-

bound 
3PDS, 3P0G, 7DHI Modeller 

Model 
13 

β2-adrenoceptor 
Active, agonist-

bound 
3PDS, 3P0G, 7DHI Modeller 

Model 
14 

β2-adrenoceptor 
Active, agonist-

bound 
3PDS, 3P0G, 7DHI Modeller 

Model 
15 

β2-adrenoceptor 
Active, agonist-

bound 
3PDS, 3P0G, 7DHI Modeller 

Model 
16 

β2-adrenoceptor 
Active, agonist-

bound 
3PDS, 3P0G, 7DHI Modeller 

Model 
17 

β2-adrenoceptor 
Active, agonist-

bound 
3PDS, 3P0G, 7DHI Modeller 

Model 
18 

β2-adrenoceptor 
Active, agonist-

bound 
3PDS, 3P0G, 7DHI Modeller 

Model 
19 

β2-adrenoceptor 
Active, agonist-

bound 
3PDS, 3P0G, 7DHI Modeller 

Model 
20 

β2-adrenoceptor 
Active, agonist-

bound 
3PDS, 3P0G, 7DHI Modeller 

Model 
21 

- - - I-TASSER 
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Table 2.1 (Continued) 

 GPCR template Active or inactive state PDB entries Modelling software 

Model 22 - - - I-TASSER 

Model 23 - - - I-TASSER 

Model 24 - - - I-TASSER 

Model 25 - - - I-TASSER 

Model 26 - - - Robetta 

Model 27 - - - Robetta 

Model 28 - - - Robetta 

Model 29 - - - Robetta 

Model 30 - - - Robetta 

 

2.1.2. Software validation 

To examine whether the PDB entries reported in Table 2.1 were appropriate for use as hTAAR1 

homology model templates and to determine the suitability of the proposed software, the co-

crystalised ligands (63-68) were docked back into the original receptor.  Successful redocking of 

co-crystalised ligands was achieved, Figure 2.1.  The bound and re-docked ligands in structures 

PDB: 5JQH, 4BVN, 3PDS, 3P0G, 7DHR and 7DHI overlay well, with the crystal structure binding 

pose obtained by the top docking score thus providing confidence Schrödinger Glide 12.6 and 

the applied docking protocol will accurately predict agonistic binding within hTAAR1. 

The main differences observed across all β2-adrenoceptors is the downward left shift of docked 

isoprenaline (67), the right-shift of the aromatic moiety of docked salbutamol (68) and the 

slightly distorted conformation of the secondary amine present on cyanopindolol (65), Figure 

2.1.  These differences are expected due to variation within crystallisation conditions and 

protein conformation during the time of crystallisation.  Unlike the β2-adrenoceptors, bound and 

top-scoring redocked pose of L745870 (69) present in PDB: 6IQL were not well aligned, Figure 

2.2.  Analysis of lower ranked docking scores did not reveal a more favourable docking pose. 



  

Page | 52  
 

 

Figure 2.1 Overlay of crystal structure agonists and antagonists present in six Protein Data Bank (PDB) entries with 

top ranking docking pose generated. Docking performed using Schrödinger’s Maestro and Glide 12.6 packages and 

images created using PyMOL 4.6.0. From left to right: PDB: 3P0G – green; co-crystalised P0G (63), orange; docked 

pose. PDB: 5JQH – light orange; co-crystalised carazolol (64), skyblue; docked pose. PDB: 4BVN – lilac; co-crystalised 

cyanopindolol (65), turquoise; docked pose. PDB: 3PDS – wheat; co-crystalised 8-hydroxy-5-{1R)-1-hydroxy-2-((2-[3-

sulfanylpropoxyl)phenyl]ethyl)amino)ethyl]quinoline-2(1H)-one (66), deep purple; docked pose. PDB: 7DHR – light 

pink; co-crystalised isoprenaline (67), forest green; docked pose and PDB: 7DHI – pale yellow; co-crystalised 

salbutamol (68), magenta; docked pose. 
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Figure 2.2 Overlay of crystal structure antagonist L745870 (69) (deep teal) present in PDB entry 6IQL with top ranking 

docked pose generated (raspberry). Docking performed using Schrödinger’s Maestro and Glide 12.6 packages and 

images created using PyMOL 4.6.0. 

Molecular docking predicts both a docked pose (composed of ligand orientation and 

conformation) along with a corresponding docking score for compounds to identify those with 

high-affinity binding and potentially biologically active molecules 179, 206.  In some software, 

namely AutoDock Vina, the predicted binding affinity (Ki) a ligand has for the target site may be 

calculated from the docking score using various algorithms 207.   

Schrödinger Glide Score is an empirical scoring function that scores docked poses according to 

ligand geometry, solvent exposure, lipophilic interactions and potential effects from the 

Coulomb and van der Waals integration energies 207.  The docking score generated in the 

Schrödinger suite is the recommended function to rank the docking of ligands.  It generates a 

score identical to the Glide Score but takes into account any Epik state penalties which may arise 

from predicting pKa values and protonation state distributions between the ligand and receptor, 

making it a more accurate scoring system 208.  
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Shown in Table 2.2 three of the docked co-crystalised ligands (63-65) generated ‘good’ docking 

scores (PDB: 3P0G, 5JQH and 4BVN) 209.  For the remaining β2-adrenoceptor ligands, it is likely 

many of the interactions formed between ligand and protein were hydrophobic in nature, 

evidenced by the lack of interactions displayed in Figure 2.1.  The poor alignment of 69 shown 

in Figure 2.2 is further confirmed by the high docking score obtained, Table 2.2.  Because the 

docked poses still closely resemble the co-crystalised bound ligands for most of the receptors it 

is assumed Schrödinger Maestro and Glide 12.6 are acceptable software for use in this study.  

Table 2.2 Docking score corresponding to the overlaid poses shown in Figure 2.1 and Figure 2.2. 

PDB entry 
Docking score 

(kcal/mol) 

3P0G -10.860 

5JQH -9.378 

4BVN -10.184 

3PDS -7.380 

7DHR -6.417 

7DHI -7.695 

6IQL -5.627 

 

2.1.3. Binding site detection 

Understanding the chemical and physical properties of the binding site is paramount to account 

for strong and favourable interactions between ligand and protein 210.  The SiteMap program 

within Schrödinger Maestro allows areas of the protein to be scored based upon set criteria, 

assessing their suitability as potential active sites 211.  Because limited information is known 

about the hTAAR1 receptor, potential binding sites for models 1-4, 6-30 were identified using 

SiteMap. As Asp1033.32 (superscript represents Ballesteros-Weinstein nomenclature) is a 
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conserved residue amongst aminergic GPCRs and to correlate with the literature, it was critical 

potential binding sites contain this residue 123, 131, 133, 212, 213. 

The druggability of the homology models was predicted using structure-based techniques.  For 

models 1-4, 6-27 and 29-30 the predicted binding sites were expected to interact with drugs 

with high affinity (druggability scores ranging between 0.914 – 1.122).  Model 28 failed to 

generate a potential binding site containing Asp1033.32 so was deemed unsuitable as an accurate 

representation of hTAAR1, thus its use in this study was discontinued.  As model 5 is co-

crystalised with L745870 (69), it was assumed this binding site would be appropriate for hTAAR1, 

thus the sitemap program was not applied.  Across models 1-27, 29-30 the orthosteric binding 

site was similar to other available structures for aminergic GPCRs, with several residues within 

the core binding site being identical to other readily available TAAR1 homology models, 

suggesting the models generated are accurate representations of hTAAR1 123, 124, 133. 

2.1.4. Visual observations 

Examination of the binding site, containing key residues identified in the literature resulted in 

differences between the binding sites of each homology model and the corresponding software 

to be observed 124, 176.  Although many residues are well aligned, it is clear the ring structures of 

Trp89ECL1, His993.28 and Phe1955.43 occupy different chemical space over the range of homology 

models analysed.  Minimal differences were observed between the binding sites of models 1-25 

(Figure 2.3) suggesting the active state of models 3, 4 and 6-20 does not affect potential binding 

between the ligand and target site despite undergoing a conformational change.   
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Figure 2.3 Alignment of key residues in hTAAR1 binding site of homology models 1-4, 6-25. Images created using 

PyMOL 4.6.0. 

Using a different Family A GPCR template, as demonstrated in model 5 shows variation at 

Trp89ECL1, His993.28, Pro2837.32 and Tyr2947.43 (Figure 2.4).  

 

Figure 2.4 Differences observed in hTAAR1 binding sites when the template receptor is varied. Grey; β2-adrenoceptor 

homology models, magenta; dopamine D4 receptor homology model. Images created using PyMOL 4.6.0. 
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Contrasting to the models generated using Modeller and I-TASSER software, models 26-30 

demonstrate vast levels of variation (Figure 2.5).  It is hypothesised the differences in 

conformation of aromatic rings present in sidechains of Trp89ECL1 and Phe185ECL2 could block 

ligand entry into the binding pocket, therefore reducing the predicted ligand binding affinity.  

 

Figure 2.5 Alignment of key residues in hTAAR1 binding site of homology models 26-30. Images created using PyMOL 

4.6.0. 

2.1.5. Statistical evaluation of hTAAR1 homology models 

Quantitative comparison of three-dimensional structures is essential in structural biology.  The 

most used technique to determine the similarity between two superimposed coordinates is root 

mean squared deviation (RMSD) 214, 215.  RMSD analysis was used to assess the differences 

between homology models 1-27 and 29-30 and was achieved using an in-house python script 

utilizing mdtraj (Appendix 9.1).  The script generated graphs (Figure 2.6 and Figure 2.7) where 

the models are positioned according to their similarity: the lower the RMSD the more similar the 

models are.  The visual differences observed in Figure 2.3-Figure 2.5 correlate with the results 
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obtained from RMSD analysis.  Figure 2.6 shows model 5 is significantly different to the other 

homology models due to the use of a dopamine D4 receptor as the starting template.  

 

Figure 2.6 Root mean square deviation for the binding site of hTAAR1 homology models designed using β2-

adrenoceptors and dopamine D4 receptors. 

Removing model 5 from analysis, Figure 2.7 shows minimal variation within each set of models 

generated using individual software and the similarities between the Modeller and I-TASSER 

software.   



  

Page | 59  

 

Figure 2.7 Root mean square deviation for the binding site of hTAAR1 homology models designed using β2-

adrenoceptors. 

To compliment the RMSD data, cluster analysis was performed on each of the homology models.  

This statistical process classified the models into specific groups or ‘clusters’ based on the 

similarities within characteristics and properties between the other homology models present 

in this study 216, 217.  An algorithm is applied whereby the objects in a specific dataset are 

separated based on their similarities therefore, the homology models belonging to the same 

cluster will have a greater similarity than two homology models found in two different clusters.  

This analysis allowed us to understand the effects of using different PDB templates and 

modelling software identifying the similarities and differences between the hTAAR1 homology 

models generated.  Based on the clustering patterns, Figure 2.8 shows the binding sites of the 

Robetta homology models are different to those produced using Modeller and I-TASSER.  

Additionally, the inactive models (models 1 and 2) occupy a different chemical space to the 

activated models.  
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Figure 2.8 Cluster analysis plot for the binding site of hTAAR1 homology models.  X-axis: embedding dimension 1.  Y-

axis: embedding dimension 2.  All models are built using active PDB entries except for plots 0 and 1 which were built 

using inactive PDB structures.  Models are identified with a number and the distance between the models represents 

the RMSD.  Blue; Robetta, Green; I-TASSER, Red; Modeller (active forms), Orange; Modeller (inactive forms).  

The clustering analysis was calculated using the aforementioned python script (Appendix 9.1).  

The analysis was based on the measure of the RMSD and the superposition of α-carbons of 

selected amino acid residues found within the active site 124.  The amino acid residues used in 

the cluster analysis were considered crucial for the binding of TAAR1 ligands and identified in 

literature hTAAR1 homology models 124.  

The data shown in Figure 2.8 suggests that some models are nearly duplicates of one another 

due to the closeness between data points.  From this information, it is possible to select a 

representative model from each cluster to signify all homology models in that group, however 

as little is known regarding hTAAR1, it was concluded all models will be employed for the 

subsequent docking steps to gain the most accurate representation of hTAAR1.  

 

(A) 
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2.2. Molecular docking of literature compounds into hTAAR1 homology 

models 

Final validation of the hTAAR1 homology models resulted from docking a series of known 

hTAAR1 agonists, an antagonist and decoy compounds into the models using Maestro from the 

Schrödinger suite.  The grid used comprised of all the residues involved in hTAAR1 binding 

according to the literature 124.  All ligands were docked into the binding site with a hydrogen 

bond constraint with Asp1033.32 applied 123, 133, 212.  The binding poses of compounds docked into 

the homology models were evaluated considering several factors.  Firstly, the number of 

hydrogen bonds that the compounds were making with crucial residues in the active site, as well 

as further stabilisation through other interactions and the binding score generated.  Although it 

is suggested an accurate binding representation is achieved with a docking score of -10, it is 

imperative to self-assess the generated poses to determine reasonable results.  For example, 

targets with shallow active sites will generate accurate binding poses via achieving a docking 

score of -8, whilst metalloproteins generate a docking score of -15 218.  As the cut-off for a ‘good’ 

docking score is a sliding scale, for this project, good docking scores were determined as the 

lowest value recorded providing the observed pose met the previously stated requirements, 

correlated with the literature values and the positioning of compounds within the binding 

pocket was determined sensible.  

2.2.1. Endogenous agonists 

Trace amines are a class of endogenous compounds which are distributed throughout the 

mammalian brain.  They are metabolically and structurally related to classical monoamine 

neurotransmitters and under physiological conditions, are found at extremely low 

concentrations 219, 220. 
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Endogenous agonists of hTAAR1 include the trace amines tryptamine (Ki: 1084 nM) and tyramine 

(Ki: 34 nM).  Tryptamine (24) and tyramine (18) were docked into each homology model with 

the data reported in Table 2.3.  

Upon docking of 24, 8 homology models (1, 4, 5, 7, 10, 13, 17, 24, 25) generated ‘good’ docking 

scores whereas tyramine (18) obtained top scores from only 4 models (4, 14, 17, 25).  As 

homology models 4, 14, 17 and 25 produced consistent high scores for both endogenous 

agonists, the interactions predicted and docked poses produced where analysed in depth.  
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Table 2.3 Docking score for the top scoring docked pose for endogenous agonists tryptamine (24) and tyramine (18) 

into hTAAR1 homology models. 

 Docking score (kcal/mol) 

 Tryptamine (24) Tyramine (18) 

Model 1 -6.709 -6.084 

Model 2 -7.111 -5.209 

Model 3 -5.650 -4.978 

Model 4 -6.694 -7.574 

Model 5 -6.839 -5.626 

Model 6 -6.755 -5.578 

Model 7 -6.496 -5.531 

Model 8 -6.141 -5.341 

Model 9 -6.556 -5.127 

Model 10 -7.191 -6.085 

Model 11 -6.698 -6.381 

Model 12 -6.658 -6.286 

Model 13 -7.029 -6.405 

Model 14 -7.408 -7.314 

Model 15 -6.275 -5.390 

Model 16 -6.229 -5.396 

Model 17 -6.805 -6.968 

Model 18 -5.603 -4.260 

Model 19 -6.256 -5.109 

Model 20 -6.521 -4.314 

Model 21 -6.991 -5.390 

Model 22 -6.235 -6.362 

Model 23 -6.762 -5.242 

Model 24 -6.756 -5.584 
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Table 2.3 Continued 

 Docking score (kcal/mol) 

 Tryptamine (24) Tyramine (18) 

Model 25 -7.087 -6.904 

Model 26 -6.707 -5.473 

Model 27 - -5.460 

Model 28 - -5.548 

Model 29 - -4.026 

Model 30 - -4.026 

 

The results showed homology models 4, 14, 17 and 25 exhibited several of the features crucial 

for hTAAR1 binding.  The top predicted binding poses for tryptamine and tyramine in homology 

models 4, 14, 17 and 25 are shown in Figure 2.9 and Figure 2.10.  The aromatic rings are deeply 

inserted into the binding pocket whilst the primary amine moieties formed strong interactions 

with Asp1033.32.  The salt bridge and hydrogen bond length predicted between the endogenous 

agonists and Asp1033.32 were deemed optimal for homology models 4, 17 and 25 varying 

between 1.75 – 3.04 Å, whilst slightly elongated bond lengths (2.86 – 3.94 Å) were predicted for 

model 14 221.  Furthermore, for each of the selected homology models, 18 and 24 were further 

stabilised via π-π or π-cation interactions with Phe185ECL2, Phe2676.51 and Phe2686.52.  

Additionally, the site where both compounds bind is lined with residues reported in other 

hTAAR1 molecular docking studies including Phe1955.43, Val184ECL2, Ile2907.39, Ile1043.33, 

Trp2646.48, Tyr2947.43, Thr1003.29 124, 176, 222.  These residues help form the hydrophobic pocket 

present in the binding site and contribute to ligand binding and stabilisation through van der 

Waals interactions 213.  
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Figure 2.9 (A) Docked pose of tyramine (18) (cyan) and tryptamine (24) (magenta) in homology model 4. (B) Docked 

pose of 18 (cyan) and 24 (magenta) into homology model 14.  (C) Docked pose of 18 (cyan) and 24 (magenta) into 

homology model 17.  (D) Docked pose of 18 (cyan) and 24 (magenta) into homology model 25.  All Images visualised 

down transmembrane 3. Crucial receptor residues lining the pocket are shown as sticks.  Docking performed using 

Schrödinger’s Maestro and Glide 12.6 packages and images created using PyMOL 4.6.0.  
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Figure 2.10 Tyramine (18, left) and tryptamine (24, right) interactions with hTAAR1 homology models. (A) Homology 

model 4.  (B) homology model 14.  (C) Homology model 17.  (D) Homology model 25.  Images generated with Maestro 

from the Schrödinger suite.  
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For both docked compounds, models 8 and 18 generated low docking scores.  The binding poses 

of 18 and 24 in homology models 8 and 18 were compared to those of models 4, 14, 17 and 25 

(Figure 2.11).  Despite optimal hydrogen bond lengths being predicted between ligand and 

Asp1033.32, it is clear compound positioning within the binding site is the cause for the poor 

docking scores.  Unlike the poses generated for models 4, 14 and 17, both the aliphatic and 

aromatic moieties of tryptamine and tyramine are not well aligned.  Additionally, the aromatic 

rings of tryptamine and tyramine are not positioned deep into the binding sites, therefore the 

use of these two homology models were discontinued.   

 

Figure 2.11 Surface representation of hTAAR1 homology models and the docked pose of tyramine (18, cyan) and 

tryptamine (24, magenta).  (A) Homology model 8.  (B) Homology model 18.  (C) Homology model 4.  (D) Homology 

model 14.  (E) Homology model 17.  (F) Homology model 25.  Docking performed using Schrödinger’s Maestro and 

Glide 12.6 packages and images created using PyMOL 4.6.0. 

Correlating with the hypothesis stated in section 2.1.4, whereby variation between side chain 

orientation could prohibit ligand entry into the active site, no docking data was obtained for 

tryptamine (24) in models 27-30.  As these models failed to generate data for an endogenous 

agonist of hTAAR1, their use in this study was also terminated.   
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2.2.2. Synthetic agonists 

Galley et al identified a selective hTAAR1 agonist, RO5073012 (59, Figure 1.34) after exploring 

and developing a subset from the Roche compound library 173.  Preliminary in vitro data indicates 

RO5073012 (59, Figure 1.34) has a strong binding affinity for hTAAR1 (12 nM).  To further 

evaluate the hTAAR1 homology models, 59 along with the radioligand (60) used to determine 

its binding affinity were docked into the remaining hTAAR1 homology models. 

Most of the homology models gave ‘good’ docking scores upon the docking of (S)-4-(2,4-

difluorophenyl-3-tritio)-4,5-dihydro-2-oxazolamine (60).  This was expected due to the initial 

preference the Modeller models displayed for 60, during the model design stage of this project, 

and the results obtained from the cluster analysis showing a likeness between the Modeller and 

I-TASSER models.  Therefore, to get an accurate representation of the models, those that 

produced ‘good’ docking scores for RO5073012 (59) (11, 17, 21 and 25, Table 2.4) where studied 

in greater detail.   
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Table 2.4 Docking score the top scoring docked pose for synthetic agonists RO5073012 (59) and (S)-4-(2,4-

difluorophenyl-3-tritio)-4,5-dihydro-2-oxazolamine (60) into hTAAR1 homology models.  

 Docking score (kcal/mol) 

 RO5073012 (59) 
(S)-4-(2,4-difluorophenyl-3-

tritio)-4,5-dihydro-2-
oxazolamine (60) 

Model 1 -6.296 -6.058 

Model 2 -6.241 -6.965 

Model 4 -5.506 -6.863 

Model 5 -5.627 -6.533 

Model 6 -5.226 -5.811 

Model 7 -4.816 -7.063 

Model 9 -5.378 -6.269 

Model 10 -5.012 -5.890 

Model 11 -6.498 -6.480 

Model 12 -5.844 -6.356 

Model 13 -4.595 -6.376 

Model 14 -5.485 -8.182 

Model 15  -5.957 -5.931 

Model 16 -4.794 -5.571 

Model 17 -6.046 -6.359 

Model 19 -5.603 -5.393 

Model 20 -6.055 -5.849 

Model 21 -6.839 -6.506 

Model 22 -5.241 -5.924 

Model 23 -6.338 -5.843 

Model 24 -5.485 -5.470 

Model 25 -5.827 -7.027 

Model 26 -5.614 -5.493 
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The data presented in Figure 2.12 and Figure 2.13 shows the 6-membered aryl rings of both 59 

and 60 are deeply inserted into the binding pocket correlating with the poses generated by 

tryptamine (70) and tyramine (18).  Similarly, the amines present in the aromatic heterocycles 

formed strong interactions with Asp1033.32.  Optimal hydrogen bond lengths were predicted 

between RO5073012 (59) and the hTAAR1 homology models (1.64 – 1.84 Å) whilst slightly longer 

salt bridges are expected (2.74 – 4.80 Å).  Similar bond lengths (1.67 – 4.22 Å) are reported for 

compound 60.  

 

Figure 2.12 (A) Docked pose of RO5073012 (59, orange) and (S)-4-(2,4-difluorophenyl-3-tritio)-4,5-dihydro-2-

oxazolamine (60, yellow) into homology model 11. (B) Docked pose of 59 (orange) and 60 (yellow) into homology 

model 17.  (C) Docked pose of 59 (orange) and 60 (yellow) into homology model 21.  (D) Docked pose of 59 (orange) 

and 60 (yellow) into homology model 25.  All Images visualised down transmembrane 3.  Docking performed using 

Schrödinger’s Maestro and Glide 12.6 packages and images created using PyMOL 4.6.0. 

Like the data generated for tyramine and tryptamine, RO5073012 (59) and (S)-4-(2,4-

difluorophenyl-3-tritio)-4,5-dihydro-2-oxazolamine (60) were further stabilised via π-π or π-
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cation interactions with Phe185ECL2 and Phe2676.51, with 59 undergoing halogen-bonding with 

Met1584.60 in model 21.  Additionally, the binding site is composed with the same residues as 

those stated in 2.1.3, forming a hydrophobic pocket and subsequently further stabilisation via 

van der Waals interactions 124, 176.  
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Figure 2.13 RO5073012 (59, left) and (S)-4-(2,4-difluorophenyl-3-tritio)-4,5-dihydro-2-oxazolamine (60, right) 

interactions with hTAAR1 homology models.  (A) Homology model 11.  (B) Homology model 17.  (C) Homology model 

21.  (D) Homology model 25.  
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Comparable to the data generated in the docking of endogenous agonists 18 and 24, some 

models generated low docking scores for both RO5073012 (59) and (S)-4-(2,4-difluorophenyl-3-

tritio)-4,5-dihydro-2-oxazolamine (60).  As the models were designed to yield good docking data 

for 60, the binding poses of models 6, 10 and 16 were studied and compared with models 11, 

17 and 25 to provide rationale for the low scores, Figure 2.14.  

For model 16, it is clear the conditions set to identify a suitable homology model were not met 

due to the positioning of compounds 59 and 60 within the binding pocket, Figure 2.14.  Both 

agonists failed to occupy the full space available within the binding site and subsequently docked 

to the left of the binding site, with the aromatic moieties being poorly aligned with one another.  

Although the docked poses generated for 59 and 60 are much deeper in the binding pocket for 

homology model 6 and 10, the aromatic moieties were ill-aligned.  Furthermore, in models 6, 10 

and 16, 60 yielded a twisted confirmation, subsequently resulting in poor alignment of the 

aromatic heterocyclic rings present in both 59 and 60.  As the top predicted binding poses of 

compounds 59 and 60 in models 6, 10 and 16 were misaligned and failed to optimise the 

chemical space available within the binding site, the use of models 6, 10 and 16 to determine an 

accurate and reliable homology models for hTAAR1 in this study was terminated. 
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Figure 2.14 Surface representation of hTAAR1 homology models and the docked pose of RO5073012 (59, orange) and 

(S)-4-(2,4-difluorophenyl-3-tritio)-4,5-dihydro-2-oxazolamine (60, yellow).  (A) Homology model 6.  (B) Homology 

model 10.  (C) Homology model 16.  (D) Homology model 11.  (E) Homology model 17.  (F) Homology model 25.  

Docking performed using Schrödinger’s Maestro and Glide 12.6 packages and images created using PyMOL 4.6.0. 

2.2.3. EPPTB 

Stalder et al discovered EPPTB (70, Figure 2.15), a selective mouse TAAR1 antagonist (Ki = 0.0009 

μM), during a SAR study following high throughput screening of the Roche compound library 223.  

Dependent on the experimental model used, literature suggests 70 exhibits the behaviour of 

both inverse agonism and weak antagonism in hTAAR1; however, to the best of my knowledge 

it is the only selective antagonist of TAAR1 123.  Therefore, it was prudent to predict the binding 

pose of EPPTB (70) in our homology models to assess the interactions predicted and whether 

the docking scores correlate with that of the literature Ki value.  

 

Figure 2.15 Chemical structure of EPPTB (70). 
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The docking scores generated for EPPTB (70) in homology models 1-5, 7, 9, 11-15, 17, 19-26 are 

shown in Table 2.5.  All models generated ‘poor’ docking scores upon the docking of 70.  The 

reason for this is unknown however it is plausible the scores generated reflect EPPTB (70) is a 

weak antagonist of hTAAR1 and as such has failed to generate strong interactions and optimal 

positioning within the binding pocket.  

Table 2.5 Docking score for the top scoring docked pose for antagonist EPPTB (70) and hTAAR1 homology models. 

 
Docking score 

(kcal/mol) 

Model 1 -4.980 

Model 2 -5.552 

Model 4 -6.187 

Model 5 -3.549 

Model 7 -5.572 

Model 9 -5.325 

Model 11 -4.353 

Model 12 -5.447 

Model 13 -5.111 

Model 14 -6.343 

Model 15 -3.568 

Model 17 -4.764 

Model 19 -4.462 

Model 20 -2.571 

Model 21 -4.227 

Model 22 - 

Model 23 -3.618 

Model 24 -4.712 

Model 25 -3.824 

Model 26 -1.881 
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Considering all the above parameters, the model that most accurately reproduced known 

hTAAR1 ligand structure-activity relationships was model 17, a model built using a β2-

adrenoceptor (PDB: 3PDS, 3P0G and 7DHI) as a template.  Therefore, EPPTB (70) was docked 

into this model with the data shown in Figure 2.16, Figure 2.17 and Figure 2.18.   

The ethoxy-substituted aniline moiety is deeply inserted into the binding pocket whilst the 

pyrrolidinyl-phenyl is extending out of the binding site.  A hydrogen bond with Asp1033.32 occurs 

via the aniline nitrogen, with the compound being further stabilised through π-π interactions 

with Phe2676.51.  Contrasting to the docking poses generated for 18, 59, 60 and 24 the binding 

pose of EPPTB (70) in homology model 17 does not correlate with literature reports.  Cichero et 

al report the pyrrolidine nitrogen to participate in hydrogen bonding with Asp1033.32, with 

further hydrogen bonding occurring between the ethoxy substituent and Trp2917.40 whilst Liao 

et al suggest the pyrrolidinyl-phenyl is positioned in a hydrophobic pocket consisting of residues 

Ile1043.33, Phe1955.43, Trp2646.48 and Phe2676.51 123, 224.  

The reason for the variation in binding pose in each homology model is unknown.  The 

hypothesis previously stated whereby EPPTB (70) is a weak antagonist of hTAAR1 and has failed 

to generate accurate and reliable interactions with the binding pocket is still valid and is 

supported by the variation in species-specificity between the human and mouse TAAR1 binding 

sites 117, 121.  To prove this hypothesis, EPPTB was docked into two mTAAR1 cryogenic electron 

microscopy (cryo-EM) structures (PDB: 8WC3 and 8WCC), however the results were of limited 

use.  Both structures had relatively low resolutions thus could not accurately detect all receptor-

ligand interactions.  Furthermore, the cryo-EM structures (PDB: 8WC3 and 8WCC) were 

determined in their active states due to the presence of bound agonists.  Therefore, using 

molecular docking to gain an accurate representation and understanding of antagonist binding 

would be challenging due to the conformational change in the receptor.  This was demonstrated 
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as the docking protocol failed to generate any EPPTB (70) docked poses when a hydrogen bond 

constraint was applied, thus making the data incomparable with the homology model.  

Another explanation for the wide variation in EPPTB (70) binding pose could be due to the 

template used to generate the homology models.  Liao et al built their homology model using a 

dopamine D2 receptor (PDB: 6CM4) and as evidenced in section 2.1.4 using different PDB 

templates can cause variation in amino acid residues orientation, thus altering the chemical 

space available within the binding pocket 224. 

 

Figure 2.16 Docked pose of EPPTB (70, green) into homology model 17. Image visualised down transmembrane 3. 

Docking performed using Schrödinger’s Maestro and Glide 12.6 packages and image created using PyMOL 4.6.0. 
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Figure 2.17 EPPTB (70) interactions with hTAAR1 homology model 17. 

 

Figure 2.18 Surface representation of hTAAR1 homology model 17 and the docked pose of EPPTB (70, green). Docking 

performed using Schrödinger’s Maestro and Glide 12.6 packages and images created using PyMOL 4.6.0.  
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2.2.4. Decoy compounds 

Decoy drug compounds are molecules which have similar chemical and physical properties 

(namely molecular weight, charge and hydrophobicity) of active compounds but are not 

expected to elicit a response at the target of interest 225.  Using the data published by Galley et 

al, four poorly active hTAAR1 agonists were identified as decoy compounds 173.  They were 

subsequently docked into the homology model, with the data shown in Table 2.6.  The purpose 

of this virtual screen was to demonstrate the accuracy of the proposed hTAAR1 homology model 

in recognising and generating low binding energy poses.    

Three of the decoy compounds gave docking scores lower than those generated for the 

endogenous and synthetic agonists previously reported (71-73), correlating with their reported 

poor activity.  Unfortunately, the homology model could not differentiate between RO5073012 

(59), (S)-4-(2,4-difluorophenyl-3-tritio)-4,5-dihydro-2-oxazolamine (60) and compound 74, 

generating very similar docking scores for the three compounds, Table 2.6.  

Table 2.6 Docking score for the top scoring docked pose for decoy compounds (71-74) in homology model 17. 

 
Docking score 

(kcal/mol) 

71 -5.263 

72 -5.941 

73 -5.725 

74 -6.421 

 

The top predicted binding pose for decoy compounds 71-74 are shown in Figure 2.19, with the 

predicted interactions reported in Figure 2.20.  Although the compounds bind in a similar area 

of chemical space, the increased linker length present in RO5073012 (59) is vital for maximising 

the binding site occupancy and ensuring the aryl ring is positioned deep within the hydrophobic 

binding pocket, Figure 2.19.  All compounds form interactions with Asp1033.32 via hydrogen 
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bonding due to the constraint applied in the docking protocol.  Decoy compounds 71 and 72 

were further stabilised through π-π interactions with Phe2686.52 with 72 undergoing halogen-

bonding with Thr2716.55.  Contrasting to the predicted interactions for RO5073012 (59), (S)-4-

(2,4-difluorophenyl-3-tritio)-4,5-dihydro-2-oxazolamine (60), compound 74 does not undergo 

any further stabilisation through π-π or π-cation interactions.  This suggests the developed 

homology model can differentiate between active and decoy compounds thus is a suitable, 

accurate and reliable depiction of hTAAR1.  

 

Figure 2.19 Surface representation of hTAAR1 homology model 17 and the top predicted docked pose of decoy 

compounds 71-74. RO5073012 (59) is shown in orange to identify key differences in binding poses. Docking performed 

using Schrödinger’s Maestro and Glide 12.6 packages and image created using PyMOL 4.6.0. 
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Figure 2.20 Decoy TAAR1 compounds and their predicted interactions with a hTAAR1 homology model (A) Compound 

71, (B) Compound 72, (C) Compound 73 and (D) Compound 74. 

2.3. Comparison between molecular docking into hTAAR1 cryo-EM structure 

(PDB: 8W88) and hTAAR1 homology model  

In 2023, several cryo-EM structures of hTAAR1 were published.  Particularly a structure with 

agonist SEP363856 (ulotaront, 62) bound was of interest due to its high resolution (2.6 Å).  This 

allowed us to compare the generated docking of tyramine, tryptamine, RO5073012, (S)-4-(2,4-

difluorophenyl-3-tritio)-4,5-dihydro-2-oxazolamine and EPPTB (18, 24, 59, 60, 70) in the 

homology model of hTAAR1 with the cryo-EM structure (PDB: 8W88) of the receptor.  

The superimposition of the selected homology model of hTAAR1 and cryo-EM structure (PDB: 

8W88) was completed to assess the similarities and differences between the structures 
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including side chain orientation and ligand positioning within the binding pocket.  Shown in 

Figure 2.21, minimal differences were observed between the homology model and the cryo-EM 

structure (PDB: 8W88, RMSD: 0.867).  It is expected the variations observed in the side chains 

will cause differences in the predicted ligand binding affinity and compound positioning within 

the binding pocket.  

 

Figure 2.21 (A) Side view of the superimposition of hTAAR1 homology model 17 (pink) and cryo-EM structure (PDB: 

8W88, green). (B) View from the top of the superimposition of hTAAR1 homology model 17 (pink) and cryo-EM 

structure (PDB: 8W88, green). Key receptor residues are shown as sticks. Docking performed using Schrödinger’s 

Maestro and Glide 12.6 packages and images created using PyMOL 4.6.0. 

To validate the docking method previously employed, ulotaront (62) was redocked with a 

hydrogen bond constraint with Asp1033.32 applied into the original cryo-EM (PDB: 8W88) using 

Schrödinger Maestro in almost the exact same binding pose, Figure 2.22.  The grid used was 

generated using the centroid of bound ulotaront (62).  
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Figure 2.22 hTAAR1 receptor with bound ulotaront (62, pink) and redocked pose (purple) in the cryo-EM structure of 

hTAAR1 (PDB: 8W88). Image visualised down transmembrane 3. Docking performed using Schrödinger’s Maestro and 

Glide 12.6 packages and Images created using PyMOL 4.6.0. 

This validated method was then used to dock tyramine (18), tryptamine (24), RO5073012 (59), 

(S)-4-(2,4-difluorophenyl-3-tritio)-4,5-dihydro-2-oxazolamine (60) and EPPTB (70) in hTAAR1 

cryo-EM structure (PDB: 8W88) to determine the accuracy of the binding poses obtained.  From 

Figure 2.23, it is clear the binding poses of the TAAR1 ligands occupy a similar area of chemical 

space within the pocket, however differences in ligand orientation can be observed.  For 

RO5073012 (59), the superimposed binding poses differ in the positioning of the aniline ring, 

with the pose in the cryo-EM model twisting at the tertiary aniline nitrogen.  Similarly, the phenyl 

ring present in (S)-4-(2,4-difluorophenyl-3-tritio)-4,5-dihydro-2-oxazolamine (60) is positioned 

down and deep into the pocket in the cryo-EM structure, whilst in the homology model it has 

opted for a more upwards orientation.  It is thought this is due to the slight differences which 

have occurred in side chain positioning of Phe2676.51 and Phe2686.52 within the protein 
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structures, allowing the compounds to adopt a conformation which favours entry into the 

hydrophobic pocket and stabilisation via π-π interactions with the named residues.  

These variations correlate to the docking scores reported, Table 2.7.  The results indicate that 

the differences between the aromatic moieties of RO5073012 (59) and (S)-4-(2,4-

difluorophenyl-3-tritio)-4,5-dihydro-2-oxazolamine (60) does not alter the ligand’s binding 

affinity for the receptor due to the relatively small increases in docking score observed in the 

cryo-EM structure compared to the homology model.  In contrast, the downward orientation of 

tryptamine (24) present in the cryo-EM docked pose increased the docking score from -6.8 to -

7.6 kcal/mol, potentially improving the binding affinity the ligand has for the receptor. 
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Figure 2.23 (A) Superimposition of hTAAR1 homology model 17 (pink ribbon) with docked endogenous agonist 

tyramine (18, cyan) and cryo-EM structure (PDB:8W88, green ribbons) with docked endogenous agonist tyramine (18, 

lemon). (B) Superimposition of hTAAR1 homology model 17 (pink ribbon) with docked endogenous agonist tryptamine 

(24, magenta) and cryo-EM structure (PDB:8W88, green ribbons) with docked endogenous agonist tryptamine (24, 

salmon). (C) Superimposition of hTAAR1 homology model 17 (pink ribbon) with docked agonist R05073012 (59, 

orange) and cryo-EM structure (PDB:8W88, green ribbons) with docked agonist R05073012 (59, grey).  (D) 

Superimposition of hTAAR1 homology model 17 (pink ribbon) with docked agonist (S)-4-(2,4-difluorophenyl-3-tritio)-

4,5-dihydro-2-oxazolamine (60, yellow) and cryo-EM structure (PDB:8W88, green ribbons) with docked agonist (S)-4-

(2,4-difluorophenyl-3-tritio)-4,5-dihydro-2-oxazolamine (60, brown). (E) Superimposition of hTAAR1 homology model 

17 (pink ribbon) with docked antagonist EPPTB (70, green) and cryo-EM structure (PDB:8W88, green ribbons) with 

docked antagonist EPPTB (70, purple). All Images visualised down transmembrane 3. Docking performed using 

Schrödinger’s Maestro and Glide 12.6 packages and images created using PyMOL 4.6.0.  
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Table 2.7 Docking score for the top scoring docked pose for TAAR1 agonists (18, 24, 59, 60, 62) and antagonist EPPTB 

(70) into hTAAR1 cryo-EM structure (PDB: 8W88). 

Ligand Docking score (kcal/mol) 

Ulotaront (62) -7.674 

Tryptamine (24) -7.642 

Tyramine (18) -6.950 

RO5073012 (59) -6.526 

(S)-4-(2,4-difluorophenyl-3-
tritio)-4,5-dihydro-2-

oxazolamine (60) 
-6.796 

EPPTB (70) -3.308 

 

The data presented in Figure 2.24 shows the predicted interactions between ligand and hTAAR1 

cryo-EM structure (PDB: 8W88).  For 18, 24 and 60 the 6-membered aryl rings are deeply 

inserted in the binding pocket, with 18 and 24 undergoing further stabilisation via π-π 

interactions corresponding to the data reported when using the hTAAR1 homology model.  

Contrastingly, the twisted confirmation yielded in the docked pose of RO5073012 (59), has led 

to additional interactions to be reported.  Like in 2.2.2, the compound undergoes π-π stacking 

with Phe2676.51, however further π-interactions have occurred between the imidazole ring and 

the side chains of Trp2646.48 and Tyr2947.43.  Furthermore, RO5073012 (59) participates in 

halogen bonding with Val184ECL2, increasing the stability of the binding pose generated.  Despite 

little overlap occurring between the two docked poses of EPPTB (70), the cryo-EM model also 
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failed to mimic the interactions and positioning reported by Cichero et al and Liao et al 123, 224.  

Again, it is expected this is due to the poor selectivity EPPTB (70) has for human TAAR1.  

 

Figure 2.24 Potential interactions between hTAAR1 cryo-EM structure (PDB: 8W88) and agonists 18 (A), 24 (B), 59 (C), 

60 (D) and antagonist 70 (E).  
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2.4. Conclusion 

This chapter has detailed the efforts to generate a high quality hTAAR1 model, with data 

presented on the development and evaluation of a hTAAR1 homology model, the comparison 

with a recently published cryo-EM structure (PDB: 8W88) and the molecular docking of TAAR1 

agonists (18, 24, 59, 60, 62) and an antagonist (70) into both structures.  

The docking protocol applied could accurately reproduce the binding pose of ulotaront (62) 

bound to hTAAR1 cryo-EM structure (PDB: 8W88) suggesting that the docking modes generated 

in the homology model were accurate and reliable.  The described homology model (model 17), 

based on active β2-adrenoceptors (PDB: 3PDS, 3P0G and 7DHI) as a template, could accurately 

differentiate between active and decoy compounds described in the literature.  In accordance 

with previous studies, our homology model resulted in an orthosteric binding site similar to 

other agonist based binding models and adapted an appropriate conformational change.  This 

was proven when antagonist EPPTB (70) was docked into the model.  To overcome this limitation 

and prove that our homology model adopted an active conformation, EPPTB (70) was docked 

into mTAAR1 cryo-EM structures (PDB: 8WCC and 8WC3).  The purpose was to show the 

generation of a high docking score, indicating strong interactions with mTAAR1.  Unfortunately, 

the results of this experiment were unclear, and the hypothesis not met.  Using an inactive 

mTAAR1 structure bound to an antagonist would provide clarity on the true binding pose of 

antagonist EPPTB (70), however no such structure is available. 

It is unclear with the current limited evidence whether the binding poses described in the cryo-

EM structure are more accurate than our homology model.  However, given the similarity 

between the binding regions of the two receptors, evidenced by the RMSD of 0.867, it is easy to 

visualize that the binding poses are not significantly different.  In comparing the two receptors, 

the main contributor to the differential binding of tyramine (18), tryptamine (24), RO5073012 

(59) and (S)-4-(2,4-difluorophenyl-3-tritio)-4,5-dihydro-2-oxazolamine (60) is through side chain 
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variations of Ser1905.39, Phe185ECL2, Phe186ECL2, Thr1945.42, Phe2676.51 and Phe2676.52.  Although 

the binding mode of TAAR1 ligands slightly differed between the homology model and cryo-EM 

structure, the results suggest that this had minimal effect due to the small variations within the 

docking scores obtained.  Investigation into the accuracy of binding pose generated by the 

hTAAR1 homology model and cryo-EM structure (PDB: 8W88) warrants further investigation 

which will follow in Chapters 3, 4 and 5.  
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3. Synthesis of RO5073012 (59) and related compounds 

The well-documented synthesis of RO5073012 (59) along with its high affinity for hTAAR1 and 

favourable pharmacokinetic profile was used as the rationale for its selection as a lead 

compound 173.  Using the published synthetic route for RO5073012 (59) and similar compounds, 

it was prudent to synthesise the analogues and evaluate their pharmacological profile in our 

phenotypic pancreatic β-cells.  This generated a benchmark pharmacological profile for lead 

compounds using our own pharmacological techniques and also allowed evaluation of the 

general synthetic route.  

3.1. Molecular docking 

3.1.1. Molecular docking into hTAAR1 homology model 17 

As a result of the findings in Chapter 2, RO5073012 (59) and its literature analogues (75a-b and 

76a-c) 173 were docked into the high quality hTAAR1 homology model, model 17 , as the 

extensive validation carried out in Chapter 2, showed this model was able to accurately 

differentiate between active and decoy compounds.  The analogues were observed to make a 

similar pattern of residue interactions as those reported by Borowsky et al, with minimal 

variation displayed between compound positioning within the hTAAR1 binding site (Figure 3.1) 

131.  
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Figure 3.1 Docked poses of RO5073012 (59) and its literature analogues (75a: blue, 75b: green, 76a: yellow, 76b: cyan, 

76c: raspberry and 59: orange) into hTAAR1 homology model 17 (A) and cryo-EM structure (PDB: 8W88) (B). Image 

visualised down transmembrane (TM) 3.  Docking performed using Schrödinger’s Maestro and Glide 12.6 packages 

and images created using PyMOL 4.6.0. 

Shown in Figure 3.1 A, the docked pose of 76b possesses a twisted phenyl ring, differing from 

compounds 59, 75a-b, 76a and 76c.  Ligand interactions with TAAR1 homology model 17 are 

shown in Figure 3.2, where slight differences between compound positioning and predicted 

interactions are observed.  For all compounds, the imidazole moiety is expected to be in the 

protonated form with predicted hydrogen bond lengths between compound 75b and 76b and 

Asp1033.32 varying between 1.76-2.81 Å, slightly shorter than the optimal range (2.7–3.3 Å), 

Figure 3.2 221.  As both compounds are further stabilised by π-π and π-cation interactions with 

Phe185ECL2 and Phe2676.51, it is hypothesised the differences in docking score must be due to the 

amino acids surrounding the chloro-substituent.  The twisted pose obtained by 76b, facilitates 

the substituted phenyl entering a hydrophobic pocket, suggesting 76b has a higher affinity for 

hTAAR1 compared to 75b due to the more favourable interactions made and the higher docking 

score obtained, Table 3.1.  As for 75b, a slightly lower docking score is reported for 76c (-5.754 

kcal/mol).  This is due to the imidazole ring being angled away from Asp1033.32 resulting in the 

formation of an elongated salt bridge.  
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Figure 3.2 Predicted interactions between hTAAR1 homology model 17 with RO5073012 (59) and other closely related SAR compounds (75a-b and 76a-c).  Hydrogen bond length measurements shown 

in red. Expected length of salt bridges shown in blue.   Amino acid description: Green; hydrophobic and cyan; polar. 
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Table 3.1 Docking scores for RO5073012 (59) and closely related compounds (75a-b and 76a-c) in complex with 

hTAAR1 homology model 17 and hTAAR1 cryo-EM structure (PDB: 8W88). 

 

 

3.1.2. Comparison between molecular docking into hTAAR1 homology model 

17 and the hTAAR1 cryo-EM structure (PDB: 8W88) 

To confirm the docked poses generated using the validated homology model, the compound 

library was docked into the cryo-EM structure (PDB: 8W88) 222.  As for the homology model, all 

6 compounds (59, 75a-b and 76a-c) adopted a similar binding pose within the pocket, however 

variation between compound alignment was displayed (Figure 3.1 B).  Ligand interactions with 

the hTAAR1 cryo-EM structure (PDB: 8W88) are shown in Figure 3.3 and on comparison with the 

docked poses obtained in model 17 (Figure 3.1), differences between the positioning of the 

substituted aniline can be observed.  This is due to the aniline moiety being oriented towards 

TM6 in the cryo-EM structure (PDB: 8W88).  The predicted hydrogen bond lengths between all 

  Docking score (kcal/mol) 

Compound R1 R2 
hTAAR1 

homology 
model 17 

hTAAR1 Cryo-
EM structure 
(PDB: 8W88) 

RO5073012 (59) p-Cl 4-imidazolyl -6.046 -6.526 

75a m-OMe 4-imidazolyl -6.614 -5.146 

75b m-Cl 4-imidazolyl -5.602 -7.202 

76a m-OMe 2-imidazolyl -6.414 -6.316 

76b m-Cl 2-imidazolyl -6.299 -5.971 

76c p-Cl 2-imidazolyl -5.754 -6.892 
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compounds and Asp1033.32 varied between 1.67 – 2.09 Å, with slightly longer salt bridges 

expected, Figure 3.3.  

Additional stabilisation of compounds within the cryo-EM structure’s binding site is reported via 

π-π and π-cation interactions with Trp2646.48, Phe2676.51, Phe2686.52 and Tyr2947.43, with 

RO5073012 (59) undergoing further stabilisation via halogen bonding with Val184ECL2, whilst 76a 

forms an additional hydrogen bond with Ile2907.39.  Although more interactions are predicted 

between the cryo-EM structure and the literature analogues compared with the homology 

model, generally the interactions are similar.  Furthermore, minimal variation is observed 

between the docking scores reported for the cryo-EM structure and that of the homology model 

(Table 3.1).  This data, combined with the ligand interactions reported, suggests the homology 

model generated is an accurate representation of hTAAR1 in its active state, correlating with the 

findings reported in Chapter 2. 
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Figure 3.3 Predicted interactions between hTAAR1 cryo-EM structure (PDB: 8W88) with RO5073012 (59) and other closely related SAR compounds (75a, 75b and 76a-c). Hydrogen bond length 

measurements shown in red. Expected length of salt bridges shown in blue. Amino acid description: Green; hydrophobic and cyan; polar. 
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3.2. Synthetic route employed 

Compounds 77a-c were obtained according to the approach described in Scheme 3.1.  Reductive 

amination using 4-imidazolecarboxaldehyde (78) resulted in greater yields, with 77c displaying 

a 100 % yield increase compared to the 2-imidazolyl analogue.  Although the low yield obtained 

for 79c (Table 3.2) correlates with that reported by Yi et al, it differs from other sources which 

report negligible differences between the positional isomers 173, 226-228. 

 Scheme 3.1 Synthesis of RO5073012 (59) and closely related compounds 75a-b, 76a-c by reductive amination. 

 

Reagents and conditions: (a) i. 78 or 81, CeCl3.7H2O, EtOH, rt, 0.3-1 hr. ii. NaBH4, rt, 2-18 hr (32-70%). (b) 

i. MeOH, 60°C, 18 hr. ii. NaBH4, rt, 1.5 hr (30-41%). (c) i. 2-methoxypropene, trifluoroacetic acid (TFA), 

NaBH(OAc)3, 1,2-dichloroethane (1,2-DCE), 60°C, 18 hr. ii. 1M HCl, 60°C, 1 hr (2-45%). 

Initial reductive amination of 3-chloroaniline (80b) or 4-chloroaniline (80c) with 2-

imidazolecarboxaldehyde (81) was found not to process to completion, with unreacted starting 

material observed by liquid chromatography-mass spectrometry (LC-MS) analysis (Scheme 3.1).  
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Zhu et al found that the addition of a Lewis acid catalyst increased the rate of imine formation 

whilst investigating reductive amination of aryl aldehydes with substituted anilines using sodium 

borohydride 229.  Unfortunately, using the method indicated by Zhu et al, the yields obtained for 

79b-c did not greatly improve, Table 3.2 229.  Despite the minimal changes in yield obtained, the 

optimised method by Zhu et al, resulted in fewer impurities, thus a more simplistic purification 

was required.  During purification via flash column chromatography, changing the mobile phase 

from containing MeOH to a solution of 1M NH3 in MeOH further improved the yields; the 

presence of ammonia decreased the silica’s acidity, thus leading to better sensitivity and 

separation as the affinity for the stationary phase decreased 230, 231. 

Table 3.2 Effects of Lewis acid catalysts CeCl3.7H2O. 

  Yield (%) 

 Solvent 
Absence of 

CeCl3.7H2O 

Presence of 

CeCl3.7H2O 

79b 

Methanol 38 - 

Ethanol - 45 

79c 

 

Methanol 30 - 

Ethanol - 32 

 

Unlike the chloro-substituents of 79b-c, 79a contains a methoxy-substituent.  The presence of 

the methoxy group, gives compound 79a electron donating properties by the mesomeric effect, 

thus making 3-methoxyaniline (80a) a better nucleophile when compared to 80b-c.  Therefore, 

a moderate yield (41%) was achieved without the need of a Lewis acid catalyst 232. 

Reaction of 2-methoxypropene with 77a-c or 79a-c afforded the tertiary amines 59, 75a-b and 

76a-c.  Initially, the reaction mixture was neutralised with 1M NaOH(aq) before extraction with 
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EtOAc, however it was found at pH 7, the compounds remained in their ionised form.  Increasing 

to pH 14, resulted in the uncharged form of the molecule thus leading to a higher crude obtained 

of the reactions (Scheme 3.1).   

Selective deprotection of the 2-methoxypropan-2-yl moiety with 1M HCl was achieved utilising 

the resonance forms of the imidazole ring.  Once the reaction had gone to completion, it was 

quenched with 1M NaOH(aq).  Like the prior step, increasing to pH 14 led to higher yields obtained 

due to the lack of charge present on the molecule.  

3.3. Pharmacological evaluation of compounds (59, 75a-b and 76a-c) in 

pancreatic rat insulinoma cell line, INS-1.  

The Islets of Langerhans located within the pancreas are comprised of glucagon-releasing α-

cells, insulin-releasing β-cells, somatostatin-releasing δ-cells and F / γ-cells44-46.  Derived from a 

rat insulinoma induced by X-ray irradiation, Asfari et al produced the insulinoma cell line (INS-1) 

233.  Despite the requirement of β-mercaptoethanol within the culture media to maintain their 

functional characteristics and proliferation, key features of INS-1 cells include their 

responsiveness to glucose within physiological range and high insulin content, thus making them 

a suitable cell line for this study 233-235. 

Pancreatic β-cell dysfunction is often caused by prolonged exposure to excess glucose 

(hyperglycaemia) or fatty acids (hyperlipidaemia), resulting in impaired β-cell function including 

gene expression and ultimately glucose-induced insulin secretion 236, 237.  Several attempts have 

been made to identify the mechanisms underpinning this phenomenon known as 

glucolipotoxicity (GLT), however they remain partially understood.  Sako and Grill and Elks 238-240 

show high concentrations of free fatty acids damage β-cell function, whilst Roche et al show INS-

1 cells exposed to glucose exhibit sustained synthesis of essential intermediates such as citrate 

and malate required in the Krebs cycle 241.  Additionally, further sources show hyperglycaemia-

induced oxidative stress hindering β-cell survival 242-244.  
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To mimic the mechanisms of chronic exposure to high glucose and fatty acids in altering the 

function of various cell types, the Turner group, Nottingham Trent University, UK, developed an 

experimental media (GLT media) containing 28 mM glucose, 200 μM palmitic acid, 200 μM oleic 

acid and 2% bovine serum albumin (BSA) 245.  The use of specific fatty acids palmitic acid and 

oleic acid were selected as these are identified as the most abundant free fatty acids in humans 

246.  

The toxicity of 59, 75a-b and 76a-c was determined using calcein acetoxymethyl ester (calcein 

AM) cell viability dye using the INS-1 cell line.  Calcein AM is a non-fluorescent dye which 

identifies living cells due to its ability to permeate the cell membrane.  After cell penetration, 

calcein AM is converted to calcein, a strong fluorescing compound via acetoxymethyl ester 

hydrolysis (Figure 3.4).  As all live and intact cells contain the esterase required to undergo the 

hydrolysis reaction, the use of calcein AM to determine cell viability / number is an accepted 

model 247, 248.  

 

Figure 3.4 Principle of calcein AM cell viability assays. Upon entering the cell, calcein AM is hydrolysed into calcein, a 

highly fluorescent compound. 
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Initially the assay was completed following a modified protocol published by Abcam 247.  Cells 

were cultured in standard or GLT media in either the presence or absence of test compound (59, 

75a-b and 76a-c) for 5 days.  After cell treatment and preparation, cells were incubated at 37°C 

in freshly prepared calcein AM solution (1 calcein AM : 500 dilution buffer) for 30 minutes.  

Following incubation, spent calcein AM solution was removed and replaced with cell lysis buffer.  

Lysates were prepared and stored on ice before being transferred into a 96-well plate and 

fluorescence measured at excitation / emission (Ex/Em) = 485/530 nm (Figure 3.5). 

 

Figure 3.5 Calcein AM assay protocol flow charts. (A) Adapted from Abcam 247, (B) adapted from Cripps et al 249. 

The protocol published by Abcam (Figure 3.5 A) failed to generate reliable and consistent data.  

This is due to the cells treated with GLT media control showing significant differences with 

respect to the non-GLT control, thus differing from the literature.  Therefore, the method 

published by Cripps et al was adapted and used instead following the 5-day treatment period, 

Figure 3.5 B 249.  Correlating with Cripps et al, INS-1 cells treated with GLT media for 5 days 
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showed a small and non-statistically significant increase in viability, demonstrating the assay 

conditions were viable (Figure 3.6).  

Cellular toxicity of compounds was determined at both 0.1 μM and 1 μM concentrations (Figure 

3.6).  Across both concentrations, compounds 59, 76a, 77a and 77c were found to be non-toxic 

to the treated INS-1 cells in both control and GLT conditions, evidenced by the lack of statistically 

significant difference obtained from one-way analysis of variance (ANOVA) analysis.  At 0.1 μM, 

statistical differences were reported for 75b (p = 0.003) in GLT conditions, however these 

differences do not indicate cytotoxicity due to the rise in cell viability.  It is hypothesised the 

reported significant difference observed in Figure 3.6 is in response to an increase in cell 

proliferation.  To confirm this hypothesis, further experimentation is required; the cell viability 

assays need to be repeated and normalised to total cellular protein content, obtained from 

completing a Pierce bicinchoninic acid (BCA) protein assay 250, 251.  Unfortunately, time 

constraints and limited funding prevented completion of these experiments, thus the hypothesis 

was not confirmed.  As these findings were not seen at the higher concentration, 75b underwent 

further analysis. 76b was shown to be cytotoxic due to the statistically significance reported at 

both concentrations (0.1 μM p = 0.0045 and 1 μM p = 0.022), thus was excluded from further 

analysis.   
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Figure 3.6 Cell toxicity of RO5073012 (59) and literature analogues (75a, 75b and 76a-c).  Cell viability detected via 

fluorescence with Ex/Em 490/520 nm and expressed as % change compared to control from 4 or more independent 

experiments ± SEM.  Checked fill represents GLT conditions.  Toxicity was determined for each compound at (A) 0.1μM 

(p(75b) = 0.003, p(76b) = 0.0045) and (B) 1 μM (p(76b) = 0.022).  Asterisk denotation: * p<0.05, ** p<0.01, *** 

p<0.001. 
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To investigate whether compounds 59, 75a, 75b, 76a and 76c can enhance insulin secretion, 

insulin secretion was quantified between control and GLT conditions using a high range rat 

insulin enzyme-linked immunosorbent assay (ELISA) (Mercodia) and normalised to protein 

content following the methods reported by Cripps et al and the manufacturer’s protocol 249, 252.   

Many substances including amino acids, fatty acids and glucose are known to stimulate 

pancreatic β-cells to secrete insulin; phorbol 12-myristate 13-acetate (PMA) activates protein 

kinase C (PKC) to induce a glucose independent increase in insulin secretion (Figure 3.7 A), whilst 

3-isobutyl-1-methylxanthine (IBMX), a phosphodiesterase inhibitor, increases cAMP levels thus 

leading to a rise in insulin release (Figure 3.7 B) 253-256.  Additionally, glucose-induced insulin 

secretion is controlled by amino acids (Figure 3.7 C) 257-259.  Therefore, to ensure the ELISA was 

an appropriate assay to determine insulin secretion, a secretagogue cocktail composed of these 

substances was used to validate the assay 260.   
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Figure 3.7 Signalling pathway of (A) phorbol 12-myristate 13-acetate (PMA), (B) 3-isobutyl-1-methylxanthine (IBMX) 

and (C) amino acids leading to insulin secretion in pancreatic β-cells.  Image adapted and created using Biorender.com.  
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Further confirmation of the results obtained was achieved through the testing of endogenous 

agonist tyramine (18) and antagonist EPPTB (70).  Consistent with Cripps et al, tyramine 

significantly enhanced insulin secretion whilst EPPTB significantly suppressed insulin secretion 

(Figure 3.8), indicating the assay protocol provided a window to accurately determine the effects 

of 59, 75a, 75b, 76a and 76c.  As shown in Figure 3.8 A, a positive trend was observed for 

compounds 76a and 76c, suggesting they enhance insulin secretion in non-GLT conditions, but 

further experimental repeats are required to confirm this trend.  This positive trend is further 

confirmed in GLT conditions as both compounds show statistically significant differences 

towards enhancing insulin secretion (Figure 3.8 B).  Compound 59 also statistically enhances 

insulin secretion in GLT conditions.  Statistically significant differences were reported for 76a in 

both non-GLT and GLT conditions.  Despite exhibiting enhanced insulin secretion in GLT 

conditions, 75a supressed insulin secretion in non-GLT conditions.  To prevent potential 

hypoglycaemia in the absence of metabolic stress occurring in a clinical environment, 75a did 

not undergo any further analysis.   
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Figure 3.8 Changes in insulin secretion resulting from 5-day treatment with tyramine (18), RO5073012 (59), 75a, 75b, 

76a and  76c at a final concentration of 1μM or the inverse agonist EPPTB (70) at a concentration of 10 nM.  Insulin 

secretion was determined by ELISA following incubation ± secretagogue cocktail (13.5 mM glucose, 1μM phorbol 12-

myristate 13-acetate, 1mM isobutyl-methylxanthine, 1 mM tolbutamide, 10 mM leucine, 10 mM glutamine) for 2 hrs 

and detected via absorbance at 450 nm and normalised to cellular protein content relative to secretagogue-stimulated 

control from 3 or more independent experiments.  Dashed fill represents secretagogue-stimulated conditions. 

Comparisons between compounds and the controls used unpaired t-tests. (A) control (p(tyramine (18)) = 0.0119, 

p(EPPTB (70)) = 0.0473, p(75a) <0.0001), (B) GLT (p(59) = 0.0149, p(75a) = 0.0053, p(76a) = 0.0493, p(76c) = 0.0242. 

Asterisk denotation: * p<0.05, ** p<0.01, **** p<0.0001. 
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3.4. Investigation of blood brain barrier permeability 

Given that the development of previously reported hTAAR1 agonists were aimed at treating 

schizophrenia and thus have been shown to exert effects in the CNS, it is critical to investigate 

pharmacokinetic parameters.  This is to ensure the compounds designed in this project avoid 

on-target central effects such as hallucinations.  Formed of endothelial cells, capillary basement 

membranes, astrocyte end-feet and pericytes, the BBB is a selective semi-permeable 

membrane, Figure 3.9.  Its purpose is to regulate ion and small molecule movement between 

the periphery and the CNS in order to protect the brain 261, 262.   

 

Figure 3.9 (A) Anatomical structure of the blood brain barrier including its components. (B) Cross section of the blood 

brain barrier. Image adapted and created using Biorender.com. 

The BBB score is a computational prediction, developed by Gupta et al, to determine the 

likelihood of compounds penetrating the BBB 263.  The test assesses physico-chemical properties 

of the compounds including number of hydrogen bond acceptor / donors, polar surface area 

(PSA), pKa, number of aromatic rings and number of heavy atoms present.  The scoring 

classification shows compounds with a score <4 are unlikely to penetrate the BBB whilst those 

between 4-6 penetrate the barrier and subsequently can be classified as CNS drugs 263.  

Additionally, Egan et al developed a set of rules which utilise the compound’s partition co-

efficient (log P), PSA, polarity and lipophilicity of a molecule to characterise its absorption.  Upon 

validation of this computerised model, the model coined the name ‘BOILED-Egg’ due to the 

shape of the region most populated by well absorbed molecules 264.  Using the model, it is 
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suggested compounds which lie within the ‘yolk’ are likely to be brain-penetrant drugs whereas 

those that remain in the ‘white’ are expected to have high gastrointestinal absorption 264.  

Other methods of predicting BBB penetration use the log P and the distribution co-efficient (log 

D7.4). Compounds with a log D7.4 0-3 and a log P between 1.5-2.7 are predicted to have good BBB 

permeation 265.  Although log P and log D7.4 are widely recognised methods for determining the 

lipophilicity of a drug molecule, several limitations are associated with them.  Experimental log 

P and log D7.4 are calculated through the addition of a drug-like molecule into a mixture of octan-

1-ol in water, shaking the solution until equilibrium is reached and measuring the concentration 

of the drug in both phases 266.  Unfortunately, octan-1-ol and water are not fully immiscible with 

one another, and often small octanol droplets remain suspended in the aqueous layer 267.  In 

turn, this leads to an overestimation of the drug concentration within the aqueous layer and 

subsequently results in a reduced log P or log D7.4 value to be obtained.  Furthermore, using 

octan-1-ol to represent the lipophilic phase does not account for any interactions which may 

form between a polar compound and the cell membrane 267.  

Due to these limitations, indirect methods have been developed to estimate the lipophilicity of 

drug-like compounds.  Reversed-phase high-performance liquid chromatography (RP-HPLC) is 

recognised as a method used to determine lipophilicity parameters of a drug-like molecule 268.  

Often the stationary phase used is a commercially available C8 or C18 silica column (Figure 3.10), 

thus is not representative of the cell membrane.  

 

Figure 3.10 C8 (octyl) and C18 (octadecyl) silica-based stationary phases. 
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Developed and patented by Pidgeon and Venkataran, immobilised artificial membrane (IAM) 

columns are designed to mimic biological systems.  Manufactured by Regis Technologies Inc, 

IAM columns contain phosphatidylcholine head groups which are covalently bonded via the 

aliphatic moiety to silica particles located on the column surface (Figure 3.11), whilst the polar 

choline group is angled towards the mobile phase, thus providing a system which replicates the 

lipid environment of a fluid cell membrane 269.  To further mimic physiological cell conditions, 

the mobile phase is adjusted to pH 7.4.  

 

 

Figure 3.11 Pictorial representation of IAM HPLC column. Image created using Biorender.com.  

Although designed to mimic a biological environment, current IAM columns are not true 

representative models of the cell membrane as they do not contain all essential key features 

such as carbohydrates, glycoproteins, transporters and cholesterol which are often present 

within eukaryotic membranes.  Efforts into developing IAM columns containing cholesterol are 

underway but further work is required to produce IAM columns which contain all the key 

features stated above 270.  
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Using IAM columns, the partition parameters of a drug-like compound, including BBB 

permeability, can be determined experimentally 270.  The affinity a compound has for the 

phospholipids (partition co-efficient, KIAM), is directly proportional to the retention factor (kIAM) 

obtained on the IAM stationary phase.  It is determined from the retention time (Rt) using 

Equation 1 and Equation 2 271.   

Equation 1 Partition coefficient (KIAM) is proportional to the retention factor (kIAM). 

𝑙𝑜𝑔𝑘
𝐼𝐴𝑀

= 𝑙𝑜𝑔𝐾
𝐼𝐴𝑀

+ 𝑙𝑜𝑔 (
𝑉𝑠

𝑉𝑚
) 

Where Vs/Vm is the volume ratio of the stationary and mobile phases respectively and k IAM is 

retention factor obtained from Rt and the dead time (t0) according to Equation 2.  

Equation 2 Calculation to determine kIAM from retention time and dead time. 

𝑘𝐼𝐴𝑀 =  
(𝑅𝑡 − 𝑡0)

𝑡0
 

The Chromatographic Hydrophobicity Index (CHIIAM) is a hydrophobicity parameter proposed by 

Valkό et al and is the acetonitrile concentration (expressed as %) showing equal distribution of 

the compound in the mobile and stationary phase when kIAM = 1.  Chromatographic 

determination of phospholipid-binding is based on measuring gradient retention times and can 

be calibrated using CHIIAM values 272. 

Galley et al designed RO5073012 (59) as a hTAAR1 agonist to treat schizophrenia and reported 

good CNS penetration via brain/plasma ratios, therefore it is expected the literature analogues 

will also penetrate the BBB.  This hypothesis was confirmed via the BOILED-Egg model using 

Swiss-ADME as well as the data shown in Table 3.3 273.  

The CHIIAM values for compounds 59, 75b, 76a and 76c are shown in Table 3.3.  As a higher 

concentration of acetonitrile is required to elute 59, 75b, 76a and 76c from the IAM stationary 

phase, it suggests these compounds are likely to cross the BBB correlating with Galley et al and 

the data shown in Table 3.3 274.  
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Table 3.3 Drug likeliness of RO5073012 (59) and its literature analogues (75b, 76a, 76c). Values in green indicate 

compliance with Lipinski’s rule of 5 and Veber rules 275, 276.  MW; molecular weight (g mol-1), nHBA; number of hydrogen 

bond acceptors, nHBD; number of hydrogen bond donors, Log P; partition co-efficient, Log D7.4; distribution co-

efficient, BBB score; blood brain barrier score, Rt; average retention time. All predicted data (ᶲ) obtained from 

SwissADME 273. 

Compound MW nHBAᶲ nHBDᶲ Log Pᶲ 
Log 

D7.4ᶲ 

BBB 

scoreᶲ 
CHIIAM 

Rt 

(min) 

RO5073012 

(59) 
249.74 1 1 2.99 2.94 5.35 43.40 3.10 

75b 249.74 1 1 2.99 2.94 5.35 42.80 3.06 

76a 245.32 2 1 2.53 2.35 5.16 35.05 2.56 

76c 249.74 1 1 3.22 3.11 5.35 41.20 2.96 

 

The likelihood of compounds 59, 75b, 76a and 76c penetrating the BBB was further investigated 

following the calculation developed by Yoon et al whereby BBB membrane permeability, Pm, of 

a drug via passive diffusion is expressed based on correction to molecular size, Equation 3 277.  

Equation 3 Membrane permeability (Pm) obtained from kIAM correction with molecular weight (MW). 

𝑃𝑚 = (
𝑘𝐼𝐴𝑀

𝑀𝑊4) 𝑥1010 

Yoon et al and Karasova et al validated this method using twenty-one structurally diverse 

reference drugs with known penetration across the BBB, Table 3.4 277, 278.  The reference 

compounds were selected and classified based on the following criteria: the rate the drug enters 

the brain, the drug’s pharmacological activity linked to BBB permeation, the blood-brain 

distribution under steady state and parallel artificial membrane permeability assay (PAMPA) 

data reported in the literature 277.  The results showed drugs with low passive penetration 

through the BBB had Pm values < 9.48, whereas the drugs with high passive penetration through 

the BBB had scores > 17.6.  Karasova et al concluded these values as a window to accurately 
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predict the likelihood of drug-like molecules remaining in the periphery with any compounds 

having Pm scores between 9.48-17.6 likely to require active transport systems to be delivered 

into the brain indicated by in vivo experimentation 278.   

Due to the likelihood that CNS activity increases with decreasing PSA, further validation of the 

model was completed through establishing the correlation between PSA and Pm.  In both studies, 

good correlations were observed (r2 = 0.741-0.930) with the CNS active drugs identified as those 

with PSA < 60.  Good correlation was also observed between log P and Pm (r2 = 0.706-0.786), 

suggesting this model is an acceptable method for in vitro prediction of BBB permeation 277, 278.   

Using this scoring window, it is clear compounds 59, 75b, 76a and 76c are predicted to cross the 

BBB via passive diffusion (Table 3.4) and thus future work will investigate the development of 

compounds with reduced Pm scores.  
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Table 3.4 Calculated membrane permeability (Pm) scores for blood brain barrier permeable (✓), impermeable drugs 

() and compounds RO5073012 (59), 75b, 76a, 76c.  

Compound 
CNS 

permeability 
Pm  Compound 

CNS 

permeability 
Pm 

Atenolol  11.19  Loperamide / ✓ 94.95 

β-Estradiol ✓ 218.23  Nadolol  11.78 

Caffeine ✓ 12.85  Piroxicame  1.31 

Cefuroxime  0.38  Progesterone ✓ 86.10 

Chlorpromazine ✓ 863.00  Promazine ✓ 689.96 

Cimetidine  6.57  Propranolol ✓ 301.41 

Corticosterone  8.23  p-Toluidine ✓ 352.56 

Desipramine ✓ 656.61  Testosterone ✓ 50.87 

Enalapril  0.71  
RO5073012 

(59) 
- 18.97 

Hydrocortisone  4.13  75b - 18.74 

Ibuprofene ✓ 15.83  76a - 16.56 

Imipramine ✓ 511.62  76c - 18.07 

Lomefloxacine  2.11     

 

3.5. Pharmacophore development 

Composed of key electronic and steric features that are essential for interaction between target 

and drug, pharmacophores are the molecular framework used to understand the relationship 

between activity and structure for a set of compounds 279, 280. 

The identified substrate binding region of hTAAR1 has numerous subsites which vary in size, 

physicochemical properties, solvent exposure, and amino acid composition.  Using the subsite 
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properties, docking data and the pharmacological data obtained, a 3-point pharmacophore 

suitable for ligand development was proposed (Figure 3.12).  Essential key features of the 

proposed pharmacophore are the presence of two hydrophobic moieties as well as a hydrogen 

bond acceptor / donor region to interact with Asp1033.32.  It is expected compounds will be 

further stabilised through π-π interactions with Phe2676.51 and Phe2686.52 residues133.  The 

pharmacophore identified in Figure 3.12 will be used in the design of future SAR studies to 

investigate modification of the substituents on the phenyl ring (Chapter 4) and linker 

modifications through the addition of an amide bond (Chapter 5), to prevent BBB permeation 

as well as further pharmacophore development.  

 

Figure 3.12 Proposed 3-point pharmacophore for hTAAR1 overlayed onto compound 76c. 

3.6. Conclusions 

RO5073012 (59) and literature analogues have been reported to have high affinity and 

selectivity for hTAAR1 compared to adrenergic α2 receptors as well as favourable 
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physicochemical properties including low MW, providing rationale for the selection as a lead 

compound.  Docking of RO5073012 (59), 75a-b and 76a-c into a validated hTAAR1 homology 

model resulted in the expected interactions within the active site to be obtained, albeit the 

hydrogen-bond lengths were predicted to lie outside the optimal length (2.7–3.3 Å) 221. 

Synthesising RO5073012 (59) and other analogues through standard reductive amination 

methods resulted in low yields, therefore a method containing the Lewis acid catalyst, 

CeCl3.7H2O was developed to produce intermediate compounds (Scheme 3.1), however yields 

were not vastly improved.  Methoxy-substituted compounds did not require the Lewis acid 

catalyst to deliver high yields.  

Most of the literature compounds did not exhibit cytotoxicity towards INS-1 cells, and four 

compounds (59, 75a, 76a, 76c) enhanced insulin secretion relative to the GLT control.  4-Chloro-

substitution led to statistically significant increases for insulin secretion to be achieved for both 

the 2-substituted imidazole (76c) and 4-substituted imidazole (59) compounds, suggesting this 

is the optimal position for substitution around the phenyl ring to occur.  Methoxy-substituted 

compounds did enhance insulin secretion in GLT conditions, however compound 75a 

significantly decreased insulin secretion in non-GLT conditions.  In a clinical environment, this 

could potentially lead to hypoglycaemia in conditions where there is no ongoing metabolic 

stress, thus the use of 75a in this study was discontinued.  Coupled with the data obtained for 

76b whereby cellular toxicity was induced, it can be concluded that substitutions on the phenyl 

ring in the meta-position are unfavourable for hTAAR1 efficacy.  

Further work will explore substitution modifications in the para- position to further improve the 

activity and pharmacokinetic profile of these promising molecules to prevent penetration of the 

BBB and to reduce side effects in the CNS from occurring.  Additionally, reducing BBB 

penetration could better inform the pharmacophore profiling of pancreatic hTAAR1 agonists to 

assist in future drug design.  To ensure the enhanced insulin secretion is due to interactions with 
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hTAAR1, further experimentation is required.  This could include completing additional high 

range rat insulin ELISA assays to determine competition with selective antagonist EPPTB as well 

as quantifying cAMP accumulation.  This will allow us to indirectly infer whether the effects 

observed are through Gαs signalling pathways and potentially hTAAR1.  
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4. Modifications to the substituted aniline via the introduction 

of heterocyclic amines 

There are several patents published by Roche pharmaceutical company that investigate 

substituted aryl and heteroaryl moieties for the use as hTAAR1 agonists for schizophrenia 

treatments 281, 282, thus implying their therapeutic effects occur within the CNS, and that they 

can cross the BBB.  For our purposes (the development of therapeutics for T2DM) this is an 

unnecessary and probably an unfavourable characteristic. 

Taking advantage of the data obtained in Chapter 3 along with known SAR, a series of analogues 

were designed and developed to reduce the propensity to cross the BBB.  Analogues were 

designed to have increased polarity to avoid the potential of inducing on-target central effects 

such as hallucinations and synthesised using the central scaffold of lead compounds RO5073012 

(59) and 76c.  The chloro-substituents were replaced with either piperazine-derived ring 

structures or morpholine substitution of the aniline (Figure 4.1) and their pharmacological 

profile evaluated in our phenotypic pancreatic β-cells.  Although the substitutions made were 

selected based on the likelihood of reducing the propensity to cross the BBB, it is worth noting 

that these compounds contain a 1,4-masked aniline and as such are highly susceptible to 

metabolism 283.  Metabolites which form during oxidation of the aniline nitrogen can cause 

oxidative stress within cells and covalently bind to DNA, thus anilines in drug-like compounds 

have the potential to be harmful to human health 284.  Although for the purpose of this study, 

the presence of a masked aniline is deemed acceptable, should any promising compounds be 

identified, future work should look at using an aniline bioisostere to improve the safety profile 

of the molecules.  
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Figure 4.1 Proposed ligands to investigate aniline substitutions of RO5073012 (59). 

4.1. Molecular docking 

4.1.1. Molecular docking into hTAAR1 homology modelling 

Using the data obtained in Chapter 3, ligands were designed with the intention of increasing 

polarity. As both 59 and 76c were found to significantly increase insulin secretion, it was 

hypothesised para-substituted anilines were required to induce the therapeutic effect, 

therefore all modifications in this compound series occurred at carbon 4 of the aniline ring.  The 

chloro-substituents of 59 and 76c were replaced with either morpholine or piperazine rings, in 

which it was envisaged the replacement of the lipophilic Cl substituent with polar groups may 

prevent BBB penetration thus reducing the potential of inducing undesired side effects.  Both 

substituents introduced steric bulk to the compounds whilst extending the aniline moiety 

allowing for maximum occupancy of the binding site, as well as the potential for hydrogen 

bonding with the receptor via the heteroatoms present.  
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Utilising the validated docking protocol outlined in Chapter 2, 82a-d and 83a-d were docked into 

model 17 and cryo-EM structure (PDB: 8W88).  As for 59, 75a-b and 76a-c, the analogues (82a-

d and 83a-d) made a similar pattern of residue interactions as those reported by Borowsky et al, 

however variation at the aniline moiety was observed, Figure 4.2131.  

 

Figure 4.2 (A) Docked pose of 82a-d and 83a-d (82a: yellow, 82b: magenta, 82c: sand, 82d: cyan, 83a: slate, 83b: grey, 

83c: smudge, 83d: salmon) into hTAAR1 homology model 17.  (B) Explicit pose of 83c in homology model 17.  (C)  Cryo-

EM structure (PDB: 8W88).  Image visualised down transmembrane (TM) 3.  Docking performed using Schrödinger’s 

Maestro and Glide 12.6 packages and images created using PyMOL 4.6.0. 

The docked pose of 83c (Figure 4.2 B) showed the most variation in the position of the piperazine 

ring and tBu group of Boc whilst retaining expected position of the imidazole moiety, Figure 4.2.  

This variation occurred due to the aniline and imidazole rings adopting a conformation whereby 
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they are out of plane with one another.  The twisted conformation observed facilitates the tert-

butyl carbamate moiety to be directed towards the entrance of the binding pocket.  The low 

docking score obtained (-3.173 kcal/mol), Table 4.1, suggests 83c has a weaker affinity for 

hTAAR1 compared to the 4-imidazolyl analogue (83c, -4.87 kcal/mol).  As for the remaining 

compounds, minimal variation was observed between the 2-imidazolyl and 4-imidazolyl 

analogues. 
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Table 4.1 Docking scores for 82a-d and 83a-d in complex with hTAAR1 homology model 17 and hTAAR1 cryo-EM 

structure (PDB: 8W88). 

 

   Docking score (kcal/mol) 

Compound R1 R2 

hTAAR1 

homology 

model 17 

hTAAR1 Cryo-

EM structure 

(PDB: 8W88) 

82a 

 

4-imidazolyl -5.519 -6.404 

82b 

 

4-imidazolyl -6.139 -6.684 

82c 

 

4-imidazolyl -4.876 n/a 

82d 

 

4-imidazolyl -6.723 -7.140 

83a 

 

2-imidazolyl -6.362 -6.404 

83b 

 

2-imidazolyl -6.722 -6.640 

83c 

 

2-imidazolyl -3.173 -0.271 

83d 

 

2-imidazolyl -7.014 -7.607 

 

Ligand interactions with hTAAR1 homology model 17 are shown in Figure 4.3 where slight 

differences between compound positioning and predicted interactions are observed.  For all 

compounds, the predicted hydrogen bond lengths varied between 1.70-2.03 Å, slightly shorter 
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than the optimal range (2.7–3.3 Å) 221.  Compound 83a is the only analogue to not undergo 

further stabilisation via π-π and π-cation interactions with Phe185ECL2 and Phe2676.51, however 

this does not seem to affect its binding affinity for hTAAR1 due to the high docking score 

obtained (-6.362 kcal/mol).  

 

 



 

   

P
age | 1

2
3

  

 

Figure 4.3 Predicted interactions between hTAAR1 homology model with compounds 82a-d and 83a-d.  Hydrogen bond length measurements shown in red.  Expected length of salt bridges shown in 

blue. Amino acid description: Green; hydrophobic and cyan; polar. 
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4.1.2. Comparison between molecular docking into hTAAR1 homology 

modelling and hTAAR1 cryo-EM (PDB: 8W88) 

The proposed ligands were also docked into the cryo-EM structure (PDB: 8W88) in which 

compounds 82a-d and 83a-d exhibited top-scoring binding poses consistent with the poses 

adopted in hTAAR1 homology model 17.  As for the low docking scores obtained within the 

homology model, 82c failed to produce an adequate predicted binding pose.  

Ligand interactions with the hTAAR1 cryo-EM structure (PDB: 8W88) are shown in Figure 4.4, 

again showing slight differences between compound positioning and predicted interactions.  

The predicted hydrogen bond lengths between compounds 82a, 82b, 82d, 83a, 83b and 83d and 

Asp1033.32 varied between 1.47-2.07 Å.  

Additional stabilisation of compounds within the cryo-EM structure’s binding site is reported via 

π-π and π-cation interactions with Trp2646.48, Phe2676.51 and Tyr2947.43, for 82a, 82b, 82d, 83a, 

83b and 83d.  As hypothesised during the design process of this SAR study, the heteroatoms 

present in the ring structures of compounds 82a, 82b, 83a, 83b allowed for additional hydrogen 

bond interactions to be observed between ligand and hTAAR1, Figure 4.4.  This further 

stabilisation was present in corresponding poses for hTAAR1 homology model 17 for 82b and 

82d (Figure 4.4).  
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Figure 4.4 Predicted interactions between hTAAR1 cryo-EM structure (PDB: 8W88) with compounds 82a, 82b, 82d, 

83a-d.  Hydrogen bond length measurements shown in red.  Expected length of salt bridges shown in blue.  Amino 

acid description: Green; hydrophobic and cyan; polar. 
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4.2. Synthetic route employed 

Often accountable for their therapeutic effects, many synthetic and natural drug-like molecules 

contain an amine moiety 285.  Numerous chemical routes have been developed for the 

manipulation of amines, including alkylation and reductive amination 285.  Introduced in Chapter 

3, reductive amination involves the initial condensation of an amine with an aldehyde/ketone 

to form an imine.  In the presence of a reducing agent, the imine is reduced to form a more 

substituted amine 286.  Unlike alkylation, reductive amination selectively controls the formation 

of carbon-nitrogen bonds, which coupled with its simplicity, it is often the first point of call for 

amine synthesis within the pharmaceutical and chemical industries 285.  

Various reducing agents have been developed, each with a different selectivity for the imine 

compared to the starting carbonyl compound.  Typically based around borane, reducing agents 

often contain a BH3-amine complex or a borohydride group, however hydrogenation using 

gaseous H2 and a metal catalyst is known 287.  Table 4.2 contains an overview of commonly 

employed reducing agents highlighting their advantages and disadvantages.  
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Table 4.2 Overview of reducing agents used in reductive amination. 

Reducing agent Notes 

Sodium borohydride 

Advantages: NaBH4 is a cheap and selective reducing agent. 

Additionally, it can attack sterically hindered compounds.  

Disadvantages: Cannot reduce aromatic nitro compounds without 

a catalyst present 288, 289.  Undesirable reduction of ketones can 

occur. 

Sodium 

triacetoxyborohydride 

Advantages: NaBH(OAc)3 is a cheap, mild reducing agent which can 

selectively reduce aldehydes over ketones.  

Disadvantages: Cannot react in protic solvents due to its rapid 

decomposition.  A high excess of NaBH(OAc)3 is required due to only 

one hydrogen atom available 290, 291. 

Sodium 

cyanoborohydride 

Advantages: NaBH3CN is a highly selective reducing agent which 

demonstrates different selectivity for functional groups in a range 

of different pH conditions.  It is highly soluble in a range of solvents 

unlike NaBH(OAc)3.  

Disadvantages: Expensive, highly toxic, can contaminate product 

with cyanide 291, 292. 

2-Picoline borane 

Advantages: 2-picoline borane is a non-toxic, cheap, and selective 

reducing agent.  It is stable at high temperatures and works in a 

range of solvent systems 292, 293.  

Pyridine-borane 

Advantages: Cheap, selective by charge 294. 

Disadvantages: Pyridine-borane is less stable than the 

aforementioned 2-picoline borane and can cause fire upon 

decomposition 292.  

Catalytic 

hydrogenation 

Advantages: Catalytic hydrogenation is an economical and effective 

method to generate the hydrogen required in reductive amination.  

Disadvantages: Low yields can occur due to its poor selectivity, 

leading to a mixture of products forming.  

 

Several multistep reactions were carried out for the synthesis of 82a-d and 83a-d many of which 

being reductive amination.  
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4-morpholinoaniline (84a) and 4-(4-methylpiperidin-1-yl)aniline (84b) were converted to the 

corresponding secondary amine (85a-b and 86a-b) via reductive amination.  This was achieved 

by using the modified one-pot reductive amination using 2-imidazolecarboxaldehyde (81) or 4-

imidazolecarboxaldehyde (78) in the presence of Lewis acid catalyst CeCl3.7H2O, previously 

outlined in Chapter 3 229.  The amine moiety of compounds 85a-b and 86a-b were reacted with 

2-methoxypropene via reductive amination, using NaBH(OAc)3 as the reducing agent to afford 

the final compounds (82a-b and 83a-b), Scheme 4.1.   

Scheme 4.1 Synthesis of compounds 82a-b and 83a-b. 

 

Reagents and conditions: (a) i. 78 / 81, CeCl3.7H2O, EtOH, rt, 0.3-1 hr. ii. NaBH4, rt, 2-18 hr (27-51%). (b) 

i. 2-methoxypropene, TFA, NaBH(OAc)3, 1,2-DCE, 60°C, 18 hr. ii. 1M HCl, 60°C, 1 hr (2-31%). 

The synthesis of 82c and 83c was attempted following several procedures.  At first, Buchwald-

Hartwig cross coupling proposed by Dholkawala et al was tried, Scheme 4.2 295.  
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Scheme 4.2 Attempted synthesis of 82c and 83c. 

 

Reagents and conditions: (a) i. 78 / 81, CeCl3.7H2O, EtOH, rt, 1 hr. ii. NaBH4, rt, 2-18 hr (29-39%). (b) i. 2-

methoxypropene, TFA, NaBH(OAc)3, 1,2-dichloroethane (1,2-DCE), 60°C, 18 hr. ii. 1M HCl, 60°C, 1 hr (33-

42%). (c) tert-butyl 4-(4-aminophenyl)piperazine-1-carboxylate (90), Cs2CO3, Pd(OAC)2, (2,2’-

bis(diphenylphosphino)-1,1’-binapthyl (BINAP), toluene, 110°C, 12 hr. 

This approach employed the synthesis of 89a-b by the 2-step reductive amination reaction of 4-

bromoaniline (87) with 78 or 81 to yield intermediates (88a-b) 229.  Secondary amines 88a-b 

underwent further reductive amination with 2-methoxypropene 173.  The resulting tertiary 

amines (89a-b) and tert-butyl 4-(4-aminophenyl)piperazine-1-carboxylate (90) were reacted in 

the presence of palladium (II) acetate, (2,2’-bis(diphenylphosphino)-1,1’-binapthyl (BINAP) and 

Cs2CO3 in toluene.  Unfortunately, this synthetic route was not successful and upon reaction 

monitoring no change occurred.  Therefore, it was decided to attempt the reaction again, 

changing the palladium catalyst and phosphine-derived ligand systems, Table 4.3.  However, like 

the method described above, the new systems were also unsuccessful at yielding the desired 

products.  

Table 4.3 Buchwald-Hartwig reaction conditions attempted for the synthesis of 82c and 83c. 

 Catalyst Ligand Solvent system 

Condition 2 Pd2(dba)3 Xanphos™ 1,4-dioxane 

Condition 3 Pd2(dba)3 Xphos™ toluene 
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Next, the order of reaction was modified whereby the isopropyl moiety of the compound was 

added prior to the imidazole ring.  This was achieved via alkylation, Scheme 4.3. Reagent 90 was 

reacted with 2-iodopropane in 1,4-dioxane, affording 91 following a modified procedure by 

Guest et al 296.  Due to the absence of an acidic environment, this synthetic route was selected 

over the previously employed reductive amination to eliminate potential undesired 

deprotection of the Boc group present on the piperazine moiety from occurring.  

Scheme 4.3 Synthesis of compounds 82c-d and 83c-d. 

 

Reagents and conditions: (a) potassium carbonate, 2-iodopropane, 1,4-dioxane, microwave, 150°C, 1 hr 

(55%). (b) picoline borane, MeOH: AcOH (10:1), rt, 18 hr (17-31%). (c) 4M HCl in 1,4-dioxane, MeOH, rt, 

30 min (73-80%). 

Reductive amination of 91 with 78 or 81 also took several attempts.  Initially, the reaction was 

attempted using NaBH4 in the presence of CeCl3.7H2O as previously used, however this synthetic 

route was not successful, and the final product was not made.  A literature search identified 

other potential reaction conditions, varying the reducing agent, equivalents used and the 

presence of a catalyst.  The conditions shown in Table 4.4 were attempted and successful 
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synthesis and isolation of 82c and 83c was obtained using condition 5.  The high crude yields 

obtained for conditions 2-4 are due to the presence of unreactive starting material, evidenced 

via LC-MS.  A final treatment with hydrochloric acid in 1,4-dioxane gave 82d and 83d as products, 

Scheme 4.3. 

Table 4.4 Reductive amination reaction conditions attempted for the synthesis of 82c and 83c. 

 
Reducing 

agent 

Equivalents 

used (aldehyde: 

reducing agent: 

112) 

Catalyst 

present 

Yield 

(%) 
Success Reference 

Condition 

2 
NaBH(OAc)3 1: 1.2: 1.1 - 

115 

(crude) 
 297 

Condition 

3 
NaBH(OAc)3 1: 1.1: 1 - 

108 

(crude) 
 298 

Condition 

4 
NaBH(OAc)3 1: 3: 1.1 

Acetic 

acid 

86 

(crude) 
 299 

Condition 

5 
Pic-BH3 1: 1: 1 - 92 ✓ 290 

 

4.3. Pharmacological evaluation of compounds 82a-d and 83a-d in 

pancreatic rat insulinoma cell line, INS-1. 

The toxicity of analogues 82a-d and 83a-d was determined using calcein AM cell viability dye 

following the optimised protocol by Cripps et al (Chapter 3) 249.  Like for compounds 59, 75a-b 

and 76a-c, the toxicity of 82a-d and 83a-d was determined at both 0.1 μM and 1 μM 

concentrations (Figure 4.5).  

Only one compound, 82d, was found to be cytotoxic (Figure 4.5) to the treated INS-1 cells in 

control conditions due to the statistical decrease reported (p = 0.0029), thus was excluded from 

further analysis.  The remaining ligands, 82a-c and 83a-d were found to be non-toxic to the 

treated INS-1 cells in both control and GLT conditions, evidenced by the lack of statistically 



 

Page | 132  

significant differences obtained from one-way ANOVA analysis.  Therefore, the ability to 

enhance insulin secretion was determined for ligands 82a-c and 83a-d.   

 

Figure 4.5 Cell toxicity of hTAAR1 analogues 82a-d and 83a-d. Cell viability detected via fluorescence with Ex/Em 

490/520 nm and expressed as % change compared to control from 3 or more independent experiments ± SEM.  Toxicity 

was determined for each compound at (A) 0.1 μM and (B) 1 μM (p(82d) = 0.0029).  Asterisk denotation: ** p<0.01. 



 

Page | 133  

The ability of compounds 82a-c and 83a-d to enhance secretagogue stimulated insulin secretion 

in the pancreatic INS-1 cell line was determined using the high range rat insulin ELISA (Mercodia) 

in a similar manner to that described in Section 3.3.  The data shown in Figure 4.6 displays the 

amount of insulin secreted and normalised to cellular protein content before being further 

normalised to the stimulated control.  Tyramine (18 (p = 0.017)), 82b (p = 0.0491) and 83a (p = 

0.0004) all statistically increased insulin secretion in non-GLT conditions, whilst a statistical 

decrease was obtained for EPPTB (70 (p = 0.0001)) and 83b (p = 0.0307), Figure 4.6 A.  Shown in 

Figure 4.6 B, compound 83a also enhanced insulin secretion in the GLT conditions with statistical 

significance (p = 0.0155), whereas 83b and 83d were shown to statistically suppress insulin 

secretion (p = 0.0368 and 0.035, respectively).  As for the data reported for 75a (Section 3.3), 

83b and 83d did not undergo any further analysis due to their undesirable pharmacological 

profile.  Despite 82b enhancing insulin secretion in non-GLT conditions, no changes in secretion 

were observed in the GLT conditions (p = 0.7261), thus did not meet the aims of this project.  

 

 

  



 

Page | 134  

 

Figure 4.6 Changes in insulin secretion resulting from 5-day treatment with tyramine (18) and 82a-c and 83a-d at a 

final concentration of 1 μM or the inverse agonist EPPTB (70) at a concentration of 10 nM. Insulin secretion was 

determined by ELISA following incubation ± secretagogue cocktail (13.5 mM glucose, 1μM phorbol 12-myristate 13-

acetate, 1mM isobutyl-methylxanthine, 1 mM tolbutamide, 10 mM leucine, 10 mM glutamine) for 2 hrs and detected 

via absorbance at 450 nm and normalised to cellular protein content relative to secretagogue-stimulated control from 

3 or more independent experiments. Comparisons between compounds and the controls used unpaired t-tests. (A) 

control p(tyramine (18)) = 0.0017, p(EPPTB (70)) = 0.0001, p(82b) 0.0491, p(83a) 0.0004, p(83b) 0.0307), (B) GLT 

(p(83a) = 0.0155, p(83b) = 0.0368, p(83d) = 0.0035). Asterisk denotation: * p<0.05, ** p<0.01, **** p<0.0001. 

As the hTAAR1 signalling pathway shown in Figure 1.28 demonstrates activation of adenylyl 

cyclase via downstream signalling of Gαs proteins, it was prudent to investigate the effects of 

cAMP production in INS-1 cells when stimulated with compounds (59, 76a, 76c, 82b, 83a) 
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previously found to enhance insulin secretion.  Intracellular cAMP production was quantified 

between control and experimental GLT conditions using a cyclic AMP select ELISA kit obtained 

from Cayman Chemical and normalised to the control following the methods reported by Cripps 

et al and the manufacture’s protocol 249, 300.   

To ensure the ELISA was an appropriate assay to determine cAMP production in the presence or 

absence of compounds 59, 76a, 76c, 82b, 83a, IBMX, an adenosine A1 receptor antagonist was 

added to inhibit cAMP hydrolysis via cyclic nucleotide phosphodiesterases 301.  Additionally, the 

effects on cAMP accumulation of compounds 18 and 70 were tested to further confirm the 

results obtained.  Shown in Figure 4.7, it can be suggested that the assay protocol was 

appropriate to provide a window to accurately determine the effects of due to the positive 

control of 18 significantly enhancing cAMP levels in control conditions (p = 0.0069) compared to 

the control.  For consistency between assays performed in this thesis, cAMP accumulation 

stimulated by compound 18 was determined at a final concentration of 1 μM whilst Cripps et al 

tested the effects using a final concentration of 10 μM 249.  Despite the differences in 

concentration used, minimal changes were observed as both concentrations tested were proven 

to significantly enhance cAMP accumulation in control conditions.  

Differing from the literature, the data shown in Figure 4.7 suggests 70 is an antagonist due to 

the lack of intrinsic efficacy displayed 159, 165, 249.  Constitutive receptor signalling theory states 

that when cellular receptor expression is high, a more measurable signal can be obtained due 

to the greater number of active receptors available 302.  This theory could be used to explain the 

differences in intrinsic efficacy for EPPTB in response to cAMP accumulation when determined 

using Cayman Chemical’s cyclic AMP select ELISA kit.  Within the manufacture’s protocol 300, 

there are two methods to prepare and extract cell culture samples; freeze the plate at -80°C for 

two hours followed by adding 1ml cold ELISA buffer for every 35 cm2 of surface area, or to 

incubate for 20 minutes in 1ml 0.1 M HCl for every 35 cm2 surface area.  Following the latter 
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method, it was clear that the volume of HCl used to lyse the cells was not large enough as visual 

examination revealed many cells remained on the surface of the well, resulting in potential 

discrepancy within cell number that the assay was performed on. It is hypothesised this resulted 

in a lower receptor expression within the samples and a smaller signal to be obtained.  

Therefore, to overcome potential constitutive receptor signalling, the optimal volume of HCl 

required to lyse all cells needs to be determined and the assay repeated.  
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Figure 4.7 Changes in cAMP accumulation following a 30-minute treatment with 0.5 mM IBMX in Krebs-ringer buffer, 

tyramine  (18) and compounds 59, 76a, 76c, 82b and 83a at a final concentration of 1 μM or the antagonist EPPTB 

(70) at a concentration of 10 nM in either control (A) or experimental GLT (B) conditions. Cyclic AMP levels were 

determined via cAMP select ELISA and detected via absorbance at 415 nm and normalised to the relative to control 

from 2 or more independent experiments. (A) control (p(tyramine (18)) = 0.0069, p(76a) 0.00466, p(76c) = 0.0481, 

p(83a) 0.0047, (B) GLT. Asterisk denotation: * p<0.05, ** p<0.01, **** p<0.0001. 
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Shown in Figure 4.7, compound 76c significantly increased cAMP accumulation fold change (p = 

0.0481), whilst 76a and 83a significantly decreased cAMP accumulation (p = 0.00466 and 0.0047, 

respectively), suggesting the mode of action for compounds 76a and 83a is not through the 

proposed signalling pathway described in Figure 1.28.  Time constraints associated with this 

project prevented further investigation into identification of the mode of action of these drug-

like molecules.  

No significant changes were detected in experimental conditions. It is theorised that lower levels 

of cAMP are secreted in the GLT phenotype and therefore harder to generate significant 

responses.  A small margin of error was calculated for most compounds however for 82b and 

83a much larger error in data points was obtained.  It is believed repeating the experiment to 

obtain data from 3 or more independent experiments, will reduce the reported error thus 

increasing the accuracy and reliability of the data.  The high assay cost coupled with the budget 

for this PhD project prevented further experimental replicates from being carried out.  

4.4. Investigation of blood brain barrier permeability 

Shown in Chapter 3, analogues RO5073012 (59), 75a-b and 76a-c are expected to cross the BBB 

due to the lipophilic properties of the substituents attached.  Reports show drugs which elicit 

their therapeutic effects within the CNS have a MW < 400 Da and have a low ability to form 

hydrogen bonds due to their high lipid solubility 303, therefore, the chloro-substituents of 59 and 

76c were replaced with either morpholine or piperazine rings.  The purpose of introducing polar 

groups was to prevent BBB penetration via increased hydrogen bond formation, thus reducing 

the potential of inducing undesired side effects.  Using the computational methods described in 

Chapter 3.4, along with obtaining experimental IAM chromatography data, it is predicted 

analogues 82a-c, 83a and 83c have reduced BBB penetration due to the polarity introduced 

Table 4.5. 
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Table 4.5 Drug likeliness of compounds 82a-c, 83a and 83c. All compounds comply with Lipinski’s rule of 5 and Veber rules 275, 276. MW; molecular weight (g mol-1), nHBA; number of hydrogen bond 

acceptors, nHBD; number of hydrogen bond donors, Log P; partition co-efficient, Log D7.4; distribution co-efficient, BBB score; blood brain barrier score Rt; average retention time. All predicted data (ᶲ) 

obtained from SwisADME 273.  

 

Compound R1 R2 MW nHBAᶲ nHBDᶲ Log Pᶲ Log D7.4ᶲ 
BBB 

scoreᶲ 
CHIIAM Rt (min) Pm 

82a 

 

4-imidazolyl 300.40 2 1 2.32 2.22 5.00 26.16 2.07 5.62 

82b 

 

4-imidazolyl 313.44 2 1 2.47 0.88 5.27 30.94 2.36 5.53 

82c 

 

4-imidazolyl 399.53 3 1 3.2 3.19 4.65 37.50 2.75 2.51 
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Table 4.5 Continued. 

Compound R1 R2 MW nHBAᶲ nHBDᶲ Log Pᶲ Log D7.4ᶲ 
BBB 

scoreᶲ 
CHIIAM Rt (min) Pm 

83a 

 

2-imidazolyl 300.40 2 1 2.54 2.40 5.00 24.64 1.97 5.32 

83c 

 

2-imidazolyl 399.53 3 1 3.43 3.36 4.65 35.56 2.49 2.39 
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Shown in Table 4.5 are computationally predicted log P and log D7.4 data for compounds 82a-c, 

83a and 83c suggesting these compounds are likely to cross the BBB despite the polar 

substituents present.  Contrastingly, the log P and log D7.4 values predicted for 83c lie outside of 

the BBB permeation range (1.5-2.7 and 0-3 respectively), thus suggesting 83c will remain in the 

periphery and the likelihood of inducing undesired side effects prevented.  For all compounds 

the BBB score developed by Gupta et al expects all 5 analogues to cross the BBB 263, however on 

further evaluation using the BOILED-Egg model 82a-c, 83a and 83c are predicted to be P-

glycoprotein substates and thus will be actively effluxed back into the periphery 264, 273. 

Experimental CHIIAM values for compounds 82a-c, 83a and 83c are shown in Table 4.5.  Compared 

to the data obtained for compounds 59, 75b and 76c (Table 3.3) lower acetonitrile 

concentrations are required to elute analogues 82a, 82b and 83a from the IAM phase, indicating 

these compounds are less likely to cross the BBB.  The CHIIAM score for compounds 82c (CHIIAM: 

37.50) and 83c (CHIIAM: 35.56) are comparable with that of 76a (CHIIAM: 35.05) hinting that these 

compounds are likely to permeate the BBB due to presence of the N-Boc protecting group.  

The BBB membrane permeability, Pm, of compounds 82a-c, 83a and 83c (Table 4.5) was 

calculated using the method previously described (Equation 3, Chapter 3.4).  For compounds 

82a-c, 83a and 83c, the experimentally calculated Pm are comparable with the literature 

classified low BBB permeable drugs 278, suggesting the compounds are likely to remain in the 

periphery.  Despite the computationally calculated log P, log D7.4 and BBB scores obtained for 

compounds 82a-c, 83a and 83c suggesting the compounds are likely to permeate the BBB, 

investigation using the BOILED-egg model indicates these compounds are likely to be P-

glycoprotein substrates, thus should 82a-c, 83a and 83c permeate the BBB, they should be 

effluxed back into the periphery before they have had chance to exert any therapeutic effects.  

Although this analysis coupled with the experimentally obtained Pm data strongly suggests 

compounds 82a-c, 83a and 83c are likely to remain in the periphery and thus should not induce 
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any undesired on-target central effects, the algorithms applied do not consider BBB damage.  

Studies show that T2DM alters the structure and function of the BBB as well as decreasing the 

integrity of the BBB 304, 305.  Subsequently T2DM often results in the BBB having increased 

permeability, thus potentially allowing unwanted compounds to enter and interact with the CNS 

304, 305.  As the aim of this project is to develop therapeutic agents which remain in the periphery, 

further experimentation is required to solidify the data shown in Table 4.5.  This could be 

achieved via the completion of in vivo studies whereby changes in BBB permeability in both 

diabetic and healthy individuals would be identified.  

4.5. Pharmacophore development  

The data expressed in this chapter provides further insight into the development of the 

pharmacophore for peripheral hTAAR1 agonists.  The originally proposed pharmacophore 

shown in Figure 3.12 states essential key features include the presence of two hydrophobic 

moieties for interactions with residues on TM 5 and TM 6, however 82a was the only compound 

shown to significantly enhance insulin secretion in both control and experimental conditions.  

Whilst it could be suggested the hydrophilic nature of the morpholine substituent is responsible 

for pharmacological interaction with hTAAR1 at TM 6 as further evidenced by the ether 

substituent present in compounds 75a and 76a, compounds 59 and 76c also enhanced insulin 

secretion.  As 59 and 76c (Figure 4.8) do not contain the hydrophilic properties associated with 

the ether present in 75a, 76a and 83a (Figure 4.8) it could be suggested the polar carbon bond 

contributes to inducing the desired biological effect due to the associated properties of the 

substituents attached, although further investigation is required. 
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Figure 4.8 Structural overview for compounds 59, 75a, 76a, 76c and 83a. 

All substituents (chloro, methoxy and morpholino) contain electronegative atoms thus can 

donate electrons into the aromatic system via the mesomeric effect, whilst also possessing an 

electron withdrawing inductive effect.  As such, it is likely the electron density surrounding the 

substituent contributes to inducing the desired biological response.  To test this hypothesis, an 

electron density map for analogues 59, 75a, 76a, 76c and 83a should be determined in which it 

is envisaged all substituents around the aniline will have a similar electron distribution.  

Additionally, the findings in this chapter support the inclusion of a heteroaromatic ring to induce 

interactions with the essential residue Asp1033.32 on TM 3 along with hydrophobic interactions 

with TM 6.  A revised 3-point pharmacophore suitable for hTAAR1 ligand development is shown 

in Figure 4.9, however due to the absence of binding data obtained in this project, further 

analysis is required to confirm its accuracy.  
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Figure 4.9 Revised 3-point pharmacophore for peripheral hTAAR1 agonists.  

4.6. Conclusions 

Expanding on the data shown in Chapter 3, a set of potential hTAAR1 agonists (compounds 82a-

d and 83a-d) were designed with increased polarity compared to that of RO5073012 (59) and 

literature analogues (75a, 76a and 76c) to prevent BBB penetration.  Docking of 82a-d and 83a-

d into a validated hTAAR1 homology model resulted in the expected interactions within the 

active site to be obtained; however the predicted hydrogen bonds were slightly shorter than the 

optimal length 221.  Similar findings were shown when docking of 82a-d and 82a-d was carried 

out in cryo-EM structure (PDB: 8W88).  

Synthesis of 82a-b and 83a-b was completed using the optimised reductive amination method 

developed in Chapter 3, whereby the Lewis acid catalyst CeCl3.7H2O was present to increase the 

rate of imine formation.  Successful synthesis of 82c and 83c took several attempts. Initially 

Buchwald-Hartwig cross coupling was attempted using compounds 89a-b as the starting 

material and reacting them in the presence of N-Boc-piperazine, Pd(OAC)2 and BINAP, though 

challenges arose during this process including the reaction not occurring.  Substituting BINAP for 
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Xanthphos™ or Xphos™ did not aid with reaction progression.  Therefore, to overcome this 

challenge, the order of reaction was modified with efforts made to limit the potential of 

undesirably removing the N-Boc protecting group.  Firstly, an alkylation reaction was completed 

to add the isopropyl moiety to the substituted aniline, followed by reductive amination using 

picoline borane for the imidazolyl-moiety attachment.  The treatment of 82c and 83c in 1M HCl 

for 30 minutes yielded compounds 82d and 83d.  

Compounds 82a-c and 83a-d were non-toxic towards INS-1 cells, with one compound (83a) 

enhancing insulin secretion relative to the GLT control.  Compounds 83b and 83d significantly 

decreased insulin secretion in GLT conditions (p = 0.0368 and 0.035, respectively), with 83b also 

showing a significant reduction in the control conditions (p = 0.0307).  As for 75a, the use of 83b 

and 83d in this study was discontinued to prevent potential hyperglycaemia occurring.  To 

identify whether these observed effects where through interaction with a GαsPCR, cAMP 

accumulation was determined for 18, 59, 70, 76a, 76c, 82b and 83a.  Whilst endogenous agonist 

tyramine (18) significantly enhanced cAMP accumulation (p = 0.0069) correlating with the 

literature, EPPTB (70) did not and as such acted as an antagonist in this study.  One compound, 

76c significantly enhanced cAMP in INS-1 cells (p = 0.0481), indicating its mode of action is 

through agonism of GαsPCR. Given the signalling pathway shown in Figure 1.28, it is believed the 

effects of 76c occur via agonism of TAAR1; however further investigation is required to confirm 

this hypothesis. Despite shown to enhance insulin secretion, the predicted peripherally active 

TAAR1 agonist 83a significantly decreased cAMP levels (p = 0.0047) in the tested INS-1 cell line; 

thus, further efforts are required to identify its mode of action. Although 76a was also found to 

enhance insulin secretion whilst decreasing cAMP levels (p = 0.0046), it is predicted to permeate 

the BBB; therefore, no further investigation is required to identify its mode of action due to the 

potential of inducing on-target CNS psychotic effects.  
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The rationale behind the design of compounds 82a-d and 83a-d was proven to be effective as 

BBB membrane permeability analysis indicates analogues 82a-c, 83a and 83c are likely to remain 

in the periphery.  This is due to the BOILED-Egg model indicating these compounds are likely to 

be P-glycoprotein substrates, their decreased lipid solubility and the experimentally calculated 

Pm being within the literature classification for compounds with low passive BBB permeability 

(Pm: <9.48), however, to confirm this hypothesis, compounds 82a-c, 83a and 83c should be 

tested on a BBB cell model.  Introduction of polar substituents to reduce BBB penetration 

advanced the pharmacophore profiling of pancreatic hTAAR1 agonists.  
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5. Modifications to the CH2 linker 

Galley et al show RO5073012 (59) has TAAR1 agonistic activity in human embryonic kidney-293 

(HEK-293) cell lines expressing hTAAR1, rTAAR1 and mTAAR1 as well as in in vivo rodent models 

173, which coupled with the functional pharmacological evaluation presented in Chapter 3, 

suggests 59 could enhance insulin secretion through a TAAR1-mediated mechanism.  Its ability 

to behave as an agonist against different species receptor variants along with its potency and 

selectivity for hTAAR1 over adrenergic α2 receptors were properties which made 59 an 

attractive lead compound for further SAR investigation.  The molecular modelling studies 

previously discussed in this thesis allow for prediction of agonist binding to the intracellular 

binding pocket of hTAAR1 resulting in identification of regions which could be modified to allow 

for maximal interaction with the receptor.  The docking of 59 showed the aminomethylene linker 

did not participate in any critical interactions with amino acid residues present within the 

hTAAR1 binding site.  The other functional groups present on 59 such as the phenyl and 

imidazole moieties were significant for stabilisation of the molecule through hydrogen bonding 

and π-π interactions.  We therefore decided to modify the linker region by developing a series 

of compounds containing an amide bond to allow for further interactions with hTAAR1 to occur 

such as hydrogen bond interactions with Arg83ECL1.  

Classical routes to synthesise amides rely on the use of coupling reagents or prior conversion of 

the carboxylic acid into an activated form (e.g. acyl halide or activated ester) or using a catalyst 

306, 307.  On this basis, the strategy employed investigated the use of eight conditions involving 

coupling reagents as well as using an acyl chloride. 

5.1. Molecular docking 

5.1.1. Molecular docking into hTAAR1 homology models 

Incorporating an amide moiety in the linker region, opens the possibility for additional hydrogen 

bond interactions to occur between the ligand and hTAAR1, whilst maintaining the previously 
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predicted interactions.  Subsequently, this could increase the analogue’s binding affinity for 

hTAAR1 as well as potentially improving the compound’s overall efficacy, biochemical and 

physicochemical properties.  Moreover, this strategy could allow for further functionalisation of 

promising compounds through introducing amide bioisosteres such as sulfonamides, esters or 

amidines 308.   

Using the substitutions explored in compounds 82a-d and 83a-d along with 59 and 76c, a series 

of eight analogues containing an amide bond (92a-d and 93a-d, Figure 5.1) were docked into the 

intracellular binding site of hTAAR1 homology model 17, Figure 5.2.  Upon analysis it was 

observed that a slightly lower docking score was generated for these molecules (Table 5.1) 

compared to compounds 82a-d and 83a-d (Chapter 4). 

 

Figure 5.1 Proposed ligands to investigate linker modifications of 59 and 92a-d and 93a-d. 
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Figure 5.2 Docked pose of 92a-d and 93a-d (92a: brown, 92b: magenta, 92c: blue, 92d: red, 93a: yellow, 93b: cyan, 

93c: chocolate and 93d: grey) into hTAAR1 homology model 17 (A) and cryo-EM structure (PDB: 8W88) (B).  Image 

visualised down transmembrane (TM) 3.  Docking performed using Schrödinger’s Maestro and Glide 12.6 packages 

and images created using PyMOL 4.6.0. 

The docked poses of 92a and 93d show the most variation in binding pose as the imidazole 

moiety is oriented towards the entrance of the binding site between TMs 5 and 6 for compound 

93d, whilst for compound 92a, it has shifted towards TM 7 (Figure 5.3).  As such 93d failed to 

form a hydrogen bond with conserved residue Asp1033.32 via the pyrrolic NH in the imidazole 

moiety. Instead, the crucial residue interaction was formed via the piperazine moiety (Figure 

5.4) differing from compounds 92a-d and 93a-c and notably RO5073012 (59).  Upon further 

analysis, this change in ligand/receptor interaction is expected due to a reduction in pKa being 

predicted for the pyrrolic NH when an amide is present (Figure 5.1).  Surprisingly, the 

conformation of the docked pose generated for compound 93d gave a comparable docking 

score (-5.437 kcal/mol) compared to the other analogues in this series (Table 5.1), however it 

was slightly lower than that of RO5073012 (59) (-6.045 kcal/mol).  This suggests that although 

more favourable, the critical interaction with residue Asp1033.32 does not need to involve the 

imidazole moiety, allowing for further modifications of this moiety to be explored.  
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Table 5.1 Docking scores for compounds 92a-d and 93a-d in complex with hTAAR1 homology model 17 and hTAAR1 

cryo-EM structure (PDB: 8W88). 

 

   Docking score (kcal/mol) 

Compound R1 R2 

hTAAR1 

homology 

model 17 

hTAAR1 Cryo-

EM structure 

(PDB: 8W88) 

92a 

 

4-imidazolyl -5.071 -5.313 

92b 

 

4-imidazolyl -5.641 -3.533 

92c Cl 4-imidazolyl -4.941 -5.148 

92d 

 

4-imidazolyl -5.153 -4.442 

93a 

 

2-imidazolyl -6.288 -5.956 

93b 

 

2-imidazolyl -4.928 -2.357 

93c Cl 2-imidazolyl -5.889 -4.602 

93d 

 

2-imidazolyl -5.437 -4.923 

 

 



 

Page | 151  

 

Figure 5.3 Docked pose of compounds 92a (brown) and 93d (grey), into hTAAR1 homology model 17 showing variation 

in imidazole orientation. Docking performed using Schrödinger’s Maestro and Glide 12.6 packages and images created 

using PyMOL 4.6.0. 

The positioning of the imidazole moiety is consistent for analogues 92a, 92c-d and 93a-c which 

allowed for hydrogen bond interactions with Asp1033.32 to occur differing from the data shown 

in Chapter 3 whereby the protonated form of the imidazolium ring meant ionic interactions were 

predicted with Asp1033.32.  The predicted hydrogen bond lengths between compounds 92a-c 

and 93a-d and Asp1033.32 varied between 1.78 – 1.92 Å. A slightly longer salt bridge (3.19 Å) was 

predicted between Asp1033.32 and analogue 93d.  Despite a shift in position within the binding 

site, 93c also formed a hydrogen bond with Asp1033.32 via the pyrrole-like NH in the imidazole 

moiety, albeit slightly shorter than the optimal length 221.  

The binding poses obtained for compounds 92a, 92c-d and 93a-c facilitated the substituted 

aniline moiety to be directed towards the top of TM 6 owing to further stabilisation by π-π 

interactions with Phe185ECL2 and Phe2676.51, halogen bonding with Thr2716.55 and additional 
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hydrogen bonds with Asp2746.58, Figure 5.4.  Despite variation within their binding pose, 

compounds 92b and 93d also undergo additional stabilisation via interactions with Phe185ECL2 

and Arg832.64, thus leading to the moderate-high docking score obtained (Table 5.1). 
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Figure 5.4 Predicted interactions between hTAAR1 homology model with compounds 92a-d and 93a-d. π-interactions and hydrogen bond length measurements shown in red.  Expected length of salt 

bridges shown in blue.  Amino acid description: Green; hydrophobic, blue; positively charged, cyan; polar. 
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Comparison of 92a-d and 93a-d with their corresponding aniline ligand (59, 76c, 82a-b, 82d, 83a-

b, 83d) is shown in Figure 5.5, where no clear trend within changes to binding pose is observed.  

The docked poses of ligands 92c and 93c overlay well with literature analogues 59 and 76c 

respectively, with the main differences observed been the slightly distorted conformation of the 

phenyl moiety.  A similar difference in binding pose is shown in Figure 5.5 D between analogues 

92d and 82d as well as in Figure 5.5 F between compounds 93a and 83a.  As for the poses shown 

in Figure 5.5 B, G and H, the amide and corresponding aniline ligands were ill-aligned.  
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Figure 5.5 Overlay of ligands containing an amide bond (92a-d and 93a-d) with their corresponding aniline analogue. Docking performed using Schrödinger’s Maestro and Glide 12.6 packages and 

images created using PyMOL 4.6.0. From left to right: (A) yellow; 82a, chocolate; 92a. (B) deep purple; 82b, magenta; 92b. (C) orange; 59, skyblue; 92c. (D) cyan; 82d, red; 92d. (E) slate; 83a, lemon; 

93a. (F) grey; 83b, cyan; 93b. (G) raspberry; 76c, brown; 93c. (H) salmon; 83d, grey; 93d.  
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5.1.2. Comparison between molecular docking into hTAAR1 homology 

modelling and hTAAR1 cryo-EM (PDB: 8W88) 

Using the validated docking protocol, compounds 92a-d and 93a-d were docked into the cryo-

EM structure (PDB: 8W88) to determine the accuracy of the binding poses obtained within the 

homology model.  On initial visualisation of Figure 5.2, compounds 92a-d and 93a-d occupy a 

much tighter space within the binding site; however, as in the homology model variation 

between ligand orientation was observed (Figure 5.6).  The binding poses obtained for 

compounds 92b, 92d and 93d facilitates the imidazole moiety to be directed towards the top of 

TM 6 (Figure 5.6 A); subsequently all three compounds are not predicted to form a hydrogen 

bond with Asp1033.32 via the imidazole ring, instead forming the crucial residue interaction with 

the piperazine moiety (Figure 5.7).  This further suggests the imidazole moiety may be replaced 

with other heteroaromatic and cyclic functional groups whilst still maintaining activity at 

hTAAR1. As for the docked pose obtained in the homology model, the substituents present in 

analogues 93a-c are positioned towards the top of TM 6, with the imidazole moiety bound deep 

into the binding site.  Differing from the homology model, the docked pose of 92a into cryo-EM 

structure (PDB: 8W88) was like that of compounds 93a-c (Figure 5.6 B). 
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Figure 5.6 Docked pose of compounds 92b (magenta), 92d (red) and 93d (grey) into hTAAR1 cryo-EM structure (PDB: 

8W88) showing imidazole orientation towards the top of TM 7 (A) and docked pose of compounds 92a (brown), 93a 

(yellow), 93b (cyan) and 93c (chocolate) into hTAAR1 cryo-EM structure (PDB: 8W88) showing the imidazole moiety 

positioned deep within the binding pocket (B).  Docking performed using Schrödinger’s Maestro and Glide 12.6 

packages and images created using PyMOL 4.6.0. 

Despite the differences between ligand interaction and hTAAR1 structure observed, the docking 

scores obtained within the cryo-EM structure (PDB: 8W88) are comparable to those obtained 

within the homology model for compounds 92a, 92c-d, 93a and 93c-d, Table 5.1.  However, for 

both 92b and 92b much lower docking scores were obtained (-3.535 kcal/mol and -2.357 

kcal/mol respectively) suggesting the methyl piperazine substituted compounds have opted a 

more favourable binding pose in the homology model.  As both compounds underwent 

comparable further stabilisation via interactions with Phe185ECL2 Phe2676.51, Asp2746.58 in both 

the homology model and cryo-EM structure (PDB: 8W88), it is difficult to determine why a more 

favourable binding pose was obtained in the validated homology model.  As the main difference 

is that stabilisation between the ligands and homology model utilises π-π interactions with 

Phe185ECL2, it is possible that this is responsible for generating the higher docking score obtained 

and more favourable binding pose (Figure 5.4).  
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Figure 5.7 Predicted interactions between hTAAR1 cryo-EM structure (PDD: 8W88) with compounds 92a-d and 93a-d. π-interactions and hydrogen bond length measurements shown in red. Expected 

length of salt bridges shown in blue. Amino acid description: Green; hydrophobic, blue; positively charged, cyan; polar. 
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5.2. Attempted synthesis of 92a-d and 93a-d 

The synthesis of amides can be broken down into two major synthetic pathways defined by the 

corresponding starting material, namely using a carbonyl group adjacent to a good leaving group 

or a coupling reagent as the reactant.  

Scheme 5.1 Amide coupling of 94 in the presence of HATU. 

 

Reagents and conditions: (a) 1H-imidazole-4-carboxylic acid, HATU, DMF, DIPEA, 70°C, 18 hr (91%). (b) 

No suitable conditions attempted. 

Synthesis of ligands 92a-d and 93a-d was attempted via several routes, with initial chemistry 

investigated via the reaction of aniline (94) with imidazole-4-carboxylic acid (97) in the presence 

of 1-[Bis(dimethylamino)methylene]-1H-1,2,3-triazolo[4,5-b]pyridinium 3-oxide 

hexafluorophosphate (HATU) to form 95 (Scheme 5.1).  It was expected that further synthesis 

would allow for the attachment of the isopropyl moiety via alkylation to form 96, although a 

thorough search of the literature delivered only a few potential experimental conditions due to 

the poor reactivity of compound 95.  One method, published by Chaturvedi et al 309 was 

identified whereby amides were reacted with iodomethane or bromoethane in 

dimethylformamide (DMF) at 0°C, before refluxing at 60°C for 12 hours to give the 

corresponding secondary amide in high yields (76-85%).  It is expected the principles behind this 

method could be applied to the synthesis of 92a-d and 93a-d, by replacing iodomethane with 2-

iodopropane, however this was not attempted.   

To overcome the poor reactivity of the amide, various attempts were made to synthesise 

isopropyl-substituted secondary amines 98a-b.  Initially, para-substituted anilines (80c, 84b) 

underwent reductive amination with 2-methoxypropene using NaBH(OAc)3 as the reducing 
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agent, similar to the method described by Galley et al 173 (Scheme 5.2).  Unfortunately, this 

reaction was not successful, and an undesired reaction occurred affording acetanilides 99b-c, 

correlating with the findings reported by Pletz et al,  Scheme 5.2 310.  It is expected this by-

product occurred due to the slow rate of imine formation, thus allowing nucleophilic 

substitution with NaBH(OAc)3 to be more favourable (Scheme 5.3) 310.  Although not attempted, 

it is expected reductive amination between anilines (80c and 84b) and acetone followed by 

hydrogenation of the imine would result in low yields, again due to the slow rate of imine 

formation.  Furthermore, as compound 80c contains a chlorophenyl group which introduces 

electron-withdrawing properties into the molecule, thus decreasing the nucleophilicity on the 

aniline and consequently further reducing the rate of imine formation 311.  

Scheme 5.2 Synthesis of 91 and 98a-c and the undesired products 99b-c. 

 

Reagents and conditions: (a) 2-methoxypropene, TFA, NaBH(OAc)3, 1,2-DCE, 60°C, 5 hr (33-38%). (b) 

K2CO3, 2-iodopropane, 1,4-dioxane, microwave, 150°C, 1 hr (24-70%). 
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Scheme 5.3 Proposed mechanism for formation of acetanilides 99b-c. 

 

Alkylation of anilines has been shown to give secondary amines in high yields.  When attempted 

following a method described by Guest et al, the reaction did not go to completion.  1H-NMR 

confirmed the ratio of product: unreacted starting material to be 1: 0.8 or 1: 0.5 for compounds 

98a-b respectively.  Due to the close Rf values, unreacted starting amine (80c and 84b) co-eluted 

with products 98a or 98b during purification via automated flash column chromatography, thus 

further efforts were required to isolate the desired compounds 296.  Repeated purification did 

not result in separation of the two components; thus, it was prudent to optimise the reaction 

conditions, in turn allowing the alkylation to go to completion.  During method optimisation, the 

acetonitrile solvent system was replaced with 1,4-dioxane and 91 and 98a-c were successfully 

synthesised and isolated as their free base, evidenced by 1H-NMR analysis (Scheme 5.2).   

Several attempts were made to acylate isopropyl-substituted anilines 91, 98a-c with imidazole-

4-carboxylic acid (97). Initial activation of 97 into the corresponding acid chloride was obtained 

via the addition of oxalyl chloride in the presence of a DMF catalyst, following the methods 

described by Jasim et al and Rippol et al, Scheme 5.4 312, 313.  The resulting acyl chloride (100) 

was added dropwise to 98b-c and reacted in the presence of N,N-Diisopropylethylamine (DIPEA) 
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overnight 314.  Reaction monitoring via thin layer chromatography (TLC) showed consumption of 

98b-c, suggesting the reaction had completed and thus was worked up.  

Scheme 5.4 Attempted synthesis of compounds 92a-b. 

 

Reagents and conditions: (a) oxalyl chloride, anhydrous DMF, N2, 60°C, 3 hr. (b) substituted amine 

(98b/ 98c), DIPEA, anhydrous DCM, rt, 18 hr.  

1H-NMR analysis of 92b showed an absence of the expected CH3 peak belonging to the methyl-

piperazine moiety.  Further investigation revealed the predicted pKa values of the piperazine 

nitrogen and imidazole ring being 8.15 and 9.13 respectively 315, 316, suggesting the compound 

was likely to be found in the aqueous layer.  Therefore, all aqueous solvent was removed and 

the resulting solid re-extracted into acetonitrile.  Although identified to be present via 1H-NMR 

analysis, the yield was unfortunately too low to isolate the desired product purely.  Compound 

92c was also re-extracted into acetonitrile but like 92b, a low yield was obtained, and the 

product could not be isolated.  

Formation of the amide bond using numerous coupling reagents was also attempted.  As the 

reagents required for the synthesis of 98c are cheap and readily available, all investigations were 

carried out using this compound.  Firstly, 98c and 97 were reacted with 1-((1-Cyano-2-ethyoxy-

2-oxoethylideneaminooxy)dimethylaminomorpholino) uronium hexafluorophosphate (COMU) 

in DMF at room temperature and pressure 317.  After work up with EtOAc and aq. sodium 

bicarbonate, an orange oil was obtained and, unfortunately, only starting material was 

recovered from this reaction as confirmed by 1H-NMR 318.  It is likely that conversion from 97 to 
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the activated ester complex with COMU did not proceed by this method.  To assess whether 

temperature was a limiting factor, the reaction was repeated at 70°C.  Evidence suggested the 

ester complex had formed due to the observation of a yellow colour change.  This colour change 

was observed due to the charge transfer through π-π stacking between the aromatic compounds 

319; however like the reaction carried out at room temperature, the desired product was not 

obtained.  Replacing COMU with HATU had little effect, and the formation of the amide was not 

evident by 1H-NMR and LC-MS analysis.  

Attempted formation of the amide bond was optimised utilising a variety of coupling reagents 

(Table 5.2).  Initially 98c was reacted at room temperature and pressure in the presence of a 

coupling reagent for 18 hours.  Minimal changes were identified during monitoring via LC-MS 

for almost all conditions, however, formation of the activated ester complex was noted when 

using N,N’-dicyclohexylcarbodiimide (DCC) as the coupling reagent.  After 24 hours, N,N-

dimethylaminopyridine (DMAP) - a nucleophilic catalyst, was added to each reaction to increase 

the rate of product formation; however this had little effect.  
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Table 5.2 Amide coupling of 98c with imidazole-4-carboxylic acid using different coupling reagents for 18 hours.  

Representative active ester complex shown using DCC as an example.  Ratio expressed as % relative to peak area of 

99a obtained via LC-MS analysis.  

 

 Ratio (%) 

Coupling reagent 99a 
Activated ester 

formation 
Product (93a) 

DCC 71.45 28.07 0.485 

(3-Dimethylamino-propyl)-

ethyl-carbodiimide 

hydrochloride  

(EDC HCl) 

100 0 0 

Benzotriazole-1-

yloxytripyrrolidinophosphonium 

hexafluorophosphate 

(PyBOP) 

100 0 0 

Bromo(tri-1-

pyrrolidinyl)phosphonium 

hexafluorophosphate  

(PyBrOP) 

100 0 0 

HATU 100 0 0 

COMU 100 0 0 

1,1’-carbonyldiimidazole  

(CDI) 
100 0 0 

EDC/Hydroxybenzotriazole  

(EDC/HOBt) 
100 0 0 
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As the reaction involving DCC as the coupling reagent showed promise through the formation 

of the activated ester intermediate, further investigation was completed (Table 5.3).  The 

reaction mixture was transferred to a sealed microwave vessel and heated in 30-minute 

increments over a range of temperatures.  Although heating the reaction overcame some of the 

potential thermodynamic barrier and consumption of activated ester and starting amine was 

observed, an unknown impurity began to form.  This is due to the observation of a new peak 

being detected (Rt: 3.02, [M+H]+  found 301.2 and 449.4).  It is expected the impurity observed 

is an acylated urea due to rearrangement of the activated ester complex occurring, however 

further characterisation is required to confirm this 320, 321.  To hinder the rate of impurity 

formation, and to favour the amide coupling, a high excess of starting amine (98c) was added.  

Unfortunately, this had little effect and minimal changes in activated ester, starting amine and 

impurity were observed (Table 5.3).  The amide product (92c) could not be isolated due to the 

closeness of peaks shown on the LC-MS trace combined with the small scale the reaction was 

completed on.  

As the desired product was unable to be isolated from using both an acid chloride or coupling 

reagent to form the amide bond, it was decided not to proceed with the synthesis of potential 

hTAAR1 agonists 92a-d and 93a-d.  Therefore, amide formation using imidazole-2-carboxylic 

acid (101) and 91 and 98a-c was not attempted and, consequently, the pharmacological 

properties of these compounds could not be evaluated. 
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Table 5.3 Optimisation of amide coupling of 98c with imidazole-4-carboxylic acid (97) using DCC as the coupling 

reagent.  Predicted impurity is expected to have formed via rearrangement of the activated ester complex to form an 

acylated urea.  Ratio expressed as % relative to peak area of 99a obtained via LC-MS analysis.  

 

 Ratio 

Coupling reagent 98c 

Activated 

ester 

formation 

Product (92c) 
Impurity 

formation 

1 hr rt 71.44 28.07 0.486 n/a 

24 hr rt 15.24 83.84 0.917 n/a 

32 hr rt (DMAP 

added) 
14.79 84.19 1.01 n/a 

48 hr rt (DMAP 

added) 
15.07 83.88 1.05 n/a 

After 30 min @ 50°C 13.59 85.5 0.9 n/a 

After 1.5 hr @ 50°C 13.47 79.7 1.56 5.26 

After 30 min @ 80°C 12.62 76.95 1.85 8.57 

After 30 min @ 

100°C 
13.08 68.44 2.05 16.42 

After 1 hr @ 100°C 13.64 63.34 1.79 21.23 

After 1.5 hr @ 100°C 13.00 63.58 1.76 21.66 

Additional amine 

added, 30 min @ 

100°C 

63.87 25.10 1.75 9.27 

After additional 

amine added, 1 hr 

@ 100°C 

66.11 22.64 1.57 9.68 
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Table 5.3 Continued. 

 Ratio 

Coupling reagent 98c 

Activated 

ester 

formation 

Product (92c) 
Impurity 

formation 

After additional 

amine added, 1.5 hr 

@ 100°C 

68.20 20.31 1.59 9.88 

After additional 

amine added, 2 hr 

@ 100°C 

65.99 21.18 1.69 11.13 

 

5.3. Conclusions 

Docking studies of RO5073012 (59) and closely related compounds into a validated hTAAR1 

homology model and cryo-EM structure (PDB: 8W88) show key interactions with hTAAR1 occur 

via the imidazole and phenyl moieties present.  As the linker moiety was identified as a non-

critical region for receptor binding during docking studies, it guided the design of eight amide 

analogues (92a-d and 93-d) of RO5073012 (59).  These analogues aimed to utilise the binding 

space through inducing additional interactions with hTAAR1, in turn increasing the compound’s 

binding affinity for the therapeutic target.  

Molecular docking of 92a-d and 93a-d into a validated hTAAR1 homology model resulted in 

variation in binding poses to be observed, with the pose generated for analogues 92a and 93d 

being ill-aligned with the previously reported pose for RO5073012 (59).  Although the predicted 

binding pose of 93d did not form the critical hydrogen bond with Asp1033.32 via the pyrrolic NH 

of the imidazole ring, the desired interaction occurred via the piperazine moiety, suggesting 

further SAR exploration could occur through replacing the imidazole moiety with other 

heteroaromatic or cyclic structures.  This hypothesis was further supported by the docking score 

obtained (-5.437 kcal/mol) being comparable to other analogues in this structure-activity 

relationship; however it was slightly lower than RO5073012 (59) (-6.045 kcal/mol).  Docking into 
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a published hTAAR1 cryo-EM structure (PDB: 8W88) supported the poses observed in the 

validated homology model, with three compounds (92b, 92d and 93d) failing to form 

interactions with the conserved residue via the imidazole moiety, instead interaction occurred 

via the substitutions present on the aniline ring.  In both structures, the predicted hydrogen-

bond lengths are slightly shorter than the optimal range 221; however further stabilisation via π-

π interactions with Arg832.64, His993.28, Phe185ECL2 and Asp2746.58 is observed correlating with the 

literature 131.  Despite the rationale for the design of compounds 92a-d and 93a-d to allow for 

additional hydrogen bond interactions to occur between the drug-like molecule and hTAAR1 

due to the incorporation of hydrogen bond donors and acceptors, only compound 92a utilised 

interactions with the linker region, showing that changing the CH2 linker to an amide moiety 

does not increase the binding affinity a ligand has for hTAAR1.  Further exploration is required 

on linker modification to allow for additional ligand stabilisation in the hTAAR1 binding site.  

Initial attempts at synthesising compounds 92b-c involved using imidazole-4-carboxylic acid (97) 

as the starting material and activating it with oxalyl chloride to achieve the corresponding acid 

chloride (100), before reacting with substituted secondary anilines (80c and 84b); however, 

challenges arose during multiple stages of this process.  This included the formation of unwanted 

side products and difficulties in purification.  To overcome these challenges, the reaction 

conditions were modified, and various coupling agents were screened attempting to form the 

amide.  Of the 8 conditions tested, only one coupling reagent (DCC) showed promise due to the 

formation of the activated ester complex, however conversion to the amide progressed slowly.  

To increase the rate of reaction, the mixture was heated up to 100 °C for 6 hours and catalysed 

using DMAP.  As for the use of an acyl chloride, this led to the formation of undesired side 

products. LC-MS analysis revealed the two products had very similar retention times thus the 

compounds were not able to be isolated from one another.  Due to the time parameters of this 

project, attempted synthesis of compounds 92a-d and 93a-d was terminated and subsequently 

their pharmacological profile was not evaluated.  
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Further investigation is required to synthesise compounds 92a-d and 93a-d.  This could include 

increasing the nucleophilicity of the secondary aniline through deprotonating the nitrogen.  An 

online calculator predicted the pKa to be ~13.7 316, thus it is expected potassium tert-butoxide 

(pKa: 17) would be an appropriate base to complete this step.  However, optimisation of the 

deprotonation step may be required and a stronger base, such as sodium hydride (pKa: 35) could 

be required.  Alternatively, Sharma et al describe the two-step synthesis of N-(4-chlorophenyl)-

4,5-dihydro-1H-imidazole-2-carboxamide (102) by reacting 80c with chloroacetylchloride in 

glacial acetic acid to yield 2-chloro-N-(4-chlorophenyl)acetamide (103) (Scheme 5.5) 322.  This 

acetamide product was further reacted with ethylenediamine and sulphur in toluene to yield 

102.  Scheme 5.6 shows a possible curly arrow mechanism for the proposed synthesis of 102.   

Scheme 5.5 Synthesis of N-(4-chlorophenyl)-4,5-dihydro-1H-imidazole-2-carboxamide (102) described by Sharma et al 

322. 

 

Reagents and conditions: (a) i. Chloroacetylchloride, glacial acetic acid, 10-30°C, 0.5 hr. ii. 60 % sodium 

acetate solution, 30°C, 0.33 hr. (b) ethylenediamine, sulphur, toluene, 100°C, 6 hr.  
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Scheme 5.6 Proposed mechanism for the synthesis of 102.  Modified from Yu et al 323 and Zhang et al 324.  
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Modifying the method published by Sharma et al could yield compounds 93a-d 322.  Shown in 

Scheme 5.7, dehydrogenation of the dihydro-imidazole moiety using barium permanganate 

should yield analogues 93a-d 325.   

Scheme 5.7 Proposed synthesis of analogues 93a-d using modified synthesis Sharma et al 322 and Hickman et al 325. 

 

Reagents and conditions: (a) i. chloroacetylchloride, glacial acetic acid, 10-30°C, 0.5 hr. ii. 60 % sodium 

acetate solution, 30°C, 0.33 hr. (b) ethylenediamine, sulphur, toluene, 100°C, 6 hr. (c) barium 

permanganate, DCM, reflux, 40 hr. (d) 93e, 4M HCl in dioxane, MeOH, rt, 30 min. 

Due to the cyclisation of ethylenediamine, this method is unsuitable for the synthesis of the 4-

imidazolyl substituted analogues 92a-d.  Although a retrosynthetic literature search has 

identified a potential approach for the synthesis of 92a-d following the Debus-Radziszewski 

synthesis 326, 327, the use of 2,3-dioxopropanoic acid as a starting material is unfeasible, thus the 

scheme identified in Scheme 5.8 is inappropriate for the synthesis of the 4-imidazolyl derived 

analogues 92a-d.  
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Scheme 5.8 Proposed synthesis of analogues 92a-d. 

 

Reagents and conditions: (a) 2,3-dioxopropanoic acid, triethylamine, acetonitrile, rt, 12 hr. (b) 

formaldehyde, ammonia, rt to reflux (c) 92e, 4M HCl in dioxane, MeOH, rt, 30 min. 

Furthermore, the data obtained from the molecular docking studies of compounds 92a-d and 

93a-d in two hTAAR1 structures suggest the imidazole moiety is not essential for interaction 

with the binding site when an amide linker and an alternative moiety capable of interacting with 

Asp1033.32 (such as a 4-methyl-piperazin-1-yl substituent) is present, thus suggesting future SAR 

studies could explore replacing this moiety with an alternative heteroaromatic ring.  Exchanging 

imidazole for an electro-deficient structure such as pyridine would result in a more electrophilic 

electrophile which could improve the success of synthesis when generating hTAAR1 agonists 

using an acyl chloride.  
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6. Conclusions and future directions 

6.1. General conclusions 

This thesis aimed to rationally design and synthesise a library of imidazole-based peripheral 

hTAAR1 agonists, thus it was essential to identify a lead compound (compound 59) 173 which 

would be subjected to aromatic substitution and linker modifications.  Additionally, it was vital 

to predict the binding pose of 59 in the hTAAR1 binding site to understand the functional groups 

essential for receptor interaction and activity to aid the design of novel TAAR1 agonists.  

Consequently, it was imperative to build and validate homology models of hTAAR1 due to the 

lack of structures available in the PDB at the time the project started.  Extensive validation of 

hTAAR1 homology models is shown in Chapter 2 where homology model 17 was identified as a 

suitable representation of hTAAR1 as it could accurately differentiate between active and decoy 

compounds, the predicted interactions made and the compound positioning within the active 

site. As such this homology model was used for molecular docking.  The chloro- and methoxy- 

substituents present in 59, 75a-b and 76a-c were identified to not form any critical interactions 

with hTAAR1 and therefore could be modified to prevent BBB permeation.  Additionally, no 

receptor-ligand interactions occurred via the CH2 linker; thus this region could therefore be 

modified (Chapter 5) with hydrogen bond donor / acceptor moieties in an attempt to form more 

interactions between ligand and receptor.  A cryo-EM structure of hTAAR1 with bound agonist 

62 (PDB: 8W88) was published in 2023, allowing the comparison with the generated homology 

model 222.  The superimposition of the two hTAAR1 structures with docked compounds 18, 24, 

59 and 60 showed differences in the binding poses of the two ligands - a twisted conformation 

was observed in the cryo-EM structure, likely due to variation observed between residues 

Phe2676.51 and Phe2686.52.  In Chapters 4 and 5 modified versions of 59 and 76c were docked 

into the receptor and their binding poses corroborated with previous findings 131.  
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Chapter 3 reports the synthesis and pharmacological activity evaluation of Roche compounds 

59, 75a-b and 76a-c 173, whilst chapter 4 reports the synthesis and pharmacological activity for 

novel compounds 82a-d and 83a-d.  The purpose of these initial studies was to evaluate the 

pharmacological profile of both known and novel compounds in our phenotypic pancreatic β-

cells. 

The molecular docking data presented in Chapters 2-4 allowed for the design of linker modified 

analogues 92a-d and 93a-d in which the attempted synthesis is shown in Chapter 5. 4-

Chloroaniline and 4-(4-methylpiperidin-1-yl)aniline were initially reductively aminated with 2-

methoxypropene; however an undesired reaction occurred affording acetanilides 99b-c due to 

the slow rate of imine formation.  As such, the desired products were synthesised via alkylation 

of para-substituted anilines 296.  Several unsuccessful attempts were made to acylate 91 and 

98a-c with the acid 97.  Imidazole-4-carboxylic acid (97) was activated into the corresponding 

acid chloride either via oxalyl chloride in DMF or the use of coupling reagents where amide 

formation was observed in the presence of DCC.  To increase the rate of reaction, the reaction 

mixture was heated for 5.5 hours; however, an undesired product was detected.  To outcompete 

the rate of impurity formation, an excess of 4-chloro-N-isopropylaniline was added; however, 

this had minimal successes, and the synthesis of 92a-d and 93a-d was terminated.  

The data presented in Figure 3.8 and Figure 4.6 showed treating INS-1 cells with 59, 76a, 76c, 

82b and 83a enhanced insulin secretion in accompaniment to GSIS.  Analysis of cAMP 

accumulation did not generate the expected response, with only compound 76c shown to 

significantly enhance cAMP levels in INS-1 cells (Figure 4.7). Unfortunately, due to the cell-line 

used and functional response evaluated, the specific biological target remains unknown.   

6.2. Future directions 

Summarised in Figure 6.1 and described below is an overview of proposed experiments required 

to unambiguously confirm the biological target of these compounds. 
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Figure 6.1 Further investigation summary to unambiguously confirm the mechanism of action of analogues 59, 75a-

b, 76a-c, 82a-d and 83a-d.  

Competition assays  

The effect of cAMP accumulation differed from the expected results for compounds 59, 76a, 

82b, 82a, thus it is important to confirm enhancement of insulin secretion via TAAR1 interaction.  

The previously described insulin ELISA should be repeated for all compounds incubated in the 

presence of known inhibitors to identify cellular response variation. 

Michael et al identified GSIS via TAAR1 activation through competition with known adenylyl 

cyclase dependant pathway inhibitors 9; therefore, it is prudent to replicate these experiments. 

Application of methods validated within this project should evaluate the pharmacological 

response in the phenotypic β-cells.  To achieve this, the EC50 should be calculated via 

concentration response curves for compounds 59, 76a, 76c, 82b and 83a and the assay protocol 

repeated using the calculated EC50 concentration for 59, 76a, 76c, 82b and 83a ± inhibitor.  Table 

6.1 contains the suggested inhibitors for use in this experiment, in which it is expected a 

significant rise in insulin secretion will be observed for any compound acting on TAAR1 albeit at 

a lower magnitude than the initial uncompetitive data.  



 

Page | 176  

Table 6.1 Proposed inhibitors and their mode of action required to determine GSIS via TAAR1 activation. 

Inhibitor Mode of action 

EPPTB (70)  

(CAS: 1110781-88-8) 
TAAR1 antagonist 

MDL-12,330A hydrochloride 

(CAS: 40297-09-4) 
Inhibits adenylyl cyclase 

H89 diihydrochloride  

(CAS: 130964-39-5) 
Inhibits PKA 

HJC-0350  

(CAS: 885434-70-8) 
Inhibits Epac2 

 

Pharmacological screen of pancreatic cell lines 

Species specificity is the main hinderance to advancing the development of TAAR1 agonists 328, 

thus it is imperative to establish any species and cell-type differences within TAAR1 signalling 

329.  In this project all evaluation and pharmacological characterisation was determined using the 

rat INS-1 cell-line, therefore it is prudent to assess the effects of 59, 75a-c, 76a-c, 82a-d and 83a-

d across a range of pancreatic cell-lines including mouse and human models.  

Replicating the cell function assays previously described in this thesis using the mouse 

pancreatic β-cell line, MIN6 and human pancreatic β-cell line, EndoC-βH1, would reduce 

variability, whilst increasing the reliability of the pharmacological effects observed by these 

compounds due to confirming that the effects observed in INS-1 cells are consistent across other 

species of pancreatic cells.  Moreover, assessing the effects of 59, 75a-c, 76a-c, 82a-d and 83a-

d in EndoC-βH1 would provide a greater insight into whether hTAAR1 is a potential therapeutic 

target in the treatment of T2DM, thus meeting the aims of this project.  Once the initial 

pharmacological profile of analogues 59, 75a-c, 76a-c, 82a-d and 83a-d has been established in 

MIN6 and EndoC-βH1, any compounds which have been found to enhance insulin secretion 

should undergo further experimentation through the competition assays described in Section 



 

Page | 177  

6.1.1, to provide further evidence the pharmacological response observed is due to interaction 

with TAAR1.  

Generation and screening of a transient cell line expressing hTAAR1 for secondary confirmation 

of cAMP activity 

Barak et al states cAMP production is the only way to approach the pharmacological study of 

TAAR1 162; thus further experimentation is required to confirm the results shown in Chapter 4.3.  

Although replicating the assay completed in Chapter 4.3 with known inhibitors like that 

described in Chapter 6.1.1 would provide insight into the MoA of the compounds, there is a high 

associated cost, thus other methods to monitor cAMP production are required.   

Developed via modification of the fluorescence resonance energy transfer (FRET)-based assay 

ICUE2 330, a BRET-based cAMP biosensor is available, offering an efficient and cost effective 

method of measuring cAMP levels in real time 162.  Figure 6.2 shows the principles behind BRET-

based assays and the sensor composition.  Briefly, the N-terminus of Epac is tagged with R. 

reniformis luciferase (Rluc) and citrine – a yellow fluorescent protein. Upon cAMP binding, a 

decline in fluorescence is observed 162.  

 

Figure 6.2 Cartoon of molecular rearrangement of the full-length Epac protein in the absence and presence of cAMP. 

Adapted using Barak et al 162 and Salahpour et al 331. Image created using Biorender.com.  
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Several cell lines expressing hTAAR1 have been reported in the literature, most commonly 

exploiting the HEK-293 cell line 132, 162, 163, 173.  To further improve hTAAR1 expression, an N-

glycosylated variant has been expressed in which the first nine residues of human β2-

adrenoceptors are inserted between the HA tag and N-terminus of hTAAR1.  Using a similar 

method to those published by Barak et al 162, Guraiento et al 132 and Espinoza et al 163 HEK-293 

cells should be transiently transfected with hTAAR1 and cAMP accumulation measured using 

the BRET-based cAMP biosensor.  Although the N-glycosylated hTAAR1 variant is not a true 

representation of native hTAAR1, the modifications occur at a distinct site away from the binding 

pocket, thus should not affect the binding and interaction between hTAAR1 and prospective 

future TAAR1 agonist drugs such as 59, 75a-c, 76a-c, 82a-d and 83a-d.  As such the obtained 

data should be compared with that provided in Chapter 4.3, to indicate consistency between 

the two assays. 

Investigation into the mechanism of action of compounds 76a and 83a 

As compounds 76a and 83a significantly decreased cAMP accumulation (Figure 4.7), it suggests 

their MoA is not through the proposed adenylyl cyclase signalling pathway.  Previous work 

within the Turner group (Nottingham Trent University, UK) has identified structurally similar 

compounds to those synthesised in this project, enhance insulin secretion in INS-1 cells via 

scavenging of reactive species 332, as such it is hypothesised compounds 76a and 83a might exert 

their therapeutic effects via this mechanism. 

To prove this hypothesis, reactive oxygen species quantification should be determined using 2,7-

dichlorofluorescin diacetate (H2DCF-DA).  H2DCF-DA is a non-fluorescent cell-permeable probe 

which is deacetylated into 2,7-dichlorodihydrofluorescein (H2DCF).  H2DCF is oxidised into the 

highly fluorescent 2,7-dichlorofluroescein (DCF) due to the presence of intracellular reactive 

oxygen species (Figure 6.3) 333, 334.  
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Figure 6.3 Principle of scavenging assay using 2,7-dichlorofluorescin diacetate. H2DCF-DA enters the cell and 

undergoes de-esterification to form H2DCF. The presence of reactive species causes H2DCF to be oxidised into DCF, a 

highly fluorescent compound. Image created using Biorender.com. 

The method published by Cripps et al could be used to determine whether 76a and 83a can 

scavenge reactive oxygen and nitrogen species, Figure 6.4332.  

 

Figure 6.4 Schematic representation of H2DCF-DA scavenging assay. Image created using Biorender.com 

Alternatively, as shown in Figure 1.29, TAAR1 is observed to co-localise with dopamine D2 

receptors.  As D2 receptors are Gi-coupled GPCRs, they inhibit the adenylyl cyclase pathway thus 

preventing the formation of cAMP 335.  As the therapeutic effects observed for 76a and 83a are 

consistent with that of Gi-coupled GPCRs in response to cAMP upregulation, further 



 

Page | 180  

investigation is required to determine if these compounds act on heterodimers of TAAR1 and 

D2 receptors.  

Further evidence to confirm lack of BBB permeation  

Given that the development of previously reported hTAAR1 agonists were aimed at treating 

schizophrenia and thus have been shown to exert effects in the CNS, this project used predictive 

and experimental measures to estimate the likelihood of compounds 82a-d, 83a and 83c 

permeating the BBB, whereby contradictory results were obtained.  The IAM chromatography 

data obtained suggests 82a-d, 83a and 83c are likely to remain in the periphery whilst the 

computationally predicted log P, log D7.4 and BBB score imply that they are likely to permeate 

the BBB.  Further investigation using the BOILED-Egg model accessed via swissADME 264 

indicated these compounds are likely to be P-glycoprotein substrates and thus would be actively 

effluxed back into the periphery should they cross the BBB.  As the intracellular localisation of 

TAAR1 indicates agonists enter the cell via monoamine transporters (dopamine transporter, 

OCT2 and VMAT2), it is highly likely all TAAR1 agonists will cross the BBB.  Therefore, it is vital 

all peripherally active TAAR1 agonists are substrates of P-glycoprotein like 82a-d, 83a and 83c 

(Chapter 4).  

PAMPA (Figure 6.5) was developed in 1998 in order to investigate passive absorption 336.  

Utilising a non-biological artificial membrane, the assay predicts the passive diffusion of drug 

molecules in a high throughput manner 337, thus cannot simulate active transport 338, 339.  

Recently a modified PAMPA assay, employing porcine brain lipids has been developed by Di et 

al to improve the prediction of BBB penetration which could be used to further determine the 

permeability potential of 82a-d, 83a and 83c 339, 340. 
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Figure 6.5 Schematic of PAMPA model. 

The principal procedure of PAMPA is shown in Figure 6.5 - test compounds (82a-d, 83a and 83c) 

are added to the donor well and after an incubation period, the concentration of drug in the 

acceptor well is obtained.  Quantification of compound permeability (Papp) is determined using 

Equation 4 where drugequilibrium is the total drug concentration in the total volume of the donor 

and acceptor compartments.  

Equation 4 Calculation to determine compound permeability (Papp) using PAMPA.  

𝑃𝑎𝑝𝑝 = 𝐶 ∗ ln (1 −  
⌊𝑑𝑟𝑢𝑔𝑎𝑐𝑐𝑒𝑝𝑡𝑜𝑟⌋

⌊𝑑𝑟𝑢𝑔𝑒𝑞𝑢𝑖𝑙𝑖𝑏𝑟𝑖𝑢𝑚⌋
) 

Where C is determined using the volume of the donor well (Vd), volume of acceptor well (Va) and 

area is the membrane surface area multiplied by the porosity according to Equation 5. 

Equation 5 Calculation to determine the constant, C.  

𝐶 =  
(𝑉𝑑 ∗ 𝑉𝑎)

((𝑉𝑑 ∗ 𝑉𝑎) ∗ 𝐴𝑟𝑒𝑎 ∗ 𝑇𝑖𝑚𝑒)
 

Literature analysis of reference compounds published by several PAMPA manufacturer’s show 

drugs with low passive permeability had Papp values < 10 x 10-6 cm/s, whereas the drugs with 

high passive permeability had Papp values > 10 x 10-6 cm/s.  Through comparing the Papp values 

obtained for ligands 82a-d, 83a and 83c with their derived Pm values from IAM chromatography 
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experiments, it will solidify the results and allow us to say with more confidence whether 82a-

d, 83a and 83c are likely to permeate the BBB.  

Overall, the work presented in this thesis has resulted in the design and development of a series 

of novel analogues modelled around RO5073012 (59) aimed to target TAAR1.  Their application 

in insulin secretion ELISAs demonstrated enhanced secretion in both control conditions and our 

diabetic phenotype pancreatic β-cells using GLT media.  Although the MoA of these compounds 

has yet to be confirmed, further development of compounds of this nature would provide the 

scientific community with a set of compounds that have the potential as new therapeutic agents 

for managing T2DM.  This work also has the potential to lead to the thorough understanding of 

TAAR1 agonism, the intracellular trafficking and signalling pathways involved.  
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7. Experimental  

7.1. Computational methods 

7.1.1. Homology models using Modeller 

All homology models built using Modeller software (https://salilab.org/modeller/) were 

provided by Prof. Charles Laughton, University of Nottingham, UK. Using high resolution x-ray 

or cryo-EM structures, several human β2-adrenoceptors (PDB: 5JQH, 3PDS, 3P0G, 7DHR, 7DHI) 

193-196 and one meleagris gallopavo structure (PDB: 4BVN) were used as the template for 

homology models 1-4 and 6-20 197.  A human dopamine D4 receptor template was used to 

generate model 5 (PDB: 6ILQ)198.  After initial research Prof. Laughton generated a further 1000 

hTAAR1 models developed using model 4 as the core before screening against enantiomers of 

((R/S)-4-(2,4-difluorophenyl-3-tritio)-4,5-dihydro-2-oxazolamine), to correlate with the 

radioligand binding assay conducted by Galley et al 173.  Models which preferred the S 

enantiomer were taken forward for analysis (models 6-20). 

7.1.2. Homology models using I-TASSER 

All models were obtained using the GPCR-HGmod for structural models of GPCRs in the Human 

Genome page of I-TASSER’s website (https://zhanggroup.org/GPCR-HGmod/).  Five models 

were downloaded by searching for UniProt ID: Q96RJ0. 

7.1.3. Homology models using Robetta 

All models built using the Robetta service required completion of a submission form 

(https://robetta.bakerlab.org/submit.php).  hTAAR1 FASTA sequence was taken from UniProt 

and uploaded to the Robetta webservice.  All parameters were set as standard with RoseTTAFold 

selected as an optional extra.  Five homology models were provided via E-mail.  

https://zhanggroup.org/GPCR-HGmod/
https://robetta.bakerlab.org/submit.php
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7.1.4. Building the ligand sets to be docked 

Ligands were prepared using Schrödinger Maestro 2D sketcher and minimised to a low energy 

state using LigPrep with all parameters set to default settings.  

7.1.5. Grid generation 

Modeller, I-TASSER and Robetta models: For each hTAAR1 homology model, the grid box was 

generated using SiteMap with hydrogen bond constraints with Asp1033.32 applied.  

Dopamine D4 receptor homology model built using Modeller: The grid box was generated using 

the centroid of the workspace ligand ((S)-4-(2,4-difluorophenyl-3-tritio)-4,5-dihydro-2-

oxazolamine) with hydrogen bond constraints at with Asp1033.32 applied.   

7.1.6. Model validation 

Literature compounds where actively docked into each homology model with a hydrogen bond 

constraint at with Asp1033.32 applied.  For all models, docking was completed following standard 

precision.  The docking was set to generate 5 poses per ligand (to ensure manageable data 

output) with all other parameters set at the default settings.  Visualisation of the docked 

structure was observed in Schrödinger Maestro and PyMOL 4.6.0.   

7.1.7. Docking of designed SAR compounds 

SAR compounds where actively docked into each homology model with a hydrogen bond 

constraint at Asp1033.32 applied.  For all models, docking was completed following standard 

precision.  The docking was set to generate 5 poses per ligand with all other parameters set at 

the default settings.  Visualisation of the docked structure was observed in Schrödinger Maestro 

and PyMOL 4.6.0. 

7.2. General Chemistry 

Chemicals and solvents were purchased from standard suppliers and used without purification.  

Unless otherwise stated reactions were carried out at standard room temperature and pressure.  
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Reactions were monitored using TLC on precoated aluminium backed plates (Merck Kieselgel 

TLC Silica gel 60 Å F254) and were visualised under UV light (wavelengths: 254 and 366 nm).  

General staining was carried out using iodine, ninhydrin in ethanol, bromocresol green and 

KMnO4.  

After aqueous workups, all organic extracts were dried over MgSO4 before gravity filtration with 

organic solvents evaporated in vacuo at 40°C.  Flash chromatography was carried out using 

technical grade silica gel from Adrich, pore size 60 Å, 230-400 mesh and particle size 40-63 μm.  

Automated flash chromatography was performed using an Interchim Puriflash 4100 system 

(PF4100-250) equipped with a dual wavelength DAD UV detector (200-600 nm) using silica high 

performance cartridges.  Preparative layer chromatography was carried out using precoated 

glass plates (Analtech uniplate silica gel GF, 20 x 20 cm, 2000 μm thickness).  

Microwave reactions were carried out using a CEM discover 2.0 microwave reactor.  All 

microwave vessels were sealed with a snap cap and reactions carried out with a maximum 

pressure and power of 250 psi and 200 W respectively. Reactions underwent 15 seconds of pre-

stirring prior to the temperature increase.  

1H-NMR and 13C-NMR spectra were recorded on a Bruker-AV 400.  Chemical shifts (δ) are 

recorded as parts per million (ppm) and were referenced to the appropriate deuterated solvent 

peak.  Multiplicities are described as singlets (s), doublets (d), doublet of doublets (dd), doublet 

of doublet of doublets (ddd), triplet (t), apparent triplets (app. t), doublet of triplets (dt), 

quartets (q), double of quartets (dq), pentets (p), heptets (h) and multiplets (m) with coupling 

constants (J) recorded in Hz.  All spectra were recorded in CDCl3, DMSO-d6 or CD3OD. All spectra 

were analysed using MestReNova x64 (14.3.0-30573) NMR software.  

All final compounds were determined to be ≥ 96 % pure.  General reaction monitoring or purity 

checks were performed via LC-MS or analytical RP-HPLC.  LC-MS samples were run using a 

Shimadzu UFLCXR system combined with an Applied Biosystems API2000 electrospray ionization 
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mass spectrometer and visualized at 254 nm (channel 1) and 220 nm (channel 2).  The buffers 

used were buffer A 0.1% formic acid in H2O and buffer B 0.1% formic acid in MeCN.  Analysis was 

completed using Phenomenex Gemini-NX C18 110 Å column (50 mm × 2 mm x 3 μm) with a flow 

rate of 0.5 ml/min.  All retention times (Rt) are quoted in minutes.  

LC-MS reaction monitoring system 1: 1 min at 5 % buffer A, 5-98 % buffer B over 2 min, held at 

98 % buffer B for 2 min, 98-5 % over 0.5 min and then 5 % buffer B for 1 min. 

LC-MS reaction monitoring system 2: 0.5 min at 0 % buffer B, 0-30 % buffer B over 1.5 min, held 

at 30 % buffer B for 2 min, 30-0 % over 0.5 min and then 5 % buffer B for 1 min.   

Analytical LC-MS system 1: 0.5 min at 5 % buffer B, 5-98 % buffer B over 7 min, held at 98 % 

buffer B for 3 min, 98-5 % buffer B over 0.5 min and then 5 % buffer B for 1 min.  

Analytical LC-MS system 2:  0.5 min at 0 % buffer B, 0-30 % buffer B over 7 min, held at 30 % 

buffer B for 3 min, 30-0 % buffer B over 0.5 min and then 5 % buffer B for 1 min.  

Analytical RP-HPLC was performed on a Shimadzu SCL-40 system controller, LC-40D XR solvent 

delivery module, SIL-40C XR autosampler, CTO40C column oven and SPD-M40 photodiode array 

detector equipped with a Phenomenex, Luna Omega polar C18 100 column (150 x 3 mm, 3 μm).  

The system was set at 40°C and a flow rate of 0.5 mL/min over a 22-minute period.  The gradient 

protocol began by stabilising the column for 5 minutes at 100 % solvent A, followed by an 

increase to 95 % solvent B over 7 minutes.  The system was held at 95 % solvent B for 5 minutes, 

before increasing to 100 % solvent A over 3 minutes, and finally held at 100 % solvent A for 2 

minutes (solvent A = 0.001 % formic acid in H2O, solvent B = 0.001% formic acid in MeCN).  UV 

detection was carried out at 254 and 220 nm and spectra were analysed LabSolutions software 

version 5.111.  

RP-HPLC using an immobilised artificial membrane column was performed on a Shimadzu SCL-

40 system controller, LC-40D XR solvent delivery module, SIL-40C XR autosampler, CTO40C 
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column oven and SPD-M40 photodiode array detector equipped with a Regis IAM P.C DD2 

column (30 x 4.6 mm, 10 μm (300 Å)).  The system was set at 30°C and a flow rate of 1.5 ml/min 

over a 6-minute period.  The gradient protocol began by increasing from 0 to 85 % solvent B 

over 4.75 minutes.  The system was held at 85 % solvent B for 0.5 minutes before decreasing to 

100 % solvent A over 0.5 minutes (solvent A = 50 mM ammonium acetate in H2O, pH 7.4, solvent 

B = MeCN).  All standard and sample solutions were injected at a volume of 10 μl at a final 

concentration of 1 mM.  Experiments were performed in either duplicate or triplicate.  A 

calibration curve using Rt and fixed CHIIAM values was generated using Bio-Mimetic 

Chromatography Limited IAM Valko calibration mixture and used to determine unknown CHIIAM 

values (Appendix 9.2). A suitability test was performed to assess column performance using both 

a propanol, indomethacin and colchicine solution and a solution composed of carbamazepine, 

warfarin and nicardipine.  The data obtained from the suitability study was referenced to known 

CHIIAM values ensuring they did not deviate more than 5 units (Appendix 9.2).  Dead time was 

determined using a 50 mg/ml stock solution of citric acid in water and acetonitrile (Appendix 

9.2).  UV detection was carried out at 254 and 220 nm and spectra were analysed LabSolutions 

software. 

High resolution mass spectra (HRMS) – time of flight, electrospray (TOF ES +/-) were recorded 

on Bruker MicroTOF. 

7.2.2. General procedures 

General procedure A: reductive amination with sodium borohydride in methanol 

Substituted anilines (1 eq.) were added to imidazolecarboxaldehyde (1 eq.) and dissolved in 

MeOH (~15 ml).  The reaction mixture was heated at 60oC and stirred overnight.  The solution 

was cooled and stirred at room temperature with NaBH4 (5 eq.) for 90 minutes, before being 

quenched with water.  The reaction mixture was extracted into EtOAc and washed with water 



 

Page | 188  

three times (3 x 10 ml).  The organic layer was dried over MgSO4, and solvent removed in vacuo, 

with the resulting residue purified via flash chromatography.  

General procedure B: optimised reductive amination with sodium borohydride in ethanol 

Substituted anilines (1.2 eq.), imidazolecarboxaledhyde (1 eq.) and CeCl3.7H2O (0.02 – 0.1 eq.) 

were dissolved in EtOH (~5 ml) and stirred at room temperature until precipitate formed, before 

addition of NaBH4 (2 eq.).  The reaction was stirred at room temperature for 3 – 18 hours and 

dried under vacuum.  The residue was extracted into EtOAc and washed with water three times 

(3 x 10 ml).  The organic layer was dried over MgSO4, and solvent removed in vacuo, with the 

resulting residue purified via flash chromatography.  

General procedure C:  reductive amination with sodium triacetoxyborohydride in 1,2-

dichloroethane 

To a solution of resulting products obtained from General procedures A, B and E (1 eq.) dissolved 

in 1,2-dichloroethane (~10 ml), 2-methoxypropene (1.5 eq.), TFA (1 eq.) and NaBH(OAc)3 (1 eq.) 

were added.  The reaction mixture was heated at 60oC and stirred for 5 - 18 hours.  The solution 

was cooled and 1M aq. NaOH was added to achieve pH 8-14.  The mixture was extracted into 

DCM and washed with water three times (3 x 10 ml).  The organic layer was dried over MgSO4, 

and solvent removed in vacuo.  The crude residue was either purified via automated flash 

chromatography or dissolved in 1M HCl solution (~10 ml) and heated at 60oC and stirred for 1 

hour.  The mixture was cooled and 1M aq. NaOH added to achieve pH 8-14 and extracted into 

DCM and washed with water three times (3 x 10 ml).  The organic layer was dried over MgSO4, 

and solvent removed in vacuo, with the resulting residue purified via automated flash 

chromatography. 

 

 



 

Page | 189  

General procedure D: nucleophilic substitution of substituted anilines in acetonitrile 

Substituted anilines (3 eq.), 2-iodopropane (1 eq.), K2CO3 (1.1 eq.) and acetonitrile (2 ml) were 

added to a microwave vessel containing a stir bar.  The reaction mixture was microwaved at 

150oC for 30 minutes and gravity filtered.  The filtrate solvent was removed in vacuo and the 

resulting residue purified via automated flash chromatography.  

General procedure E: nucleophilic substitution of substituted anilines in 1,4-dioxane 

Substituted anilines (3 eq.), 2-iodopropane (1 eq.), K2CO3 (1.1 eq.) and 1,4-dioxane (7 ml) were 

added to a microwave vessel containing a stir bar.  The reaction mixture was microwaved at 

150oC for 30 minutes and gravity filtered.  The filtrate solvent was removed in vacuo and the 

resulting residue purified via automated flash chromatography. 

General procedure F: reductive amination with picoline borane in methanol 

To a solution of resulting products obtained from General procedure E (1 eq.) dissolved in a 

methanol-acetic acid solution (10:1, 3 ml), imidazolecarboxaldehyde (1 eq.) and picoline borane 

(1 eq.) were added.  The reaction mixture was stirred at room temperature for 18 hours and 

dried under vacuum.  The residue was extracted into EtOAc and washed with aqueous sodium 

carbonate three times (3 x 10 ml).  The organic layer was dried over MgSO4 and solvent removed 

in vacuo, with the resulting residue purified via automated flash chromatography.  

General procedure G: Boc-deprotection 

The resulting product from General procedure F was dissolved in MeOH. 4M HCl in 1,4-dioxane 

(1.5 ml) was added and the reaction mixture was stirred at room temperature for 30 minutes 

and monitored via LC-MS.  Once complete, the solvent was removed in vacuo, with the resulting 

residue purified via preparative layer chromatography.  
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General procedure H: amide coupling 

Imidazolecarboxylic acid (1.1 eq.), N,N-diisopropylethylamine (2 eq.) and coupling reagent (1.2 

eq.) were dissolved in DMF (1 ml).  The reaction was stirred at room temperature for 20 minutes 

before the addition of substituted aniline obtained from General procedure F (1 eq.).  The 

resulting solution was stirred at room temperature overnight and monitored via LC-MS.  After 

24 hours stirring, 4-dimethylaminopyridine (catalytic amount) was added.  The resulting solution 

was stirred at room temperature overnight and monitored via LC-MS.  The resulting solution 

was transferred to a microwave vial and heated in 30-minute increments at 50°C (1.5 hours 

total), 80°C (0.5 hours total) and 100°C (1.5 hours total) and monitored via LC-MS.  A final 

addition of substituted aniline (2 eq.) was added, and the mixture heated in 30-minute 

increments at 100°C (2 hours total) once again before drying under vacuum.  The residue was 

extracted into EtOAc and washed with water three times (3 x 10 ml).  The organic layer was dried 

over MgSO4 and solvent removed in vacuo.  
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7.2.3. Chemical characterisation 

N-((1H-Imidazol-4-yl)methyl)-4-chloro-N-isopropylaniline (59) 

The reaction was performed according to General procedure C with 

N-((1H-Imidazol-4-yl)methyl)-4-chloroaniline (77c) (0.5 g, 2.4 mmol, 

1 eq.), 2-methoxypropene (345 μl, 3.6 mmol, 1.5 eq.), TFA (180 μl, 

2.4mmol, 1 eq.) NaBH(OAc)3 (0.51 g, 2.4 mmol, 1 eq.), 1,2-DCE (10 ml) and 1M HCl (5 ml) and 

purified via manual flash chromatography (7.5 % MeOH in DCM), followed by recrystallization 

(DEE in cyC6H12) to give the title compound as an off-white powder (16 mg, 3 % yield).  1H-NMR 

(400 MHz, DMSO) δ 11.81 (s, 1H, imidazole-NH), 7.53 (s, 1H, imidazole-CH-2), 7.14 – 7.06 (m, 

2H, ar-CH-3), 6.79 – 6.71 (m, 3H, imidazole-CH-4, imidazole-CH-5, ar-CH-2), 4.23 (s, 2H, CH2), 

4.10 (p, J = 6.6 Hz, 1H, CH), 1.16 (d, J = 6.5 Hz, 6H, CH3).  13C-NMR (101 MHz, DMSO) δ 147.6 (ar-

C-1), 134.6 (imidazole-C-2), 128.5 (ar-C-3), 128.4 (ar-C-4), 119.1 (imidazole-C-5), 114.4 (ar-C-2), 

47.8 (CH), 42.0 (CH2), 19.6 (CH3).  HRMS (TOF ES+) C13H17ClN3, [M+H]+ calcd 250.1106; found 

250.1109, Rt: 4.10. 
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N-((1H-Imidazol-4-yl)methyl)-N-isopropyl-3-methoxyaniline (75a) 

The reaction was performed according to General procedure C with N-

((1H-Imidazol-4-yl)methyl)-3-methoxyaniline (77a) (0.57 g, 2.8 mmol, 1 

eq.), 2-methoxypropene (401 μl, 4.2 mmol, 1.5 eq.), TFA (214 μl, 2.8 

mmol, 1 eq.) NaBH(OAc)3 (0.59 g, 2.8 mmol, 1 eq.), 1,2-DCE (20 ml), and 1M HCl (15 ml) and 

purified via manual flash chromatography (10% MeOH in DCM) to give  the title compound as 

an orange oil (68 mg, 2 % yield).  1H-NMR (400 MHz, DMSO) δ 11.77 (s, 1H, imidazole-NH), 7.51 

(s, 1H, imidazole-CH-2), 6.98 (app. t, J = 8.2 Hz, 1H, ar-CH-5), 6.74 (s, 1H, imidazole-CH-5), 6.36 

(dd, J = 8.3, 2.5 Hz, 1H, ar-CH-6), 6.28 (app. t, J = 2.4 Hz, 1H, ar-CH-4), 6.16 (dd, J = 8.0, 2.3 Hz, 

1H, ar-CH-2), 4.21 (s, 2H, CH2), 4.11 (dt, J = 12.9, 6.2 Hz, 1H, CH), 3.63 (s, 3H, OCH3), 1.16 (d, J = 

6.5 Hz, 6H, CHCH3).  13C-NMR (101 MHz, DMSO) δ 160.7 (ar-C-3), 150.2 (ar-C-1), 134.6 

(imidazole-C-2), 130.1 (ar-C-5), 116.4 (imidazole-C-5), 107.18 (ar-C-4), 102.4 (ar-C-6), 100.7 (ar-

C-2), 55.2 (OCH3), 48.9 (CH2), 20.0 (CCH3). Missing: 132.4 (imidazole-C-4), 57.7 (CH).  HRMS (TOF 

ES+) C14H20ON3, [M+H]+ calcd 246.1601; found 246.1605, Rt: 3.09. 
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N-((1H-Imidazol-4-yl)methyl)-3-chloro-N-isopropylaniline (75b) 

The reaction was performed according to General procedure C with N-

((1H-Imidazol-4-yl)methyl)-3-chloroaniline (77b) (0.5 g, 2.4 mmol, 1 

eq.), 2-methoxypropene (343 μl, 3.6 mmol, 1.5 eq.), TFA (184 μl, 2.4 

mmol, 1 eq.), NaBH(OAc)3 (0.5 g, 2.4 mmol, 1 eq.), 1,2-DCE (10 ml) and 1M HCl (5 ml) and purified 

via manual flash chromatography (gradient 5-10 % MeOH in DCM) to give the title compound as 

a white powder (220 mg, 37 % yield).  1H-NMR (400 MHz, DMSO) δ 11.84 (s, 1H, imidazole-NH), 

7.56 (d, J = 1.2 Hz, 1H, imidazole-CH-5), 7.09 (app. t, J = 8.2 Hz, 1H, ar-CH-5), 6.79 (d, J = 1.2 Hz, 

1H, imidazole-CH-2), 6.76 (app. t, J = 2.3 Hz, 1H, ar-CH-4), 6.72 (dd, J = 8.3, 2.5 Hz, 1H ar-CH-2), 

6.60 – 6.53 (m, 1H, ar-CH-6), 4.26 (s, 2H, CH2), 4.14 (h, 1H, CH), 1.18 (d, J = 6.5 Hz, 6H, CH3).  13C-

NMR (101 MHz, DMSO) δ 150.6 (ar-C-1), 135.2 (imidazole-C-2, 4), 134.1 (ar-C-3), 130.6 (ar-C-5), 

115.4 (ar-C-4), 112.6 (ar-C-2), 111.8 (ar-C-6), 48.2 (CH), 42.4 (CH2), 20.1 (CH3).  HRMS (TOF ES+) 

C13H17ClN3, [M+H]+ calcd 250.1106; found 250.1104, Rt: 3.04. 
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N-((1H-Imidazol-2-yl)methyl)-N-isopropyl-3-methoxyaniline (76a) 

The reaction was performed according to General procedure C with N-

((1H-Imidazol-2-yl)methyl)-3-methoxyaniline (79a) (0.6 g, 2.95 mmol, 1 

eq.), 2-methoxypropene (425 μl, 4.43 mmol, 1.5 eq.), TFA (228 μl, 2.95 

mmol, 1 eq.), NaBH(OAc)3 (0.63 g, 2.95mmol, 1 eq.), 1,2-DCE (10 ml, and 1M HCl (7.5 ml) and 

purified via manual flash chromatography (5% MeOH in DCM) to give the title compound as an 

off-white powder (324 mg, 45 % yield).  1H-NMR (400 MHz, DMSO) δ 11.60 (s, 1H, imidazole-

NH), 7.02 (t, J = 8.2 Hz, 1H, ar-CH-5), 6.88 (s, 2H, imidazole-CH-4,5), 6.36 (dd, J = 8.2, 2.4 Hz, 1H, 

ar-CH-6), 6.26 (app. t, J = 2.4 Hz, 1H, ar-CH-2), 6.22 (dd, J = 7.8, 2.3 Hz, 1H, ar-CH-4), 4.30 (s, 2H, 

CH2), 4.16 (hept, J = 6.6 Hz, 1H, CH), 3.64 (s, 3H, OCH3), 1.17 (d, J = 6.5 Hz, 6H, CHCH3).  13C-NMR 

(101 MHz, DMSO) δ 160.0 (ar-C-3), 150.0 (ar-C-1), 146.4 (imidazole-C-2), 129.3 (ar-C-5), 106.1 

(ar-C-4), 101.4 (ar-C-6), 99.6 (ar-C-2), 54.5 (OCH3), 47.8 (CH), 42.4 (CH2), 19.2 (CHCH3). Missing: 

121.4 (imidazole-C-4,5).  HRMS (TOF ES+) C14H20N3O, [M+H]+ calcd 246.1601; found 246.1594, 

Rt: 2.21. 
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N-((1H-Imidazol-2-yl)methyl)-3-chloro-N-isopropylaniline (76b) 

The reaction was performed according to General procedure C with N-

((1H-Imidazol-2-yl)methyl)-3-chloroaniline (79b) (0.35 g, 1.69 mmol, 1 

eq.) 2-methoxypropene (239 μl, 2.54 mmol, 1.5 eq.), TFA (128 μl, 1.69 

mmol, 1 eq.) NaBH(OAc)3 (0.36 g, 1.69 mmol, 1 eq.), 1,2-DCE (10 ml) and 1M HCl (5ml) and 

purified via manual flash chromatography (5% MeOH in DCM) to give the title compound as an 

off-white powder (190 mg, 45 % yield).  1H-NMR (400 MHz, DMSO) δ 11.66 (s, 1H, imidazole-

NH), 7.11 (app. t, J = 8.1 Hz, 1H, ar-CH-5), 6.89 (s, 2H, imidazole-CH-4,5), 6.74 (app. t, J = 2.3 Hz, 

1H, ar-CH-2), 6.69 (dd, J = 8.5, 2.5 Hz, 1H, ar-CH-6), 6.61 (dd, J = 7.9, 1.9 Hz, 1H, ar-CH-4), 4.34 

(s, 2H, CH2), 4.17 (hept, J = 6.6 Hz, 1H, CH), 1.17 (d, J = 6.5 Hz, 6H, CH3).  13C-NMR (101 MHz, 

DMSO) δ 150.6 (ar-C-1), 146.4 (imidazole-C-2), 134.1 (ar-C-3), 130.7 (ar-C-5), 116.1 (ar-C-4, 

imidazole-C-5), 113.0 (ar-C-2), 112.0 (ar-C-6), 48.5 (CH), 42.7 (CH2), 19.8 (CH3). Missing 121.4 

(imidazole-C-4).  HRMS (TOF ES+) C13H17ClN3, [M+H]+ calcd 250.1106; found 250.1102, Rt: 2.66. 

N-((1H-Imidazol-2-yl)methyl)-4-chloro-N-isopropylaniline (76c) 

The reaction was performed according to General procedure C with 

N-((1H-Imidazol-2-yl)methyl)-4-chloroaniline (79c) (0.18 g, 1.29 

mmol, 1 eq.), 2-methoxypropene (185 μl, 1.93 mmol, 1.5 eq.), TFA 

(98.7 μl, 1.29 mmol, 1 eq.), NaBH(OAc)3 (0.27 g, 1.29 mmol, 1 eq.), 1,2-DCE (5 ml) and 1M HCl (5 

ml) and purified via recrystallisation using DEE to give the title compound as off-white powder 

(80 mg, 25 % yield).  1H-NMR (400 MHz, DMSO) δ 11.64 (s, 1H, imidazole-NH), 7.18 – 7.09 (m, 

2H, ar-CH-3), 6.89 (s, 2H, imidazole-CH-4,5), 6.80 – 6.71 (m, 2H, ar-CH-2), 4.32 (s, 2H, CH2), 4.14 

(p, J = 6.6 Hz, 1H, CH), 1.17 (d, J = 6.5 Hz, 6H, CH3).  13C-NMR (101 MHz, DMSO) δ 147.6 (ar-C-1), 

145.9 (imidazole-C-2), 128.2 (ar-C-3), 119.7 (imidazole-C-4,5), 114.6 (ar-C-2), 48.0 (CH), 42.2 

(CH2), 19.1 (CH3). Missing 127.2 (Ar-C-4).  HRMS (TOF ES+) C13H17ClN3, [M+H]+ calcd 250.1106; 

found 250.1105, Rt: 2.67. 
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N-((1H-Imidazol-4-yl)methyl)-3-methoxyaniline (77a) 

The reaction was performed according to General procedure B with  3-

methoxyaniline (80a) (420 μl, 3.74 mmol, 1.2 eq.), 4-

imidazolcarbaldehyde (300 mg, 3.12 mmol, 1 eq.), CeCl3.7H2O (22 mg, 

0.06 mmol, 0.02 eq.) and NaBH4 (238 mg, 6.24 mmol, 2 eq.) in EtOH (5 ml) purified via automated 

flash chromatography (gradient: 2-20% MeOH in DCM) to give the title compound as a white 

powder (358 mg, 57 % yield).  1H-NMR (400 MHz, CDCl3) δ 7.59 (d, J = 1.3 Hz, 1H, imidazole-CH-

2), 7.08 (t, J = 8.1 Hz, 1H, imidazole-CH-5), 6.96 (s, 1H, ar-CH-5), 6.29 (dt, J = 8.0, 2.0 Hz, 2H, ar-

CH-2,4), 6.23 (app. t, J = 2.1 Hz, 1H, ar-CH-6), 4.30 (s, 2H, CH2), 3.76 (d, J = 1.3 Hz, 3H, CH3).  

Missing: 11.88 (imidazole-NH), 5.98 (NH). 13C-NMR (101 MHz, CDCl3) δ 149.5 (ar-C-1), 135.0 

(imidazole-C-2,4), 130.0 (ar-C-5), 106.3 (ar-C-6, imidazole-C-5), 103.0 (ar-C-4), 99.2 (ar-C-2), 55.1 

(CH3). Missing: 42.0 (CH2).  LC-MS [M+H]+ calc 204.1; found 204.1, Rt: 0.67.  

N-((1H-Imidazol-4-yl)methyl)-3-chloroaniline (77b) 

The reaction was performed according to General procedure B with 3-

chloroaniline (80b) (1.28 ml, 12 mmol, 1.2 eq.), 4-imidazolcarbaldehyde 

(0.96 g, 10 mmol, 1 eq.), CeCl3.7H2O (0.075 g, 0.2 mmol, 0.02 eq.) and 

NaBH4 (0.757 g, 20 mmol, 2 eq.) in EtOH (25 ml) and purified via manual flash chromatography 

(10% 1M MeOH NH3 in EtOAc) to give the title compound as an off-white powder (1.36 g, 66 % 

yield).  1H-NMR (400 MHz, CDCl3) δ 7.59 (d, J = 1.2 Hz, 1H, imidazole-CH-5), 7.05 (app. t, J = 8.0 

Hz, 1H, ar-CH-5), 6.95 (d, J = 1.2 Hz, 1H, imidazole-CH-2), 6.67 (ddd, J = 7.9, 2.0, 0.9 Hz, 1H, ar-

CH-2), 6.62 (app. t, J = 2.1 Hz, 1H, ar-CH-4), 6.51 (ddd, J = 8.2, 2.4, 0.9 Hz, 1H, ar-CH-6), 4.27 (d, J 

= 0.8 Hz, 2H, CH2). Missing: 11.88 (imidazole-NH), 5.98 (NH). 13C-NMR (101 MHz, DMSO) δ 150.0 

(ar-C-1), 134.7 (imidazole-C-2,4), 133.3 (ar-C-3), 130.0 (ar-C-5), 114.8 (ar-C-4, imidazole-C-5), 

111.18 (ar-C-2), 110.7 (ar-C-6). Missing: 42.0 (CH2).  LC-MS [M+H]+ calcd 208.06; found 208.0, Rt: 

1.71.  
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N-((1H-Imidazol-4-yl)methyl)-4-chloroaniline (77c) 

The reaction was performed according to General procedure B with 

4-chloroaniline (80c) (1.5 g, 12 mmol, 1.2 eq.), 4-

imidazolcarbaldehyde (0.96 g, 10 mmol, 1 eq.), CeCl3.7H2O (0.075 g, 

0.2 mmol, 0.02 eq.) and NaBH4 (0.76 g, 20 mmol, 2 eq.) in EtOH (25 ml) and purified via manual 

flash chromatography (10% 1M MeOH NH3 in EtOAc) to give the title compound as a white 

powder (1.4 g, 70 % yield). 1H-NMR (400 MHz, DMSO) δ 11.88 (s, 1H, imidazole-NH), 7.56 (d, J = 

1.2 Hz, 1H, imidazole-CH-5), 7.10 – 7.01 (m, 2H, ar-CH-3), 6.91 (s, 1H, imidazole-CH-2), 6.66 – 

6.57 (m, 2H, ar-CH-2), 5.98 (t, J = 5.7 Hz, 1H, NH), 4.10 (d, J = 5.6 Hz, 2H, CH2). 13C-NMR (101 MHz, 

DMSO) δ 148.1 (Ar-C-1), 135.3 (imidazole-C-2), 128.8 (Ar-C-3), 119.2 (Ar-C-4 and imidazole-C-

4,5), 114.0 (Ar-C-2). Missing: 42.0 (CH2). LC-MS [M+H]+ calcd 208.6; found 208.1, Rt: 1.77.  

N-((1H-Imidazol-2-yl)methyl)-3-methoxyaniline (79a) 

The reaction was performed according to General procedure A with 3-

methoxyaniline (80a) (1.7 ml, 15.12 mmol, 1 eq.) and 2-

imidazolcarbaldehyde (1.45 g, 15.12 mmol, 1 eq.) in methanol (40 ml) 

and sodium borohydride (2.86 g, 75.66 mmol, 5 eq.) and purified via automated flash 

chromatography (gradient: 0-5% MeOH in DCM) to give the title compound as a brown oil (859 

mg, 41 % yield).  1H-NMR (400 MHz, DMSO) δ 11.85 (s, 1H, imidazole-NH), 6.95 (t, J = 8.1 Hz, 1H, 

imidazole-CH-5), 6.92 (s, 1H, imidazole-CH-4), 6.24 (ddd, J = 8.1, 2.2, 0.9 Hz, 1H, ar-CH-4), 6.20 

(app. t, J = 2.3 Hz, 1H, ar-CH-2), 6.14 (dd, J = 8.1, 2.4, 0.9 Hz, 1H, ar-CH-6), 6.01 (app. t, J = 5.6 Hz, 

1H, ar-CH-5), 5.76 (s, 1H, NH) 4.20 (d, J = 5.5 Hz, 2H, CH2), 3.65 (s, 3H, CH3).  13C-NMR (101 MHz, 

DMSO) δ 160.7 (ar-C-3), 150.3 (imidazole-C-2), 146.4 (ar-C-1), 129.9 (imidazole-CH-4,5), 106.0 

(ar-C-6), 102.1 (ar-C-4), 98.7 (ar-C-2), 55.0 (CH3), 41.6 (CH2).  LC-MS [M+H]+ calcd 204.1; found 

204.1, Rt: 0.67.  
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N-((1H-Imidazol-2-yl)methyl)-3-chloroaniline (79b) 

The reaction was performed according to General procedure B with 3-

chloroaniline (80b) (397 μl, 3.74 mmol, 1.2 eq.), 2-imidazolcarbaldehyde 

(302 mg, 3.12 mmol, 1 eq.) CeCl3.7H2O (24 mg, 0.06 mmol, 0.02 eq.) and 

NaBH4 (238 mg, 6.24 mmol, 2 eq.) in EtOH (3 ml) and purified via manual flash chromatography 

(5% MeOH in DCM) to give the title compound as a yellow oil (330 mg, 60 % yield).  1H-NMR (400 

MHz, DMSO) δ 11.87 (s, 1H, imidazole-NH), 7.05 (app. t, J = 8.0 Hz, 1H, ar-CH-5), 6.92 (s, 2H, 

imidazole-CH-4, NH), 6.66 (q, J = 1.9 Hz, 1H, ar-CH-2), 6.61 – 6.51 (m, 2H, ar-CH-4,6), 6.38 (t, J = 

5.6 Hz, 1H, imidazole-CH-5), 4.22 (d, J = 5.6 Hz, 2H, CH2).  13C-NMR (101 MHz, DMSO) δ 150.5 

(imidazole-C-2), 145.9 (ar-C-1), 134.0 (ar-C-3), 130.7 (ar-C-5, imidazole-CH-4), 115.9 (ar-C-4), 

112.0 (ar-C-5, imidazole-CH-5), 111.6 (ar-C-2), 41.3 (CH2).   LC-MS [M+H]+ calc 208.06; found 

207.9, Rt: 1.17.  

N-((1H-Imidazol-2-yl)methyl)-4-chloroaniline (79c) 

The reaction was performed according to General procedure B with 4-

chloroaniline (80c) (0.55 g, 4.2 mmol, 1.2 eq), 2-imidazolcarbaldehyde 

(0.39 g, 4 mmol, 1 eq.), CeCl3.7H2O (0.035 g, 0.08 mmol, 0.02 eq.) and 

NaBH4 (0.302 g, 8 mmol, 2 eq.) in EtOH (3 ml) and purified via manual flash chromatography (5% 

MeOH in DCM) to give the title compound as an off-white solid (266 mg, 32 % yield).  1H-NMR 

(400 MHz, DMSO) δ 11.86 (s, 1H, imidazole-NH), 7.12 – 7.03 (m, 2H, ar-CH-2), 6.91 (s, 2H, 

imidazole-CH-4), 6.68 – 6.58 (m, 2H, ar-CH-2), 6.23 (t, J = 5.6 Hz, 1H, imidazole-CH-5), 4.20 (d, J 

= 5.6 Hz, 2H-CH2).  Missing: 11.88 (imidazole-NH), 5.98 (NH).  13C-NMR (101 MHz, DMSO) δ 147.5 

(imidazole-C-2), 145.6 (ar-C-1), 128.4 (ar-C-3), 119.4 (ar-C-4), 113.8 (ar-C-2), 41.14 (CH2). 

Missing: 126.1 (imidazole-C-4,5).  LC-MS [M+H]+ calc 208.06; found 208.0, Rt: 1.24.  
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N-((1H-Imidazol-4-yl)methyl)-N-isopropyl-4-morpholinoaniline (82a) 

The reaction was performed according to General procedure C 

with N-((1H-Imidazol-4-yl)methyl)-4-morpholinoaniline (85a) 

(252 mg, 0.96 mmol, 1 eq.), 2-methoxypropene (138 μl, 1.45 

mmol, 1.5 eq.), TFA (73 μl, 0.96 mmol, 1 eq.), NaBH(OAc)3 (203 mg, 0.96 mmol, 1 eq.), 1,2-DCE 

(10 ml) and 1M HCl (7 ml) and purified via automated flash chromatography (gradient: 0-20 % 

MeOH in DCM) to give the title compound as a brown powder (90 mg, 31 % yield).  1H-NMR (400 

MHz, DMSO) δ 11.74 (s, 1H, imidazole-NH), 7.49 (s, 1H, imidazole-CH-2), 6.76 (d, J = 9.2 Hz, 2H, 

ar-CH-2), 6.72 (d, J = 9.2 Hz, 2H, ar-CH-3), 6.69 (s, 1H, imidazole-CH-5), 4.14 (s, 2H, CH2), 3.95 (p, 

J = 6.5 Hz, 1H, CH), 3.69 (t, J = 4.7 Hz, 4H, NCH2CH2O), 2.91 (t, J = 4.7 Hz, 4H, NCH2CH2O), 1.11 (d, 

J = 6.5 Hz, 6H, CH3).  13C-NMR (101 MHz, DMSO) δ 143.4 (ar-C-1,4), 134.8 (imidazole-C-2), 117.4 

(imidazole-C-5), 116.2 (ar-C-2), 66.7 (O-CH2), 50.5 (CH), 49.3 (CH2), 20.0 (CH3). Missing: 132.4 

(imidazole-C-4), 53.3 (N-CH2CH2).  HRMS (TOF ES+) C17H24N4O [M+H]+ calcd 301.2023; found 

301.2034, Rt: 3.04. 
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N-((1H-Imidazol-4-yl)methyl)-N-isopropyl-4-(4-methylpiperazin-1-yl)aniline (82b) 

The reaction was performed according to General procedure C 

with N-((1H-Imidazol-4-yl)methyl)-4-(4-methylpiperazin-1-

yl)aniline (85b) (155 mg, 0.57 mmol, 1 eq.), 2-methoxypropene 

(82 μl, 0.857 mmol, 1.5 eq.), TFA (43.5 μl, 0.57 mmol, 1 eq.), NaBH(OAc)3 (120 mg, 0.57 mmol, 1 

eq.), 1,2-DCE (7 ml), 1M HCl (1ml) and purified via automated flash chromatography (gradient 

5-30 % MeOH in DCM) and preparative TLC (10 % 1M MeOH NH3 in CHCl3) to give the title 

compound as a white powder (3 mg, 2 % yield).  1H-NMR (400 MHz, DMSO) δ 11.74 (s, 1H, 

imidazole-NH), 7.50 (s, 1H, imidazole-CH-2), 6.72 (q, J = 8.1 Hz, 5H, ar-CH-2,3, imidazole-CH-5), 

4.14 (d, J = 16.0 Hz, 2H, CH2), 4.00 – 3.92 (m, 1H, CH), 2.98 – 2.88 (m, 4H, NCH2CH2NCH3), 2.41 

(t, J = 4.9 Hz, 4H, NCH2CH2NCH3), 2.19 (s, 3H, NCH3), 1.11 (d, J = 6.7 Hz, 6H, CHCH3).  13C-NMR 

(101 MHz, DMSO) δ 142.4 (ar-C-1,4), 134.3 (imidazole-C-2), 116.9 (ar-C-2,3), 54.6 (NCH2CH3), 

49.4 (CH), 48.4 (NCH2CH2), 45.6 (N-CH3), 19.3 (CH3). Missing: 132.4 (imidazole-C-4), 119.2 

(imidazole-C-5), 39.3 (CH2).  HRMS (TOF ES+) C18H27N5, [M+H]+ calcd 314.2339; found 314.2330, 

Rt: 0.30. 
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tert-Butyl 4-(4-(((1H-imidazol-4-yl)methyl)(isopropyl)amino)phenyl)piperazine-1-carboxylate 

(82c)  

The reaction was performed according to General 

procedure F with tert-Butyl 4-(4-

(isopropylamino)phenyl)piperazine-1-carboxylate (91) 

(50 mg, 0.16 mmol, 1 eq.), 4-imidazolecarboxaldehyde 

(15.5 mg, 0.16 mmol, 1 eq.), picoline borane (16.8 mg, 0.16 mmol, 1 eq.), 10:1 MeOH-AcOH (3 

ml) and purified via automated flash chromatography (10 % MeOH in DCM) to give the title 

compound as a clear oil (20 mg, 31 % yield).  1H-NMR (400 MHz, DMSO) δ 11.79 (s, 1H, imidazole-

NH), 7.50 (d, J = 1.4 Hz, 1H, imidazole-CH-5), 6.78 (d, J = 8.7 Hz, 2H, ar-CH-2), 6.72 (d, J = 8.4 Hz, 

3H, ar-CH-3, imidazole-CH-2), 4.15 (s, 2H, CH2), 3.96 (p, J = 6.6 Hz, 1H, CH), 3.40 (s, 4H, 

NCH2CH2N), 2.87 (t, J = 5.1 Hz, 4H, NCH2CH2N), 1.41 (d, J = 1.2 Hz, 9H, CCH3), 1.15 – 1.08 (m, 6H, 

CHCH3).  13C-NMR (101 MHz, DMSO) δ 154.3 (C=O), 143.0 (ar-C-1,4), 134.8 (imidazole-C-2), 118.5 

(ar-C-2), 115.9 (ar-C-3), 79.3 (CCH3), 50.6 (NCH2CH2N), 49.1 (CH2), 28.5 (COOCH3), 20.0 (CHCH3). 

Missing 132.4 (imidazole-C-4).  HRMS (TOF ES+) C22H33N5O2, [M+H]+ calcd 400.2707; found 

400.2709, Rt: 2.01. 
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N-((1H-Imidazol-4-yl)methyl)-N-isopropyl-4-(piperazin-1-yl)aniline (82d) 

The reaction was performed according to General procedure G 

with tert-Butyl 4-(4-(((1H-imidazol-4-

yl)methyl)(isopropyl)amino)phenyl)piperazine-1-carboxylate 

(82c) (20 mg), MeOH (0.5 ml) and 4M HCl in dioxane (1.5 ml) to give the title compound as a 

yellow oil. No further purification was required (12 mg, 80 %).  1H-NMR (400 MHz, MeOD) δ 8.88 

(s, 1H, imidazole-CH-2), 7.58 (t, J = 4.5 Hz, 3H, ar-CH-3, imidazole-CH-5), 7.17 (d, J = 8.6 Hz, 2H, 

ar-CH-2), 5.09 (s, 2H, CH2), 4.20 (h, J = 6.6 Hz, 1H, CH), 3.61 – 3.52 (m, 4H, NCH2CH2NH), 3.40 (q, 

J = 4.9 Hz, 4H, NCH2CH2NH), 1.47 (s, 6H, CH3).  13C-NMR (101 MHz, MeOD) δ 136.3 (imidazole-C-

2), 125.4 (imidazole-C-5), 123.3 (ar-C-3), 118.0 (ar-C-2), 49.2 (CH), 49.0 (NCH2CH2NH), 46.5 

(NCH2CH2N), 44.5 (CH2), 18.8 (CH3). Missing: 139.1 (ar-C-1,4, imidazole-C-4).  HRMS (TOF ES+) 

C17H25N5, [M+H]+ calc 300.2183; found 300.2183, Rt: 3.09. 
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N-((1H-Imidazol-2-yl)methyl)-N-isopropyl-4-morpholinoaniline (83a) 

The reaction was performed according to General procedure C 

with N-((1H-Imidazol-2-yl)methyl)-4-morpholinoaniline (86a) (251 

mg, 0.96 mmol, 1 eq.), 2-methoxypropene (139 μl, 1.45 mmol, 1.5 

eq.), TFA (73 μl, 0.96 mmol, 1 eq.), NaBH(OAc)3 (206 mg, 0.96 mmol, 1 eq.), 1,2-DCE (5 ml) and 

1M HCl (4 ml) and purified via automated flash chromatography (5:95 MeOH: DCM) and 

preparative TLC (7 % 1M MeOH NH3 in CHCl3) to give the title compound as a white powder (27 

mg, 8 % yield).  1H-NMR (400 MHz, DMSO) δ 11.52 (s, 1H, imidazole-NH), 6.93 – 6.87 (m, 1H, 

imidazole-CH-4), 6.82 – 6.67 (m, 5H, ar-CH-2,3, imidazole-CH-5), 4.21 (s, 2H, CH2), 3.97 (p, J = 6.6 

Hz, 1H, CH), 3.69 (dd, J = 5.7, 3.7 Hz, 4H, NCH2CH2O), 2.91 (t, J = 4.7 Hz, 4H, NCH2CH2O), 1.12 (d, 

J = 6.4 Hz, 6H, CH3).  13C-NMR (101 MHz, DMSO) δ 146.7 (ar-C-1), 143.2 (ar-C-4), 142.6 

(imidazole-C-2), 127.1 (imidazole-C-4), 116.6 (imidazole-C-5), 116.0 (ar-C-3), 115.5 (ar-C-2), 66.0 

(O-CH2), 49.7 (CH), 49.0 (N-CH2CH2O), 43.1 (CH2), 19.0 (CH3).  HRMS (TOF ES+) C17H24N4O, [M+H]+ 

calcd 301.2023; found 301.2021, Rt: 2.56.  
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N-((1H-Imidazol-2-yl)methyl)-N-isopropyl-4-(4-methylpiperazin-1-yl)aniline (83b) 

The reaction was performed according to General procedure C 

with N-((1H-Imidazol-2-yl)methyl)-4-(4-methylpiperazin-1-

yl)aniline (86b) (250 mg, 0.92 mmol, 1 eq.), 2-methoxypropene 

(132 μl, 1.38 mmol, 1.5 eq.), TFA (70 μl, 0.92 mmol, 1 eq.), NaBH(OAc)3 (194 mg, 0.92 mmol, 1 

eq.), 1,2-DCE (5 ml), 1M HCl (4 ml) and purified via automated flash chromatography (gradient: 

5-30 % MeOH in DCM) and preparative TLC (7 % 1M MeOH NH3 in CHCl3) to give the title 

compound as a white powder (42 mg, 14 % yield).  1H-NMR (400 MHz, DMSO) δ 11.52 (s, 1H, 

imidazole-NH), 6.90 (s, 1H, imidazole-CH-4), 6.83 – 6.63 (m, 5H, ar-CH-2,3), 6.48 (d, J = 8.4 Hz, 

1H, imidazole-CH-5), 4.20 (s, 2H, CH2), 3.96 (p, J = 6.5 Hz, 1H, CH), 2.93 (t, J = 4.9 Hz, 4H, 

NCH2CH2NCH3), 2.41 (t, J = 4.9 Hz, 4H, NCH2CH2NCH3), 2.19 (s, 3H, N-CH3), 1.11 (d, J = 6.5 Hz, 6H, 

CHCH3).  13C-NMR (101 MHz, DMSO) δ 147.1 (imidazole-C-2), 143.7 (ar-C-4), 142.7 (ar-C-1), 

127.5 (imidazole-C-4), 117.2 (ar-C-2), 116.5 (ar-C-3), 116.0 (imidazole-C-5), 55.0 (NCH2CH2NCH3), 

50.4 (CH), 49.7 (CH2), 49.6 (NCH2CH2NCH3), 46.00 (N-CH3), 19.4 (CHCH3).  HRMS (TOF ES+) 

C18H27N5, [M+H]+ calcd 314.2339; found 314.2336, Rt: 0.37. 
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tert-Butyl 4-(4-(((1H-imidazol-2-yl)methyl)(isopropyl)amino)phenyl)piperazine-1-carboxylate 

(83c) 

The reaction was performed according to General 

procedure F with tert-Butyl 4-(4-

(isopropylamino)phenyl)piperazine-1-carboxylate (91) 

(50 mg, 0.16 mmol, 1 eq.), 2-imidazolecarboxaldehyde 

(15.5 mg, 0.16 mmol, 1 eq.), picoline borane (16.8 mg, 0.16 mmol, 1 eq.), 10:1 MeOH-AcOH (3 

ml) and purified via automated flash chromatography (10 % MeOH in DCM) to give the title 

compound as a clear oil (11 mg, 17 % yield).  1H-NMR (400 MHz, DMSO) δ 11.52 (s, 1H, imidazole-

NH), 6.90 (d, J = 1.8 Hz, 1H, imidazole-CH-4), 6.82 – 6.75 (m, 3H, ar-CH-3, imidazole-CH-5), 6.71 

(d, J = 8.3 Hz, 2H, ar-CH-2), 4.21 (s, 2H, CH2), 3.99 (p, J = 6.6 Hz, 1H, CH), 3.41 (t, J = 4.9 Hz, 4H, 

NCH2CH2N), 2.87 (t, J = 5.0 Hz, 4H, NCH2CH2N), 1.40 (d, J = 1.5 Hz, 9H, CCH3), 1.12 (d, J = 6.4 Hz, 

6H, CHCH3).  13C-NMR (101 MHz, DMSO) δ 147.4 (ar-C-1,4), 143.6 (imidazole-C-2), 127.8 

(imidazole-C-4), 118.4 (imidazole-C-5), 116.4 (ar-C-3), 116.3 (ar-C-2), 79.4 (CCH3), 50.5 

(NCH2CH2N), 49.6 (NCH2CH2N), 43.7 (CH2), 28.5 (CCH3), 19.7 (CHCH3).  HRMS (TOF ES+) 

C22H33N5O2, [M+H]+ calcd 400.2707; found 400.2707, Rt: 3.14. 
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N-((1H-Imidazol-2-yl)methyl)-N-isopropyl-4-(piperazin-1-yl)aniline (83d) 

The reaction was performed according to General procedure G 

with tert-Butyl 4-(4-(((1H-imidazol-2-

yl)methyl)(isopropyl)amino)phenyl)piperazine-1-carboxylate 

(83c) (11 mg) in MeOH (0.5 ml) and 4M HCl in dioxane (1.5 ml) and purified via preparative TLC 

(10 % 1M MeOH NH3 in DCM) to give the title compound as a brown oil. No further purification 

was required (6 mg, 73 % yield).  1H-NMR (400 MHz, MeOD) δ 6.92 – 6.84 (m, 4H, ar-CH-3, 

imidazole-CH-4,5), 6.84 – 6.76 (m, 2H, ar-CH-2), 4.32 (s, 2H, CH2), 4.04 (h, J = 6.6 Hz, 1H, CH), 

3.08 (s, 8H, NCH2CH2N), 1.18 (d, J = 6.6 Hz, 6H, CH3).  13C-NMR (101 MHz, MeOD) δ 118.2 

(imidazole-CH-4,5), 117.4 (ar-C-2,3), 50.0 (CH), 44.6 (CH2), 18.2 (CH3). Missing 139.1 (ar-C-1,4), 

138.9 (imidazole-C-2).  HRMS (TOF ES+) C17H25N5, [M+H]+ calc 300.2183; found 300.2191, Rt: 

0.31. 

N-((1H-Imidazol-4-yl)methyl)-4-morpholinoaniline (85a) 

The reaction was performed according to General procedure B 

with 4-morpholinoaniline (84a) (0.55 g, 3.12 mmol, 1.2 eq.) and 

4-imidazolcarbaldehyde (0.25 g, 2.6 mmol, 1 eq.), CeCl3.7H2O 

(19 mg, 0.052 mmol, 0.05 eq.) and NaBH4 (196 mg, 5.2 mmol, 2 eq.) in ethanol (10 ml) and 

purified via automated flash chromatography (gradient: 5-20% MeOH in DCM) to give the title 

compound as an off-white powder (360 mg, 27 % yield).  1H-NMR (400 MHz, DMSO) δ 11.85 (s, 

1H, imidazole-NH), 7.54 (s, 1H, imidazole-CH-2), 6.89 (s, 1H, imidazole-CH-5), 6.73 (d, J = 8.6 Hz, 

2H, ar-CH-3), 6.58 (d, J = 8.5 Hz, 2H, ar-CH-2), 5.30 (s, 1H, NH), 4.06 (s, 2H, CH2), 3.69 (t, J = 4.7 

Hz, 4H, NCH2CH2O), 2.92 – 2.85 (m, 4H, NCH2CH2O).  13C-NMR (101 MHz, DMSO) δ 142.8 (ar-C-

4), 142.2 (ar-C-1), 134.5 (imidazole-C-2,4), 117.2 (ar-C-2, imidazole-C-5), 113.0 (ar-C-3), 66.1 (O-

CH2), 50.3 (N-CH2). Missing 42.0 (CH2).  LC-MS [M+H]+ calcd 259.3; found 259.1, Rt: 0.40. 
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N-((1H-Imidazol-4-yl)methyl)-4-(4-methylpiperazin-1-yl)aniline (85b) 

The reaction was performed according to General procedure 

B with 4-(4-methylpiperidin-1-yl)aniline (84b) (0.98 g, 5.22 

mmol, 1.2 eq.), 4-imidazolcarbaldehyde (0.42 g, 4.33 mmol, 1 

eq.), CeCl3.7H2O (89 mg, 0.22 mmol, 0.2 eq.) and NaBH4 (329 mg, 8.66 mmol, 2 eq.) in EtOH (10 

ml) and purified via automated flash chromatography (gradient:15-50 % MeOH in DCM) to give 

the title compound as a brown powder (495 mg, 42 % yield).  1H-NMR (400 MHz, DMSO) δ 11.84 

(s, 1H, imidazole-NH), 7.54 (s, 1H, imidazole-CH-2), 6.88 (s, 1H, imidazole-CH-5), 6.77 – 6.66 (m, 

2H, ar-CH-3), 6.63 – 6.48 (m, 2H, ar-CH-2), 5.26 (s, 1H, NH), 4.06 (s, 2H, CH2), 2.90 (t, J = 4.9 Hz, 

4H, NCH2CH2NCH3), 2.41 (t, J = 4.9 Hz, 4H, NCH2CH2NCH3), 2.19 (d, J = 1.2 Hz, 3H, CH3).  13C-NMR 

(101 MHz, DMSO) δ 134.5 (imidazole-C-2), 117.5 (ar-C-2,3), 113.0 (imidazole-C-5), 54.7 (N-

CH2CH3), 49.9 (CH3), 45.6 (N-CH2). Missing: 138.8 (ar-C-1), 138.0 (ar-C-4), 132.4 (imidazole-C-4), 

42.0 (CH2).  LC-MS [M+H]+ calcd 272.18; found 271.0, Rt: 0.36. 
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N-((1H-Imidazol-2-yl)methyl)-4-morpholinoaniline (86a) 

The reaction was performed according to General procedure B 

with 4-morpholinoaniline (84a) (504 mg, 2.82 mmol, 1.2 eq.) and 

2-imidazolcarbaldehyde (227 mg, 2.35 mmol 1 eq.), CeCl3.7H2O 

(41 mg, 0.11 mmol, 0.1 eq.) and NaBH4 (182 mg, 4.7 mmol, 2 eq.) in ethanol (10 ml) and purified 

via automated flash chromatography (gradient: 5-20% MeOH in DCM) to give the title 

compound as an off-white powder (308 mg, 51 % yield).  1H-NMR (400 MHz, DMSO) δ 11.78 (s, 

1H, imidazole-NH), 6.89 (s, 2H, imidazole-CH-4,5), 6.73 (d, J = 8.5 Hz, 2H, ar-CH-3), 6.57 (d, J = 

8.5 Hz, 2H, ar-CH-2), 5.55 (t, J = 5.7 Hz, 1H, NH), 4.16 (d, J = 5.4 Hz, 2H, CH2), 3.69 (dd, J = 5.7, 3.7 

Hz, 4H, NCH2CH2O), 2.88 (dd, J = 5.6, 3.6 Hz, 4H NCH2CH2O).  13C-NMR (101 MHz, DMSO) δ 146.6 

(imidazole-C-2), 143.0 (ar-C-4), 142.9 (ar-C-1), 117.6 (ar-C-2), 113.6 (ar-C-3), 66.5 (O-CH2), 50.7 

(N-CH2), 42.1 (CH2). Missing: 121.4 (imidazole-C-4,5).  LC-MS [M+H]+ calcd 259.3; found 259.1, 

Rt: 0.47. 
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N-((1H-Imidazol-2-yl)methyl)-4-(4-methylpiperazin-1-yl)aniline (86b) 

The reaction was performed according to General procedure B 

with 4-(4-methylpiperidin-1-yl)aniline (84b) (0.99 g, 5.22 mmol, 

1.2 eq.), 2-imidazolcarbaldehyde (410 mg, 4.33 mmol, 1 eq.), 

CeCl3.7H2O (90 mg, 0.217 mmol, 0.2 eq.) and NaBH4 (326 mg, 8.66 mmol, 2 eq.) in EtOH (10 ml) 

and purified via automated flash chromatography (15-50 % MeOH in DCM) to give the title 

compound as a pink powder (370 mg, 32 % yield).  1H-NMR (400 MHz, DMSO) δ 11.80 (s, 1H, 

imidazole-NH), 6.90 (s, 2H, imidazole-CH-4,5), 6.73 (d, J = 8.5 Hz, 2H, ar-CH-3), 6.56 (d, J = 8.5 Hz, 

2H, ar-CH-2), 5.52 (t, J = 5.7 Hz, 1H, NH), 4.16 (d, J = 4.8 Hz, 2H, CH2), 2.90 (t, J = 4.9 Hz, 4H, 

NCH2CH2NCH3), 2.41 (t, J = 4.9 Hz, 4H, NCH2CH2NCH3), 2.19 (d, J = 1.1 Hz, 3H, CH3).  13C-NMR (101 

MHz, DMSO) δ 146.6 (ar-C-1), 143.1 (ar-C-4), 142.6 (imidazole-C-2), 117.9 (imidazole-C-4,5), 

113.6 (ar-C-2), 55.1 (N-CH2CH3), 50.2 (N-CH2CH2), 46.0 (CH3), 42.2(CH2). Missing: 129.0 (ar-C-3).  

LC-MS [M+H]+ calcd 272.2; found 272.0, Rt: 0.40. 

N-((1H-Imidazol-4-yl)methyl)-4-bromoaniline (88a) 

The reaction was performed according to General procedure B with 

of 4-bromoaniline (87) (2.19 g, 12.48 mmol, 1.2 eq.), 4-

imidazolcarbaldehyde (1 g, 10.4 mmol, 1 eq.), CeCl3.7H2O (0.195 g, 

0.52mmol, 0.5 eq.) and NaBH4 (0.785g, 20.8 mmol, 2 eq.) in EtOH (20 ml) and purified via 

automated flash chromatography (5 % MeOH in DCM) to give the title compound as an off-white 

powder (770 mg, 29 % yield).  1H-NMR (400 MHz, DMSO) δ 11.87 (s, 1H, imidazole-NH), 7.56 (s, 

1H,imidazole-CH-2), 7.17 (d, J = 8.4 Hz, 2H, ar-CH-3), 6.93 (s, 1H, NH), 6.62 – 6.55 (m, 2H, ar-CH-

2), 6.05 (t, J = 5.6 Hz, 1H, imidazole-CH-5), 4.21 – 3.95 (m, 2H, CH2).  13C-NMR (101 MHz, DMSO) 

δ 148.5 (ar-C-1), 135.4 (imidazole-C-2), 131.7 (ar-C-3), 114.7 (ar-C-2). Missing 132.4 (imidazole-

C-4), 119.2 (imidazole-C-5), 42.0 (CH2).  LC-MS [M+H]+ calcd 252.1; found 252.0, Rt: 1.23. 
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N-((1H-Imidazol-2-yl)methyl)-4-bromoaniline (88b) 

The reaction was performed according to General procedure B with of 

4-bromoaniline (87) (2.14 g, 12.48 mmol, 1.2 eq.), 4-

imidazolcarbaldehyde (1 g, 10.4 mmol, 1 eq.), CeCl3.7H2O (0.198 g, 

0.52 mmol, 0.5 eq.) and NaBH4 (0.788 g, 20.8 mmol, 2 eq.) in EtOH (20 ml) and purified via 

automated flash chromatography (5 % MeOH in DCM) to give the title compound as an off-white 

powder (1.05 g, 39 % yield).  1H-NMR (400 MHz, DMSO) δ 11.86 (s, 1H, imidazole-NH), 7.19 (d, 

J = 8.5 Hz, 2H, imidazole-CH-4,5), 6.91 (s, 2H, ar-CH-3), 6.64 – 6.55 (m, 2H, ar-CH-2), 6.26 (t, J = 

5.6 Hz, 1H, NH), 4.20 (d, J = 5.5 Hz, 2H, CH2).  13C-NMR (101 MHz, DMSO) δ 148.3 (imidazole-C-

2), 146.0 (ar-C-1), 131.7 (ar-C-3), 114.8 (ar-C-2), 41.5 (CH2). Missing: 121.4 (imidazole-C-4,5), 

115.1 (ar-C-4).  LC-MS [M+H]+ calcd 252.1; found 252.0, Rt: 1.24. 

N-((1H-Imidazol-4-yl)methyl)-4-bromo-N-isopropylaniline (89a) 

The reaction was performed according to General procedure C with 

N-((1H-Imidazol-4-yl)methyl)-4-bromoaniline (88a) (0.66 g, 2.2 

mmol, 1 eq.), 2-methoxypropene (317 μl, 3.3 mmol, 1.5 eq.), TFA 

(168 μl, 2.2 mmol, 1 eq.), NaBH(OAc)3 (0.47 g, 2.2 mmol, 1 eq.), 1,2-DCE (5 ml) and 1M HCl (2 

ml) and purified via automated flash chromatography (10% MeOH in DCM) to give the title 

compound as an off-white powder (273 mg, 42 % yield).  1H-NMR (400 MHz, DMSO) δ 11.84 (s, 

1H, imidazole-NH), 7.53 (d, J = 1.3 Hz, 1H, imidazole-CH-2), 7.21 (d, J = 8.7 Hz, 2H, ar-CH-3), 6.78 

– 6.68 (m, 3H, ar-CH-2, imidazole-CH-5), 4.21 (d, J = 11.7 Hz, 2H, CH2), 4.10 (q, J = 6.6 Hz, 1H, CH), 

1.16 (dd, J = 6.5, 1.3 Hz, 6H, CH3).  13C-NMR (101 MHz, DMSO) δ 148.4 (ar-C-1), 135.3 (imidazole-

C-2), 131.7 (imidazole-C-4), 131.6 (ar-C-3), 115.4 (ar-C-4), 115.3 (imidazole-C-5), 114.5 (ar-C-2), 

49.6 (CH), 20.1 (CH3). Missing: 39.3 (CH2).  LC-MS [M+H]+ calcd 295.2; found 295.3, Rt: 1.34. 
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N-((1H-Imidazol-2-yl)methyl)-4-bromo-N-isopropylaniline (89b) 

The reaction was performed according to General procedure C with 

N-((1H-Imidazol-2-yl)methyl)-4-bromoaniline (88b) (0.79 g, 2.7 mmol, 

1 eq.), 2-methoxypropene (390 μl, 4.0 mmol, 1.5 eq.), TFA (208 μl, 2.7 

mmol, 1 eq.), NaBH(OAc)3 (0.57 g, 2.7 mmol, 1 eq.), 1,2-DCE (7 ml) and 1M HCl (4 ml) and purified 

via automated flash chromatography (10 % MeOH in DCM) to give the title compound as an 

orange powder (470 mg, 58.8 % yield).  1H-NMR (400 MHz, DMSO) δ 11.63 (s, 1H, imidazole-

NH), 7.29 – 7.21 (m, 2H, ar-CH-3), 6.88 (s, 2H, imidazole-CH-4,5), 6.75 – 6.66 (m, 2H, ar-CH-2), 

4.31 (s, 2H, CH2), 4.15 (pt, J = 11.3, 6.1 Hz, 1H, CH), 1.16 (d, J = 6.5 Hz, 6H, CH3).  13C-NMR (101 

MHz, DMSO) δ 148.5 (imidazole-C-2), 146.5 (ar-C-1), 131.7 (ar-C-3), 115.7 (ar-C-2, imidazole-C-

5), 107.8 (ar-C-4), 48.6 (CH), 42.8 (CH2), 19.7 (CH3). Missing: 121.4 (imidazole-C-4).  LC-MS 

[M+H]+ calcd 294.2; found 294.1, Rt: 2.11. 

tert-Butyl 4-(4-(isopropylamino)phenyl)piperazine-1-carboxylate (91) 

The reaction was performed according to General procedure E 

with tert-butyl 4-(4-aminophenyl)piperazine-1-carboxylate 

(90) (5.00 g, 18 mmol, 3 eq.), 2-iodopropane (600 μl, 6 mmol, 

1 eq.) and potassium carbonate (913 mg, 6 mmol, 1.1 eq.) in 1,4-dioxane (7 ml) and purified via 

automated flash chromatography (30% EtOAc in cyC6H12) to give the title compound as an off-

white powder (312 mg, 16 % yield).  1H-NMR (400 MHz, DMSO) δ 6.75 (d, J = 8.3 Hz, 2H, ar-CH-

2), 6.48 (d, J = 8.3 Hz, 2H, ar-CH-3), 4.85 (s, 1H, NH), 3.53 – 3.36 (m, 5H, CHCH3, NCH2CH2N), 2.84 

(t, J = 5.0 Hz, 4H, NCH2CH2N), 1.41 (d, J = 1.3 Hz, 9H, CCH3), 1.09 (dd, J = 6.3, 1.3 Hz, 6H, CHCH3).  

13C-NMR (101 MHz, DMSO) δ 143.2 (C=O), 142.3 (ar-C-1), 119.3 (ar-C-3), 113.8 (ar-C-2), 79.3 

(OCCH3), 51.2 (N-CH2), 43.9 (CH), 28.6 (CCH3), 23.1 (CHCH3). Missing 137.1 (ar-C-4).  LC-MS 

[M+H]+ calcd 319.4; found 319.9, Rt: 2.09. 
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N-Phenyl-1H-imidazole-4-carboxamide (96) 

Aniline (95) (97.7 μl, 1.07 mmol, 1.2 eq.) was reacted with 4-

imidazolecarboxylic acid (100mg, 0.89 mmol, 1 eq.), HATU (402 mg, 

1.78 mmol, 2 eq.), DIPEA (310 μl, 1.78 mmol, 2 eq.) in DMF (3 ml) and 

purified via automated flash chromatography (5% MeOH in DCM) to give the title compound as 

a white solid (152 mg, 91 % yield).  1H-NMR (400 MHz, DMSO) δ 12.64 (s, 1H, imidazole-NH), 

9.77 (s, 1H, NH), 7.82 (dd, J = 8.9, 4.1 Hz, 4H, ar-CH-2, imidazole-CH-2,5), 7.32 (t, J = 7.8 Hz, 2H, 

ar-CH-3), 7.05 (t, J = 7.4 Hz, 1H, ar-CH-4). 13C-NMR data was not obtained. 

N-Isopropyl-4-morpholinoaniline (98a) 

The reaction was performed according to General procedure E with 4-

morpholinoaniline (84a) (2.00 g, 11.22 mmol, 3 eq.), 2-iodopropane 

(410 μl, 4.11 mmol, 1 eq.) and potassium carbonate (516.8 mg, 3.74 

mmol, 1.1 eq.) in 1,4-dioxane (7 ml) and purified via automated flash chromatography (10% 

MeOH in DCM) to give the title compound as an orange solid (200 mg, 24 % yield).  1H-NMR (400 

MHz, DMSO) δ 6.73 (d, J = 8.5 Hz, 2H, ar-CH-3), 6.49 (d, J = 8.6 Hz, 2H, ar-CH-2), 4.79 (d, J = 8.3 

Hz, 1H, NH), 3.77 – 3.66 (m, 4H, NCH2CH2O), 3.44 (dq, J = 12.9, 6.2 Hz, 1H, CH), 2.91 – 2.85 (m, 

4H, NCH2CH2O), 1.09 (dd, J = 6.3, 1.0 Hz, 6H, CH3).  13C-NMR (101 MHz, DMSO) δ 142.9 (ar-C-4), 

142.5 (ar-C-1), 118.1 (ar-C-3), 113.9 (ar-C-2), 66.8 (O-CH2), 51.1 (N-CH2), 44.0 (CH), 23.1 (CH3).  

LC-MS [M+H]+ calcd 221.3; found 221.4, Rt: 0.57. 
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N-Isopropyl-4-(4-methylpiperazin-1-yl)aniline (98b) 

The reaction was performed according to General procedure E with 

4-(4-methylpiperidin-1-yl)aniline (84b) (1.00 g, 5.2 mmol, 3 eq.), 2-

iodopropane (174 μl, 1.74 mmol, 1 eq.) and potassium carbonate 

(270 mg, 1.92 mmol, 1.1 eq.) in 1,4-dioxane (5 ml) and purified via automated flash 

chromatography (10 % 1M MeOH NH3 in DCM) to give the title compound as an orange oil (210 

mg, 52 % yield).  1H-NMR (400 MHz, DMSO) δ 6.75 – 6.68 (m, 2H, ar-CH-3), 6.47 (d, J = 8.5 Hz, 

2H, ar-CH-2), 4.75 (d, J = 7.4 Hz, 1H, NH), 3.43 (h, J = 6.4 Hz, 1H, CH), 2.90 (t, J = 4.9 Hz, 4H, 

NCH2CH2NCH3), 2.42 (t, J = 4.9 Hz, 4H NCH2CH2NCH3), 2.20 (s, 3H NCH3), 1.09 (dd, J = 6.3, 1.0 Hz, 

6H, CHCH3).  13C-NMR (101 MHz, DMSO) δ 118.4 (ar-C-3), 113.9 (ar-C-2), 55.4 (NCH2CH2NCH3), 

50.6 (NCH2CH2NCH3), 46.2 (CH), 44.0 (N-CH3), 23.1 (CH3). Missing 138.0 (ar-C-4), 137.1 (ar-C-1).  

LC-MS [M+H]+ calcd 234.3; found 234.3, Rt: 0.27. 

4-Chloro-N-isopropylaniline (98c) 

The reaction was performed according to General procedure E with 4-

chloroaniline (80c) (899 mg, 6.6 mmol, 3 eq.), 2-iodopropane (221 μl, 2.2 

mmol, 1 eq.) and potassium carbonate (335 mg, 2.4 mmol, 1.1 eq.) in 1,4-dioxane (5 ml) and 

purified via automated flash chromatography (5% EtOAc in cyC6H12) to give the title compound 

as a deep red oil (172 mg, 46 % yield).  1H-NMR (400 MHz, DMSO) δ 7.09 – 7.00 (m, 2H, ar-CH-

3), 6.57 – 6.49 (m, 2H, ar-CH-2), 5.55 (d, J = 8.0 Hz, 1H, NH), 3.56 – 3.42 (m, 1H, CH), 1.10 (dd, J 

= 6.3, 1.3 Hz, 6H, CH3).  13C-NMR (101 MHz, DMSO) δ 147.5 (ar-C-1), 129.3 (ar-C-3), 129.0 (ar-C-

4), 114.1 (ar-C-2), 43.5 (CH), 22.8 (CH3).  LC-MS [M+H]+ calcd 169.6; found 170.1, Rt: 2.18. 
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N-(4-(4-Methylpiperazin-1-yl)phenyl)acetamide (99b) 

The reaction was performed according to General procedure C with 

4-(4-methylpiperidin-1-yl)aniline (84b) (500 mg, 2.6 mmol, 1 eq.), 2-

methoxypropene (375 μl, 3.92 mmol, 1.5 eq.), TFA (199.7 μl, 2.6 

mmol, 1 eq.), sodium triacetoxyborohydride (553.2 mg, 2.61 mmol, 1 eq.) in 1,2-DCE (5 ml). The 

resulting residue was purified via automated flash chromatography (gradient: 7-10 % MeOH in 

DCM) to give the title compound as an orange powder (200 mg, 33 % yield).  1H-NMR (400 MHz, 

DMSO) δ 9.67 (s, 1H, NH), 7.40 (d, J = 8.6 Hz, 2H, ar-CH-2), 6.85 (d, J = 8.8 Hz, 2H, ar-CH-3), 3.04 

(t, J = 5.0 Hz, 4H, NCH2CH2NCH3), 2.43 (t, J = 5.0 Hz, 4H, NCH2CH2NCH3), 2.21 (s, 3H, NCH3), 1.98 

(s, 3H, COCH3).  13C-NMR (101 MHz, DMSO) δ 142.4 (ar-C-4), 142.2 (ar-C-1), 118.1 (ar-C-2), 113.7 

(ar-C-3), 55.1 (NCH2CH2NCH3), 50.4 (NCH2CH2NCH3), 46.0 (N-CH3), 22.8 (COCH3). Missing: 168.9 

(C=O).  LC-MS [M+H]+ calcd 234.3; found 234.1, Rt: 0.37. 

N-(4-Chlorophenyl)acetamide (99c) 

The reaction was performed according to General procedure C with 4-

chloroaniline (84c) (1 g, 7.8 mmol, 1 eq.), 2-methoxypropene (1.2 ml, 11.76 

mmol, 1.5 eq,), TFA (596 μl, 7.8 mmol, 1 eq.), sodium triacetoxyborohydride (1.65 g, 7.8 mmol, 

1 eq.) in 1,2-DCE (7 ml). The resulting residue was purified via automated flash chromatography 

(100% DCM) to give the title compound as a brown powder (0.5 g, 38 % yield).  1H-NMR (400 

MHz, DMSO) δ 10.05 (s, 1H, NH), 7.64 – 7.55 (m, 2H, ar-CH-2), 7.38 – 7.29 (m, 2H, ar-CH-3), 2.04 

(d, J = 1.1 Hz, 3H, CH3).  13C-NMR (101 MHz, DMSO) δ 168.0 (C=O), 137.8 (ar-C-1), 128.1 (ar-C-

3), 126.0 (ar-C-2), 120.0 (ar-C-2), 23.6 (CH3).  LC-MS [M+H]+ calcd 170.6; found 170.1, Rt: 2.40. 
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7.3. General Pharmacology 

All reagents and plasticware were purchased from standard suppliers.  Calcein AM cell viability 

kits purchased from Abcam (UK), insulin secretion ELISA kits from Mercodia (Sweden) and 

Cayman Chemical cyclic AMP assay kit from Cambridge Bioscience (UK).  All plates were read 

using the Tecan Mplex Plate Reader (Infinite M PLEX Monochromator for Absorbance (230-

1000nm) and Top and Bottom Fluorescence (230-850nm) Luminescence. 

7.3.1. Solutions and buffers 

Solution Composition 

Krebs-Ringer Buffer 

(KREBS) 

125 mM NaCl, 1.2 mM KH2PO4, 5 mM KCl, 2mM MgSO4, 1 mM 

CaCl2, 1.67 mM glucose, 25 mM HEPES, 0.1 % bovine serum 

albumin (BSA), pH 7.4 

Phosphate buffered 

saline (PBS) 
137 mM NaCl, 2.7 mM KCl, 10 mM Na2HPO4, 2 mM KH2PO4, pH 7.4 

RIPA buffer 
150 mM NaCl, 0.5 % sodium deoxycholate, 0.1 % SDS, 50 mM Tris 

base, 0.1 % triton X 100, pH 8 

Cell lysis buffer 
RIPA buffer supplemented with 1 protease inhibitor tablet (Sigma 

Aldrich, catalogue number: 4906837001) per 10 ml. 

 

7.3.2. Cell culture 

Medium preparation 

INS-1 cells were cultured in complete Roswell Park Memorial Institute (RPMI)-1640 media. dH2O 

was supplemented with pre-prepared 10.4 g RPMI-1640 powder, 26 mM sodium bicarbonate, 

10 mM HEPES, 50 μM β-mercaptoethanol, 100 mM sodium pyruvate, 1 % penicillin / 

streptomycin solution (composition: 10,000 units/mL of penicillin and 10,000 μg/mL of 

streptomycin) and 10 % heat-inactivated foetal bovine serum with pH adjusted to 7.4.  Cells 

were seeded in tissue culture-treated T75 flasks and incubated at 37°C with a 5 % CO2 and 95 % 

air atmosphere. 
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Experimental media 

Glucolipotoxicity medium was made by supplementing RPMI-1640 media with 17 mM glucose, 

200 μM oleic acid, 200 μM palmitic acid, 2% BSA and stored at 4°C. 

Cell passage and amplification 

Cells were passaged at 85 % confluency.  Spent medium was aspirated and cells washed with 5 

ml PBS before incubation in 5 ml Trypsin-EDTA for 3 minutes at 37°C (5 % CO2 and 95 % air 

atmosphere) until complete cell detachment.  Detached cells were resuspended in 5 ml 

complete RPMI-1640 medium and centrifuged at 200 G for 5 minutes at room temperature.  Cell 

pellets were washed with 5 ml PBS and resuspended in 5 ml complete RPMI-1640 medium 

before cell counting and seeding in new treated tissue culture plates or T75 flasks.  

Cell counting and plate seeding  

Cells were seeded in 6 well plates (~50,000 – 100,000 cells per well (exact number depended on 

number of viable cells available and quantity of 6 well plates required per experiment) in 2 ml 

medium) and incubated for 5 days with medium replaced day 1 and day 4.  Cells growing in T75 

tissue culture flasks were passaged using the method outlined above.  Cells were manually 

counted using a haemocytometer.  Upon pellet resuspension in complete RPMI-1640 medium, 

10 μl cell solution was mixed with 10 μl trypan blue and loaded into a Neubauer chamber.  Cell 

number was determined counting clockwise from the top-left square and cell concentration 

calculated.  

7.3.3. Cell function assays 

Cell viability  

Calcein AM Assay Kit (Fluorometric) (Abcam) was used to calculate INS-1 cell viability.  Cells were 

cultured in standard or experimental medium ± test compounds for 5 days before cell viability 

assay was performed.  Spent medium was aspirated and cells washed with KREBS (3 x 1 ml).  
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Prepared Calcein AM solution (1:500, calcein AM: KREBS) was added and cells incubated for 1 

hour at 37°C, before washing thrice with KREBS and lysing them with cell lysis buffer.  Cell 

viability was measured via fluorescence with excitation and emission at 490 and 520 nm 

respectively.  Data represented as % change compared to the control.  Pictorial representation 

is shown in Figure 3.4. 

Insulin secretion 

INS-1 cells were grown in standard or experimental media ± test compounds for 5 days before 

washing with KREBS (3 x 1 ml) and incubated in KREBS ± insulin secretagogue cocktail (KREBS 

supplemented with 1 mM tolbutamide, 10 mM leucine, 10 mM glutamine, 1 μM phorbol 12-

myristate 13-acetate, 1 mM isobutyl-methyxanthine and 10 mM glucose) for 2 hours.  

Supernatant was collected and centrifuged at 7700 G for 2 minutes at room temperature before 

insulin secretion was determined following the Mercodia High Range Rat Insulin ELISA standard 

protocol (Mercodia).  The ELISA is based on the direct sandwich technique, with the principle 

procedure outlined in Figure 7.1. 
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Figure 7.1 Schematic representation of high range rat insulin ELISA procedure.  Image adapted and created using 

Biorender.com.    

Data was normalised to cellular protein content determined using Pierce BCA protein assay kit 

protocol (ThermoFisher, Loughborough). 

Pierce bicinchoninic acid (BCA) assay 

The resulting cells from insulin secretion assays were lysed using an appropriate volume of cell 

lysis buffer. Cells were scraped, collected and centrifuged at 9000 RPM for 2 minutes at 4°C 

before protein concentration was determined following Pierce BCA protein assay kit standard 

protocol (ThermoFisher).  The assay principles are shown in Scheme 7.1.  Briefly, a cupric ion is 

reduced to the cuprous ion via the biuret reaction, which chelates with BCA to generate a purple 

complex.  Absorbance of the BCA/copper complex is measured at 562 nm.  Absorbance intensity 

increases with protein content 341. 
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Scheme 7.1 Principles of BCA assay; two molecules of BCA sodium salt chelate to a cuprous ion. 

 

cAMP accumualtion  

INS-1 cells were grown in standard or experimental media for 5 days before washing with KREBS 

(3 x 1 ml) and incubated in KREBS supplemented with 0.5 mM IBMX ± test compounds at stated 

concentrations for 30 minutes.  The supernatant was removed, and cells were lysed following a 

20-minute treatment with 0.1 M HCl (1ml/35cm2 culture area) at room temperature.  Cells were 

scraped, collected and centrifuged at 9000 RPM for 10 minutes at room temperature before 

cAMP accumulation was determined following Cayman Chemical cAMP select ELISA standard 

protocol (Cambridge Bioscience).  A schematic of the cAMP ELISA procedure is shown in Figure 

7.2.

 

Figure 7.2 Illustrative representation of cAMP select ELISA procedure.  Image adapted from Enzo Life Sciences 342 and 

created using Biorender.com.   
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9.  Appendix 

9.1. Python Script 

!pip3 install scikit-learn --user 

!pip3 install matplotlib --user 

!pip3 install pdb-tools 

!pip3 install --upgrade pdb-tools 

import mdtraj as mdt 

import glob 

import os.path as op 

import numpy as np 

from matplotlib import pyplot as plt 

%matplotlib inline 

from sklearn.manifold import MDS 

https://www.thermofisher.com/ca/en/home/life-science/protein-biology/protein-biology-learning-center/protein-biology-resource-library/pierce-protein-methods/chemistry-protein-assays.html
https://www.thermofisher.com/ca/en/home/life-science/protein-biology/protein-biology-learning-center/protein-biology-resource-library/pierce-protein-methods/chemistry-protein-assays.html
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https://www.enzo.com/note/which-controls-to-use-in-elisa-assays/
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def long2short(res): 

    ''' 

    Convert a 3-letter residue name to the 1-letter equivalent. 

    ''' 

    l2s = {'ALA': 'A', 

           'ASN': 'N', 

           'ASP': 'D', 

           'ARG': 'R', 

           'CYS': 'C', 

           'GLY': 'G', 

           'GLN': 'Q', 

           'GLU': 'E', 

           'HIS': 'H', 

           'ILE': 'I', 

           'LEU': 'L', 

           'LYS': 'K', 

           'MET': 'M', 

           'PHE': 'F', 

           'PRO': 'P', 

           'SER': 'S', 

           'THR': 'T', 

           'TYR': 'Y', 

           'TRP': 'W', 

           'VAL': 'V'} 

    return l2s.get(res, ' ') 

def sequence(model): 

    ''' 

    Generate an amino acid sequence string for the model. 

    ''' 

    rnames = [r.name for r in model.topology.residues] 



 

Page | 241  

    rseqs = [r.resSeq for r in model.topology.residues] 

    slist = [' ' for i in range(rseqs[-1] + 1)] 

    for rseq, rname in zip(rseqs, rnames): 

        slist[rseq - 1] = long2short(rname) 

    return ''.join(slist) 

def reduce_model(model, selection): 

    ''' 

    Make a new model from a subset of the atoms in the input model. 

    ''' 

    new_model = mdt.Trajectory(model.xyz, model.topology) 

    sel = model.topology.select(selection) 

    new_model.topology = model.topology.subset(sel) 

    new_model.xyz = model.xyz[:, sel] 

    return new_model 

filenames = glob.glob('file_path_location/*.pdb')  

filenames.sort() 

model_names = [op.splitext(op.basename(f))[0] for f in filenames] 

max_name_length = max([len(name) for name in model_names]) 

for i, model_name in enumerate(model_names): 

    print(i, model_name) 

models = [mdt.load(f) for f in filenames] 

sequences = [sequence(model) for model in models] 

max_sequence_length = max([len(s) for s in sequences]) 

row_length = 70 

n_rows = 1 + max_sequence_length // row_length 

row_start = 0 

name_spacer = ' ' * max_name_length + '     ' 

markers = '         *' * 10 

header_line = name_spacer + markers[:row_length+1] 

row_format = '{{:{}s}}:{{:3d}}:{{}}'.format(max_name_length) 
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for i in range(n_rows): 

    print(header_line) 

    row_end = row_start + row_length 

    for i, seq in enumerate(sequences): 

        print(row_format.format(model_names[i], row_start+1, seq[row_start:row_end])) 

    print('') 

    row_start = row_end 

core_models = [reduce_model(model, 'name CA and (resSeq 1 to 13 or resSeq 22 to 37 or 

resSeq 44 to 59 or resSeq 94 to 127) and mass > 2.0') for model in models] # change resSeq 

values for appropriate amino acids in binding site  

for model in core_models: 

    print(model) 

n_models = len(core_models) 

rmsd_matrix = np.zeros((n_models, n_models)) 

for i in range(n_models): 

    for j in range(n_models): 

        rmsd_matrix[i, j] = mdt.rmsd(core_models[i], core_models[j])[0] 

row_format = '{:5.2f' * n_models 

for row in rmsd_matrix: 

    print(row_format.format(*row)) 

plt.title('RMSD matrix for TAAR1 homology models') 

plt.xlim((0, 21)) 

plt.ylim((0, 21)) 

plt.xticks(range(0,21,2)) 

plt.yticks(range(0,21,2)) 

plt.imshow(rmsd_matrix, origin='lower') 

plt.colorbar() 

plt.savefig (appropriate_filename.png', dpi=130)  

rmsd_matrix = 0.5 * (rmsd_matrix + rmsd_matrix.T)  

mds = MDS(dissimilarity='precomputed') 
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coordinates = mds.fit_transform(rmsd_matrix) 

plt.figure(figsize=(7, 7)) 

plt.plot(coordinates[:,0], coordinates[:,1], 'x') 

for i, xy in enumerate(coordinates): 

    plt.annotate('{}'.format(i), xy) 

plt.savefig (‘appropriate_filename.png', dpi=65)  
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9.2. IAM Calibration 

Table 9.1 Data obtained from IAM RP-HPLC data to determine CHIIAM using Bio-Mimetic Chromatography Limited 

IAM Valko calibration mixture. 

Calibration standard 
Run 1 

(min) 

Run 2 

(min) 
Run 3 (min) Average Rt Fixed CHIIAM 

Octanophenone 3.471 3.474 3.473 3.473 49.4 

Heptanophenone 3.268 3.269 3.27 3.269 45.7 

Hexanophenone 3.028 3.031 3.032 3.030 41.8 

Valerophenone 2.736 2.74 2.742 2.739 37.3 

Butyrophenone 2.383 2.386 2.389 2.386 32 

Propiophenone 1.962 1.964 1.966 1.964 25.9 

Acetophenone 1.436 1.433 1.435 1.435 17.2 

Acetanilide 1.169 1.162 1.163 1.165 11.5 

Paracetamol 0.861 0.818 0.848 0.852 2.9 

 

  



 

Page | 245  

Figure 9.1 IAM RP-HPLC calibration curve determined using Bio-Mimetic Chromatography Limited IAM Valko 

calibration mixture. 

 

 

Table 9.2 Suitability study to determine RP-HPLC IAM column performance showing the determined CHIIAM is within 

± 5 from the expected CHIIAM. 

Calibration 

standard 

Run 1 

(min) 

Run 2 

(min) 

Run 3 

(min) 

Average 

Rt 

Determined 

CHIIAM 

Expected 

CHIIAM 

Carbamazepine 2.138 2.131 2.129 2.133 27.210 27 

Colchicine 1.802 1.793 1.801 1.799 21.594 23 

Warfarin 1.529 1.525 1.520 1.525 16.986 20 

Indomethacin 2.114 2.106 2.112 2.11 26.840 30 

Propranolol 3.339 3.332 3.340 3.337 47.462  42 

Nicardipine 3.318 3.310 3.308 3.312 47.041 45 
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9.3. Reflection on professional internship for PhD students at Sygnature 

Discovery 

Note to examiners:  

This statement is included as an appendix to the thesis in order that the thesis accurately 

captures the PhD training experienced by the candidate as a BBSRC Doctoral Training 

Partnership student. 

The professional Internship for PhD students is a compulsory 3-month placement which must 

by undertaken by DTP students.  It is usually centred on a specific project and must not be 

related to the PhD project.  This reflective statement is designed to capture the skills 

development which has taken place during the student’s placement and the impact on their 

career plans it has had. 

Statement:  

As part of my PhD, I completed a 3-month internship at Sygnature Discovery (Nottingham, UK) 

under the supervision of Dr Diana Leite, where I researched lysosomal degradation and 

autophagy with respect to neurodegenerative disorders.  During the internship, I was tasked 

with maintaining the cell culture of 4 different fibroblast conditions (1 x healthy, 1 x Alzheimer's 

disease and 2 x Parkinson’s disease) and perform assays which measured differing pathological 

hallmarks of Parkinsons’s disease and Alzheimer’s disease.  

By working primarily within the Bioscience department, it broadened my laboratory skillset.  The 

project enabled me to learn new techniques including immunohistochemistry, cell mounting, 

confocal microscopy and data manipulation.  As I was not familiar with immunohistology or the 

use of confocal microscopy, I was able to troubleshoot ideas, gain confidence working 

independently and develop new skills which will be beneficial when applying for future career 

opportunities.  Additionally, the internship provided the opportunity to work with industry-
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standard equipment, such as the use of electronic pipettes.  Although I had used similar Gilson 

pipettes during my studies, the pipettes at Sygnature Discovery were automated and as such 

allowed for a pre-set volume of liquid to be aspirated or dispensed multiple times, thus making 

the assay setup more time effective.  

During my internship at Sygnature Discovery my scientific network significantly increased.  In 

addition to taking part in weekly social coffee and cake catch up meetings with other members 

of the department, I attended a charity away day held at Colwick Hall, Nottingham.  The day 

began with a town hall meeting where I was able to learn and understand the process of running 

a successful contract research organisation across multiple national and international sites. 

Following lunch, an external charity, O3E, held a team building activity where within teams, we 

had to build and decorate skateboards for young people living in deprived areas.  As each team 

consisted of staff members with differing job titles across all departments (Bioscience, 

Chemistry, Computational chemistry, DMPK and Human Resources), I was able to interact and 

build connections.  

Due to my performance, I was invited to attend Sygnature Discovery’s annual workshop for 

outstanding PhD and Postdoctoral students held at their Alderley Edge site, expanding my 

scientific knowledge and connections.   

On reflection, my experience at Sygnature Discovery was beneficial.  Completing a project 

unrelated to my PhD, I was able to gain confidence in an unfamiliar environment and subject 

area as well as learn new techniques.  The internship has further developed my transferable 

skills and knowledge putting me in good stead for my scientific career.  


