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Abstract

With the rapid advancement in technology and the emergence of new

sources of data, consumer buying behaviours have become increasingly

dynamic. This has created a growing need for new measures and mod-

els to understand and predict complex buying patterns, aiming to enhance

customer experience, satisfaction, and loyalty.

This thesis seeks to address this need through three interconnected stud-

ies that utilise a combination of traditional statistics and modern machine

learning models and techniques. The objective is to explore systematic

purchase behaviour (SPB) measurements and their real-world applications.

Each study builds upon the previous one to provide a comprehensive un-

derstanding of SPB and its implications.

The primary objective is to develop a new measure of SPB by directly as-

sessing the predictability aspect of basket composition. The thesis demon-

strates the effectiveness of the proposed measure using both synthetic and

real-world data sets. It also highlights the limitations of existing mea-

sures and introduces a new measure called bundle entropy (BE), which

provides a precise indication of predictability, with zero denoting SPB and

one indicating total unpredictability. The research also explores real-world

applications of BE using two different large transactional datasets from

leading UK retailers. The research delves into SPB at various levels of ag-
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gregation, providing novel insights into consumers’ choices across different

retail settings. The final aim of the research is to provide a comprehen-

sive understanding of the main drivers of SPB by analysing variables from

historical transactional, demographic, and psychographic data. Machine

learning models and variable importance methods are used to understand

the influence of each group of variables on SPB.

This research endeavours to advance our understanding of consumer be-

haviour dynamics and to explore the broader implications of its findings.

It emphasises the significant potential of big transactional data, particu-

larly individual loyalty card data, in various aspects of consumer research,

including forecasting buying behaviour and explanatory modelling. Ad-

ditionally, the thesis acknowledges the different limitations encountered

within the studies and the common challenges presented by big data. It

concludes by offering actionable recommendations and suggesting potential

areas for future scholarly inquiry in this field, thereby contributing to the

ongoing discourse on consumer behaviour research.
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dadero amigo. Tu gúıa y los valores que me has inculcado han sido funda-

mentales para ayudarme a perseguir mis sueños y forjar mi propio camino.

Tu orgullo por cada uno de mis logros significa el mundo para mı́. Mamá,
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1.1 Theoretical motivation

Understanding and predicting the behaviour of individuals and households

is more important than ever for academics, business professionals, and

policymakers. The ability to forecast and comprehend individual-level

behaviour has been used in diverse domains, including human mobility

(Song et al., 2010; Smith et al., 2014), advertising (Krumm, 2010), retail-

ing (Guidotti et al., 2017), service provision (Jung et al., 2010), intelli-

gent agents (Froehlich and Krumm, 2008) and more. However, predict-

ing individual behaviour has a more extensive scope than just segment

or market-level extrapolations of potential individual probabilities. Un-

derstanding regularity in other behaviours, such as systematic purchasing

patterns (Guidotti et al., 2015), can provide novel market insights.

However, the current approaches often fail to measure the regularity and

probability of products bought in combination rather than those purchased

sequentially as single items. Therefore, more advanced individual and

household predictions are required to provide more detailed insights into

customer behavioural choices over time. The potential for advanced indi-

vidual and household prediction is enormous, given that large-scale trans-

actional datasets are routinely collected as part of our digital footprint and

processed as part of loyalty programs and online purchase platforms.

While repeat purchase rates and probabilities are useful measures based on

market-level aggregate analysis (Frisbie, 1980), understanding individual

and household regular behaviour can offer even more valuable insights into

customer needs. This knowledge can help scholars and decision-makers ad-

dress customer needs more efficiently. The potential to utilise behavioural

Big data for both academic and practical purposes is evident (Hossain et al.,

2020; Foxall, 2001), yet this area of research is still largely unexplored.
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Consumer buying behaviour is a complex field, with the majority of re-

search focusing on Demographic and Psychographic factors. Studies have

demonstrated the effectiveness and limitations of using demographics and

psychographics to understand and predict consumer buying behaviour,

yielding mixed results (Sandy et al., 2013).

On the one hand, demographic variables have been instrumental in provid-

ing insights into consumer behaviour, but they fail to capture its complete

complexity and are not universally predictive (Bellman et al., 1999). On the

other hand, psychographics offers a deeper understanding by exploring in-

dividuals’ attitudes, values, and beliefs. However, their effectiveness varies

across industries, product categories, and target audiences (e.g. Mulyono

and Rusdarti 2020, Bosnjak et al. 2007). Among psychographics, much

emphasis has been placed on personality traits, with the Big five framework

(agreeableness, openness, conscientiousness, extroversion, and neuroticism)

being one of the most popular. Numerous studies have found that person-

ality traits are significant predictors of various buying behaviours, such as

impulsiveness (Mowen, 2000), Variety-seeking (Sharma et al., 2010a), and

brand and product loyalty (Lin, 2010). Although most studies have iden-

tified a significant relationship between buying behaviours and personality

traits, the specific traits that are significant vary depending on the context.

Comparative studies have yielded mixed results, with demographics per-

forming better in predicting some purchases while psychographics are bet-

ter for others (Sandy et al., 2013). Despite this, personality traits can

complement and enhance traditional demographic metrics in understand-

ing buying behaviours.

The advancement of technology and massive behavioural datasets offer new

opportunities to understand and predict buying behaviours. While there is
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already some evidence supporting the effectiveness of behavioural data in

both traditional (Ehrenberg, 1988; Bellman et al., 1999) and online settings

(Bosnjak et al., 2007), there is still much more to be explored.

For example, in the retail sector, big behavioural data such as transactional

data can provide years of purchasing information, enabling novel empirical

research and insights into various aspects of consumer behaviour, market

dynamics, and organisational performance. Since big transactional datasets

can contain years of historical purchases at the individual/household level

through loyalty programs, the potential of understanding different long and

short-term buying patterns is evident. For instance, researchers have ex-

plored the use of big transactional data to identify diet transitions with

high risks of nutrient deficiency (Mansilla et al., 2024a), as well as food

insecurity and deprivation (Nica-Avram et al., 2021) and plastic bag usage

(Lavelle-Hill et al., 2020). However, there is still limited research on lever-

aging big transactional data to examine and predict buying regularities

over time within the retail field.

A study by Guidotti et al. (2015) is one of the first attempts to leverage

big transactional data to examine and predict purchase systematic product

choices over time, highlighting some interesting practical implications for

retailers. In addition to that, Guidotti et al. (2015) presented the idea of

Systematic purchase behaviour (SPB). This concept relates to the regular-

ity and frequency of product selections made by customers within a specific

period. This term is consistently used throughout the thesis.

While demographics, psychographics, and behavioural drivers have been

used to understand and predict buying outcomes in isolation (Van Trijp

et al., 1996; Di Crosta et al., 2021; Ali et al., 2022), their interactions have

never been modelled together due to different challenges related to big data.

5



CHAPTER 1. INTRODUCTION

Integrating these types of datasets would uncover their interactions and

highlight the most relevant predictors of systematic purchase behaviour,

which marketers could leverage to identify specific groups of individuals

for actionable interventions.

1.2 Research gap

Previous use of transactional data in consumer research: During

the 1980s, the application of transactional data in consumer research was

constrained due to the absence of individual identifiers. Researchers relied

on macro-level sales figures and market trends, which restricted their com-

prehension of individual buying behaviour. Despite this, early studies laid

the groundwork for future research in this field (Ehrenberg, 1988; Bawa

et al., 1989).

With advancements in computing power and data storage in the 1990s,

personalised analysis became possible, bringing in a new era of consumer

research (Fader and Lodish, 1990). Recently, transactional data has been

used to uncover complex hidden purchasing patterns that were previously

difficult to identify. This shift has led to a more diverse and precise under-

standing of individual consumer behaviour (Guidotti et al., 2015, 2018).

However, as this is still a relatively new area in consumer research, there is

still more work to be done and new standards to define for exploring and

understanding individuals’ behaviours from this type of big data.

The potential of transactional data in understanding consumer

buying behaviour: The analysis of transactional data has greatly im-

proved with the advent of loyalty card programs, allowing for a more com-

prehensive understanding of consumer buying habits (Boussofiane, 1996).
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Thanks to advancements in predictive analytics and Machine learning, it’s

now easier to gain deeper insights into consumer behaviour with an un-

precedented level of granularity (Boone and Roehm, 2002; Tian et al., 2018;

Guidotti et al., 2015). Retailers can now integrate both online and offline

data sources to obtain a holistic view of consumer behaviour across various

channels (Smith et al., 2004). Utilising basket analysis and cross-category

purchase behaviour exploration allows them to understand consumer pref-

erences better, leading to targeted marketing campaigns and personalised

recommendations (Russell and Petersen, 2000a; Mild and Reutterer, 2003).

Retailers can also optimise inventory management and promotional efforts

by analysing purchase patterns over time. By using individual-level trans-

actional data, personalised marketing strategies can be implemented to tai-

lor to each customer’s historical purchase behaviour (Asniar and Surendro,

2019). The utilisation of innovative technologies like machine learning and

data mining further enhances the analysis of transactional data, providing

hidden insights into different aspects of consumer research and future di-

rections in the field. Although the potential for novel insights in different

areas of consumer research is huge, the utilisation of these new tools and

technologies has yet to be explored deeply.

The need for a parsimonious measure of systematic purchasing

behaviour: Extensive research has been conducted on consumer purchas-

ing patterns using both latent and explanatory models (Ehrenberg, 1988;

Allenby and Lenk, 1994). These models aim to represent observed be-

haviours through unobserved causal factors, providing a simplified repre-

sentation of each concept of interest. However, these models have limita-

tions, such as the assumption of stationary conditions and the requirement

of estimated parameters (Bhattacharya, 1997). While some research has

centred on representing consumers’ purchase dynamics behaviour by eval-
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uating different factors like marketing variables, heterogeneity across indi-

vidual preferences, variety-seeking, and consistent purchase, there is still a

lack of comprehensive understanding (Givon, 1984; Chintagunta, 1999). In

recent years, there has been a growing focus on predictive models of buy-

ing behaviours (Van Den Poel and Buckinx, 2005; Lo et al., 2016). While

some models prioritise predictive accuracy and performance, others have

attempted to prioritise explainability and comprehensive understanding.

These attempts include Basket revealed entropy (BRE) (Guidotti et al.,

2015) and Basket level entropy (BLE) (Nicolas-Sans and Ibáñez, 2021).

As mentioned before, Guidotti et al. (2015) introduces the concept of sys-

tematic purchase behaviour (SPB), a term used across the whole thesis to

describe a person’s regular buying patterns over time. To better understand

SPB, let’s consider a hypothetical purchase sequence outlined in Table 1.1.

The data in the table clearly illustrates that Person 1 consistently exhibits

high SPB by regularly purchasing products w, x, and y together. On the

other hand, Person 5 demonstrates the least predictable buying behaviour

since he purchases different products each time, making future predictions

challenging.

When reviewing the purchase patterns of Person 2, 3 and 4, it is not

immediately evident which of them has the most systematic purchasing

behaviour, as each of them has made multiple purchases of at least one

item.

While it may seem simple to evaluate the probability of each product or

the repeat purchase rate for v, w, x, y, or z, assessing the evolution of

combinations is more challenging. Current measures such as BRE and

BLE have made progress in quantifying the predictability and consistency

of individual purchases. However, there are still challenges in accurately
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and intuitively assessing the consistent patterns or systematic tendencies

in consumer purchases at various levels, such as the individual basket or

the entire purchase sequence. This is particularly important for businesses

and researchers seeking to gain insights into consumer buying behaviour

while minimising complexity in the assessment process.

Table 1.1: The predictability of different purchase scenarios.

Systematic Set of
Purchase Behaviour Person Baskets

Extremely high Person 1 [(𝑤𝑥𝑦), (𝑤𝑥𝑦), (𝑤𝑥𝑦)]
High Person 2 [(𝑤𝑥𝑦), (𝑤𝑥𝑧), (𝑤𝑥𝑣)]
Medium Person 3 [(𝑤𝑥𝑦), (𝑤𝑥𝑣), (𝑥𝑦𝑧), (𝑥𝑦𝑣)]
Low Person 4 [(𝑤𝑥), (𝑥𝑦), (𝑦𝑧), (𝑧𝑣)]
Extremely low Person 5 [(𝑤𝑥𝑦), (𝑎𝑏𝑐), (𝑠𝑡𝑢)]

Limited understanding of within-subject buying behaviours dif-

ferences across retail channels: Numerous studies have delved into the

various dissimilarities between in-store and online shopping environments

and the impact they have on consumer behaviour (Ratchford et al., 2022;

Campo et al., 2021). However, the majority of these studies have primarily

concentrated on recognising the distinguishing features of these channels

(Cimana, 2013; Grewal et al., 2004b) and how customers perceive them

(Wang et al., 2016). While a few studies have explored the differences in

purchasing behaviours between offline and online shopping, they have only

compared these behaviours across different consumer groups (e.g. Chu

et al. 2010). Other studies, like the focus of the second study in this

thesis, have explored differences in purchasing behaviour within subjects

across different channels (e.g. Kulkarni et al. 2012), but their data is quite

outdated and limited to high-involvement or low purchase rate products.

Thus, there remains a need for a comprehensive understanding of buying

differences, especially systematic buying behaviour, within-subject across

channels in the fast-moving consumer goods sector.
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Mixed findings on factors driving systematic behaviours and re-

lated concepts: Consumer behaviour research has relied on demographic

and psychographic variables to understand different aspects of buying be-

haviours (Bell and Lattin, 1998b; Baumeister, 2002). On the one hand,

demographic predictors have undergone extensive study. While their im-

pacts may vary across contexts, income consistently influences loyalty and

product variety tendencies (Carlson et al., 2015; Klopotan et al., 2016).

Gender differences are well studied, with women making more frequent

and impulsive purchases (Rich and Jain, 1968; Henry, 2002). The influ-

ence of household composition varies (Mittal and Kamakura, 2001), and

education’s impact has evolved, particularly in the online sphere (Wood

et al., 1985; Ghafoor et al., 2015).

On the other hand, psychographic predictors are a complex realm encom-

passing personality traits and attitudes that offer profound insights. Traits

such as neuroticism, extroversion, and conscientiousness are intricately

linked to impulsive buying and loyalty both offline (Mulyono and Rusdarti,

2020; Sharma et al., 2010b) and online (Bosnjak et al., 2007). Attitudes

towards emotional states wield significant influence over decisions (Lin and

Lin, 2009). While the specific insights gained may vary depending on the

context, it’s difficult to deny their impact on various buying behaviours.

Although demographic and psychographic variables are informative, incor-

porating behavioural variables from transactional records can substantially

enhance our comprehension of purchasing behaviours, such as repeated

product selections. Moreover, combining variables from diverse sources

can augment the predictive models of consumer behaviour. These under-

explored areas of research hold the potential to offer a more comprehensive

understanding of consumer behaviour.
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The potential of machine learning models: Traditional methods, in-

cluding latent, stochastic, and segmentation models, have been widely used

to understand and validate theoretical models of drivers for various pur-

chasing behaviours (Ehrenberg, 1988; Sun and Wu, 2014; Ali et al., 2022).

To investigate the linear and non-linear relationships between predictors

and behaviour outputs, researchers generally apply different versions of Par-

tial Least Squares or regression models (Schaninger, 1981; Bellman et al.,

1999; Sorce et al., 2006; Brunelle and Grossman, 2022; Ali et al., 2022).

However, they are not designed to find these relationships in large amounts

as is required nowadays (Faraway and Augustin, 2018).

The recent advancements in big data analytics and machine learning have

been crucial in overcoming the limitations of traditional statistical ap-

proaches. Machine learning techniques, in particular, demonstrate excep-

tional proficiency in scrutinising vast, multi-dimensional datasets, unveiling

both linear and non-linear patterns within the data (Faraway and Augustin,

2018), and accurately predicting complex behaviours, such as churn (Khod-

abandehlou and Zivari Rahman, 2017), food waste (Panda and Dwivedi,

2020), future purchase (Mart́ınez et al., 2020), product demand (Huber and

Stuckenschmidt, 2020), among others.

Although machine learning models have not traditionally been utilised for

understanding consumer behaviours due to their emphasis on prediction

over explanation, recent advancements in the field, including the integra-

tion of SHapley Additive exPlanations (SHAP) values (Lundberg et al.,

2017) and Model class reliance (MCR) (Fisher et al., 2019; Smith et al.,

2020), have significantly improved the capacity of some models to pro-

vide insightful explanations. This progress has led to exceptional outcomes

across a range of domains (Lavelle-Hill et al., 2021; Dolan et al., 2023a;

Rodŕıguez-Pérez and Bajorath, 2020; Ljevar et al., 2021). As a result,
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these developments offer great potential for uncovering complex relation-

ships between predictors of buying behaviours (Asniar and Surendro, 2019).

1.3 Research aims and rationale of current

study

This thesis aims to thoroughly examine and understand the practical appli-

cations and key determinants that influence systematic purchase behaviour.

It utilises a range of quantitative methodologies, empirical testing, and sta-

tistical and explanatory analysis, drawing upon real-world datasets with

nationwide coverage in the UK to contribute comprehensive insights into

the dynamics of consumer research.

The following sections briefly describe the three studies contained in this

thesis, stating their aims and rationales.

1.3.1 Study 1: Measuring Consumers’ Systematic Pur-

chase Behaviour in Retail

Understanding and quantifying the predictability of consumer systematic

purchasing behaviour holds significant value for both researchers and prac-

titioners. While predictability measures such as entropy have been thor-

oughly examined and utilised in various sectors, their application in the

retail sector, particularly with complex multi-dimensional data sets, is not

as widespread.

Though a few methods exist for estimating systematic purchase behaviour,

they do not align with intuition and lack intuitive interpretability, poten-
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tially leading to misunderstandings between analysts and decision-makers.

This study addresses these limitations by developing and evaluating bundle

entropy, a novel measure designed to assess the predictability of basket

composition across multiple transactions.

Study 1a focuses on establishing the theoretical foundations of bundle en-

tropy by identifying the desired properties of an ideal measure and com-

paring its performance against existing metrics. The study highlights the

inability of traditional measures to align with intuitive reasoning and their

practical shortcomings, emphasizing the need for a more robust approach.

Study 1b evaluates bundle entropy empirically using two comprehensive

real-world datasets: transactional records from a prominent UK retailer

and data from a leading data science firm. Together, these datasets include

over 2,000 households observed over two years. The study assesses the

ability of bundle entropy and established measures to categorize customers

into three behavioural groups (systematic, standard, and unsystematic)

using statistical methods.

The findings demonstrate that bundle entropy is the only measure that sat-

isfies the desired properties, providing an interpretable and robust frame-

work for understanding systematic purchase behaviour. It outperforms

existing metrics by accurately capturing patterns in basket composition.

By bridging theoretical rigour with practical applications, bundle entropy

offers a valuable tool for advancing retail analytics and consumer behaviour

research.
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1.3.2 Study 2: A case study of bundle entropy across

retail channels using mass transactional data

This study extends the application of bundle entropy introduced in Study 1.

Bundle entropy captures the stability of choice sets across multiple trans-

actions, accommodating purchases of varying complexity, from single items

to extensive shopping baskets. Using transactional data from a prominent

UK grocery retailer with over 3,000 physical stores, the study analyses a

sample of 2,181 households who actively shop both online and offline. This

dataset includes 228,488 baskets containing over 6.2 million items (45%

sold online, 55% offline) over a 19-month period from 2014 to 2016, prior

to the COVID-19 pandemic. This methodological approach enables a ro-

bust within-subject examination of consumer behaviour across online and

offline shopping channels.

The research investigates systematic purchase behaviour at multiple levels,

including entire baskets, product categories, and a focus on soft drinks. It

also explores the relationship between bundle entropy and the healthiness

of soft drink choices. Findings reveal that households demonstrate more

consistent and predictable online purchase patterns than in-store shopping.

Additionally, online purchases are healthier than those made in physical

stores.

By expanding the application of bundle entropy, this study highlights how

systematic buying habits intersect with preferences for shopping channels

and health-related product choices. The results provide insights into the

predictability of consumer behaviour and its implications for retailers and

public health, emphasizing the utility of bundle entropy in understanding

the complexities of consumer purchase dynamics.
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1.3.3 Study 3: The relative power of behavioural, de-

mographic, and psychographic variables as pre-

dictors of bundle entropy

This study bridges a critical gap in consumer research by integrating be-

havioural, demographic, and psychographic variables to predict and under-

stand systematic purchase behaviour (SPB) through the novel measure of

bundle entropy. While traditional studies often focus on demographic and

psychographic factors, the contribution of behavioural data derived from

transactional records has been underexplored. This research addresses this

gap by combining real-world transactional data with survey-based demo-

graphic and psychographic information, providing a comprehensive view of

the predictors of bundle entropy.

The study leverages data from a prominent UK grocery and pharmacy

chain, covering January 2012 to November 2015, with pseudo-anonymized

transactional records merged with survey data for a common cohort of

12,137 participants. The merged dataset enables the examination of a

wide range of predictors, including shopping frequency, variety-seeking be-

haviour, age, and personality traits.

To model bundle entropy, the study compares traditional statistical re-

gression methods with advanced machine learning approaches, including

Random Forest and XGBoost. Using techniques such as SHapley Addi-

tive exPlanations (SHAP) and Model Class Reliance (MCR), the research

also evaluates the relative importance of behavioural, demographic, and

psychographic variables in predicting SPB.

The findings reveal that behavioural variables play a more prominent role

than demographic and psychographic factors in predicting bundle entropy.
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For example, shopping frequency emerges as a critical predictor, highlight-

ing the importance of consistent customer engagement. Meanwhile, vari-

ables like age and variety-seeking behaviour underscore the complex inter-

play of behavioural and psychological traits in shaping SPB.

This study advances the understanding of systematic purchase behaviour

by demonstrating the predictive power of behavioural variables and pro-

viding a novel framework for integrating diverse data sources to model

consumer behaviour effectively.

1.4 Thesis contribution

This thesis offers three global contributions (See Table 7.1 in Section 7 for

the complete list of contributions). Firstly, it proposes a novel and parsi-

monious measurement called bundle entropy to assess systematic purchase

behaviour across multiple purchase sequences when faced with multiple

options. Chapter 3 provides a detailed explanation of this measure, which

aims to shed light on the dynamics of buying behaviours. Bundle entropy

can be used to identify individuals with systematic and unsystematic be-

haviours, which can be valuable for both academics and practitioners.

For instance, academics can use bundle entropy to uncover fresh insights by

cross-referencing it against other behaviours, as empirically demonstrated

in Study 2. Practitioners can leverage bundle entropy to identify indi-

viduals or households with predictable buying behaviours and offer them

appropriate bundle offers, products, and services according to their regular

needs, improving customer experience and financial gains. For less pre-

dictable individuals/households, retailers might want to target them with

suitable innovations, new products, or varied direct offers or recommen-
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dations. Bundle entropy also contributes to the field of data mining by

allowing the efficient and accurate mining of systematic product choices

from massive transaction records. This was demonstrated by its publica-

tion at the IEEE Big Data 2021 conference (Mansilla et al., 2022).

Furthermore, in addition to the use cases in transactional data sets, bundle

entropy could be used in other areas where there is a high degree of data.

This can be used in supply chain management, for instance, to forecast

demand, such as vehicle need (frequency and regularity) for third-party

logistics. Bundle entropy can make fleet scheduling, inventory and route

planning easier, by looking at the frequency and patterns within demand

data. It can also be used to analyze procurement datasets that reflect

activities of buying goods and services and provide a way to see the consis-

tency and variation of suppliers. Such uses show the measure’s adaptability

and highlight how it can advance predictive analytics and decision-making

across industries.

Secondly, this thesis furthers our understanding of within-subject buying

behaviours across different channels by applying bundle entropy to explore

empirically whether systematic purchase behaviour and healthy choices dif-

fer online versus offline. Chapter 5 showcases a comprehensive case study

that illustrates the efficacy of bundle entropy in examining real-world data

and identifying consistent and healthy purchasing patterns across different

retail channels for an individual or household. Moreover, this thesis ex-

plores the wider implications of its findings on consumer welfare and iden-

tifies potential avenues for further research in this field, thereby adding to

the ongoing conversation on consumer behaviour research. The findings

of this study (Chapter 5) have been developed into an article, which is

currently undergoing the second stage of review at the Journal of Business

Research (Mansilla et al., 2024c).
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Finally, modelling and understanding any type of consumer behaviour is

a complicated task, as selecting the appropriate variables and methods

can be challenging. Through the thesis, particularly Study 3, we have a

unique opportunity to access a variety of data sources - demographic, psy-

chographic, and behavioural information for each individual/household of

a leading UK pharmacy and grocery retailer. This access enables us to ex-

plore a wide range of diverse predictors to understand and predict bundle

entropy. Chapter 5’s final study aims to contribute to our understanding

of the factors driving bundle entropy by utilising a diverse range of predic-

tors. This study also highlights the efficacy of big data analytics, machine

learning models, and techniques as innovative approaches to predict and

understand complex buying patterns in contrast to traditional statistical

methods. These contributions were demonstrated by the acceptance of an

academic paper derived from this study at the latest British Academy of

Management conference (Mansilla et al., 2024b).

In short, the synergy of diverse datasets and novel approaches from different

fields can offer a more comprehensive understanding of buying patterns,

which are notoriously changing, making them more challenging to measure,

predict, and understand.

1.5 Thesis outline

This section provides an overview of the thesis structure, which is visu-

ally represented in Figure 1.1. The thesis consists of three parts. The first

part, covered in Studies 1a and 1b (Chapter 3), focuses on developing, com-

paring, and testing a new direct method to measure systematic purchase

behaviours across multiple purchase events in the complex field of purchase
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dynamics. The second part, covered in Study 2 (Chapter 5), examines the

accuracy and practical usage of the new measurement across different pur-

chase contexts using real-world datasets. The final part, covered in Study

3 (Chapter 6), aims to obtain a novel and comprehensive understanding

of the primary factors influencing bundle entropy by exploring different

machine learning models and techniques. Each study includes contextual

background information and a brief discussion of the specific findings.

Finally, Chapter 7, the Discussion and Conclusion, reflect on the empirical

findings from the different studies and how they contribute to answering

the research questions and objectives of the thesis. The chapter closes by

acknowledging some of the limitations and future research within consumer

buying research.

Overall, the thesis highlights the usefulness of current sources of massive

transactional data in understanding the dynamics of buying behaviours,

specifically systematic purchase behaviour. However, novel data sources

often require new approaches. Therefore, the thesis proposes a new ap-

proach to measuring systematic purchase behaviour, outlines the require-

ments, tests its properties, and compares it against existing measures. The

thesis also emphasises the benefits of using machine learning models when

investigating complex relationships between predictors derived from differ-

ent data types, sources and sizes.
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Figure 1.1: Schematic of the thesis structure
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In this chapter, the study aims to support the theoretical and methodolog-

ical aspects of the thesis through three sections.

The first section provides a comprehensive overview of the most pertinent

literature on the use of transactional data in consumer research. It delves

into the past and present use of transactional data and explores its poten-

tial future applications. Moreover, the discussion highlights the potential

benefits of transactional data in exploring and understanding hidden pur-

chase and behavioural patterns across different retail scenarios. The section

also identifies gaps in the literature, providing a basis for the theoretical,

methodological, and practical contributions this thesis targets.

The second section of the chapter introduces the most relevant methods

that have been applied to assess consumers’ purchase predictability. These

methods are examined in detail, with particular attention given to their

capabilities and limitations. The discussion also highlights how the research

in this work can complement existing ones by introducing a novel measure

to assess purchase predictability over time.

In the third and final section of the chapter, the study reviews the most rel-

evant literature and discusses different approaches to modelling consumer

purchase behaviour outcomes. Additionally, it examines models from vari-

ous fields that attempt to understand the anatomy of purchase behaviour.

The discussion focuses on the variables considered in different models to

understand their potential contribution to research. These predictive vari-

ables are grouped into two categories: demographic and psychographic. By

exploring these various approaches, the study aims to provide a better un-

derstanding of the mechanisms that drive systematic purchase behaviour

and how they can be leveraged for research and practical purposes.
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2.1 Part I: Past and future usage of trans-

actional data in consumer research

In the present times, the retail industry has evolved into a data-driven sec-

tor where loyalty programs, both online and offline, generate vast amounts

of multi-dimensional data sets. These datasets provide retailers ample op-

portunities to examine and understand consumer behaviour by identifying

concealed buying patterns and generating data-driven insights (Hossain

et al., 2020). With unique individual/household identifiers incorporated

into the data sets, tracking and monitoring consumer behaviour over ex-

tended periods has become feasible. This is made possible due to recent

technological advances, particularly in data analytics, that have created

new and efficient possibilities in the consumer behaviour field. As a result,

retailers can now make better and more informed decisions by identify-

ing and analysing hidden purchase patterns at different levels that were

previously challenging to obtain.

The field of consumer buying behaviour has been the subject of extensive

research through the lenses of demographic and psychographic variables.

However, the use of transactional data in this field has undergone significant

changes over time, leading to a transformation in its direction.

In the 1980s, studying consumer behaviour using transactional data was

challenging due to the lack of individual identifiers. During this period,

researchers focused on examining consumer buying behaviour by analysing

demographic and psychographic attributes. There was a limited emphasis

on behavioural data, and researchers primarily relied on macro-level sales

figures, market trends, or general purchase behaviours.

Despite these limitations, researchers utilised transactional data to discern
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broad market behaviours and preferences, laying the foundation for future

developments. For instance, studies conducted during this period, such as

Ehrenberg (1988) and Bawa et al. (1989), used transactional or shopping

data to understand purchase behaviours on a larger scale.

Furthermore, transactional data was also used in the stock market to un-

derstand market trends, as seen in studies such as Harris (1986) and Wood

et al. (1985). However, there were limited capabilities for studying individ-

ual buying behaviour at that time.

The 1990s marked a significant turning point in various fields, includ-

ing consumer research, thanks to the introduction of advanced computing

power and data storage capabilities. This technological revolution paved

the way for more personalised analysis, leading to a better understanding

of individual purchasing behaviour.

Influential work by Fader and Lodish (1990) explored the examination of in-

dividual transactions to understand their purchase preferences across more

than 330 product categories. This early exploration of individual purchas-

ing behaviour inspired other studies, such as those by Vilcassim and Chin-

tagunta 1995, Gupta et al. 1996 and Bell and Lattin 1998a, which aimed

to uncover further insights into consumer purchase behaviour, preferences,

and needs.

To better understand consumer purchase behaviour, researchers began util-

ising household scanner panel data to develop various models. These

models contributed to understanding different phenomena, such as brand

choices, brand loyalty, price sensitivity, and repeat purchases (e.g. Fader

and Schmittlein 1993, Allenby and Lenk 1994, Siddarth et al. 1995). The

shift towards individual-level analysis allowed for a more precise under-

standing of consumer buying behaviour, which was previously impossible.
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This new era of consumer research has enabled companies to provide better

customer experiences and create more effective marketing strategies.

During the late 1990s, loyalty programs became increasingly popular among

businesses and consumers alike. These programs gave businesses a unique

opportunity to gather detailed transactional data on individual consumers

(Hart et al., 1999; Smith et al., 2004). This breakthrough enabled re-

tailers to delve deeper into complex purchase patterns and formulate tai-

lored marketing strategies that could better target specific consumer groups

(Uncles, 1994). The loyalty programs quickly became an invaluable tool

for researchers, offering a wealth of transactional data that allowed for un-

precedented insights into consumer behaviour at the individual level (Smith

et al., 2004).

As technological advancements took place, retailers began accumulating

transactional data on a larger scale linked to individual consumers, which

allowed for a more sophisticated analysis of consumer behaviour (Bous-

sofiane, 1996) but at the same time, the start of the discussion of privacy

issues (Evans, 1999; Long et al., 1999; Smith and Sparks, 2004). However,

despite these advancements, the focus remained on individual transactions,

and there was still much potential to explore insights that could be derived

from the sequence of purchases.

Advancements in predictive analytics and machine learning propelled the

field even further. Boone and Roehm (2002) demonstrated how algorithms

like artificial neural networks could segment individuals based on trans-

actional data analysis. By integrating cutting-edge technologies, we have

gained a deeper understanding of consumer behaviour at an unprecedented

level of granularity.

As the 21st century began, e-commerce platforms and technological ad-
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vancements drove a new era for transactional data analysis. The integration

of online and offline sources provided a holistic view of consumer behaviour

across various channels, marking a crucial shift from transactional data be-

ing a mere recording of individual transactions to a tool for understanding

temporal patterns and sequences of purchases (Smith et al., 2004).

Furthermore, the evolution of transactional data analysis has shifted to-

wards understanding what products individuals buy and how those prod-

ucts are associated. The application of basket analysis, as exemplified by

Julander (1992), Russell and Petersen (2000a) and Mild and Reutterer

(2003), showcases the exploration of associations between products bought

together across multiple product categories (cross-category purchase be-

haviour). This evolution allowed retailers to gain a more nuanced under-

standing of consumer preferences, which aided in improving the design of

targeted marketing campaigns and personalised recommendations.

Transactional data, enriched with temporal information, also allows for

exploring time-based purchase patterns. Analysing cross-selling effects or

when certain products are frequently purchased or identifying seasonal vari-

ations in buying behaviour allows retailers to optimise, for example, inven-

tory management and marketing strategies (Wong et al., 2005). Moreover,

temporal buying patterns can reveal periods of stability and uncertainty

that retailers can leverage to optimise promotional efforts (Smith, 2019).

Furthermore, leveraging individual-level transactional data empowers re-

tailers to implement personalised marketing strategies customised to each

customer’s historical purchase behaviour, such as tailored promotions, dis-

counts, and product recommendations (Verhoef et al., 2016; Pathak et al.,

2017).

Modern technology has revolutionised the way researchers use and analyse

27



CHAPTER 2. LITERATURE REVIEW

transactional data. By incorporating innovative technologies, researchers

can now gain a more comprehensive understanding of their customer’s shop-

ping behaviour, surpassing conventional market-level analysis (Li et al.,

2019; Arasu et al., 2020). For instance, machine learning and data mining

techniques can be used to analyse past purchase records and make pre-

dictions regarding customer churn (Khodabandehlou and Zivari Rahman,

2017; Ascarza et al., 2016), product choices and interactions (van Wezel and

Potharst, 2007; Behe et al., 2020; Chen et al., 2021; Paolanti et al., 2020),

promotion response (Shin and Cho, 2006), repeat purchase (Schwartz et al.,

2014), store visits (Droomer and Bekker, 2020; Bian et al., 2023), and gen-

eral buying preferences and intentions (Arasu et al., 2020; Mart́ınez et al.,

2020).

Furthermore, utilising transactional records and new technologies can fa-

cilitate a comprehensive analysis of various social aspects of consumer re-

search. This includes identifying potential issues such as nutrient deficien-

cies (Mansilla et al., 2024a), food insecurity (Nica-Avram et al., 2021),

and excessive use of grocery plastic bags (Lavelle-Hill et al., 2020). Re-

searchers such as Ma and Sun (2020), Duarte et al. (2022), and Ngai and

Wu (2022) have conducted extensive reviews on the application of artificial

intelligence, data mining, and machine learning in the field of consumer

research, shedding light on what we can expect in the future.

2.1.1 Knowledge gap

For a long time, transactional data has been overlooked in many fields,

such as consumer research, due to limitations in collecting, processing and

analysing data. However, with recent technological advancements and im-

provements in data analytics and related fields, transactional data has be-
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come a great source of information. Despite this, there is still a significant

gap in the literature as the full potential of transactional data in under-

standing consumer buying behaviours, particularly when combined with

demographic and psychographic characteristics, has yet to be thoroughly

explored.

One of the primary aims of this thesis is to address this gap by conducting

three interconnected studies, with each study building upon the findings of

the previous one. In addition to their specific objectives (provided later in

this chapter), these studies aim to highlight the significant potential of big

transactional data in enhancing our understanding of consumer purchasing

behaviour, particularly Systematic purchase behaviour (SPB). Throughout

this thesis, the term SPB denotes the regularity of product choices across

multiple purchases over a period of time, as defined by (Guidotti et al.,

2015). For a more in-depth exploration of this concept, please refer to

section 1.2.

2.2 Part II: Basket predictability and het-

erogeneity

As previously mentioned, SPB refers to the consistency of product selec-

tions across a series of shopping trips. According to Guidotti et al. (2015),

due to the stochastic nature of SPB, each product has a certain probability

of being selected in any given purchase. This results in the entire bas-

ket or sub-baskets having associated probabilities. Understanding these

probabilities is crucial for comprehending SPB.

However, despite the work of Guidotti et al. (2015), there is limited research
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directly quantifying the predictability of consumer purchases from transac-

tional historical records to identify individuals for actionable interventions.

Most existing studies have focused on explaining product choice, often in a

sequential manner, by fitting latent models (e.g. Ehrenberg (1988); Good-

hardt et al. (1984); Fader and Schmittlein (1993); Russell and Petersen

(2000b); Sharp et al. (2012)) or building predictive models to predict sub-

sequent visit behaviour (e.g. Kim et al. (2003); Van Den Poel and Buckinx

(2005); Lo et al. (2016)).

To comprehensively examine SPB, this section will delve into the most

significant research on product and basket predictability alongside related

purchasing behaviours, such as heterogeneity and variety. It begins by

exploring previous research that aimed to explain product choices through

latent models and predictive models for anticipating future visit behaviour,

as these studies laid the foundation for current knowledge. This review

aims to establish a groundwork for the contributions of this work, thereby

enhancing the current understanding of systematic behaviours.

2.2.1 Related work

In the past, numerous researchers have conducted extensive studies to gain

a deeper understanding of the factors that influence consumer product

choices. These studies have often employed latent or explanatory mod-

els (e.g. Ehrenberg 1988, Allenby and Lenk 1994), aiming to represent

observed behaviours by unobserved causal factors. The approach tries to

reveal the anatomy of consumers’ motivations toward a specific behaviour

by using potential causal factors, which enables the exploration of a small

number of hypothesised concepts of interest that drive or cause the ob-

served behaviour. These factors provide a single value representation of
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each concept of interest. Assuming the existence of multiple factors, these

act together to explain the observed purchase behaviour under exploration.

One of the most notable studies within this approach is the Negative Bino-

mial Distribution Dirichlet model on repeat buying by Ehrenberg (1988),

which has inspired similar research (Frisbie, 1980; Goodhardt et al., 1984;

Fader and Schmittlein, 1993; Uncles et al., 1995; Uncles and Hammond,

1995; Russell and Kamakura, 1997; Bhattacharya, 1997; Sharp and Sharp,

1997; Russell and Petersen, 2000b; Sharp et al., 2012). The Dirichlet model

is designed to examine aggregate behaviour more than individual/house-

hold behaviour. The success of the model in predicting behaviour is hard

to debate under certain conditions. However, there are several assump-

tions, problems, and acknowledged shortcomings, such as the assumption

of stationary conditions (accepted by Ehrenberg himself and others - for

example, Bhattacharya 1997). The model uses variables that it derives

from the purchase data, so it is internally valid and has the advantage of

not having to require exogenous explanatory variables. But this is also its

weakness - it’s a ‘you put in what you get out model’.

Another model that attempts to represent consumers’ varied behaviour is

by McAlister and Pessemier (1982), who explored consumers’ levels of sati-

ation, distinction, interpersonal stimulation, and intrapersonal information

at a sequence of purchase occasions. However, most input values (parame-

ters) for each factor are either arbitrary or constant values estimated based

on different theoretical frameworks and assumptions.

Still, other researchers (e.g. Seetharaman and Chintagunta 1998) have

centred on representing consumers’ purchase dynamics behaviour by nest-

ing and evaluating different factors like marketing variables, heterogene-

ity across individual preferences, variety-seeking, and consistent purchase
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(Givon, 1984). However, like the models mentioned above, some parame-

ters have to be estimated under various specifications, leading to potential

aggregation bias.

More recently, researchers have been using predictive models to understand

better subsequent visit behaviour (e.g. Kim et al., 2003, Van Den Poel and

Buckinx, 2005, Lo et al., 2016). Rather than exploring relationships be-

tween observed variables, these models aim to predict or forecast consumer

behaviour with a focus on accuracy and performance.

However, there has been a lack of research that directly quantifies the pre-

dictability and consistency of human purchases from historical data. This

is an important gap in the literature that needs to be addressed, as it can

help businesses identify those individuals who are likely to make certain

purchases. It can also provide insights into customers who regularly pur-

chase the same bundle of products and those who do not. This information

is especially valuable for large chains with a diverse range of products, al-

lowing them to take actionable steps to influence consumer behaviour and

boost sales.

In an attempt to measure the variety of products people buy, early re-

searchers counted the number of distinct products that individuals pur-

chased (Kahn and Lehmann, 1991). Still, this method was found to have

limitations and did not accurately capture the complexity of human pur-

chasing behaviour. A more accurate measure of purchasing behaviour was

introduced through the concept of entropy, which measures the variety of

products within a single group. This measure considers the predictability

of behaviour through uncertainty and is more comprehensive than the ear-

lier method (Akaika, 1985; Smith et al., 2014). Entropy has also been used

as a proxy for diversity and variety in many other fields, such as psychology
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(Stamps, 2002), economy (Straathof, 2007), and ecology (Jost, 2006).

Other methods were proposed, such as the Hirschman-Herfindahl (Nauen-

berg et al., 1997) and the Gini (Dorfman, 1979) coefficient. Still, entropy

measures were found to be a more actionable link in this context, as they

are directly linked with prediction (Straathof, 2007). Moreover, the entropy

measures can encode desirable aspects related to the distribution, rareness,

and commonness of the products contained in the group. As noted by

Straathof (2007), entropy measures’ utility is higher than other measures

as they can provide a more complete understanding of human purchasing

behaviour.

From the viewpoint of a single group, entropy is a measure that quantifies

the uncertainty or difficulty one faces when trying to predict a single item

from a specific group of items. Under this point of view, Nicolas-Sans and

Ibáñez (2021) utilised the concept of entropy and proposed a measure to

check the weighted variety of products that an individual buys across mul-

tiple baskets during a certain period of time. In his research, Nicolas-Sans

and Ibáñez (2021) distinguishes his measurement from simply counting the

distinct items across all baskets by considering the proportion of times the

items were purchased. To illustrate his point better, imagine a hypotheti-

cal store that sells three different items: milk (𝑚), cheese (𝑐), and salmon

(𝑠). Two customers visit the store four times each, and their sequences of

purchases are as follows:

Customer 1 = {𝑚, 𝑐, 𝑠}, {𝑚, 𝑐, 𝑠}, {𝑚, 𝑐, 𝑠}, {𝑚, 𝑐, 𝑠}

Customer 2 = {𝑚, 𝑚, 𝑠}, {𝑚, 𝑚, 𝑐}, {𝑚, 𝑚, 𝑚}, {𝑚, 𝑚, 𝑚}

If we count the unique items purchased by each customer from all the bas-

kets, it is evident that both customers have bought three unique items.
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This simple approach suggests that both customers buy the same range

of products. However, Nicolas-Sans and Ibáñez (2021) argues that this

is not entirely accurate in terms of diversity. Customer 1 shows a more

varied buying behaviour with purchases including 4 milk, 4 cheese, and 4

salmon, whereas Customer 2 shows a less diverse product selection, pre-

dominantly purchasing 10 milk, 1 cheese, and 1 salmon. Nicolas-Sans and

Ibáñez (2021) suggests that Customer 1 exhibits a more diverse purchasing

behaviour than Customer 2. This can be seen in Table 2.1, which displays

the percentage of each item purchased in all baskets, calculated by dividing

the quantity of each item by the total number of items bought.

milk Cheese Salmon

Customer 1 (4/12) 33.3% (4/12) 33.3% (4/12) 33.3%
Customer 2 (10/12) 83.3% (1/12) 8.3% (1/12) 8.3%

Table 2.1: Percentage of each item purchased across all baskets relative to
the total number of items bought.

It is crucial to recognise that when analysing multiple baskets of purchased

items as a single group, entropy can be utilised to gauge the variety of the

baskets (Nicolas-Sans and Ibáñez, 2021). This insight can prove beneficial

in ascertaining the breadth of products that individuals buy from the entire

selection. However, it’s important to highlight that under this lens, entropy

does not measure the predictability of baskets or bundles of items. This

particular aspect is the central focus of study 1 in Chapter 4 of this thesis.

To understand this difference better, let’s consider another example. Sup-

pose an individual visits a store three times and buys milk (𝑚), cheese (𝑐),

and salmon (𝑠) each time. In this case, a shopping basket is understood as

a set of items a customer purchases during their visit to the store (Boztuğ

and Reutterer, 2008). Thus, the purchases result in a sequence of baskets

containing the same three products [{𝑚, 𝑐, 𝑠}, {𝑠, 𝑐, 𝑚}, {𝑐, 𝑠, 𝑚}].
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In this scenario, the order within the baskets does not alter the fact that

the individual bought the same three products on each visit. However,

predicting the next random item becomes almost impossible if we consider

these purchases as a single unordered group ([𝑚, 𝑐, 𝑠, 𝑠, 𝑐, 𝑚, 𝑐, 𝑠, 𝑚]). Sim-

ilarly, predicting the following item is equally challenging if the products

are considered a single ordered group ([𝑚, 𝑚, 𝑚, 𝑐, 𝑐, 𝑐, 𝑠, 𝑠, 𝑠]). In such a

scenario, entropy reflects this challenge by reporting maximum entropy.

However, if these purchases are considered at the basket level, it can be

seen that the same basket is always purchased (𝑚, 𝑐, 𝑠), and hence, it’s 100%

predictable, regardless of the order within the basket. Thus, the measure

should have reported zero uncertainty. This simple example illustrates the

importance of determining the level at which entropy is to be applied to

obtain the correct insights.

The previous motivated Guidotti et al. (2015) to develop one of the first

attempts to measure the unpredictability of an individual’s basket compo-

sition. For this, they created a measure called Basket Revealed Entropy

(BRE). Using real-world grocery transactions, the measure uses frequent

patterns mined from customers’ baskets to calculate entropy based on com-

mon sub-baskets. However, the direct application of entropy in this context

is inappropriate since the definition of predictability plays a crucial role in

formulating and taking subsequent actions in a business context.

BRE considers predictability as correctly predicting sub-baskets, ignoring

any additional context. In contrast, Basket Level Entropy (BLE) defines

predictability as the task of predicting an individual’s entire basket com-

position. This is equivalent to the joint entropy of baskets, with all items

represented by binary indicator variables indicating whether each item was

present in the basket. In contrast to the previous application of entropy,
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which was applied at the item level and resulted in the loss of item at-

tribution to baskets, in this case, a symbol represents an item, and the

prediction task is focused on predicting which item will be chosen to add

to the basket at any given time.

It is crucial to consider the usefulness of different measures of ”predictabil-

ity” in their respective contexts. This thesis aims to understand customers’

systematic purchasing behaviour in the fast-moving consumer goods sector.

Although the discussion pertains primarily to this sector, the findings may

have broader applicability.

2.2.2 Knowledge gap and rationale for Study 1 & 2

This section discussed and delved into an overview of the existing tech-

niques that have been utilised to evaluate the predictability and heterogene-

ity of consumer behaviour when making purchases. The primary objective

of this section was to explore the previous methods and understand their

approaches to provide a comprehensive understanding of the requirements

needed to develop a new measure that could better capture systematic

purchase behaviour. A more detailed understanding of the most relevant

measure is provided in Study 1a (Chapter 4) of this thesis.

The traditional methods of assessing predictability, heterogeneity, and re-

lated concepts, such as repeat purchases, have relied on basic metrics and

statistical analyses. However, these methods may not capture the com-

plex patterns and relationships in transactional data. As a result, more

sophisticated techniques are needed to account for the dynamic nature of

consumer buying behaviour and variations across multiple purchases and

choices.
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To address this gap, Study 1 of this thesis proposes a novel and parsimo-

nious measure that utilises the concept of entropy to quantify systematic

choices across historical purchases. This new measure aims to capture the

systematic purchase behaviour that has not been accurately captured by

traditional and recent methods. This measure will be subjected to empiri-

cal validation and comparative analysis to demonstrate its effectiveness in

enhancing basket predictability and understanding systematic choices over

time.

Furthermore, Study 2 of this thesis will empirically test the effectiveness of

the proposed measure on big real-world data across different retail chan-

nels to explore the measure’s usability in different purchase settings for

actionable future interventions.

2.3 Part III: Predictors of buying behaviour

outcomes

Examining consumer behaviour has always played a crucial role in market-

ing research. Demographic and psychographic variables have traditionally

been used to comprehend different consumer buying outcomes (Bellman

et al., 1999; Baumeister, 2002; Islam et al., 2017). While demographic fac-

tors such as age, income, and social class have provided valuable insights,

they are known to be incomplete predictors not only in offline settings

(Rich and Jain, 1968; Bellman et al., 1999) but in the online as well (Li

and Russell, 1999). On the other hand, psychographics, which analyses

deeper psychological traits and attitudes, offer additional layers of under-

standing but exhibit varying degrees of effectiveness in predicting purchase

outcomes (Van Trijp et al., 1996).
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Despite extensive research, there is still an ongoing debate regarding the

relative power of demographics versus psychographics, with studies show-

ing mixed results depending on the context and industry (Van Trijp et al.,

1996). Furthermore, there is limited research done on exploring behavioural

variables derived from historical transactional records in modelling pur-

chase behaviours.

2.3.1 Demographics predictors

Retailers have always been interested in understanding the profile of in-

dividuals who frequently buy to plan and target the right audience. Re-

searchers have approached this from various perspectives, but all share a

common goal of comprehending the underlying demographics of different

purchasing behaviour outcomes.

Demographic variables, such as age, income, gender, and education, are

critical determinants in the modelling of consumer buying behaviour. Many

studies suggest that age plays a significant role in various buying behaviours

and contexts, although its impact is not universal. Early research by Rich

and Jain (1968) used age as a metric for the life cycle, which showed that

younger women shop more frequently than older women. Similarly, Henry

(2002) found that younger individuals prioritise non-functional purchases

more than older individuals. Research focusing on age has evolved over

time in the online shopping landscape. Studies from the late 1990s sug-

gested that age had either a weak or insignificant association with online

purchasing behaviour (e.g. Li and Russell 1999, Bellman et al., 1999).

However, as online shopping experiences became more mature, subsequent

research indicated that age indeed serves as a significant predictor of online
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buying behaviour. For instance, Wood (2002) demonstrated that younger

consumers show greater interest in adopting new technologies throughout

their purchasing decisions (Sorce et al., 2006). Moreover, younger con-

sumers tend to embrace enjoyment and impulsivity during the online shop-

ping process (Kanwal et al., 2022), whereas older consumers lean towards

risk avoidance and adherence to traditional purchasing patterns (Lian and

Yen, 2014).

Extensive research has been conducted on the impacts of income and re-

lated factors, such as social class, on purchasing behaviour. According to

research conducted by Slocum and Mathews (1970), Myers et al. (1971),

and Peters (1970), income has a more significant impact on buying be-

haviour than social class. Nonetheless, some scholars have put forth the

idea that the significance of income versus social status may differ depend-

ing on the type of product being considered. This seems to hold especially

true for groceries, as highlighted by Schaninger (1981). More recent re-

search has found a positive relationship between individuals’ income and

their attitude towards loyalty (Klopotan et al., 2016) as well as with their

tendency towards less varied choices (Carlson et al., 2015), suggesting sys-

tematic behaviours as income increases.

Numerous studies have explored the impact of gender on buying behaviour.

While some studies, such as those conducted by Li and Russell (1999) and

Kim and Forsythe (2008), have not found significant differences in buying

behaviour between genders, many others have identified clear gender dis-

parities in a range of contexts. For example, research has revealed that

women tend to opt for food with fewer calories (Skatova et al., 2019), are

more inclined to make impulsive purchases, particularly in the fashion and

online shopping domains (Brunelle and Grossman, 2022), and make pur-

chases more frequently than their male counterparts (Verplanken, 2006).
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Kanwal et al. (2022) thorough analysis of gender-based disparities in con-

sumer buying patterns revealed that distinctions between genders are more

pronounced than similarities.

There is an ongoing discussion regarding the impact of household composi-

tion on consumer purchasing behaviour, with a particular focus on brand

loyalty and repurchasing habits. Mittal and Kamakura (2001) conducted a

study on automobiles and found a positive correlation between household

size and repurchase rates. However, other empirical studies, such as those

by Ailawadi et al. (2008) and Koschate-Fischer et al. (2014), have produced

varying results, with no significant relationship found between household

size and loyalty across different grocery data sets. In a recent study by

Koll and Plank (2022) on grocery buying, it was concluded that the corre-

lation between household size and repurchasing was not significant. These

findings suggest that the impact of household size may be specific to the

product’s level of involvement. While household size may play a significant

role in high-involvement products, it may not have the same impact on

low-involvement purchases.

Researchers have also explored the connection between education levels

and buying behaviour, with results evolving over time. Early studies, such

as Bellman et al. (1999) and Li and Russell (1999), indicated that higher

education was positively correlated with online purchasing. This was at-

tributed to the idea that those with higher education were more digitally

literate and comfortable with e-commerce transactions, making them more

likely to shop online.

In addition, Wood (1998) suggested a link between higher education and

impulsive buying decisions. However, recent research has challenged these

findings as online shopping has become more accessible and mainstream.
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Contrary to previous studies, Nayyar and Gupta (2011) found no signifi-

cant association between education and online purchases, questioning the

assumption that higher education leads to higher online shopping engage-

ment. Furthermore, Rana and Tirthani (2012) examined the demographics

influencing impulse buying in Indian consumers, including education. Their

findings showed a negative correlation between education and impulse buy-

ing behaviour. These results are supported by Ghafoor et al. (2015), who

suggest that higher educational attainment may actually reduce impulsive

tendencies rather than increase them.

2.3.2 Psychographic predictors

Recent research indicates that a person’s unique personality traits can im-

pact consumer behaviour. Early studies revealed that extrinsic factors

like sales, promotions, out-of-stock situations (Holbrook, 1984), or different

product displays (Deng et al., 2016) influenced individuals seeking variety

in their purchases (Van Trijp et al., 1996). However, intrinsic motivations,

such as curiosity, satiation, or uncertainty regarding future choices (Simon-

son, 1990), were also associated with those seeking variety in their purchase

decisions (Van Trijp et al., 1996). Additionally, research has focused on the

correlation between different levels of self-control and buying behaviour,

particularly impulsive buying, which can directly impact product choices

(Mulyono and Rusdarti, 2020).

Moreover, individuals tend to lose self-control towards the end of the

day, increasing the likelihood of impulsive purchases (Baumeister, 2002).

Sharma et al. (2010b) study also corroborates that individuals with high

self-control are less prone to impulsive buying. However, they may still

seek variety, highlighting the impact of self-control on systematic product
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choices, whether through impulsive or planned decisions.

Researchers have also argued that attitudes towards certain states can also

affect decision and buying behaviours. For instance, a study conducted by

Sorce et al. (2006) suggests that our attitudes can significantly influence our

buying behaviour, particularly in online settings. The study also highlights

how our attitudes affect our purchasing decisions and influence how we

evaluate and perceive products.

Another study by Garg et al. (2007) found that individuals who experience

positive emotional states, like happiness, tend to be more mindful of their

food choices. This implies that happy individuals are less likely to make

impulsive purchases since they are more likely to consider the emotional

consequences of their food choices and avoid items that may lead to regret

later on. This finding is supported by Lin and Lin (2009), who indicates

that individuals who experience negative emotional states, such as sadness,

are more likely to purchase a greater variety of snacks compared to those

who are happy.

Other research studies have delved into the connection between consumer

purchasing behaviour and personality traits (Brunelle and Grossman, 2022),

with a focus on the Big Five personality model (Costa and McCrae, 1992)

or derived frameworks (e.g. 3M hierarchical mode (Mowen, 2000)). This

model assesses traits such as neuroticism, extroversion, openness, agree-

ableness, and conscientiousness. The findings from these studies reveal

that certain personality traits can positively or negatively affect different

systematic behaviours, such as impulsive buying, brand loyalty, and repeat

purchases.

For instance, Mowen (2000) found that agreeableness and neuroticism are

positively associated with impulsiveness in purchasing behaviour. Consis-
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tent with Mowen (2000), Pirog and Roberts (2007) found that neuroticism

was linked to impulsivity among a group of 254 students. On the other

hand, He also found that extroversion shows a negative association with

impulsiveness. Interestingly, he did not find a significant correlation be-

tween agreeableness and compulsive buying, as in previous studies.

In addition, further research has shown that conscientiousness can also

impact impulsive behaviour. A study by Verplanken and Herabadi (2001)

reported a negative correlation between conscientiousness and impulsive

buying. Similarly, in the context of online shopping, personality traits

such as neuroticism (Wang and Yang, 2008) and conscientiousness (Sun

and Wu, 2014) were negatively related to impulsive buying.

Moreover, a recent study discovered that a buyer’s personality matching

that of a seller in an offline context might either enhance or reduce impul-

sivity in purchasing behaviour (Ali et al., 2022). For example, if a buyer

and seller share similar levels of agreeableness and openness, it can lead to

more compulsive buying. Conversely, if there is a similarity in neuroticism,

it can lead to less compulsive buying.

Furthermore, gender also plays a crucial role in impulsive buying, with

women being more susceptible to exhibiting compulsive buying behaviour

driven by neuroticism, extroversion, and openness to experience than men

(Tarka et al., 2022). Additionally, shopping mission also influences im-

pulsiveness, with conscientiousness and agreeableness having a direct and

adverse relationship with impulsive buying when shopping for pleasure, en-

tertainment, or emotional gratification. This relationship was found to be

stronger for women than for men (Tarka et al., 2022).

Individuals’ loyalty towards products, brands, and stores can be considered

a reflection of their consistent choice of a particular thing or systematic
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purchase behaviour. This area of study in consumer behaviour is of great

importance. Research on the relationship between personality traits and

store loyalty is still relatively limited. Existing studies have so far pro-

vided only weak evidence to suggest any significant correlation between

the two.(Bove and Mitzifiris, 2007). However, the correlation between per-

sonality traits and brand or product loyalty has received more attention.

Early research suggests a positive connection between the two. Guo (2003)

found that all five dimensions of personality (agreeableness, openness, con-

scientiousness, extroversion, and neuroticism) were significantly positively

related to brand personality. However, other scholars, such as Chow et al.

(2004), have only found significant positive relationships with extroversion

and openness among their participants.

Studies have also focused on the hedonic aspect of products that can sig-

nificantly impact a consumer’s loyalty towards products that offer hedonic

value. Research indicates that certain personality traits can influence an

individual’s loyalty towards such products. For example, individuals who

possess traits like openness and extroversion are more likely to develop

brand loyalty for hedonic products (Matzler et al., 2006). These types

of products, which include gourmet ice creams, premium wines, artisan

cheeses, and indulgent chocolates, are commonly available in grocery stores

with a wide range. An extroverted person may develop a solid attachment

to a specific brand of ice cream that offers innovative flavours and vibrant

packaging, as it aligns with their desire for novelty and enjoyment.

Moreover, Lin (2010) conducted a study that confirmed previous research

and added a new perspective to the topic. The study found that friendly,

cooperative, and empathetic consumers are more likely to associate positive

emotions with specific products while shopping. A shopper with agreeable

personality traits may develop brand or product loyalty towards a line of
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premium coffees known for their ethically sourced beans and sustainable

practices, such as fairtrade certification, as it aligns with their values of

empathy and cooperation within global supply chains. This suggests that

individuals with agreeable personalities will tend to view an exchange be-

tween a firm and themselves as honest, decent, and trustworthy. Therefore,

speciality coffees, artisan chocolates, and organic wines are just a few ex-

amples of hedonic items that satisfy consumers’ desires for pleasurable and

enjoyable grocery store experiences.

A recent study by Di Crosta et al. (2021) suggests that personality traits

may have a more significant influence on consumer behaviour during times

of uncertainty, such as the ongoing COVID-19 pandemic, than during pe-

riods of certainty. The study found that individuals with high levels of

openness, who are more open to change, diversity, and new experiences,

tend to purchase hedonic products related to new hobbies. This may in-

dicate that people sought out these products to satisfy their desire for

exploration and variety, given the limitations on travel and socialising. On

the other hand, conscientious individuals who prioritise practicality and

functionality were less likely to purchase hedonic products. This illustrates

how personality traits shape consumer behaviour and how people cope with

stress and uncertainty in different ways (Al Hamli and Sobaih, 2023).

There is also evidence that personality traits affect consumers’ loyalty be-

haviour in the online setting. Bosnjak et al. (2007) conducted a study on

808 internet users and found that emotional factors play a stronger role

than rational factors in the decision to purchase online. Additionally, three

of the five personality traits — neuroticism, openness, and agreeableness

— were found to have a small but significant impact on the intention to

make online purchases.
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In a subsequent study by Islam et al. (2017) involving college students, it

was discovered that extroverted individuals had a positive and significant

connection with consumer purchasing engagement. Neuroticism, openness,

and agreeableness also had a noticeable impact on online purchasing be-

haviour. In contrast, the study found that conscientiousness had a negative

association with online engagement towards purchasing.

Numerous research studies have also explored the impact of personality

traits on consumer loyalty across various industries, including mobile ser-

vices and tourism. For instance, a study by Jani and Han (2014) analysed

529 frequent guests at 5-star hotels and found that individuals with ex-

troverted, agreeable, and neurotic personality traits have a significant rela-

tionship with satisfaction and ultimately with overall loyalty towards the

hotel. Similarly, Smith (2020) found that customers in the mobile industry

who exhibited agreeable, neurotic, and open personality traits were more

content with mobile services than other personality types.

2.3.3 Knowledge gap and rationale for Study 3

Overall, the previous section reviewed extant literature that examines a

wide range of predictors of different buying behaviours, focusing on both

demographic and psychographic variables. While demographic factors like

age, income, gender, education, and household size have traditionally been

used to understand consumer behaviour, their effectiveness as predictors

varies across contexts and industries. Psychographic variables, which delve

into deeper psychological traits and attitudes, offer additional insights but

also exhibit varying degrees of effectiveness. The literature highlights an

ongoing debate regarding the relative power of demographics versus psy-

chographics in predicting purchase outcomes, with mixed results depending
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on the context, channels, categories, and even products.

The gap in the literature lies in the lack of exploration of behavioural

variables derived from historical transactional records in modelling pur-

chase behaviours, specifically buying behaviours related to repeat product

choices.

The last study of this thesis aims to bridge this gap by proposing a com-

prehensive model that integrates transactional, demographic and psycho-

graphic variables to predict and improve the understanding of systematic

behaviours across multiple purchases (assessed by bundle entropy). This is

achieved by leveraging traditional statistical and machine learning meth-

ods (please refer to section 6.1.1 of Study 3 for a thorough justification

of the method selection) to accurately predict bundle entropy. Addition-

ally, the study aims to uncover hidden patterns and pertinent correlations

within the predictor variables through the use of novel modelling techniques

(SHapley Additive exPlanations values (Lundberg et al., 2017) and Model

Class Reliance (Fisher et al., 2019; Smith et al., 2020)).

Therefore, through empirical validation and comparative analysis, Study

3 aims to demonstrate the efficacy of these methodologies in predicting

bundle entropy and enriching the comprehension of systematic choices.
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3.1 Research philosophy

Various research philosophies can be applied to consumer behaviour re-

search depending on the nature and approach of the study. For many years,

positivism and interpretivism have been the most common philosophies in

consumer research (Belk, 1986). Positivism assumes that knowledge is de-

rived from observable phenomena and empirical evidence (Kuhn, 1997).

On the other hand, interpretivism is based on subjective interpretations

of experiences (Mackenzie and Knipe, 2006). Post-positivism emerged as

an approach that focuses on the objectivity of the phenomenon and gives

equal significance to the experiential and meaningful aspects that under-

pin it. This later philosophy acknowledges the complex, social, and often

unpredictable nature of consumer behaviour (Venkatesh, 1992).

With the emergence of big data and data analytics, scientific inquiry is

being reshaped, offering new avenues for data generation, collection, pro-

cessing and analysis. Data-driven approaches, which blend abduction, in-

duction, and deduction, are gaining dominance over time due to their abil-

ity to harness the potential of vast datasets (Kitchin, 2014). Social science

research can benefit from the vast array of rich data sources available (Rup-

pert, 2013). However, the epistemological implications of big data are still

a topic of debate (Kitchin, 2014).

As mentioned before, this thesis comprises three interconnected studies

that collectively contribute to the overall research. The first study aims

to develop a new method to measure individuals’ systematic purchase be-

haviours across multiple purchases. The second study evaluates the pro-

posed measure’s accuracy and usefulness in uncovering hidden relationships

with other observable behaviours. The final study examines the impact

of different predictors derived from demographic, psychographic, and be-
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havioural datasets on systematic purchase behaviour (via bundle entropy).

Although advanced data analysis techniques and big data are utilised in

this research project, a positivist philosophy is ultimately adopted. This

decision is based on the current discussions surrounding a new research

philosophy that is driven by big data, which may become clearer in the

near future. By utilising a quantitative methodology approach, positivism

provides a robust framework for exploring the topic at hand (Hair, 2009).

Furthermore, the adoption of this philosophy is significant for the research’s

motivation, intention, and expectations (Mackenzie and Knipe, 2006). It

allows for an objective investigation of systematic purchase behaviour and

the development of novel scientific insights. Positivism is rooted in the

realist ontology assumption, which states that an objective reality exists

independently of human perception. Furthermore, this reality can be un-

derstood through an epistemological position of systematic observation and

empirical analysis (Shelby, 1991). In the context of this thesis and the

studies therein, positivism serves as a suitable philosophical principle for

the rigorous exploration of consumer buying behaviour patterns and the

identification of underlying regularities in purchasing decisions.

The positivist approach emphasises empirical evidence as the foundation

of scientific inquiry. This work seeks to objectively uncover patterns and

trends in consumer behaviour by analysing real-world, large-scale trans-

actional datasets. The aim is to develop reliable and valid insights into

the drivers and dynamics of systematic purchase behaviour (via bundle

entropy).

Positivism prioritises objectivity and minimises bias and subjectivity in re-

search (Popper, 2005). To achieve this, Study 1 develops and proposes a

direct measure to assess the behaviour under study directly from past pur-
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chases. Additionally, this work employs quantitative methodologies such as

statistical analysis, machine learning models, and data mining techniques.

These quantitative approaches enable this work to objectively analyse large

volumes of data, identify meaningful patterns and complex relationships,

and draw evidence-based conclusions. By adopting a quantitative approach

to big data sets, this work can ensure the reliability and validity of the

findings, thus enhancing the credibility and generalizability of the research

outcomes.

Positivism is known for its emphasis on systematic observation and rigorous

research methods (Bryman, 2016). In this study, novel standards protocols

and methodologies for data analysis have been applied (e.g. Cross-industry

standard process for data mining (Shearer, 2000)). By adhering to rigor-

ous research standards, the study aims to minimise the potential for bias

and error and produce robust and replaceable findings in all three stud-

ies. Through this, the study seeks to contribute to the cumulative body of

knowledge in the field of consumer behaviour research.

Moreover, positivism encourages the use of theory, hypothesis testing or re-

search questions to guide research inquiry (Kuhn, 1997). This work draws

upon existing theoretical frameworks and empirical research findings to

formulate research questions about the relationships between systematic

purchase behaviour and other measurable buying behaviours. These re-

search questions serve as testable propositions that can be evaluated using

empirical data, allowing this thesis to assess the validity of our theoretical

assumptions and refine our understanding of consumer behaviour dynamics

in different contexts (e.g., online vs in-store).

While positivism provides a solid foundation for empirical research, it is

not without its limitations. Positivism tends to prioritise quantitative data
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and may overlook the subjective or qualitative aspects of human experi-

ence, especially in grocery shopping where multiple external (e.g., offers,

discounts, etc.) and internal factors (e.g., psychographics) can play a huge

role. Additionally, positivist research can be constrained by data availabil-

ity and quality and statistical techniques’ limitations. To address these

limitations, the thesis worked with several large real-world transactional

datasets with national coverage from different retailers to maximise the re-

liability of the findings as much as possible. Additionally, when modelling

bundle entropy in Study 3, a complementary approach is adopted to inte-

grate not only behavioural data from past purchases but also psychological

traits and attitudes, allowing for a broader understanding of bundle entropy

and ultimately systematic purchase behaviour.

While the research follows a positivist approach, it’s important to acknowl-

edge that the psychographic data used in Study 3 is derived from a survey

based on the Big Five personality framework. Although the survey was ini-

tially developed for a different study (Lavelle-Hill et al., 2020), it provides

valuable psychological insights into the same customer cohort for whom we

have transactional data. The Big Five framework is widely recognised and

validated within the field of psychology, providing a robust foundation for

understanding personality traits (John and Srivastava, 1999; McCrae and

Costa, 2004).

Even though positivism typically emphasises observable and quantifiable

data, integrating psychographic information, grounded on an established

psychological theory, into the transactional data enables a more nuanced

and comprehensive analysis of consumers’ systematic purchase behaviour.

This integration upholds the positivist commitment to empirical rigour

while recognising the complexity of human behaviour that such frameworks

aim to capture (Gosling et al., 2003).
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By treating the Big Five personality data as reliable, this thesis makes use of

a well-established psychological construct to enhance the depth and validity

of its findings, thereby bridging the gap between quantitative data analysis

and the potential richness, explanatory power of psychological insights as

shown in several consumer research studies (e.g. Sandy et al., 2013, Bosnjak

et al., 2007, Islam et al., 2017, Brunelle and Grossman, 2022, Di Crosta

et al., 2021).

In summary, the positivist philosophy underpinning this study provides a

rigorous framework for the investigation of systematic purchase behaviour.

By emphasising empirical evidence, objectivity, and methodological rigour,

the work aims to advance our understanding of consumer behaviour and

contribute to the broader body of knowledge in the field. Through novel but

rigorous research standards and interdisciplinary inquiry, the thesis seeks

to uncover valuable insights that can inform both academic scholarship and

practical decision-making in the retail industry.

3.2 Data provenance and technical frame-

work

The real-world transactional data sets employed in the three studies of

this thesis were sourced from two major retailers and one service company

and complemented by survey data. These transactional data sets are rich in

scale and scope, allowing for longitudinal and granular analyses of consumer

purchase behaviour covering different time frames. The rationale and the

description of the data sets used in each study are as follows.

Study 1 utilises historical transactional (purchase) data from two real-
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world data sets that collectively enable a comprehensive examination of

SPB and the development of the bundle entropy metric. These datasets

were selected for their ability to complement one another in terms of scale,

granularity, and contextual relevance, ensuring the metric’s validity and

applicability across diverse retail scenarios.

The study utilises historical transactional (purchase) data from two real-

world data sets. The first is an open source dataset from Dunnhumby

called The Complete Journey1 (See Appendix A.0.1 for a description of

the data set). Over a period of two years, this dataset includes grocery

purchases at a household level from 2,500 frequent shoppers, providing a

cohort for tracking SPB over time. It comprises over 2.5 million entries

documenting household-level transactions, including detailed information

on purchased items, quantities, purchase locations, and timestamps. All

pertinent code to replicate experiments conducted with this dataset has

been made available in Appendix B and on Github2.

The second data set3 comprises a vast collection of transactional records

from 1,130,262 unique customers of a major UK-based grocery retailer.

This dataset covers over 20 months between 2014 and 2016. The dataset

captures details such as the type of product purchased, the quantity bought,

the store location, and the time of purchase. Each transaction is linked to a

specific customer through their loyalty card, enabling a more comprehensive

analysis of individual buying patterns and consistency. In order to get

a representative sample of regular customers, an inclusion criteria of a

minimum of 5 purchases were established in both of the channels that the

dataset includes (online and in-store stores). Out of the entire raw data set,

1The dataset is available at https://www.dunnhumby.com/source-files/
2https://github.com/rmansillal
3This second dataset is unavailable for public release due to a non-disclosure agree-

ment
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only 2,181 customers met the criteria, making it a relatively small sample.

Nevertheless, this sample holds significant value as it provides insights into

the systematic consumer purchase choices.

The combination of these datasets provides a framework for developing and

testing the bundle entropy metric. The Dunnhumby dataset served as an

ideal pilot environment for metric development, leveraging its controlled

scale and public availability to ensure replicability and transparency. In

contrast, the UK retailer’s dataset introduced a greater diversity of shop-

ping contexts and behaviours, enabling validation across a much larger and

more varied customer base.

For study 2, the transactional and nutritional dataset comes from a lead-

ing UK grocery chain that identifies customers/households via online and

in-store loyalty card IDs. This particular chain has an extensive physical

and virtual presence across the country, providing customers with a wide

range of product categories and well-known brands. The chain has over

3,000 physical stores in five different formats, which are spread out across

various regions of the UK. Additionally, the chain has been operating its

website since the late 1990s, which offers an online channel with nationwide

coverage. Online products are sourced directly from physical stores, not

regional distribution centres. As a result, a shopper can expect a consistent

and comparable product offering both online and in-store, where they will

be served by their local store for online deliveries.

In addition to transactional data, the study incorporates detailed nutri-

tional information for each soft drink product gathered by utilising the

Application Programming Interfaces (APIs) provided freely by the retailer.

The data collected included the values for energy, saturated fat, sugar,

sodium, fibre, and protein present in 100 ml of the drinks. This infor-
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mation was then accurately linked to our transactional data (explained in

more detail in section 5.1.5), which is maintained at the product level. This

comprehensive data collection process allows us to provide a fairly complete

picture of the nutritional content of each soft drink product.

As mentioned before, the transactional records come from the retailer’s

loyalty card program. Hence, members who have purchased online or in-

store. The retailer has anonymized and processed the data according to

confidentiality, privacy requirements, and standard ethical protocols. The

data comprises sales records of more than 1 million members for a recent

period comprising 19 months between 02/10/2014 and 31/05/2016 (before

COVID). The when, where, what, and how each individual bought is known

for each acquisition. Likewise, descriptors like the quantity, price, product

category/subcategory, and a unique product ID that will associate them

with their respective transactions are also known for each item acquired.

As previously stated, the business has different store formats, catering to

both online and in-store channels. However, for this study, the website

service was selected for the online channel, and three store formats were

selected for the in-store channel. These formats were chosen based on their

similar shopping missions and product flows, thus making them ideal for

comparative analysis. As such, stores located in transport hubs and petrol

stations were excluded to ensure a more accurate and relevant study.

This dataset was chosen for its ability to provide a comprehensive view of

consumer behaviour across channels, supported by the richness of trans-

actional and nutritional data. Its dual-channel structure facilitates robust

comparisons between online and in-store SPB, shedding light on the in-

fluence of retail context on purchasing patterns. Moreover, the dataset’s

granularity supports a detailed examination of basket-level SPB and its

57



CHAPTER 3. METHODOLOGY

nutritional implications, highlighting its utility for addressing real-world

retail and public health challenges.

Study 3 The data used in Study 3 comprises two complementary

sources—a transactional dataset provided by a leading UK grocery and

pharmacy chain and a survey dataset capturing socio-demographic, psy-

chological, and behavioural information. Together, these datasets offer a

rich, multi-dimensional framework for exploring systematic purchase be-

haviour (SPB) predictors and the relative importance of psychological, de-

mographic, and behavioural factors.

The transactional dataset covers purchases made by survey participants

across online and in-store channels, tracked through loyalty card IDs. Cov-

ering the period from January 1, 2012, to November 4, 2015, this dataset

records detailed information on ”what,” ”where,” and ”how much” indi-

viduals bought, similar to the structure of the transactional data used in

Studies 1 and 2. However, this dataset includes additional product-level

details, such as product names and sizes, enabling a finer-grained analysis

of consumer purchasing patterns. The dataset was pseudo-anonymized by

the retailer and processed in compliance with strict confidentiality, privacy,

and ethical protocols, ensuring adherence to data protection standards such

as GDPR. By leveraging this dataset, the study extends the bundle entropy

metric to analyse purchase regularities within a diverse retail context, in-

corporating both grocery and pharmacy categories.

The survey dataset was initially designed to explore the impact of person-

ality and psychological factors on purchase behaviours in the retail context.

The complete survey is available in Appendix H.0.1. Although the survey

was originally developed for understanding plastic bag usage (Lavelle-Hill

et al., 2020) and not specifically designed to investigate bundle entropy, it

58



CHAPTER 3. METHODOLOGY

still provides valuable information on 12,835 common participants, includ-

ing their socio-demographics, shopping behaviours and motivations, and

psychological characteristics, which are described below:

• Socio-demographics: Some of the socio-demographic variables con-

tained in this data are age, gender, marital status, occupation, house-

hold income, household composition, education level, among others.

• Psychological characteristics: The psychological variables in this

dataset are self-control, impulsiveness (BAS) and personality traits,

such as extroversion, conscientiousness, agreeableness, and openness.

• Shopping behaviours and motivations: The data contain pur-

chase and motivation variables, such as frugality, shopping impulsiv-

ity, and variety-seeking.

The Survey data assessed these psychological and behavioural variables uti-

lizing established Likert scales to capture individual subjective perceptions.

While SHapley Additive exPlanations (SHAP) and Model Class Reliance

(MCR) do not directly address the subjective nature of these variables,

they facilitate an evaluation of each variable’s influence on the model’s

outputs. This method allows the systematic interpretation of the impact

of these variables without undermining their intrinsic subjectivity.

By anchoring these measurements in validated frameworks, the study aligns

with a positivist approach that emphasizes empirical rigour while also ac-

knowledging the variability introduced by self-reported data. Through

SHAP and MCR, the model offers insights into the relative importance

of these subjective variables, ensuring that both individual perceptions

and broader trends in consumer behaviour are effectively captured within
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its predictive framework. A list of all the variables used in this study is

provided in section 6.1.5.

3.2.1 Technical framework

Across all three studies, a combination of programming languages, tools,

and software platforms was employed to manage, preprocess, analyze, and

visualize the data. These tools were selected for their robustness, scalabil-

ity, and compatibility with large, multi-dimensional datasets.

• Programming Languages: SQL: Used extensively for data extrac-

tion, transformation, and integration from the relational databases

provided by the retailers. Python: Served as the primary language

for data preprocessing, feature engineering, statistical analyses, and

machine learning tasks.

• Software Tools: PostgreSQL: This open-source relational database

management system was used for structured data storage, querying,

and transformation, ensuring efficient handling of large datasets from

multiple sources. Google Colaboratory: Provided an interactive en-

vironment for conducting data exploration, statistical analyses, and

machine learning experiments. It facilitated transparency and repro-

ducibility in the analytical workflow. GitHub: Hosted the codebase

for replicating experiments with the Dunnhumby dataset, ensuring

that methods and analyses were accessible for independent valida-

tion.

• Python Libraries: Pandas and NumPy: Enabled efficient data ma-

nipulation and computation, particularly for multi-dimensional ar-

ray data. SciPy and scikit-learn: Supported statistical analysis and
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machine learning tasks. SciPy provided tools for hypothesis testing

and feature selection, while scikit-learn powered the Random Forest

models and Model Class Reliance (MCR) analysis. SHAP (SHapley

Additive exPlanations): Applied in Study 3 to interpret the impor-

tance of individual predictors in the machine learning models, offering

transparency in model outputs. Matplotlib and Seaborn: These are

used for data visualization, including feature importance charts and

cross-channel comparisons.

• Specialized Tools: Retailer APIs, in Study 2, APIs provided by the

retailer were used to gather detailed nutritional information for soft

drinks, ensuring accurate data.

3.3 Research Methods Integration

The thesis follows a logical and systematic progression, beginning with the

development of a novel measurement for SPB, moving to its empirical ap-

plication, and finally exploring its predictors. This structured methodology

showcases the versatility of the bundle entropy as both an analytical tool

and a conceptual anchor that guides the overall research design. Essentially,

the logical flow of this research illustrates that bundle entropy not only ad-

dresses specific analytical inquiries but also provides a cohesive framework

that connects various facets of consumer behaviour research, encompassing

measurement, application, and interpretation.

In Study 1, the focus is the development of a propensity measurement called

bundle entropy, which addresses limitations in existing measures such as

Basket Level Entropy (BLE) and Basket Revealed Entropy (BRE). While

useful for understanding basket-level repetition and basket ‘predictabil-
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ity’, these existing metrics are insufficient for accurately capturing the pre-

dictability of multi-item basket compositions over time that accords to

intuition (this is explained later in section 4.1.1). Bundle Entropy was

designed as a normalized, parameter-independent measure that evaluates

the regularity of product combinations over time. By utilizing datasets

with both synthetic and real-world characteristics, Study 1 established the

theoretical soundness and empirical robustness of the metric. This foun-

dational work was critical in demonstrating the utility of Bundle Entropy

for analysing SPB in complex retail environments.

Building upon the foundations established in Study 1, Study 2 employed

bundle entropy to examine SPB across both online and in-store retail chan-

nels. The dual-channel structure of the dataset facilitated a within-subject

comparison, providing valuable insights into how the retail context influ-

ences purchasing behaviours. The study revealed significant differences in

SPB between the two channels, underscoring the impact of environmental

factors on consumer product choices. Additionally, the incorporation of

nutritional data allowed for an analysis of SPB in relation to health-related

products, such as the nutritional profiles of soft drinks. By demonstrat-

ing the practical relevance of bundle entropy in real-world retail settings,

Study 2 broadened the metric’s applicability and highlighted its potential

for addressing challenges in public health and marketing.

Study 3 made significant strides in the research by integrating survey and

transactional data to examine the predictors of SPB. In this study, bun-

dle entropy was treated not only as a dependent variable—representing

the outcome of systematic purchasing behaviour, but also as a framework

for exploring its underlying drivers. By incorporating demographic, psy-

chographic, and behavioural variables from the survey dataset, Study 3

offered a comprehensive perspective on the factors influencing SPB. Ad-
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vanced machine learning techniques, including Random Forest and SHAP,

were employed to assess the relative importance of these predictors. These

methods provided valuable insights into the intricate relationships between

individual traits, purchasing motivations, and systematic behaviours.

The integration of these three studies establishes a cohesive methodological

narrative. Collectively, they reflect a rigorous and iterative research process

rooted in scientific reasoning and methodological innovation. This thesis

progresses from metric development to empirical application and finally

to predictive analysis, demonstrating how the proposed measure can serve

multiple purposes, ranging from explaining systematic purchasing patterns

to identifying their key drivers.

3.4 Research Ethics

This thesis adheres to standard ethical conduct, considering the principles

of transparency, reproducibility, and social responsibility in data protec-

tion, collection, and analysis. Each stage of the research process of each

study was designed to ensure compliance with legal non-disclosure agree-

ments with the providers of the data and broader ethical norms, particularly

in the context of handling shopping consumer data.

A cornerstone of this ethical approach was the rigorous anonymization of

all datasets used in the studies. The transactional data provided by major

UK retailers was pseudo-anonymized by the retailers themselves before

being made available for research purposes. This ensured that no personal

identifiers, such as names or contact information, were included in the

datasets, thereby safeguarding participant privacy and preventing the risk

of re-identification, for example, by reverse engineering. All data processing
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and analysis adhered to the General Data Protection Regulation (GDPR).

Informed consent was another key ethical consideration, particularly in

Study 3, which integrated survey data with transactional records. Par-

ticipants in the survey provided explicit consent for their data to be used

in research and for it to be linked to their purchasing behaviours through

loyalty card records.

The research emphasized social responsibility by tackling questions that

yield tangible societal benefits. For instance, examining SPB with nutri-

tional choices supports public health by providing actionable insights into

dietary patterns. Furthermore, identifying the demographic and psycholog-

ical predictors of SPB can aid in designing targeted interventions to foster

healthier and more sustainable consumer behaviours. By aligning its re-

search objectives with broader societal priorities, the thesis underscores its

ethical commitment to generating knowledge that contributes to the public

good.

Finally, the thesis adhered to principles of transparency and reproducibil-

ity throughout the research process. Key methodologies and analyses were

documented and made publicly accessible, as referenced in the footnote

on page 55. A public dataset, such as the Dunnhumby Complete Journey

dataset, was employed to validate the results independently. For propri-

etary datasets, comprehensive descriptions and justifications for their use

were provided in section 3.2, ensuring that the research is both accessible

and comprehensible to academic and non-academic alike.
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Chapter 4

Measuring Consumers’

Systematic Purchase

Behaviour in Retail

This chapter is based on work published at the IEEE Interna-

tional Conference on Big Data in 2022:

R. Mansilla, G. Smith, A. Smith and J. Goulding, ‘Bundle entropy as a novel

measure of consumers’ systematic product choice combinations in mass trans-

actional data,’ 2022 IEEE International Conference on Big Data (Big Data),

Osaka, Japan, 2022, pp. 1044-1053, doi: 10.1109/BigData55660.2022.10021062.

——————————————————————————————————–
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4.1 Introduction

Understanding and measuring human behaviour predictability is increas-

ingly valuable to scholars, as well as commercial and policy decision-makers.

The significance of predictability measures in domains such as human mo-

bility has been well studied (Song et al., 2010; Smith et al., 2014), with

applications ranging from advertising and service provision to intelligent

agents (Krumm, 2010; Jung et al., 2010; Froehlich and Krumm, 2008).

However, there is a comparative lack of study on predictability in be-

haviours like purchasing patterns, despite the routine collection and pro-

cessing of large-scale transactional data sets.

The retail industry possesses extensive and intricate datasets through loy-

alty programs (both in-store and online) and online purchase platforms.

Many of these datasets contain unique identifiers that enable the tracking

of individual consumers or households over time. This provides numer-

ous opportunities for data-driven insights and management (Hossain et al.,

2020; Foxall, 2001). For example, systematic or predictable consumers

can be provided with relevant offers more efficiently, while unpredictable

consumers may benefit from targeted innovations or varied direct offers.

Assigning a predictability score to households or consumers can enhance

retail segmentation and predictive analytics, creating greater opportunities

for personalising responses and offers (Wen et al., 2018). Furthermore,

consumer marketing communications are increasingly influenced by be-

havioural and propensity scores to ensure they align with consumer needs.

Driven by the significant potential for behavioural academics, retailers, and

policymakers, this first study aims to provide more insights into consumer

buying behaviour by developing a novel measure for assessing systematic

purchase behaviour (SPB) from transactional big data. While prior studies
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such as Guidotti et al. (2015) have touched upon this topic by presenting

a measure for SPB based on basket predictability, this study aims to take

a more in-depth approach and consider related measurements of basket

variety (Straathof, 2007), heterogeneity (Nicolas-Sans and Ibáñez, 2021)

and diversity (Jost, 2006; Budescu and Budescu, 2012) based on entropy.

However, there are certain limitations in existing methods, which either

fail to align with a more intuitive definition of basket predictability or are

parameter-dependent/unstable.

These issues could significantly impact the practical applications of these

methods on real-world data, a point that is elaborated in detail in section

4.3.3 of this study. To provide a more comprehensive understanding of

the focus of this study, Table 4.1, in section 4.1.1, shows some synthetic

examples of different purchase patterns that illustrate the goal of this study

as well as the limitations of existing approaches.

4.1.1 Introducing the flaws of current predictability

measures

As previously mentioned, existing methods for measuring basket predictabil-

ity are ineffective in providing accurate and intuitive results. Although the

Guidotti et al. (2015) measure performs intuitively in some scenarios; it re-

lies heavily on manually defined parameters set by the user. Consequently,

results may differ from user to user, affecting the comprehensive under-

standing of basket predictability.

The following examples are synthetic purchasing patterns of five different

customers. Each basket (set) in a purchase history represents a unique

shopping trip that includes one or more of the following items: milk (𝑚),
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butter (𝑏), pasta (𝑝), salmon (𝑠), cheese (𝑐), and yoghurt (𝑦):

𝐶1 = {𝑚, 𝑏, 𝑦}, {𝑚, 𝑏, 𝑦}, {𝑚, 𝑏, 𝑦}, {𝑚, 𝑏, 𝑦}, {𝑚, 𝑏, 𝑦}

𝐶2 = {𝑚, 𝑏, 𝑝}, {𝑚, 𝑏, 𝑝}, {𝑚, 𝑏, 𝑝}, {𝑚, 𝑏}, {𝑚, 𝑏}

𝐶3 = {𝑚}, {𝑚, 𝑏}, {𝑚, 𝑝}, {𝑚, 𝑠}, {𝑚, 𝑐}

𝐶4 = {𝑚, 𝑏}, {𝑏, 𝑝}, {𝑝, 𝑠}, {𝑠, 𝑐}

𝐶5 = {𝑚}, {𝑏}, {𝑝}, {𝑠}, {𝑐}

After analysing the examples above, it can be deduced that customer 𝐶1

is the most predictable among all the customers, as it tends to buy the

same items during each visit. Similarly, 𝐶2 is also relatively predictable

since it consistently purchases milk and butter but only occasionally buys

pasta. However, the basket composition of 𝐶3 is more unpredictable, as

this individual only purchases milk regularly but switches the second items

on every visit. 𝐶4 and 𝐶5 are the hardest to predict, and although 𝐶4

has some commonality across their baskets, it is still difficult to determine

their purchasing pattern. Therefore, to measure the predictability of these

customers, a measure that produces the following ordering is required.

Low ← Unpredictability → High

Expected: C1 C2 C3 C4 C5

Nonetheless, as shown in Table 4.1, current measurement techniques do

not accurately reflect this intuition. For instance, the Item Entropy (IE)

measure does not capture the expected ordering of the data. Similarly, both

Basket Level Entropy (BLE) and Guidotti et al. (2015) measure, Basket

Revealed Entropy (BRE), are unable to distinguish the critical fact that the

values of 𝐶1 < 𝐶2 < 𝐶3 < 𝐶4 < 𝐶5, even across various parameterizations.
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The inability of these measures to match applied intuitions, even in simple

synthetic examples, has highlighted the need for this work. To ensure

clarity, the specific formulas utilized for calculating these measures are

detailed in Section 4.3.3, where a thorough discussion of their limitations

is also provided.

Table 4.1: Examples of consumer purchasing behaviour where the effective-
ness of current approaches to measure basket predictability are insufficient.

Normalised score from 0 to 1
Measure C1 C2 C3 C4 C5
Item Entropy (IE) 1.0 0.98 0.81 0.97 1.0
Basket Level Entropy (BLE) 0.0 0.97 1.0 1.0 1.0
Basket Revealed Entropy (BRE-low param) 0.0 0.97 1.0 1.0 1.0
Basket Revealed Entropy (BRE-med param) 0.0 0.97 0.0 1.0 1.0
Basket Revealed Entropy (BRE-high param) 0.0 0.0 0.0 1.0 1.0

This study acknowledges that measuring predictability at the basket level is

also a focus of other behavioural studies. Similar to Guidotti et al. (2015),

this study determines someone’s predictability based on the composition

of their basket or a sub-basket. This is of utmost importance because

it allows us to gain certainty that a customer’s next basket will include

specific items, increasing the overall utility value. Furthermore, it reflects

real-world conditions where baskets with the same content are rare due

to factors such as availability, variety-seeking, promotions, cross-retailer

shopping, and group purchasing. Neglecting to factor in the randomness

of a few items in a basket might result in labelling numerous customers

as unpredictable when they are fairly predictable. Therefore, it is imper-

ative to consider and factor in regularity within baskets while measuring

predictability to ensure accurate results.

To visually illustrate the differences between BE and existing metrics, let’s

consider the following set of three purchases (baskets) for a hypothetical

customer (𝐶1):
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𝐶1 = {𝐴, 𝐵, 𝐶}, {𝐴, 𝐵, 𝐷}, {𝐴, 𝐵, 𝐸}

In this example, BE accurately reflects the customer’s partial predictability.

The consistent purchase of products A and B across all baskets suggests

a stable purchasing pattern, while the variation in products C, D, and E

introduces some unpredictability. BE assigns a value of 0.23 (see Table

4.1), which reflects this combination of stability and variation. In contrast,

other measures either overestimate or underestimate the predictability.

IE, for example, calculates entropy (using equation 3 in Appendix A) at the

individual product level without considering basket composition, leading it

to report a value close to 1. In this case, IE measures the frequency of

individual products but fails to account for the fact that some items (A

and B) are consistently bought together. BLE, which assesses each entire

basket as a single unit (see equation 4 in Appendix A), also assigns a value

of 1, misrepresenting the evident regularity in products A and B. BLE

treats each basket as entirely different because the third product in each

basket varies, ignoring the common sub-basket.

Similarly, BRE measures predictability by identifying frequent sub-baskets

through an algorithm that groups common items, depending on the pa-

rameterization (see equation 5 in Appendix A). In this example, BRE at

thresholds like 10%, 24%, and 70% either returns a value of 0 (assuming full

predictability) or 1 (assuming full unpredictability), missing the balanced

predictability of A and B paired with the variable products C, D, and E.

BE, however, uses a set similarity approach that measures both shared and

unique items across baskets, penalizing unpredictability while accounting

for the consistent sub-basket of A and B. By striking this balance, BE pro-

vides a more accurate and intuitive measure of predictability, recognizing
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Figure 4.1: The accuracy of Bundle Entropy against existing metrics in
accurately measuring the stability of product choice combinations across
purchases.

both the regularity in certain product choices and the variation in others.

This study aims to quantify the predictability of purchases from trans-

actional data. This section provides an overview of related measures that

attempt to achieve this, highlighting the different definitions of predictabil-

ity that these measures encode. It is argued that none of these accurately

and consistently quantifies the predictability of basket purchases.

Section 4.3.2 lists the properties that such a measure should follow. The

following three sections, 4.3.3, 4.3.4, and 4.3.5, detail the shortcomings of

existing approaches against these properties. This study then introduces

a novel measure called bundle entropy and theoretically demonstrates its

utility.

In the final section 4.5, the study compares bundle entropy to existing ap-

proaches on two real-world data sets, empirically demonstrating its effec-

tiveness. The study concludes with discussions and conclusions in section

4.5.

72



CHAPTER 4. MEASURING CONSUMERS’ SYSTEMATIC
PURCHASE BEHAVIOUR IN RETAIL

4.2 Current work

Understanding consumer purchasing behaviour and accurately predicting

it holds significant value. Although entropy measures have proven effec-

tive in fields such as physics and information theory, their application to

multi-dimensional retail datasets, like those utilized in this thesis, remains

uncommon. These datasets capture multiple dimensions of consumer be-

haviour, including the composition of individual shopping baskets (the

items purchased), the temporal dimension of the transactions (e.g., time

and frequency), and spatial factors (e.g., store locations).

While a few existing methods for analysing this data are available, it is

crucial that they are intuitive to minimize potential misunderstandings

between analysts and decision-makers. Consequently, this study seeks to

introduce a new measure of predictability that can effectively evaluate the

predictability of individual basket compositions while ensuring both con-

sistency and intuitiveness.

This study is divided into two, Study 1a and 1b. Study 1a introduces and

evaluates the new measure using synthetic and real-world data sets. On the

other hand, Study 1b is a case study that explores the utility of the pro-

posed measure to understand consumers’ basket predictability compared

to current measures using real-world data.

This study demonstrates that current methods are inconsistent and parameter-

dependent and can lead to misinterpretation. In this context, Study 1a

suggests the properties for such a measure (introduced in section 4.3.2).

Additionally, it shows how current methods do not accord to these prop-

erties (exhibited in section 4.3.3). It introduces a novel measure called

bundle entropy (section 4.3.4), which directly estimates the predictability

73



CHAPTER 4. MEASURING CONSUMERS’ SYSTEMATIC
PURCHASE BEHAVIOUR IN RETAIL

of basket composition. Bundle entropy assigns values between zero and one

(when normalised) to denote total predictability and total unpredictability,

respectively. Study 1a finalises by demonstrating how it met the proposed

properties using two real-world transactional data sets, which are also then

used in Study 1b to assess the measure’s effectiveness (see section 4.4.3).

Each dataset contains over 2,000 households of frequent shoppers for two

years. Overall, the study (1a and 1b) demonstrates the following:

• That bundle entropy is the only measure that meets the desired prop-

erties

• The study provides empirical evidence (shown in section 4.3.2) that

bundle entropy is distinct from other measures.

• The study then analyses and introduces some use cases and discusses

the practicality of bundle entropy in the retail industry, further ex-

plored and discussed in study two.

4.3 Study 1a: Bundle entropy as a novel

measure of consumers’ systematic pur-

chase behaviour

4.3.1 Study Design

Based on the predictability intuition and practical use of predictability

measures explained in section 4.1.1 and Table 4.1, the study proposes three

desired properties (P0, P1, and P2) for a measure that would address the

shortcomings of current measures. The current measures were then eval-
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uated against these properties to determine their effectiveness. Using two

real-world retail data sets, the proposed measure was introduced mathe-

matically and evaluated against the desired properties. To ensure accuracy,

strict inclusion criteria were established to extract frequent customers from

the initial data set.

4.3.2 Methods

Measuring the predictability of basket composition

Study 1a proposes a measure of purchasing behaviour involving three key

properties. These properties aim to capture basket composition’s pre-

dictability while aligning with real-world applications. By considering these

properties, the measure can better reflect consumers’ shopping habits and

provide valuable insights into purchasing behaviour (see Table 4.1).

Let B = {𝑏0, 𝑏1, . . . , 𝑏𝑛} represent an individual’s set of baskets, where

baskets are sets of unique items 𝑏𝑥 = {𝛾0, 𝛾1, . . .}, and M(B) is the value

of the measure assigned to a given B. Then:

P0: If all baskets in a sequence contain the exact same items, then that

sequence should receive a score of zero. On the other hand, if no

basket in a sequence shares any items with any other basket, then that

sequence should receive a score of one. In cases where normalisation

is required, the maximal value should be considered (normalisation

is discussed in more detail later on). Thus:

M(B) = 0 if 𝑏0 = 𝑏1 = . . . = 𝑏𝑛

M(B) = 1 if 𝑏0 ∩ 𝑏1 ∩ . . . ∩ 𝑏𝑛 = ∅

P1: The resulting score decreases when a purchasing sequence contains
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more common sub-baskets. Conversely, the resulting score increases

when the purchasing sequence contains fewer common sub-baskets.

Formally, if Γ is any arbitrary combination of items that were not

previously present in every basket of B (i.e. ∃𝑏𝑘 − ∀𝑏𝑘 : Γ ⊄ 𝑏𝑘),

and we add Γ to each basket to produce B′, then so long as B wasn’t

already totally predictable:

M(B′) <M(B) if B′ = {𝑏0 ∪ Γ, 𝑏1 ∪ Γ, . . . }

P2: Sequences with larger systematic sub-baskets should have a lower score

than sequences with smaller sub-baskets (relative to any basket size)

unless the sequence is already fully predictable (meeting property

𝑃0).

M(B∗) <M(B′) if

B′ = {𝑏0 ∪ Γ, 𝑏1 ∪ Γ, . . . , }

B∗ = {𝑏0 ∪ Γ ∪ Γ′, 𝑏1 ∪ Γ ∪ Γ′, . . . , }

In this context, Γ and Γ′ represent two distinct combinations of items.

The addition of Γ′ to Γ in B∗ increases the predictability of the sys-

tem, as Γ′ introduces additional systematic patterns. This enhanced

predictability reduces the Bundle Entropy, reflecting a more struc-

tured and orderly system compared to the original combination with

Γ alone. This demonstrates the measure’s sensitivity to systematic

sizes, aligning with the principle that greater predictability should

result in lower entropy.

The properties described above are based on the expectations from BLE.

Property 𝑃0 defines the expected behaviour in the most extreme cases.

Predicting the next random basket is very easy if all baskets are identical.

There is no uncertainty; in such cases, the measure should equal zero.

However, if no baskets share any items, predicting the next basket becomes
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difficult and uncertain. This is because there is maximal uncertainty as to

what the subsequent basket should be. In such cases, the measure should

reflect this level of uncertainty.

These properties are consistent with those encoded by BLE when the task

degrades into predicting a set of identical baskets, where symbols and com-

position are unimportant. At the same time, the properties are also consis-

tent with predicting a set of unique baskets, where symbols and composition

are unimportant.

Compared to BLE, 𝑃1 provides a more flexible approach to handling un-

certainty in cases where a consumer has repeated sub-baskets. BLE con-

siders predicting the entire basket as the sole task and does not account

for the predictability gains when a consumer’s purchase history contains

repeated sub-baskets. In contrast, 𝑃1 is designed to predict a sub-basket

that is significant to a decision-maker, thereby allowing for more relaxed

and context-specific predictions.

Furthermore, 𝑃2 recognises that larger predictable sub-baskets provide

more valuable insights into real-world applications. The more predictable

components in a customer’s purchase history, the more certain one can

be about their future purchasing behaviour and overall spending. 𝑃2 for-

malises this relaxation even further, allowing for even more accurate pre-

dictions that consider the predictability gains that occur when a customer’s

purchase history contains repeated sub-baskets.

It is worth noting that measures of predictability based on entropy are usu-

ally normalised. This accounts for the fact that as the number of possible

outcomes increases, the complexity of predicting them also increases. If

we use non-normalised versions of these measures to compare individuals,

we conflate their uncertainty within a given set of options (how predictable
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they are relative to what they have access to) with their access to a larger set

of options. In the case of consumer goods purchasing, factors like household

size and income often drive and constrain decision-making Li and Russell

(1999); Bellman et al. (1999). Therefore, it’s generally desirable to have

a measure that is independent of these factors, which can be achieved by

normalising against some measure of choice set size (such as the number

of unique baskets or items). We follow the approach of Guidotti et al.

(2015) and normalise the proposed measure by dividing it by the number

of unique baskets. It is worth noting that other normalisation methods

could also be used to achieve invariance to different aspects or definitions

of choice group sets. The normalisation method used in this study aligns

with that used in BLE and BRE, as it enables better evaluation of the pro-

posed measure’s properties (𝑃0-𝑃2). If desired, a practitioner could also

use the non-normalised version of the proposed measure while maintaining

all motivating properties, as their associated proofs still hold (see Appendix

C.0.1).

4.3.3 Failure of existing methods

To delve deeper into the measures mentioned above, the study introduces

some notation for entropy at the basket and item level as well as BRE.

Let B = {𝑏0, 𝑏1, . . . , 𝑏𝑛} represents an individual’s set of baskets, where

baskets are sets of unique items 𝑏𝑥 = {𝛾0, 𝛾1, . . .}. Let 𝑝(𝛾) denotes the

probability of 𝛾 occurring in a basket in B. Additionally, let 𝑝(𝑏) be the

probability of 𝑏, an observed basket in B, and 𝐵 be the set of unique baskets

in B. Finally, let 𝐼 = ⋃
𝑏∈B

⋃
𝛾∈𝑏 be the collection of distinct items bought

(and in all cases, 0 log2 0 is taken to be 0 as per convention).

At the item level, normalised entropy is defined as follows:
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𝐼𝐸 (B) = − 1

log2 |𝐼 |
∑︁
𝛾∈𝐼

𝑝(𝛾) log2 𝑝(𝛾) (4.1)

At the basket level, normalised entropy (which the study refers to as BLE)

is defined as follows:

𝐵𝐿𝐸 (B) = − 1

log2 |𝐵 |
∑︁
𝑏∈𝐵

𝑝(𝑏) log2 𝑝(𝑏) (4.2)

On the other hand, BRE, proposed by Guidotti et al. (2015), involves

creating a new list of baskets called B′ = {𝑏′0, 𝑏
′
1, . . . , 𝑏

′
𝑛}. This new list

replaces each basket 𝑏 ∈ B with a common sub-basket 𝑏′ using a specific

algorithm described below:

1. To begin with, the algorithm needs to identify a group of potential

common sub-baskets using the Apriori algorithm Agrawal and Srikant

(1994). This must be done by setting a minimum support parameter

defined by the user. The Apriori algorithm is a fundamental data

mining technique used for frequent item set mining and association

rule learning. It identifies patterns or item combinations that appear

frequently in a dataset, such as customer transaction records. The

algorithm relies on the downward closure property, which states that

if an item set is frequent, all its subsets must also be frequent. Steps
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of the Apriori Algorithm:

(a) Generate Candidate Itemsets: Start with single items (1-itemsets)

and count their occurrences in the dataset. Retain only those

that meet the minimum support threshold (minsup). Combine

frequent itemsets to generate larger candidate itemsets (e.g., 2-

itemsets, 3-itemsets, etc.).

(b) Prune Non-Frequent Itemsets: If any subset of an itemset is

not frequent, the itemset itself cannot be frequent (based on the

downward closure property). This reduces the search space.

(c) Repeat Until No More Frequent Itemsets: Continue generat-

ing and pruning itemsets until no new frequent itemsets can be

identified.

(d) Output: The remaining frequent itemsets are patterns that meet

the minsup threshold.

2. Next, each basket is replaced by a single common sub-basket based

on the following rules (expanding the set of common sub-baskets as

required):

(a) RULE 1: The longest common sub-basket contained in the bas-

ket is selected to be the common sub-basket. There are addi-

tional rules for tie-breaking, which can be found in Guidotti

et al. (2015).

(b) RULE 2: If there is no common sub-basket contained in the

basket, which may happen depending on the minimum support

value set by the user, then the full basket is considered, and a

new symbol is added to the list of common sub-baskets.

Let 𝐵′ be a set of unique baskets in B′.
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BRE is then defined as:

𝐵𝑅𝐸 (B′) = − 1

log2 |𝐵′|
∑︁
𝑏′∈𝐵′

𝑝(𝑏′) log2 𝑝(𝑏′) (4.3)

When considering BRE as a measure of basket entropy of assigned com-

mon sub-baskets and examining its behaviour as its parameterization, the

Apriori algorithm’s minimum support (minsup) is an essential factor to

consider. By varying the minsup, two key points emerge:

1. When minsup approaches zero, all baskets become part of the candi-

date common sub-basket set, and all 𝑏′𝑥 = 𝑏𝑥 (due to RULE 1).

2. When minsup approaches one, it depends on the data. If a common

sub-basket exists in all baskets (i.e., {𝑚, 𝑏, 𝑝}, {𝑚, 𝑠, 𝑐}, {𝑚, 𝑏, 𝑗}), then

RULE 1 will apply, leading to all 𝑏′𝑥 being all the same (𝑚 in the ex-

ample), though in most real-world cases this will not be true (i.e.,

{𝑚, 𝑏, 𝑝}, {𝑚, 𝑠, 𝑐}, {𝑠, 𝑐, 𝑗}). In this case, the candidate common sub-

basket set will contain no candidates (as minsup is close to 1) and all

𝑏′𝑥 = 𝑏𝑥 via RULE 2.

After computing the entropy by considering each unique common sub-basket

as a symbol, the BRE degenerates to entropy at a basket level (BLE) for

the most common two of the three cases.

Property violations in existing measures

In this section, the study examines the current limitations of predictability

measures in relation to the intuitive properties described in section 4.3.2.

One of the primary limitations of IE is its inability to meet the 𝑃0 property
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in theory, which is unlike BLE and BRE. To better understand the inad-

equacy of IE in meeting this property, we can analyse the simple example

presented in Table 4.1. For instance, when all baskets in a dataset are iden-

tical (e.g. 𝐶1 in Table 4.1), such that there is only one basket 𝐵 = {𝑏}, and

𝑝(𝑏) = 1, BLE meets the 𝑃0 requirement by returning zero. This is because

the data has no uncertainty since all baskets are the same. In contrast, IE

fails to meet this property since it calculates the entropy of each item in

the basket separately. In this case, all items have an entropy of 1, leading

to the maximum entropy for the basket (See IE for 𝐶1 in Table 4.1). On

the other hand, when all baskets are distinct (e.g. 𝐶5 in Table 4.1), BLE

is optimised trivially, with every item in each basket having 𝑝(𝑏) = 1
|𝐵 | .

In this scenario, IE does meet property 𝑃0 just because it considers the

entropy of every unique item within the basket. Once the baskets start to

contain items that disrupt a consistent pattern or add a distinct purchase

pattern, neither IE nor BLE provides the correct score. For instance, if we

consider Table 4.1, 𝐶2 includes an item (𝑝) that is bought only some of the

times making it less predictable than 𝐶1, while 𝐶4 has some items that are

bought more than others making it slightly more predictable than 𝐶5.

BRE satisfies property 𝑃0 regardless of the parameterization used. When

all baskets share the same items under any parameterization, the Apriori

algorithm always identifies the entire repeated basket composition as a

common sub-basket. This means that if a particular itemset appears in

multiple baskets, it is considered as a single entity. On the other hand,

when all baskets are unique, there cannot be any common sub-baskets. In

such cases, the original basket is always used according to RULE 2, which

states that if there is no common subset, the original subsets should be

used. In both scenarios, BRE computation proceeds with the same input

as BLE, ensuring consistency in those extreme scenarios (e.g. BRE for 𝐶1
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and 𝐶5 on Table 4.1).

Further, IE violates 𝑃1, with the inclusion of systematic behaviour at the

basket level having the potential to lead to an increase in IE in some cases.

To illustrate this, let’s consider the following example: {𝑚, 𝑏}, {𝑏, 𝑝}, {𝑏, 𝑝},

{𝑏, 𝑝} and {𝑚, 𝑏}, {𝑚, 𝑏, 𝑝}, {𝑚, 𝑏, 𝑝}, {𝑚, 𝑏, 𝑝}. The second case clearly has

a higher presence of systematic sub-baskets. The IE in the first case, where

there are 4 𝑏’s, 3 𝑝’s, and 1 𝑚, is 0.887. However, after adding item 𝑚 into

each of the systematic sub-basket that did not contain it, the IE, instead

of decreasing, increases to 0.992, where there are 4 𝑏’s, 3 𝑝’s, and 4 𝑚’s.

BLE also violates 𝑃1. To illustrate further, let’s consider a simple example

where we have a basket sequence consisting of {𝑚, 𝑏, 𝑝}, {𝑚, 𝑏, 𝑠}, {𝑚, 𝑏, 𝑐},

{𝑚, 𝑏, 𝑗}. Increasing the presence of systematic sub-baskets (𝑃1) would not

change the fact that every basket in the sequence would remain distinct at

the basket level. As a result, the BLE score would be maximal.

In the case of BRE, the exact score depends on the parameter that is

manually chosen by the user. Let’s consider the following two scenarios:

• Scenario 1 : B = {𝑝, 𝑠}, {𝑝, 𝑠}, {𝑐, 𝑗}, {𝑐, 𝑗}

• Scenario 2 : B′ = {𝑝, 𝑠, 𝑚, 𝑏}, {𝑝, 𝑠, 𝑚, 𝑏}, {𝑐, 𝑗 , 𝑚, 𝑏}, {𝑐, 𝑗 , 𝑚, 𝑏}

(where {𝑚, 𝑏} has been added to each basket systematically).

Because {𝑚, 𝑏} has been systematically added to each basket to form Sce-

nario 2, this last is intuitively more predictable than Scenario 1. However,

for BRE, when the minimum support (minsup) is set such that both {𝑝, 𝑠}

and {𝑐, 𝑗} are mined as frequent patterns, in Scenario 1, {𝑝, 𝑠} becomes a

distinct symbol, common sub-basket 1 (X), and {𝑐, 𝑗} becomes a distinct

symbol, common sub-basket 2 (Y). By RULE 1, BRE is evaluated as the
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BLE of {𝑋, 𝑋,𝑌,𝑌 }.

For the same minimum support threshold in Scenario 2, many two-item fre-

quent patterns exist, but so do the longer common sub-baskets {𝑝, 𝑠, 𝑚, 𝑏}

and {𝑐, 𝑗 , 𝑚, 𝑏}. By RULE 1, it is these, and only these, that will be selected

to represent the baskets (as distinct symbols), and again, BRE is evaluated

as the BLE of {𝑋, 𝑋,𝑌,𝑌 }. This violates 𝑃1 without any decrease reported

by the measure. If the minimum support threshold for Scenario 2 is in-

creased to the point where {𝑚, 𝑏} is the only frequent pattern, BRE will

return a score of zero due to the absence of uncertainty.

These examples serve as a clear demonstration that BRE is inadequate in

accurately assessing the joint presence of structure and randomness in a

dataset for a given threshold value. Although these may seem like artifi-

cial scenarios, these are not uncommon real-world occurrences, as will be

demonstrated later through empirical evidence. Additionally, the examples

emphasise the susceptibility of BRE to its parameter, as the resulting score

can vary significantly depending on the chosen parameter.

Finally, let’s consider 𝑃2, which is an extension of 𝑃1. 𝑃2 provides a better

understanding of the expected behaviour based on the repeated applica-

tion of 𝑃1. This means that measures which fail 𝑃1 cannot satisfy 𝑃2.

Therefore, IE, BLE, and BRE cannot fully comply with 𝑃2.

4.3.4 Introducing Bundle Entropy

The previous section discusses the limitations of IE, BLE, and BRE by

using various minsup parameter values and examining their failure to meet

certain properties desired to assess SPB. The main goal of this study is

to provide a practical description of human predictability regarding con-
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sumers’ purchase patterns. We have observed that the connection between

BRE and entropy is not fully explored in the study conducted by Guidotti

et al. (2015) due to their definition-by-algorithm approach, which some-

what obfuscates their measure’s definition of predictability. To address

these issues, we propose a new method called Bundle entropy that satisfies

properties 𝑃0, 𝑃1, and 𝑃2. Bundle entropy is an extension of BLE that

conceptualises bundles as a collection (set) of products bought simultane-

ously. Additionally, we reframed BLE’s formulation to the (normalised)

mean information for all baskets.

Let B = [𝑏0, 𝑏1, . . . , 𝑏𝑛] represents an individual’s list of baskets, where

each basket is a set of unique items. Additionally, let 𝐵 = 𝑠𝑒𝑡 (B) and

𝑝(𝑏𝑘 ) denote the empirical probability of basket 𝑏𝑘 given B.

Then:

𝐼 (𝑏𝑘 ) = − log2(𝑝(𝑏𝑘 )) (4.4)

Where 𝐼 (𝑏𝑘 ) is the well-known measure of self-information, measuring the

amount of surprise we receive when 𝑏𝑘 is observed given we expected 𝑏𝑘

with probability 𝑝(𝑏𝑘 ). Given 𝐼 (𝑏𝑘 ), BLE is then:

𝐵𝐿𝐸 (B) = 1

log2 |𝐵 |
∑︁
𝑏∈𝐵

𝑝(𝑏)𝐼 (𝑏)

=
1

log2 |𝐵 |
×
∑

𝑏∈B 𝐼 (𝑏)
|B| (4.5)
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Note the abovementioned distinction between 𝐵 and B. Ignoring the nor-

malisation term, the final line highlights that non-normalised 𝐵𝐿𝐸 accu-

rately represents the average self-information over observed data, which is

typically assumed to represent population statistics.

Let’s delve deeper into the concept of self-information. Essentially, 𝐼 (𝑏𝑘 )

measures the level of surprise we would experience upon correctly predict-

ing 𝑏𝑘 and observing the set of baskets (B) with accuracy only 𝑝(𝑏𝑘 ) × |B|

times. This underscores the importance of accurate predictions when mak-

ing decisions. Alternatively, we can interpret 𝐼 (𝑏𝑘 ) as the average level of

dissatisfaction we would feel if we were to predict 𝑏𝑘 indefinitely, assum-

ing that the empirical probability 𝑝(·) is the true generative distribution.

Therefore, the calculation of 𝐼 (𝑏𝑘 ) depends on the empirical probability,

which can be represented as follows:

𝑝(𝑏𝑘 ) =
∑

𝑏𝑞∈B 𝟙(𝑏𝑘 = 𝑏𝑞)
|B| (4.6)

Leveraging the prediction point of view, the study aims to capture sub-

baskets’ predictability within the context of Basket Entropy. The study

acknowledges that even if the prediction is not precisely accurate, it can

still be considered a positive outcome if it calculates the prediction’s par-

tial value based on an anticipated utility measure. The assumption is that

correctly predicting sub-baskets generates utility, and the utility increases

proportionally to the sub-basket’s size that is accurately predicted. Since

the study views baskets as collections of distinct items, it employs a set

similarity measure such as Jaccard (Niwattanakul et al., 2013) or Over-

lap (Lawlor, 1980). These measures align with the exact match similarity
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function at the two extremes (zero: no partial match, one: exact match).

The proposed approach in the study is to use a variant of the Overlap

coefficient, specifically:

S(𝑏𝑘 , 𝑏𝑞) =
|𝑏𝑘 ∩ 𝑏𝑞 |

𝑚𝑎𝑥( |𝑏𝑘 |, |𝑏𝑞 |)
(4.7)

The measure is defined as the proportion of items that are common between

the predicted and actual (truth) sets. The numerator of this measure is the

number of shared items between these two sets. This measure is similar to

the Jaccard and Overlap measures regarding the numerator but differs in

how the denominator is computed. On the one hand, Overlap employs the

proportion of the smaller basket (
|𝑏𝑘∩𝑏𝑞 |

𝑚𝑖𝑛( |𝑏𝑘 |,|𝑏𝑞 |) ), potentially neglecting over-

predictions. On the other hand, Jaccard uses the number of matched and

unmatched items between the prediction and truth (
|𝑏𝑘∩𝑏𝑞 |
|𝑏𝑘∪𝑏𝑞 |) ), which may

result in double-counting incorrect predictions and failing to penalise over-

predictions. To tackle this issue, the overlap variant in Equation 4.7 counts

incorrect predictions only once, effectively penalising over-predictions. This

approach is a reliable means of accurately evaluating the shared portion of

items between predicted and true sets.

We can replace Equation 4.7 in Equation 4.4 using Equation 4.6. By re-

placing the exact match indicator function (𝟙(𝑏𝑘 = 𝑏𝑞)) with the similarity

function (
|𝑏𝑘∩𝑏𝑞 |

𝑚𝑎𝑥( |𝑏𝑘 |,|𝑏𝑞 |) ), we can define the bundle self-information as an al-

ternative measure, which we call regret (𝑅(𝑏𝑘 )). This measure does not

quantify how surprised one is when observing 𝑏𝑘 , but rather how much

regret one might feel if one assumed that 𝑏𝑘 was going to occur.

87



CHAPTER 4. MEASURING CONSUMERS’ SYSTEMATIC
PURCHASE BEHAVIOUR IN RETAIL

R(𝑏𝑘 ) = − log2
©­«
∑

𝑏𝑞∈B
|𝑏𝑘∩𝑏𝑞 |

𝑚𝑎𝑥( |𝑏𝑘 |,|𝑏𝑞 |)

|B|
ª®¬

R(𝑏𝑘 ) = − log2
©­«
∑︁
𝑏𝑞∈𝐵

𝑝(𝑏𝑞)
|𝑏𝑘 ∩ 𝑏𝑞 |

𝑚𝑎𝑥( |𝑏𝑘 |, |𝑏𝑞 |)
ª®¬ (4.8)

The regret-based bundle entropy (BE) that has been proposed can be de-

fined as follows:

𝐵𝐸 (B) = 1

log2 |𝐵 |
×

∑︁
𝑏𝑘∈𝐵

𝑝(𝑏𝑘 )𝑅(𝑏𝑘 ) (4.9)

The proposed measure bundle entropy has been thoroughly evaluated against

the properties 𝑃0−𝑃2, and all of them have been successfully satisfied. The

detailed proofs are presented in Appendix C.0.1. By conforming to these

properties, the measure 𝐵𝐸 (B) performs consistently and reliably in the

given examples, as demonstrated in Figure 4.2.

Low ← Unpredictability → High
Expected C1 C2 C3 C4 C5
Bundle Entropy 0.0 0.25 0.32 0.6 1.0

Figure 4.2: Examples of how bundle entropy more accurately measures
purchase predictability across customers C1 to C5.

4.3.5 Evaluation and Discussion

This section will explore two parts that provide empirical evidence for the

bundle entropy measure’s superiority over the other measures. The first

part demonstrates how the bundle entropy measure fulfils the desirable

properties outlined in section 4.3.2, while other measures do not. The
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second part presents empirical evidence that highlights the significant dif-

ferences between the proposed measure and other measures, emphasising

how a practitioner’s choice of measure can lead to varying and inconsistent

conclusions.

Each of the parts described above compares and contrasts the effectiveness

of bundle entropy against other measures in predicting consumer buying

behaviour from transactional data. The study focuses on three measures

described in previous sections, namely IE, BLE, and BRE using different

minsup values of 10%, 24%, and 70%. The minsup value directly affects

the common sub-baskets used to represent purchase history, as explained

in section 4.3.3. While this study used minsup value of 24%, based on

recommendations from Guidotti et al. (2015), it also tested the performance

of BRE with minsup values of 10% and 70% to account for variations in

dataset size and context.

The evaluations are conducted using the two datasets that were discussed

in the previous section 3.2.

Quasi-synthetic Data

In this particular section, we shall delve into the alignment of bundle en-

tropy, BLE, BRE, and IE with the desired properties 𝑃1 and 𝑃2 that were

stipulated in section 4.3.2. The study will not consider 𝑃0 as it deals with

the predictability of edge cases where IE is known to fall short. However,

it’s important to mention that IE does not accord with 𝑃0 since it as-

sesses predictability at a different level, focusing on individual items rather

than baskets or sub-baskets in a set of purchases. On the other hand, the

remaining measures successfully meet 𝑃0.
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𝑃1 states that baskets with systematic sub-baskets should result in a lower

score than those without. In order to evaluate the effectiveness of the

proposed and the current measures, the study used Dunnhumby’s dataset

by incorporating systematic sub-baskets into each household’s basket. In

this approach, each original basket was modified to include 10 randomly

selected items from the entire dataset, allowing for the computation of each

measure. This step is essential for satisfying Property 1, which asserts that

a measure’s score should decline when systematic sub-baskets are present,

thereby supporting the expectation of higher predictability (see Figure 4.3

for an illustrative example).

Measures aligned with property 𝑃1 consistently will produce the lowest

measure value compared to the initial basket collection 1.

Table 4.2 summarises the results of the analysis on how various measures

align with properties 𝑃0 and 𝑃1. The data reveals that all measures, with

the exception of IE, satisfy property 𝑃0. As mentioned earlier, the study

evaluated each measure before and after adding systematic sub-baskets to

the data set. This is reflected in Table 4.2, which presents the percentage

of households that decreased their initial score, indicating compliance with

property 𝑃1, for each measure.

As anticipated, the proposed bundle entropy consistently satisfies property

𝑃1 for every household, resulting in a perfect score of 100%. Similarly, the

IE aligns with property 𝑃1 with only a few minor exceptions, achieving a

score of 99%. However, the BLE score does not match due to its basket-

level approach to property 𝑃1. Hence, despite implementing systematic

baskets, the number of unique baskets remains unchanged, resulting in no

1Unless an individual’s basket sequence is already maximally predictable, meeting
𝑃0, something that did not occur in this data set. See the definition of 𝑃1 in section
4.3.2 for more information.
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Table 4.2: Measures vs. Properties 0 & 1 and the percentage of households
considered as fully predictable.

Property accorded to: % Households
measure considered

Measures P0 P1 (% Households) fully predictable
Bundle Entropy ✓ 100.0 0.0
Item Entropy ✗ 99.0 0.0
BLE ✓ 0.0 0.0
BRE 10% ✓ 70.9 5.2
BRE 24% ✓ 63.2 5.1
BRE 70% ✓ 99.8 98.8

reduction in the BLE score (See illustrative examples in Figure 4.3).

According to the details provided in section 4.3.2, it is important to note

that the fulfilment of 𝑃1 by BRE depends on the data and threshold uti-

lized. The data presented in column three of Table 4.2 highlights that the

violation of 𝑃1 is not uncommon in real-world scenarios, especially when

the minsup levels are lower. For example, when the minsup level is set at

10%, BRE meets property 𝑃1 for only 70.9% of households that satisfy it.

Similarly, when the minsup level is set at 24%, BRE meets it for 63.2% of

households. However, when the minsup level is set at 70%, BRE satisfies

property 𝑃1 for 99.8% of cases.

To further investigate this behaviour, the study examined individual house-

hold scores and selected three representative cases to illustrate the findings,

as shown in Figure 4.3. The results generally aligned with expectations,

with one notable exception: when systematic sub-baskets (represented by

the lower orange dots) were added to the BRE algorithm using a minsup of

70% (and, in the case of household 2, with a minsup of 24%), the addition

was handled incorrectly. Specifically, instead of adjusting the score to re-

flect the added systematic pattern, the households were classified as 100%
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predictable. While this outcome technically satisfies Property 1, since the

addition of systematic sub-baskets reduces entropy, it does so in an ex-

treme manner. This extreme behaviour arises because the algorithm ef-

fectively ignores the variability within the systematic sub-baskets, treating

the household’s entire basket sequence as entirely predictable, regardless of

the size or composition of the added sub-baskets.

To assess the extent of this issue, the study calculated the percentage of

households affected for each measure, with results summarized in column

four of Table 4.2. The findings reveal a clear trend: as the minsup pa-

rameter of BRE increases, the measure increasingly satisfies Property 1

in this flawed manner. At higher minsup levels, the algorithm predom-

inantly identifies only the most frequent sub-baskets, leading to an over-

simplification of household purchasing behaviour and ultimately classifying

a disproportionately high number of households as fully predictable. This

severely limits the practical usefulness of BRE at high minsup values, as

it undermines the nuanced evaluation of systematic purchase patterns and

fails to differentiate between genuine predictability and artificially induced

outcomes.

𝑃2 states that when a sequence of baskets contains larger systematic sub-

baskets, it should result in a comparatively lower score than sequences of

baskets with smaller sub-baskets relative to the size of the basket. To

investigate the empirical performance of the measures regarding this prop-

erty, the study randomly selected 1,000 households2 and added systematic

bundles of varying sizes (ranging from one to ten items) to their baskets.

After each iteration, the mean score per measure across all households was

calculated and presented the results in Figure 4.4. As predicted, the bun-

2A 1,000 households was the maximum sample that could be taken due to computa-
tional costs.
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Figure 4.3: Illustrative examples of three household’s scores for the eval-
uated measures when adding systematic bundles to the household’s pur-
chases.

dle entropy adheres to property 𝑃2, decreasing its score as the size of the

systematic bundle added to each household’s basket increases.

On the contrary, the performance of BLE, BRE10, BRE24, and BRE70

towards the addition of bundles at different size levels appears indifferent.

The reason behind these performances requires further explanation. For

the BRE cases, the performances can be attributed to how the minsup

threshold affects the mining of common sub-baskets, particularly with the

introduction of a new sub-basket component to all baskets at each point

on the x-axis.

For instance, in the case of BRE70, the minsup threshold is high enough

to prevent the discovery of sub-baskets from the original data. Thus, the

sub-basket of length one is almost always mined as the common sub-basket
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as soon as it is introduced. As a result, all baskets are represented by this

sub-basket, leading to an almost entirely predictable behaviour (scores =

0.0).

However, when a minsup of 24% or 10% is set for BRE, other sub-baskets

already considered common are extended with these new sub-basket com-

ponents. The extended sub-baskets are usually longer than the original

ones but have the same level of support since they exist within the same

proportion of baskets. As a result, no changes are made to the symbol set,

and the baskets are mapped to, with no alteration to the score computed

in the subsequent BRE calculations. Similar to a BRE with a very low

minsup, BLE is indifferent to any added systematic sub-baskets regardless

of size due to its basket-level approach.

Figure 4.4: Comparing measures by increasing the size of systematic bun-
dles added to each household’s baskets. Figure abbreviations: Bundle En-
tropy (BE), Item Entropy (IE), Basket Level Entropy (BLE), Basket Re-
vealed Entropy at 10%minsup (BRE10), Basket Revealed Entropy at 240%
minsup (BRE24), Basket Revealed Entropy at 70% minsup (BRE70).
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It is worth noting that IE is the only measure with comparable performance

to bundle entropy throughout the entire x-axes of Figure 4.4. Nevertheless,

this is due to its item-level aggregate approach, where the addition of larger

systematic bundles also raises the overall probabilities of each added item,

lowering the overall entropy. It is important to reiterate that, in this case,

what is being conceptually measured by IE significantly differs from what

bundle entropy is measuring.

After this rigorous evaluation of various predictability measures to meet

the desired properties, the study determined that bundle entropy is the

only suitable measure that fulfils our requirements for assessing the pre-

dictability of systematic choices (bundles) within a collection of purchases

(baskets), in other words, SPB. The findings have demonstrated that bundle

entropy provides a more comprehensive evaluation of purchasing patterns,

accounting for the likelihood of specific items being purchased together and

the frequency of their occurrence. This discovery enhances the feasibility of

using bundle entropy in diverse purchase scenarios, including online retail

and brick-and-mortar stores. It strengthens our rationale for employing it

to assess SPB, thus supporting its application in Study 1b.

4.4 Study 1b: A case study of bundle en-

tropy in mass transactional data

4.4.1 Study Design

This case study delves into the concept of bundle entropy and how it can be

practically applied using real-world data. The study aims to showcase how

bundle entropy can be used as a valuable measure of systematic purchase
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behaviour (SPB). The study compares findings with those of the relevant

parts of a previous case study from Guidotti et al. (2015). Additionally,

the study compares the results of its findings with other measures used

in Study 1a, including item entropy (IE), basket level entropy (BLE), and

basket revealed entropy (BRE). To accomplish this, the study conducts the

following steps for both data sets, Dunnhumby and the UK Retailer (Refer

to 3.2 for data description):

• Frequent customer selection: To gain a deeper understanding of indi-

viduals’ systematic choice combinations, this study focuses solely on

customers who exhibit repeat purchasing behaviours that are repre-

sentative of their overall food consumption patterns and meet mini-

mum basket and spend criteria. This ensures that the sample size is

appropriate and the data collected is reliable.

• Data Preprocessing: This is an essential step to ensure that the raw

is converted into clean data before performing any analysis. Doing

so makes the data more consistent, accurate, and reliable. To ac-

complish this, the study first checks for missing data and duplicates.

Then, it transforms data features to the appropriate type and finally

removes any outliers.

• Data Engineering: To replicate the relevant results from Guidotti

et al. (2015) work, the study creates three features (using the cleaned

data) for each individual: Average Spend per Basket, Total Spend per

Month, and the Total Number of Visits.

• Data Analysis: After the previous steps, the study calculates sev-

eral metrics (bundle entropy, IE, BLE, BRE10, BRE24, and BRE70)

for each person in the data set. A distribution analysis is then con-

ducted to determine the score group of each metric. It is important
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to note that the study uses the normalised version of each metric

for analysis. To compare how individuals rank in each metric based

on their assigned scores, the study employs the Kendall-Tau Rank

Agreement and Mean Rank Difference methods (Abdi, 2007). To

ensure further comparability, the study replicates the categorisation

of individuals into three segments (systematic, standard, and casual

customers) from Guidotti et al. (2015) and compares the percentage

of each metric that each segment represents. Finally, a Pearson Cor-

relation analysis is conducted on the generated features of spending

and visiting patterns, as described in the previous point.

The method of executing each step is described in detail below, along with

how they lead to a comparison of bundle entropy with other measures of

systematic choice combinations.

4.4.2 Methods

Frequent Customer Selection

As mentioned previously, the study only considers customers who exhibit

repeat purchasing behaviours that accurately represent their overall food

consumption patterns to investigate individuals’ systematic choice combi-

nations. To achieve this, the study establishes inclusion criteria to identify

frequent customers from each data set. Only two inclusion criteria are es-

tablished for both datasets to ensure consistency. Taking into account that

both datasets dated between 2014 and 2016, the inclusion criteria are as

follows:

• At least one shopping visit every month (for the whole period).
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• Average spend per basket greater or equal to £3.

Within the Dunnhumby data set, a total of 2,213 frequent customers, out

of the initial 2,500, meet the inclusion criteria, with more than 2.5 million

items sold and 273.005 transactions (or number of purchases). In the UK

Retailer data set, 2,181 meet the inclusion criteria, with 409,688 items sold

and 52,102 transactions.

Data Preprocessing

After analysing both data sets, it was discovered that neither contained

any missing or duplicate values. Based on data from the Office for Na-

tional Statistics in the UK, the average annual spending on groceries is

approximately £4,000 (Office for National Statistics, 2023), which sets a

threshold of £8,000 for the two-year period covered by both data sets. A

box-plot analysis was conducted to confirm this threshold, as shown in Fig-

ure 4.5. The study identified 218 individuals from the Dunnhumby dataset

who exceeded this threshold, spending over £8,000. These individuals were

removed, leaving a final sample of 1,995 individuals. No individual in the

UK Retailer dataset exceeded the £8,000 threshold during the entire two-

year period.

Feature Engineering

In order to compare the practicality of different measures, both datasets

have been enriched with three new features. The first feature is called

Total Spend and represents the total amount of money each customer spent

during the entire period. The second feature, named Average Spend per

Month is calculated by dividing the sum of each customer’s Total Spend by
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(a) With outliers (b) Without outliers

Figure 4.5: Box-plot of the Dunnhumby dataset before and after removing
outliers.

the total number of months in the data set. Both Total Spend and Average

Spend per Month use a unique identifier assigned to each customer and

basket.

Lastly, the Total Number of Visits is the total number of transactions that

each customer made during the entire period. This measure was calculated

using the unique identifier associated with each transaction.

4.4.3 Results

Having shown that the proposed measure accords in theory and practice

with the desired properties while other measures do not, the study now

demonstrates that the selection of bundle entropy over the other measures

will have a notable real-world impact on analysis and subsequent actions.
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To demonstrate this, the study first illustrates each measure’s distribution.

Figure 4.6 depicts each measure distribution, where a clear difference can

be seen from one another. IE, BLE, and BRE70 are the measures with the

most narrow distributions, ranging between 0.9 and 1.0. BRE24 follows

this with a median score of 0.9 and a range between 0.7 and 1.0. BRE24

is the only measure, aside from bundle entropy (BE), that has a bigger

score range. However, it is heavily skewed towards the high values (above

0.8). The proposed measure (bundle entropy) has a wider score range,

with a minimum value of 0.5 and a maximum value of 1.0. From this, it is

evident that just by analysing their distributions, each measure will provide

different insights and, consequently, different real-world implications.

Figure 4.6: Distribution of the proposed and current measures of systematic
purchase behaviour evaluated in this study. Figure abbreviations: Bundle
Entropy (BE), Item Entropy (IE), Basket Level Entropy (BLE), Basket
Revealed Entropy at 10% minsup (BRE10), Basket Revealed Entropy at
240%minsup (BRE24), Basket Revealed Entropy at 70%minsup (BRE70).
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To further explore the differences between the measures, the study con-

ducted a thorough analysis by comparing household and customer rank-

ings in the previously described two data sets. To accomplish this, the

study computed the previously discussed measures for all households in

the Dunnhumby dataset and customers in the Large UK grocery retailer

data set, resulting in a ranked list for each measure.

Afterwards, the study compared the two ranked lists for each measure in

both data sets, utilising the Kendall Tau Rank Agreement and the Mean

Rank Difference. The Kendall Tau Rank Agreement measures the differ-

ence between the probability of pairs of households or customers being in

the same rank order according to both measures and the probability of

them having a different rank order (Abdi, 2007). In contrast, the Mean

Rank Difference provides a simpler indication of rank similarity. It in-

volves matching the two lists by households or customers, taking the rank

differences before computing their mean. The results of both comparisons

are displayed in Figure 4.7.

The study’s findings suggest that while there is some correlation between

the measures, their dependence on the dataset is noticeable. As anticipated

(see 4.3.3), the BRE measure with a high minsup (70%) is strongly associ-

ated with the BLE measure (0.91). However, despite significant agreement

between the measures, notable differences exist. For example, the proposed

bundle entropy measure shows a mean rank difference of 194 to 583 (out of

1,995 households) for Dunnumby and 287 to 411 (out of 2,181 customers)

for the large UK grocery retailer.

To illustrate, in the Dunnumby dataset, bundle entropy and BRE24 show

a Kendall Tau value of 0.53 and a mean rank difference of approximately

369, indicating only moderate agreement. A Kendall Tau of 0.53 suggests
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that, while there is some alignment in the rankings provided by these two

measures, many households are ranked differently by bundle entropy and

BRE24, implying distinct dimensions of predictability are being captured

by each measure. The mean rank difference of 369 further highlights this di-

vergence, indicating that a household ranked, for example, 500th by bundle

entropy could be ranked as high as 131th or as low as 869th by BRE24. This

sizeable discrepancy suggests that choosing different measures could lead

to different conclusions about household predictability, impacting practi-

cal decisions, such as identifying target households for loyalty programs or

personalized offers.

The results highlight the sensitivity of the BRE measure to the minsup pa-

rameter, with different choices directly influencing analytical outcomes. In

contrast, the proposed bundle entropy measure provides clear interpretabil-

ity and consistent theoretical properties. Therefore, it is crucial to consider

the properties of each measure and the impact of different parameteriza-

tions when conducting any analysis based on them.

how different measures categorise customers based on their behaviour, this

study follows the methodology used by Guidotti et al. (2015). The approach

involves classifying customers into three categories: ‘systematic’, ‘unsys-

tematic’, and ‘standard’. Customers who fall within the lowest 10% of the

distribution are labelled as ‘systematic’. On the other hand, customers who

fall within the top 10% of the distribution are labelled as ‘unsystematic’.

The remaining customers are classified as ‘standard’ consumers.

The study used these thresholds to compute those groups for each mea-

sure. Similarly to Guidotti et al. (2015), the study defines ‘systematic’ as

consumers with highly predictable choice combination patterns over time,

‘unsystematic’ as consumers with unpredictable patterns, and ‘standard’
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(a) Dunnhumby

(b) Large UK grocery retailer

Figure 4.7: Kendall Tau Rank Agreement (Mean Rank Difference) of rel-
ative household/customer predictability for pairs of measures. Figure ab-
breviations: Bundle Entropy (BE), Item Entropy (IE), Basket Level En-
tropy (BLE), Basket Revealed Entropy at 10% minsup (BRE10), Basket
Revealed Entropy at 240% minsup (BRE24), Basket Revealed Entropy at
70% minsup (BRE70).
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as everyone in between.

Once each consumer is classified into one of the three groups, the study com-

pares them by computing the percentage of shared consumers. Figure 4.8

reports the rate of shared consumers for bundle entropy on Dunnhumby’s

dataset (A not normalised version is provided in Appendix D.0.1). Since

the middle row (standards) includes 80% of the data due to the thresholds,

it is unsurprising that percentages are slightly high across some measures.

The results clearly show that bundle entropy shares different percentages

across all measures. The measure that shares the highest percentages with

bundle entropy is IE, with 72.2% matching the customers that both classify

as systematic customers, 86.9% as standard and 94.3% as unsystematic cus-

tomers. In general, the measures share a bigger percentage of customers

classified as unsystematic. However, the percentage of share customers

classified as systematic is relatively low. Similar results were found when

testing the data from the UK grocery retailer. See Appendix E for both

normalised and non-normalised versions.

These results prove that bundle entropy differs from entropy, joint entropy,

and especially from BRE, which measures how unpredictable a household’s

basket is without apparent properties to test. Instead, with bundle entropy,

the study claims to measure how predictable or systematic a household’s

basket composition is, based on specific properties. Bundle entropy as-

signs lower scores to consumers with more systematic bundles than less or

non-systematic bundles. Moreover, bundle entropy distinguishes between

consumers with equal systematic bundles but different sizes. Therefore,

it will lower the household’s score with the larger systematic bundles be-

cause it provides more information for predicting their next basket. As

tested in §4.3.2, the other measures do not address these key properties for

measuring frequent choice combinations across baskets. BRE is the closest
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Figure 4.8: Percentage of customers share with respect to bundle entropy
purchase patterns classifications (Large UK grocery retailer). Figure ab-
breviations: Bundle Entropy (BE), Item Entropy (IE), Basket Level En-
tropy (BLE), Basket Revealed Entropy at 10% minsup (BRE10), Basket
Revealed Entropy at 240% minsup (BRE24), Basket Revealed Entropy at
70% minsup (BRE70).

measure to bundle entropy. However, it is parameter-dependent, and so

are its results.

Figure 4.9 emphasises the previous argument by evaluating BRE24 on

Dunnhumby’s dataset (A not normalised version is provided in Appendix

D.0.2). The results indicate that although BRE10, BRE24, and BRE70

are essentially the same measure with different minimum parameterisa-

tions, none of them has a 100% overlap in common customers for each

customer classification (systematic, standard, and unsystematic). For in-

stance, only 39.8% of systematic customers are shared between BRE24 and

BRE10, and with BRE70, this number drops even further to 32.7%. As for

unsystematic customers, BRE24 shares 64% with BRE10 and 50.3% with

BRE70. While the percentages of unsystematic customers are higher than

those of systematic customers, they are still relatively low, given that the
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measures are the same.

This indicates, once more, that different results can be expected depending

on the BRE parametrization. In other words, this can potentially lead to

classifying consumers into different groups depending on the parameter se-

lected. It is important to highlight these differences between the measures,

to not expose researchers and practitioners to approaches that do not match

what they measured, but more importantly, to clarify differences with our

approach.

Figure 4.9: Percentage of customers share with respect to BRE24 pur-
chase patterns classifications (Dunnhumby). Figure abbreviations: Bundle
Entropy (BE), Item Entropy (IE), Basket Level Entropy (BLE), Basket
Revealed Entropy at 10% minsup (BRE10), Basket Revealed Entropy at
240%minsup (BRE24), Basket Revealed Entropy at 70%minsup (BRE70).

Finally, the study evaluates the practical value of the proposed measure.

The measure’s usefulness in gauging the predictability or consistency of an

individual’s baskets can be categorised into two primary groups.

The first group refers to bundle entropy application as an explanatory vari-

able for describing an individual or segment. When an individual’s bundle
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entropy score is computed and found to be low, it indicates that their pur-

chase behaviour is highly predictable. This means that retailers can use

this information to tailor their communication strategies and improve their

marketing efforts. For this to be effective, the measure must align with

the practitioner’s intuition and understanding, which is why the study has

examined it in the previous sections.

The second analysis involves utilising specific measures to establish a corre-

lation between the measure, potentially in conjunction with other measures,

and an output variable within a predictive framework. This approach may

be motivated by commercial interests or other factors, such as promoting

social good or enhancing consumer welfare. This type of application is

akin to the one examined in Guidotti et al. (2015), which investigated the

link between systematic customer behaviour and profitability in the su-

permarket retail sector. This study replicates the assessment of Guidotti

et al. (2015) proposed BRE measure, excluding the evaluation related to the

complementary Spatio-temporal measure that could be used in conjunction

with bundle entropy, as presented in this study.

In the study conducted by Guidotti et al. (2015), the relationship between

a customer’s shopping behaviour predictability and a supermarket’s prof-

itability was explored. Two variables, specifically the average spend per

visit and the number of visits, were analysed independently against the pre-

dictability measure (BRE) using a single-variable linear regression model

for each case. The authors’ findings revealed a negative correlation (-0.3253

and -0.3249) between customer predictability and profitability. This sug-

gests that systematic and predictable customers tend to spend more per

visit, making them more profitable.

To showcase the effectiveness of the bundle entropy measure, this study
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compared it to the BRE, IE and BLE measures by computing the Pearson

Correlation for all measures, along with the average spend per visit and the

number of visits for the Dunnhumby and UK grocery retail data sets. Ad-

ditionally, this study examined the measures’ correlation with the average

monthly spend, which indicates a customer’s potential lifetime value. Table

4.3 displays the results of their analysis.

The findings of this analysis support the conclusions presented by Guidotti

et al. (2015). The results indicate that there exists a negative correla-

tion between the number of visits and the average basket spend for both

data sets. Furthermore, depending on the parameterisation, the analysis

also reveals either positive or negative relationships between the parame-

terised BRE measure for mean basket spend and the number of visits for

Dunnhumby’s data set. This highlights the fact that the interpretation of

the BRE measure is heavily dependent on the minsup threshold, which can

be a challenging parameter to set if there is no previous knowledge of the

data set.

Moreover, this study shows that item-level and basket-level entropy mea-

surements are two distinct concepts. This study founds non-significant

correlations between the mean basket spend and item-level entropy mea-

surements on both datasets and only a slight negative correlation for BLE

for the Dunnhumby data set. This relationship flips to a slight negative

correlation for the second data set.

Notably, the various parameterizations all demonstrate a negative correla-

tion with the mean monthly spending. However, when using the BRE pa-

rameterization, there were inconsistencies in how the relationship between

the two variables was affected across different data sets. Nevertheless, the

data provides evidence to suggest that the mean spend per month, which is
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a proxy indicator of lifetime value, is generally linked to the predictability

of baskets and items. This suggests that information is being shared at

multiple levels, both within and between baskets and items, which could

be of great value for future studies.

The use of two distinct datasets in this study enhances the reliability and

generalizability of the BE measure across different consumer segments. One

dataset is obtained from Dunnhumby, while the other is from a prominent

UK grocery retailer. Each dataset embodies unique transactional charac-

teristics, market positioning, customer demographics, and purchasing be-

haviours. The disparities between these datasets suggest that different

types of purchasing behaviour exist, underscoring the necessity for mea-

sures that are clearly interpretable and founded on stable theoretical prin-

ciples.

The results for BE are consistent across both datasets, revealing significant

negative correlations with spending patterns. While item and basket-level

entropy measures exhibit limited or inconsistent relationships, BE remains

robust, showing stable relative magnitudes across the datasets. For in-

stance, the BRE70 metric demonstrates a negative and statistically sig-

nificant relationship with mean basket spend in the Dunnhumby dataset,

whereas, in the second dataset, it shows a positive and non-significant cor-

relation.

Overall, the integration of two datasets validates BE as a reliable and

adaptable metric capable of capturing systematic behaviours across various

retail contexts. This approach not only emphasizes the robustness of BE

but also supports its broad applicability in consumer behaviour research,

providing a solid foundation for future studies in diverse retail settings.
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4.5 Discussion and Conclusion

This study investigated the currently available measures for SPB in the

retail context. The study proposed a new measure called bundle entropy,

which adapts the binary similarity function from joint entropy to a non-

binary approach. The study compared the proposed measure against the

other pertinent measures, showing how different and more actionable bun-

dle entropy is in various purchase scenarios. The study confirmed Guidotti

et al. (2015) findings regarding the spending patterns but not the conclu-

sions about visiting patterns between household groups since results can

flip depending on the normalisation approach and the parameterization

set-up.

The study also provided a theoretical definition of the proposed measure

and its properties. This enables the formulation of specific questions/-

tasks in the retail context. Furthermore, bundle entropy was empirically

tested on both synthetic and massive real-world purchase scenarios, show-

ing the measure’s unique ability to act according to the desired properties

to measure basket composition’s predictability in a robust way. Overall,

the results demonstrated that (1) the proposed measure accords, in the-

ory and practice, with the desired properties while the others do not, (2)

the measures are notably different and should not be used interchangeably,

and (3) the proposed measure has higher utility in practice, providing a

consistent, parameter-less measure that accords to well-defined, intuitive

properties allowing practitioners to efficiently and correctly interpret and

action the outcome of analytics and insights based on the measure.
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4.5.1 Practical implications

From a retailer’s point of view, bundle entropy can be utilised in vari-

ous ways, expanding its applications beyond consumer behaviour analysis.

For instance, it can serve as a tool for optimising inventory management,

helping retailers understand the diversity of product bundles in demand,

thereby enhancing stock levels and reducing wastage. Additionally, bundle

entropy could be integrated into dynamic pricing strategies, where prod-

ucts with higher entropy may be priced differently based on their bundling

patterns, offering potential profit optimisation opportunities (Saberi et al.,

2019).

Further exploration could involve examining the impact of bundle entropy

on customer loyalty and lifetime value, providing insights into long-term

consumer relationships. Moreover, considering the rise of e-commerce and

personalised marketing, bundle entropy might be employed to enhance rec-

ommendation algorithms, tailoring product suggestions based on individual

customers’ bundling preferences and consistency over time.

The versatility of bundle entropy extends its potential applications to vari-

ous fields, contributing to a broader understanding of complex systems. In

the realm of supply chain management, bundle entropy can be harnessed

to optimise logistics and distribution networks. By identifying patterns of

bundled products, retailers can streamline their supply chains, reducing

transportation costs and minimising environmental impact (Saberi et al.,

2019).

Furthermore, in the context of data science and machine learning, bundle

entropy may find applications beyond retail analytics. Its principles can

be adapted to enhance anomaly detection systems, where deviations from
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typical patterns could signal potential issues or opportunities. Integrating

bundle entropy into anomaly detection models may improve the identi-

fication of irregularities in diverse data sets, ranging from cybersecurity

to healthcare, thereby enhancing the overall robustness and reliability of

anomaly detection frameworks (Chandola et al., 2009).

This interdisciplinary approach highlights the measure’s adaptability across

different fields, emphasising its significance in advancing knowledge and

innovation beyond the scope of traditional retail research.

4.6 Subsequent Studies

This study contributes to the field of consumer analytics within the retail

domain. It specifically examines SPB by analysing the predictability of

a customer’s shopping basket composition and introduces a new measure

called bundle entropy. The study highlights the importance and reliabil-

ity of this measure in comparison to existing ones. It also highlights the

consequences of biases within the existing measures, which can range from

inaccurate customer segmentation to inefficient marketing strategies across

different channels. Nevertheless, the study also acknowledges certain lim-

itations inherent to the analysis, which will be discussed in section 7.3 at

the end of this thesis.

The outcomes of the current study have set the ground for the following

studies, which aim to delve deeper into the practical usage, applications

and extensions of bundle entropy within the dynamics of consumer pur-

chase behaviour. The current study also examines the correlation between

bundle entropy and output variables, such as the amount spent per basket

and the total number of visits. However, these variables are transactional

113



CHAPTER 4. MEASURING CONSUMERS’ SYSTEMATIC
PURCHASE BEHAVIOUR IN RETAIL

in nature. Therefore, they just reflect common transactional patterns asso-

ciated with monetary value and frequency of purchases. This suggests that

subsequent studies should explore the relationship between bundle entropy

and other types of consumption patterns, such as healthy choices. This

will provide a more comprehensive understanding of its usability in various

scenarios, which will be explored in Study 2. More specifically, the subse-

quent study aims to address specific research questions regarding customer

spending, systematic buying patterns and healthy choices across different

retail settings.
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Chapter 5

Consumers’ Systematic

Purchase Behaviour and

Healthy Choices

This chapter is based on work currently under review (2nd stage)

to the Journal of Business Research in 2023:

Mansilla, R., Smith, G., Smith, A., and Goulding, J. (2023). Systematic pur-

chase behaviour and healthy choices across online and offline channels: Insights

from transactional data. Journal of Business Research.

——————————————————————————————————–
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5.1 Study 2: A case study of bundle entropy

across retail channels using mass trans-

actional data

5.1.1 Introduction

This study aims to contribute to the understanding of online versus offline

purchases through an empirical application of a propensity measure known

as bundle entropy (Mansilla et al., 2022) on real-world purchase data. Study

1 introduced this metric, which evaluates Systematic Purchase Behaviour

(SPB), a term originally coined by Guidotti et al. (2015). However, its

pragmatic value and integration with other metrics to offer valuable and

actionable insights have not been thoroughly tested on real-world transac-

tional data.

To maximise the impact of bundle entropy application, the study explores

the differences in SPB in online and offline purchase sets for given house-

holds (within-subject) in terms of the overall variance in products bought,

as well as at the product category level, and also explores one category (soft

drinks) in detail. In addition to this, the study investigates the relationship

between household-level SPB propensities and the health/nutritional score

of soft drinks in order to establish if there is a significant variation in the

choice outcomes across channels (online versus offline). Since there is evi-

dence that purchasing and consumption habits are closely linked, they can

be used to estimate an individual’s diet and nutrient intake reliably (e.g.

Eyles et al. 2010, Appelhans et al. 2017, Vepsäläinen et al. 2022). The

aim is to explore locked-in habits in food consumption across different retail

channels from the consumers’ purchase history, which can provide insight
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into targeted nutritional interventions to reduce bad eating habits, such as

overweight and obesity, considered global public health priorities for more

than a decade (Organization and others, 2017; Organization, 2000). For

instance, in the United Kingdom (UK), 64% of adults are overweight or

obese (Conolly et al., 2019), while 9.9% of children (aged 4-5 years) are

obese. These numbers are alarming since they increase yearly, both in the

UK (Apperley et al., 2022) and worldwide (World Health Organization,

2020).

The research utilised a representative sample of 2,181 households to ex-

amine their online and offline purchasing habits. The sample consisted

of 62,403 online transactions and 166,085 offline transactions (each repre-

senting a unique basket) that occurred two years before the outbreak of

COVID-19 (2014-2016). This extensive dataset enabled a direct compar-

ison among households, which is uncommon at this scale and breadth of

data. Furthermore, the reach of the data is national (United Kingdom –

UK).

5.1.2 Background

As mentioned before, SPB is a term originally introduced by Guidotti et al.

(2015). To illustrate what is meant by SPB at a very basic level, consider

the following hypothetical purchase sequences. Person A buys a and b to-

gether every time, which indicates an entirely systematic buying behaviour.

Person B buys products a, b, and c in combination, then a and b, and

next time a and c. Person C buys a and c, then d, then b, c, and d. How

systematic are Person B and Person C ? Assessment of probability at the

individual item level or the repeat purchase rate for a, b, c, or d is straight-

forward. However, assessment of the evolution of the combinations is more
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tricky and best assessed by measures based on joint entropy. Mansilla

et al. (2022) make the comprehensive technical case for a joint entropy-

based measure; the logic for this is also raised and revisited more in detail

in section 5.1.5 (Measuring Systematic Purchase Behaviour). It is essen-

tial to state that choice set stability prediction (via bundle entropy) serves

a different purpose than basket analysis based on association rule mining

(e.g. Kaur and Kang (2016)). Basket analysis seeks to identify frequently

co-purchased items, while bundle entropy predicts the stability of specific

product combinations over time. Nonetheless, bundle entropy provides a

valuable link between basket analysis and investigations of purchases over

time.

There have been many attempts to understand and predict why consumers

stick with certain products (known as ‘inertia’ or ‘loyalty’) and why they

switch to others (known as ‘variance’, ‘churn’, or ‘variety seeking’). These

attempts are diverse and use different measures and models. However, they

are all part of a global effort to understand how consumers make choices

over time, both within and outside retail settings. Basic indicators like

repeat purchase rates or simple probability models (e.g. Uncles and Ham-

mond (1995)) can provide some insight into inertia and variance. However,

many are not well equipped to assess if a household or individual’s purchase

is systematic at the basket level over a specific period of; they are not de-

signed to assess systematic choice in terms of products bought together.

Guidotti et al. (2015) assess SPB via an entropy measure of purchase over

time at the basket level; they term this basket revealed entropy (BRE). The

term and the concept are distinct from predictability, which has a universal

meaning but is too disparate to be entirely appropriate for the problem at

hand. Mansilla et al. (2022) provide a better alternative to BRE in the

form of bundle entropy.

119



CHAPTER 5. CONSUMERS’ SYSTEMATIC PURCHASE
BEHAVIOUR AND HEALTHY CHOICES

Bundle entropy is capable of measuring variance in single item sequences

(e.g. grocery store patronage or single items bought one at a time), the

variance at the basket level, and at the sub-basket level over time – they

term this the bundle level (e.g. a given category or topic within the bas-

ket). Many fast-moving products are bought in bundles, for example, fresh

fruit and vegetables or soft drinks. Multi-item bundles are products in a

given merchandise category or ‘topic’ bought together in a single purchase

episode (basket or mission). For example, different beers, soft drinks, fruit,

vegetables, or snacks bought during an offline or online grocery mission.

The term ‘bundle’ entropy emphasises that the measure can assess the

systematic nature of product combinations at the basket, sub-basket, or

individual item level (a ‘bundle’ of 1 item). bundle entropy provides a sin-

gle value measure, which can be easily compared with other co-variates,

such as nutritional scores.

This study is organised as follows: First, it evaluates the technical and

conceptual structure, pertinent literature, and research inquiries. Subse-

quently, it details the data set, sample selection, and broader methodology.

Finally, the study concludes with a review of the significant results before

moving on to a discussion and conclusion section.

5.1.3 Conceptual Framework and Research Questions

Many factors can drive consumers’ purchase behaviour. Among these, en-

vironmental factors (e.g. store layout, structure and appearance) can be

as relevant as the stability of the purchase context (Koll and Plank, 2022)

or consumers’ inherent motivations and characteristics (Seetharaman and

Chintagunta, 1998). For example, online and offline store environments

usually fulfil the same final consumers’ purpose but in different ways. Each
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channel provides unique characteristics that can influence how consumers

interact and behave (Ratchford et al., 2022; Campo et al., 2021). For in-

stance, the offline channel has several benefits, including real-time product

evaluation, instant gratification, and store experience (Cimana, 2013; Mor-

rison et al., 2011). It allows customers to touch and feel products, try them

out, and get immediate feedback from sales associates. However, shopping

offline also has drawbacks. It can be time-consuming and expensive due

to commuting costs. Moreover, customers may have to deal with crowds

of people, limited space to carry products, and out-of-stock shelves, which

can be frustrating (Grewal et al., 2004a).

On the other hand, online shopping offers the convenience of easy prod-

uct search and comparability (Jadhav and Khanna, 2016). Customers can

find and compare products from the comfort of their own homes, and on-

line shopping allows for greater time flexibility. Delivery services make it

possible for customers to receive their products at their doorstep, thereby

saving time (Huang and Oppewal, 2006). However, online shopping has its

downsides, such as the inability to physically inspect the products before

purchasing (Moshrefjavadi et al., 2012). Additionally, customers often have

to pay high prices for delivery services, which can be a disadvantage when

resources are limited (Gil et al., 2020; Xu et al., 2022). Finally, returning

a product can be frustrating, no matter the reason. Whether the customer

received a faulty item or changed his mind, the process can be tedious and

time-consuming.

The distinctions in these channels’ propositions/contexts and how cus-

tomers perceive them (Wang et al., 2016) may influence consumer pur-

chase behaviour (Hult et al., 2019). Moreover, the channel will likely affect

consumers’ cognition and decision-making when purchasing online versus

offline. Smith et al. (2021) offers a novel theoretical framework for the po-
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tential effect of retail channel blends on cognition, spending, and product

choices. However, this framework remains untested. Other extant research

can help us to generate various potential antecedents of differential choice

online, but these often eschew the outcomes since they do not look at actual

purchase data (André et al., 2018; Schneider and Leyer, 2019; Candrian and

Scherer, 2022; Puntoni et al., 2021).

Online purchase is self-evidently different from the various stimuli experi-

enced in a physical store. Some research has suggested explanations for

the differential outcomes (e.g. Huyghe et al. 2017, Anesbury et al. 2016).

Still, these insights are a) based on the analysis of online decision-making

only and are not comparative (e.g. within-subject/same household paired

as per the transactional analysis by Chu et al.2010); b) they avoid the core

effects of the cognitive and information search differentials for the same

decision-maker/household online and offline. Other research is quite dated

and relates to consumer durable/high involvement purchases (e.g. Kulkarni

et al.2012); the data for that paper was collected in 1999.

The moderating role of retail venues spending behaviour

Numerous studies have examined customers’ purchasing behaviours across

online and offline venues and their significance to management and market-

ing outcomes (Degeratu et al., 2000; Shankar et al., 2003; Danaher et al.,

2003; Andrews and Currim, 2004). Their overall conclusion is that con-

sumers have different spending behaviours between in-store and online

channels. However, opinions are divided regarding which venue (online

or offline) encourages or discourages specific behaviours, such as price sen-

sitivity or the average amount spent per basket. For instance, households

are found to be more price-sensitive online than offline. This, according
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to Degeratu et al. (2000), is due to the online channel’s ability to read-

ily accentuate and advertise product discounts and promotions, making

consumers more likely to take advantage of those deals to save money.

There is some dated evidence that online prices are lower than in-store

prices (Brynjolfsson and Smith, 2000); however, the retailer in this study

sources products from local stores for online purchase at the same price.

Even if differences occur in time and convenience, it can mean consumers

are more willing to pay higher prices (Putrevu and Ratchford, 1997), es-

pecially on some product categories (Chintagunta et al., 2003; Donnelly

et al., 2021). As a result, under certain conditions, consumers may be less

price-sensitive online than offline. This idea is supported by Andrews and

Currim (2004), who, using consumers’ grocery footprint, conclude that on

specific products category, most online consumers spend more than offline

shoppers. So, there is no clear consensus regarding which venue funnels

more or less price sensitivity.

The above-mentioned papers did not explore differences in consumer be-

haviour across various channels. Only a limited number of studies have

compared online and offline purchase behaviours of the same household

(within-subject) (Chu et al., 2008, 2010; Pozzi, 2012). Such studies have

found that the same individual is less price-sensitive online than offline.

Therefore, individuals are willing to pay more money for products or ser-

vices online as compared to physical stores. For example, Chu et al. (2008)

utilised grocery panel records from a sample of households who purchased

through both store channels (online and offline) and found that households

were consistently less price-sensitive across all products within a particular

product category, frozen pizza. Chu et al. (2010) expanded his previous

study by examining the moderating effect of the level of household en-

gagement online versus offline and found that price sensitivity increases
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as online engagement grows. Pozzi (2012) attributes the differences in

purchasing behaviour to the convenience of online features such as saved

baskets and product recommendations. These findings indicate that house-

hold decision-makers may demonstrate varying spending habits in online

versus offline channels, particularly concerning brands, sizes, and pricing.

Such discrepancies underscore the possibility of distinct spending patterns

for food and non-food items.

The existing studies have provided some insights into the comparison of

online and offline grocery spending behaviour. However, there is a lack

of research that explores the impact of retail channels on customer/house-

hold purchasing behaviour across different product categories. To address

this gap, we aim to conduct a study that uses two years of transactional

records with national coverage. Our research questions (RQs) are intended

to guide our investigation into the moderating effect of retail channels on

purchasing behaviours. The RQs are as follows:

RQ 1a: Do retail channels (online vs. offline) influence consumers’ spend-

ing behaviour at a basket level?

RQ 1b: Do retail channels (online vs. offline) influence consumers’ spend-

ing behaviour at a product category level?

These preliminary questions have been formulated to obtain timely veri-

fication of the papers discussed earlier with a more advanced and recent

dataset. Notably, even comparable research studies like the one conducted

by Chu et al. (2010) have become outdated. Furthermore, although their

sample size was comparable, it is worth noting that the data they analysed
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was limited to a single year, specifically, the period between 2002 and 2003.

The subsequent research questions are designed to be exploratory in nature

and are intended to delve deeper into spending behaviours.

The moderating role of retail channels in within-subject system-

atic purchase behaviour

While substantial studies focus on understanding, explaining, or even pre-

dicting inertia, such as repeat purchases and brand and size loyalty (e.g.

Ehrenberg 1988, McDonald 1993, Klassen and Glynn 1992, Sharp et al.

2012), or on the other hand, variance, such as switching and derived variety-

seeking (e.g. Givon 1984, Chang 2011, Punj 2011 ), little work exists in-

vestigating store channels’ effects on consumers’ systematic behaviour.

Danaher et al. (2003) work was one of the first empirical studies explor-

ing online and offline consumers’ purchase behaviour (expressed by brand

loyalty) utilising grocery data, concluding that brand loyalty is related to

brand share for online consumers but not for offline consumers. Similarly,

Andrews and Currim (2004) explored the behavioural preferences between

online and offline consumers regarding product sizes (size loyalty) and dis-

covered that online users do less screening regarding product sizes. Hence,

they have a more systematic/predictable product size choice. On the other

hand, offline consumers tend to vary among different available formats.

A later study by Chu et al. (2010) explored brand and size loyalty for the

same household across channels. Using historical grocery panel data, they

found that the same household is more brand and size loyal online than in-

store and that household characteristics do not affect or have a minimum

influence on these behaviours. However, these behaviours are unstable and

might vary depending on the consumers’ level of engagement and maturity,
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particularly in the online venue (Chu et al., 2010).

These disparities in online and offline behaviours (for the same households)

could be influenced by several factors, including the consumers’ perception

of how crowded physical stores are (Aydinli et al., 2021), or what other cus-

tomers might think about their product choices (Ratner and Kahn, 2002).

According to the research conducted by Smith et al. (2021), when it comes

to online shopping, consumers tend to be influenced by various factors that

may guide their decision-making. These factors include saved grocery lists,

personalised nudges, and push notifications based on past behaviour. The

study suggests that these features tend to ‘funnel’ the consumer’s choice,

encouraging them to make more systematic and predictable purchases. As a

result, this could reduce the likelihood of making spontaneous and entropic

choices.

Taken together, these studies suggest a relationship between retail chan-

nels and consumers’ SPB. However, previous studies rely on traditional

measures and not one specifically designed to measure SPB. Therefore, we

state the following research questions (see Figure 5.1):

RQ 2a: Do retail channels (online vs. offline) influence consumers’ sys-

tematic purchase behaviour at a basket level?

RQ 2b: Do retail channels (online vs. offline) influence consumers’ sys-

tematic purchase behaviour at a product category level?
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Systematic purchasing behaviour and its relationship to healthy

product purchases across channels

Some explanatory models (e.g. McAlister and Pessemier 1982 and Kahn

et al. 1986) that have explored product variety/uncertainty have taken into

consideration products’ attributes because they influenced consumers’ food

choice behaviour. The product’s brand is one of the crucial factors that

can influence a consumer’s decision to purchase a product (Givon, 1984).

However, measuring the brand’s impact is not easy as it is subjective and

can only be evaluated as a weighted value based on factors such as brand

leadership and brand loyalty. Additionally, it is not accurate to assume

that people will switch between products based solely on the market share

that the product commands.

The market position is a result of several factors, and it is not necessarily

the primary determinant of a consumer’s choice (Danaher et al., 2003).

There are only a few measures that can be found within transaction data

that are directional, quantifiable, or ordinal and that have the potential to

impact consumer choice. One such measure is the product’s price. How-

ever, the relationship between the price and the choice outcome is well-

researched, and the potential for a salient contribution is arguably limited.

Therefore, marketers need to explore other measures that can influence

consumer choice and tailor their marketing strategies accordingly.

As more people choose to change their diet to a healthier one, it’s be-

come increasingly important to understand how to encourage consumers

to opt for healthier products. Recent studies have revealed that external

stimuli, such as sales and promotions, can have a significant impact on

consumers’ decision-making, causing them to make unhealthy choices (Yan

et al., 2017). This is a common occurrence when retailers inundate cus-
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tomers with various online and offline discounts and offers. However, the

research has also discovered a less apparent factor that affects consumers’

purchasing decisions, which is the availability of different payment options

across various channels. A study conducted by Thomas et al. (2011) found

that consumers who use credit cards as their payment option tend to lean

towards unhealthier product options.

More recent research by Yang et al. (2022) has uncovered an interesting link

between the time of day and the choices we make when it comes to food.

The findings show that as the day wears on, our ability to regulate our own

behaviour declines, leading to an increase in unhealthy food choices. In

other words, it becomes harder for us to resist the temptation of unhealthy

options as the day progresses. This finding has significant implications

for individuals looking to maintain a healthy diet, suggesting that being

mindful of the time of day when making food choices may support healthy

eating habits.

Other research suggests that products’ nutritional characteristics, which

include sugar, sodium, and saturated fat content, also play a crucial role in

consumers’ purchasing decisions (Berger et al., 2007; Trivedi et al., 2016).

Studies have been conducted to gain a better understanding of the impact of

how products’ nutritional information is displayed, concluding that clearly

highlighting the health benefits of a product is a crucial driver of consumer

choice towards healthier options. (Lobstein and Davies, 2009; Nikolova and

Inman, 2015). This idea has inspired many public strategies worldwide

to reduce unhealthy consumption. Front-of-pack product labelling is one

of the main strategies with different implementations depending on the

country. Some countries have focused on calorie knowledge, while others

have focused on saturated fat or sugar awareness, or a combination of them

(e.g. Van Kleef et al. 2008, Santana et al. 2022).
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All these regulatory initiatives are part of a larger worldwide campaign

to reduce calorie consumption and related illnesses. Research has shown

that some of these regulations (e.g. product labelling) generally reduce

the consumption of unhealthy products (Downs et al., 2017). Yet, these

studies have only examined the impact of these policies on consumers’

behaviours in physical stores, not online, where some evidence has shown

that it discourages the purchases of unhealthy or vicious products (Huyghe

et al., 2017). This online behaviour could be due to many factors, such

as the virtual representation of the products, as opposed to a palpable

experience, decreasing the desire for immediate gratification (Huyghe et al.,

2017).

The work from Zatz et al. (2021) is a significant addition to the literature,

providing the first empirical investigation into the correlation between un-

healthy products and retail channels for households using transactional

data. While the study concludes that households spend less on certain un-

healthy products online than offline, it is important to note that the sam-

ple size is small, and the purchase inclusion criteria are not very strong.

Therefore, we require more comprehensive studies that examine healthy

and unhealthy purchase behaviour across retail channels over a longer time

period using transactional records with nationwide coverage, as proposed

in this study. This can help us gain a better understanding of the factors

that influence household purchase decisions and can inform public health

interventions aimed at promoting healthier consumption patterns.

The health and welfare of consumers are critical concerns for retailers who

seek to understand consumer choice for commercial insight and corporate

social responsibility, as highlighted by Grewal and Levy (2007). Retailers

can leverage their understanding of consumer behaviour to inform public

health interventions to promote healthier consumption patterns, thereby
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contributing to societal well-being.

This study asserts that a nutrition-based score is an objective and mea-

surable product attribute. Moreover, it can readily be calculated from the

product’s nutritional score (as many retailers apply) using a simple five-

point scale derived from the retailer score (the rationale is shown below;

see Table 5.2). This is likely more consistent with a consumer’s appraisal

or choice heuristic (very healthy, healthy, neutral/mixed, unhealthy, very

unhealthy). The nutrition-based score is applied to the soft drinks market

due to several factors:

• The importance of this category with respect to obesity, diabetes and

other diseases (Bray et al., 2004; Basu et al., 2013),

• The clear labelling, such as low sugar, light, and diet, signalled con-

spicuously via brands, product signifiers, and packaging, which en-

sures customers are likely to be more aware of the differences in the

products when they choose.

• The practical ability to obtain nutrition information (from reliable

sources) for all products in the category.

• The prevalence of purchase across both channels.

Soft drinks and hydration products have been the focus of significant con-

cern regarding media coverage, public health policy, and campaigns (Basu

et al., 2013; Bray et al., 2004). Crucially, they are also often bought in het-

erogeneous bundles within various shopping mission (basket) forms, par-

ticularly in main weekly grocery baskets for a given household (the dataset

and analysis confirm this assertion). As such, soft drinks are a good ex-

ample for investigating consumers’ systematic and unsystematic purchase

behaviour across retail venues.
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It is essential to highlight that the work acknowledges upfront that nu-

tritional value will not necessarily be an overriding driver of choice. Two

scenarios that could manifest within one shopping mission (basket) are:

1. A product is bought regardless of nutritional and health implications.

2. A product is bought based on a blend of preference drivers (e.g.

brand, flavour, etc.) in which nutritional properties are significant

or even salient (e.g. diet drinks or drinks with conspicuous vitamin

content).

So, the nutritional score may give insights into antecedents of choice, or

it may simply be an arbitrary ‘outcome’ of choice. Either way, nutrition-

al/health value and the effect on consumer welfare remain crucial concerns.

Moreover, the differential effects on the systematic purchase behaviour of

a consumer (specifically bundle entropy) have not been investigated. This

motivates the exploration of how the overall health score of the mix of

products purchased varies across channels, as well as the link between the

systematic purchase behaviour of consumers and the healthiness of their

choices. Hence, the subsequent research question shown in Figure 5.1 are

generated:

RQ 3: Do retail channels (online vs. offline) influence consumers’ healthy

product choices at a product category level?

RQ 4a: What is the relationship between consumers’ systematic purchase

behaviour and healthy product choices?
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RQ 4b: Do retail channels (online vs. offline) influence the relationship

between consumers’ systematic purchase behaviour and healthy product

choices?

This study’s dataset and approach allow us to explore the relationship

stated in RQ 4a and 4b further. Smith (2019) provides four scenarios of

welfare effects from ‘choice automation’ (the author uses the term exoge-

nous cognition) that can be adapted to structure the possible effect of online

purchase on systematic purchase behaviour: a) online purchase decreases

entropy and therefore funnels/reinforces behaviour that is ‘healthy’ ; b) on-

line purchase decreases entropy, and therefore funnels/reinforces behaviour

that is ‘unhealthy’. In other words, online purchase reinforces existing be-

haviour. This is based on some of the findings reported above and the

logic that the store is a more stimulating environment and that the effect

of a shopping list in-store is less strident than the saved list of regular

purchases in a virtual list or regular items. It is also possible that on-

line purchases increase entropy with attendant effects on the health score

of products. Thus, using Smith (2019) quadrants, four possible segments

were defined: systematically healthy (SH), systematically unhealthy (SU),

unsystematically healthy (UH), and unsystematically unhealthy (UU) to

further explore systematic healthy/unhealthy purchase behaviours across

channels.
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5.1.4 Study Design

The study aims to showcase how bundle entropy can be used as a valuable

measure of systematic purchase behaviour on real-world data to understand

differences across retail channels within households. Additionally, the study

demonstrates insightful insights that can be obtained by cross-referencing

bundle entropy with other measures, in this case, a measure of healthy

choices across channels (online versus offline). To accomplish this, the

study conducts the following steps on the dataset utilised in this study:

• Frequent customer across channels: The objective of this study is to

gain a comprehensive understanding of the purchasing behaviour of

households that purchase food products both online and offline. The

study has carefully chosen households that exhibit a consistent pat-

tern of repeat purchases across both channels. To ensure the house-

holds are frequent purchases, specific basket and spending criteria

were established (refer to section 5.1.6).

• Data Preprocessing: To ensure accurate analysis, it is crucial to trans-

form raw data into clean and reliable data. This entails checking for

missing data and duplicates, transforming data features to the ap-

propriate type, and eliminating any outliers. By doing so, the data

becomes more consistent and accurate, thereby improving the quality

of the analysis.

• Nutritional soft drinks mapping: As one of the primary aims of this

study is to examine the relationship between nutritional choices and

systematic purchase behaviour, linking shopping purchases to their

nutritional content was an essential element. To accomplish this, we

use the retailer’s application programming interface (refer to section
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5.1.5).

• Data Engineering: The study computes three features for each indi-

vidual: basket spend, bundle entropy and health score (for soft drinks).

It is important to note that the study uses the normalised version of

bundle entropy (refer to section 5.1.5).

• Data Analysis: To compare how basket spend, bundle entropy and

health outcomes vary across channels, the study employs theWilcoxon

signed-ranks test and data distribution analysis. Additionally, the

study adapts a consumer behaviour categorisation model from Smith

(2019) to classify consumers based on their bundle entropy and healthy

choices.

The following section provides a comprehensive breakdown of how each

step was conducted.

5.1.5 Methods

Measuring spending purchase behaviour

To measure and compare the overall spending purchase behaviours offline

versus online (RQ 1a), the total spent per basket for each household (2,181)

and channel is computed. Afterwards, the average money spent per basket

is defined as basket spend ; This is done to be consistent with the deployment

of bundle entropy where a bundle could be a whole basket or a sub-set

thereof.

Then, descriptive statistics and visual exploration are performed to com-

pare general differences across channels. Then, the online and offline bas-

ket spend are tested to examine if there are statistical differences between
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their means. Since in this study, the same individual is compared across

two different setups (channels) and the basket spend data is not normally

distributed, the Wilcoxon signed-ranks test was utilised, setting the signifi-

cance and confidence interval levels at 5% and 95%, respectively. An alpha

level of 0.05 was also implemented for all Wilcoxon signed-ranks tests. The

same approach was followed to compute the mean money spent per prod-

uct category to compare spending behaviours across each category (RQ

1b). By conducting this, the study aims to gain insights into the spend-

ing behaviour of households offline and online and how they differ across

channels and product categories.

Measuring systematic purchase behaviour

This study explores the concept of systematic purchase behaviour across

retail venues (online vs offline). This behaviour is defined as the extent

to which an individual’s basket or bundle composition can be predicted or

not predicted. In other words, if a person’s purchases are consistent and

follow a pattern, then their behaviour is considered systematic. However,

if their purchases are random and unpredictable, then their behaviour is

considered unsystematic.

The most relevant existing research was examined to determine the best

tool to measure this behaviour, specifically studies that examine how to

quantify the predictability of consumers’ product choices using their trans-

actional records. By doing so, this study aims to better understand sys-

tematic purchase behaviour and how it can be measured effectively across

different retail setups.

Existing work on brand choice and variety/uncertainty behaviour includes

very straightforward methods, such as the distinct count of products in a
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single basket where the larger the number, the more variety exists in the

purchase occasion (Kahn and Lehmann, 1991). The concept of entropy via

uncertainty has been used to measure predictability (Smith et al., 2014;

Akaika, 1985) and to measure the variety of items within a set. Alexan-

der (1997) argues that using an entropy-based measure is more reliable

and informative than just counting unique items within a single group.

Subsequent work further articulates the utility of entropy in this context

compared to measures such as the Hirschman–Herfindahl and the Gini co-

efficient Straathof (2007) with Watson (2009) noting the measure encodes

aspects related to the distribution, rareness, and commonness of the prod-

ucts contained in purchase occasion and not only information regarding

variety in terms of the number of distinct types of products in a basket.

Hence, directly applying entropy will, arguably, be appropriate to capture

the uncertainty of predicting a single item within a single set. It does not,

however, quantify the predictability of a collection of items.

To illustrate and review this point again, consider a household that, over

four transactions, always purchases the same cheese (c) and ham (h).

Hence, the sequence of baskets will be [(c,h),(c,h),(c,h),(c,h)]. From a

product-level viewpoint, as entropy does, the sequence of baskets will look

like a list of all the items [c,h,c,h,c,h,c,h] with a 50/50 probability of predict-

ing either of the items. This is because both products have equal chances

to appear next (equal probability of 0.5). As a result, entropy will re-

port maximum uncertainty or unsystematic purchase behaviour. However,

looking at the sequence of purchases from a basket-level perspective, it

is evident that the same pair of products (c,h) is always bought. Hence,

because the probability of (c,h) is 1, we can predict the next basket with

100% confidence.

This shows that applying entropy at different levels (item versus basket)
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changes the predictability task. Entropy at the product level, also known

as Item Entropy (IE), predicts which item will be added next to the bas-

ket at any given time. Here, each distinct item is considered a symbol.

Entropy at the basket level or Basket Level Entropy (BLE) considers each

distinct basket a symbol, shifting the prediction task to which basket will

be purchased next.

This scenario can also be seen from a customer-level perspective. In other

words, we can determine whether a consumer’s purchasing behaviour is sys-

tematic (predictable) or unsystematic (unpredictable) based on his trans-

action history. Guidotti et al. (2015) propose a measure called Basket Re-

vealed Entropy (BRE) that directly measures how predictable a sequence

set of baskets is for a given customer by reducing each customer’s baskets to

their most frequent purchase patterns (item choice combination). In other

words, it creates a new subset of frequent sub-baskets of the initial ones

using frequent item-set mining techniques and the Apriori algorithm. Iden-

tifying the frequent sub-baskets depends on a minimum support parameter

(minsup), which determines whether a sub-basket is included or excluded

from the frequent sub-baskets. A sub-basket can range from one to all

items within the basket. Then, each basket is classified into the largest

frequent sub-basket it contains. If a basket does not include any of the fre-

quent sub-baskets found, it will be represented by itself with a frequency of

one. After this, each original basket no longer contains the original items.

Instead, only contains the assigned frequent sub-basket with a given ap-

pearance probability. BRE is then calculated using the traditional formula

of entropy.

BRE has certain limitations that need to be considered. One of these

limitations is that the minsup parameter, which specifies the minimum

percentage of baskets that contain a specific frequent sub-basket, needs to
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be manually set. The choice of minsup can greatly affect the performance

of BRE. Generally, higher minsup values result in lower BRE scores, while

lower minsup values produce higher scores. Consequently, selecting the

appropriate minsup value is not a straightforward task and requires prior

knowledge and understanding of the dataset.

The BRE strategy proposes a unique approach to predict the next frequent

sub-basket in a set of purchases. According to this strategy, each sub-basket

from a new subset of frequent sub-baskets becomes a symbol. Predicting

the next frequent sub-basket involves disregarding any infrequent items in

the original basket. This is different from precisely predicting the original

basket of a given customer without simplifying or removing any infrequent

items purchased across a set of baskets.

To measure the exact predictability of the original baskets across a set

of purchases, Mansilla et al. (2022) proposed a novel metric called bundle

entropy. This metric ensures three intuitive properties that make it suitable

for real-world applications. These properties ensure that:

• A customer’s set of baskets where all baskets are identical will be

represented by a bundle entropy of zero, meaning a completely sys-

tematic purchase behaviour (fully predictable).

• A customer’s set of baskets where all baskets are unique will be repre-

sented by a bundle entropy of one (in case bundle entropy is normal-

ized), meaning a completely unsystematic purchase behaviour (fully

unpredictable).

• Baskets with a higher degree of similarity, in terms of sub-baskets, will

have lower bundle entropy values than baskets with lower similarities.

By incorporating these properties, bundle entropy provides a practical and
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effective solution to the predictability task.

This study considers customers’ original baskets, not subsets, which might

exclude valuable information. Considering this and the previous evidence,

the study will employ bundle entropy to assess the consumers’ systematic

purchase behaviour. The examples in Table 5.1 illustrate some simple pur-

chase scenarios that support the decision to use bundle entropy instead of

the other available measures. Therefore, to explore consumers’ product

purchase uncertainty across channels, the study computes the bundle en-

tropy for each individual by applying equation 5.1 (Mansilla et al., 2022) to

their whole set of baskets, where each product has its own product identi-

fier (ID) 1. This way, we get two bundle entropy scores per person, one for

online purchases and the other for offline purchases (RQ 2a). Afterwards,

the bundle entropy for each product category online and offline is computed

(RQ 2b). The study compares channel-specific statistics using descriptive

statistics and visual analysis. Finally, the Wilcoxon signed-ranks test is

applied to analyse statistical differences between online and offline bundle

entropy mean scores at the basket and product category levels.

Normalised Bundle Entropy

When comparing measures like entropy-based measurements, it is essen-

tial to standardise them. This is because comparing raw measures can be

misleading and can lead to erroneous conclusions. For example, this study

will compare the bundle entropy of the same households across two dif-

ferent channels. To ensure a fair comparison, the measurements need to

1The product IDs are specific to different pack sizes. Hence, a can of Diet Coke will
be regarded as a different product from a 1-litre bottle of the same. This is justifiable
since the pack size is a function of the purpose and utility derived. Equating products
purely on brand and variant is highly questionable given the likely variance in needs and
requirements concerning pack size.
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be normalised. Normalisation will help to account for differences in choice

set sizes. Doing so avoids the risk of conflating uncertainty measures with

access to larger choice sets. This will enable accurate and meaningful com-

parisons between the two channels.

Consumer goods purchasing involves making decisions within a choice set,

which can be influenced by multiple external factors, such as household size,

income, education, and buying for others, as well as internal factors, such as

variety-seeking, self-control, and frugality. To ensure a fair and meaningful

comparison of product choices, it’s essential to normalise against a measure

of choice set size, such as the number of unique baskets. This normalisation

helps to account for the impact of the size of choice set on the product

choice behaviour of customers. To achieve this normalisation, previous

studies (Guidotti et al., 2015; Mansilla et al., 2022) have recommended

dividing the measure of bundle entropy by the number of unique baskets.

By doing so, we obtain a normalised bundle entropy score between zero and

one, which provides an equitable and consistent measure of product choice

behaviour. A score of zero indicates low product purchase uncertainty,

which means that the customer has stable and predictable purchase choice

behaviour. On the other hand, a score of one represents high product

purchase uncertainty, indicating that the customer has highly dynamic and

unpredictable purchase choice behaviour. Scores between zero and one

reflect a more balanced and neutral behaviour.

It is important to note that practitioners can use other normalisation tech-

niques to achieve invariance to different aspects or definitions of choice

group sets as long as the bundle entropy properties and associated proofs

remain valid. While it’s possible to use the non-normalised version of bun-

dle entropy, it does not account for the effects of varying choice set sizes,

which may lead to misinterpretations when comparing individuals across
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channels. Therefore, the normalised version of bundle entropy (BE) is rec-

ommended for accurate comparisons:

𝐵𝐸 (B) = 1

log2 |𝐵 |
×

∑︁
𝑏𝑘∈𝐵

𝑝(𝑏𝑘 )𝑅(𝑏𝑘 ) (5.1)

Where B represents the list of all baskets purchased by a given house-

hold, 𝑏𝑘 denotes each basket containing unique items, and 𝐵 is the list of

unique baskets. Thus, 𝑝(𝑏𝑘 ) represents the probability of observing bas-

ket 𝑏𝑘 , whereas 𝑅(𝑏𝑘 ) is a measure of self-information that quantifies the

loss associated with presuming the appearance of basket 𝑏𝑘 . To illustrate

this concept and how BE is computed, consider a synthetic example (also

shown in Table 5.1) where Customer 1 (C1) has three baskets, each con-

taining distinct items:

• Basket 1: (𝑎, 𝑏, 𝑐)

• Basket 2: (𝑎, 𝑏, 𝑑)

• Basket 3: (𝑎, 𝑏, 𝑒)

The BE calculation follows several key steps:

1. Determine the Probability of Each Basket: Each unique basket

appears once, and there are three baskets in total. Thus, the probability

𝑝(𝑏𝑘 ) of each basket is:

𝑝((𝑎, 𝑏, 𝑐)) = 1

3
, 𝑝((𝑎, 𝑏, 𝑑)) = 1

3
, 𝑝((𝑎, 𝑏, 𝑒)) = 1

3

2. Calculate the Regret Measure 𝑅(𝑏𝑘 ) for Each Basket: To quantify
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the predictability of each basket, the regret measure 𝑅(𝑏𝑘 ) is computed.

This measure considers the overlap of each basket 𝑏𝑘 with all other baskets

𝑏𝑞 ∈ 𝐵, weighted by their respective probabilities. For a given basket 𝑏𝑘 ,

𝑅(𝑏𝑘 ) is calculated as follows:

𝑅(𝑏𝑘 ) = − log2
©­«
∑︁
𝑏𝑞∈𝐵

|𝑏𝑘 ∩ 𝑏𝑞 |
max( |𝑏𝑘 |, |𝑏𝑞 |)

× 𝑝(𝑏𝑞)
ª®¬

Example Calculations:

For Basket 1, (𝑎, 𝑏, 𝑐):

𝑅((𝑎, 𝑏, 𝑐)) = − log2
(
1

3
× 1 + 1

3
× 2

3
+ 1

3
× 2

3

)
= − log2

(
7

9

)
≈ 0.3626

The calculations for 𝑅((𝑎, 𝑏, 𝑑)) and 𝑅((𝑎, 𝑏, 𝑒)) are identical due to the

symmetry of overlaps, resulting in 𝑅(𝑏𝑘 ) ≈ 0.3626 for each basket.

3. Compute Bundle Entropy (BE): With the regret measures 𝑅(𝑏𝑘 )

calculated, we compute BE by averaging these values, weighted by 𝑝(𝑏𝑘 ),

and normalizing by the number of unique baskets. This process is repre-

sented by:

𝐵𝐸 (𝐵) = 1

log2(3)
∑︁
𝑏𝑘∈𝐵

𝑝(𝑏𝑘 )𝑅(𝑏𝑘 )

Substituting the values:

𝐵𝐸 (𝐵) = 1

1.585

(
1

3
× 0.3626 + 1

3
× 0.3626 + 1

3
× 0.3626

)

Simplifying yields:

𝐵𝐸 (𝐵) = 1

1.585
× 0.3626 = 0.229
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The resulting BE value of approximately 0.229 reflects the relatively low

predictability of the basket sequence, indicating a moderate level of entropy

in the consumer’s purchasing behaviour.

Table 5.1: Comparison of entropy-based measure for purchase behaviour.
Figure abbreviations: Bundle Entropy (BE), Item Entropy (IE), Basket
Level Entropy (BLE), Basket Revealed Entropy at 10% minsup (BRE10),
Basket Revealed Entropy at 240% minsup (BRE24), Basket Revealed En-
tropy at 70% minsup (BRE70).

Expected Set of BRE BRE BRE
Prediction Baskets BE IE BLE (10%) (24%) (70%)

Very high [(𝑎𝑏𝑐), (𝑎𝑏𝑐), (𝑎𝑏𝑐)] 0.00 1.00 0.00 0.00 0.00 0.00
High [(𝑎𝑏𝑐), (𝑎𝑏𝑑), (𝑎𝑏𝑒)] 0.23 0.91 1.00 1.00 1.00 0.00
Medium [(𝑎𝑐), (𝑎𝑑), (𝑥𝑐), (𝑥𝑑)] 0.50 1.00 1.00 1.00 1.00 1.00
Low [(𝑎𝑏), (𝑏𝑐), (𝑐𝑑), (𝑑𝑒)] 0.60 0.97 1.00 1.00 1.00 1.00
Very low [(𝑎𝑏𝑐), (𝑥𝑦𝑧), (𝑝𝑞𝑟)] 1.00 1.00 1.00 1.00 1.00 1.00

Measuring the healthiness of products (soft drinks)

In order to address research questions 3, 4a, and 4b, the study will com-

pute the health score of each product in the soft drink category. In this

study, health score is a measure that represents how healthy or unhealthy

a product is based on its nutritional components in a single ordinal value.

To determine the health score2, it will be used a nutrient profiling model

developed by the UK Food Standards Agency (Food Standards Agency,

2006). However, in order to compute this it is necessary to start by linking

the purchased products (soft drinks) to their nutritional content.

The dataset used in this study does not contain a text string indicating the

2There are several methods to measure or categorise products into healthy or un-
healthy using their nutrient profile. For instance, the Swedish Keyhole scheme is a
well-known method in Europe (The Swedish National Food Agency, 1980). Similarly,
the front-of-pack scheme is another accepted method that labels food using colour-
coded signals (red, amber, and green) (Food Standards Agency, 2007). However, both
of these methods produce a nominal scale for categorising products. On the other hand,
single-score profiling methods are quantitative measures to score healthy and unhealthy
products. The most advanced single-score model is ‘The UK Ofcom Nutrient Profil-
ing Model’, which produces a unique score determined from essential micronutrients
(Rayner et al., 2009).
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name of a specific product. However, all products are categorised into a six-

level hierarchy based on their division, group, department, class, subclass,

and brand. This classification system is used to match the products with

their corresponding nutritional content. As mentioned previously, the study

uses the retailer’s APIs3 as the data source to map the soft drinks to their

nutritional content. In this regard, a two-stage method was employed to

match the nutritional data to the product data.

1. Firstly, the soft drinks dataset was imported into a new PostGreSQL

database, including the unique identifier of each product and all the

relevant hierarchy levels. The matching process was performed manu-

ally using the subclass and brand fields of each product in the product

table. These fields were typed into a Python code that connected to

the Tesco API for grocery search to find the closest match. Once a

product was matched with one in the API, a unique internal code

named tpnb was added to the PostGreSQL product table as a new

column.

2. Secondly, the tpnb of each soft drink was entered into another Tesco

API for macronutrients search. The tpnb allowed access to the exact

macronutrients for each soft drink. The API contained information

on specific macronutrients, including Energy (kJ), Energy (kcal), Fat

(g), Saturates (g), Carbohydrate (g), Sugars (g), Fibre (g), Protein

(g), and Salt (g). Each of these macronutrients was added to the

PostGreSQL product table as a new column.

Using the method described above, the study matched all soft drinks in

the retailer’s dataset to their corresponding nutritional data, representing

100% of the total sales quantity and spend on soft drinks.

3https://www.tescolabs.com/
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The health score was computed using the new PostGreSQL product ta-

ble that contains the macronutrient information of each soft drink. The

computation involved the following steps:

1. Calculate the total ‘A’ points using equation F.1 (See Appendix

F.0.1), where each product nutrient attribute (energy, fat, sugar, and

salt) can get points between 0 and 10 (see Table F.1 in Appendix

F.0.1). However, if the product scores more or equal to 11 points in

total ‘A’, protein points will not count unless the product scores five

on fruit, vegetable, and nut attributes.

2. Then calculate the total ‘C’ points with equation F.2 (See Appendix

F.0.1), where nutrient attributes (fibre, protein and fruit, vegetable

and nut points) can score points between 0 and 5 (see Table F.2 in

Appendix F.0.1).

3. Then, compute the overall score, which can be calculated differently.

First, if ‘A’ points are less than 11, then equation F.3 is applied (See

Appendix F.0.1). Also, equation F.3 needs to be applied if ‘A’ points

are equal or greater than 11, and the product gets 5 points on ‘fruit,

vegetables, and nuts’. Otherwise, we use equation F.4 (See Appendix

F.0.1).

4. Finally, the score is adjusted to a 1 to 100 scale with equation F.5

(See Appendix F.0.1).

This direct measure provides then an ordinal score for each product. Af-

ter computing the health score for each product, the values ranged from

a minimum score of 67.0 for high-sugar carbonated drinks to a maximum

score of 72.0 for different types of water. Then the minimum and maxi-

mum values were used to classify each product into five categories (very
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unhealthy, unhealthy, neutral, healthy, and very healthy) based on the cri-

teria outlined in Table 5.2. This classification more accurately reflects how

consumers evaluate these products based on intuition rather than using a

cardinal score. Additionally, this approach provides greater interpretability

and allows us to categorise products more effectively. Examples of product

categories for each classification can be found in Table 5.2.

Table 5.2: Health score classification with assigned values for analysis pur-
poses.

Health Healthy Assigned
score classification value Product category example

67.0 - 68.0 Very unhealthy -2 High-sugar flavoured carbonated drinks
68.0 - 69.0 Unhealthy -1 Fruit juices with added sugar/sweetener
69.0 - 70.0 Neutral 0 Diet colas
70.0 - 71.0 Healthy 1 100% Natural fruit juice
71.0 - 72.0 Very healthy 2 Water (still/sparkling)

Afterwards, the healthy categories are assigned to a five scale (shown in

Table 5.2), which allows the calculation of a more interpretable average

health score for the soft drinks bundle across all individuals. The Wilcoxon

signed-ranks test is employed to determine statistical differences, with sig-

nificance levels set at 5% and a confidence interval of 95%. The bundle

health score is then compared to bundle entropy values. This study utilises

a distribution analysis and a modified version of Smith (2019) consumer

behaviour categorisation model to classify consumers based on their bundle

entropy and healthy choices.

5.1.6 Empirical Results

The derived household cohort characteristics

The study had access to purchase history data of 1,130,262 customers from

a UK-based grocery retailer. To thoroughly investigate the research ques-
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tions, a sample of the dataset was extracted to examine differences within

the study subjects. For this purpose, the data was filtered to include only

the active households that made at least five purchases on each channel

and spent a minimum of £5 per basket during the data period. It is im-

portant to note that these inclusion criteria are more rigorous compared to

the standards utilised in prior studies (e.g. Chu et al. 2010). As a result,

the study was left with a sample size of 2,181 customers who exhibited

significant online and offline purchases. The raw data reveals that during a

19-month period, 2,822,624 (45%) items were sold online, while 3,429,000

(55%) items were sold offline. Despite being a small subset of the raw data,

this information reflects the regular purchasing habits of consumers across

both online and offline retail channels. This data is incredibly valuable as

it provides deep insights into the consistent consumer choices when making

purchases. The study affirms that this balance is reasonable and holds the

potential to yield significant and meaningful conclusions.

During the 19 months, the households completed a total of 228,488 trans-

actions (visits/baskets), of which 166,085 (73%) were offline, and 62,403

(27%) were online. Table 5.3 illustrates the comparison between the house-

hold characteristics of offline and online transactions. Each household, on

average, conducted 106.1 transactions (sd = 77.8), with a mean of 77.1

(sd = 73.3) offline and a mean of 29.0 (sd = 23.8) online. When shopping

online, households acquire more items per transaction, with an average of

44.0 (sd = 17.1) items compared to 24.7 (sd = 14.6) items offline. More-

over, they also purchase a greater variety of unique items per transaction

online (mean = 18.9; sd = 9.2) than offline (mean = 12.1; sd = 7.2).

The following statistics, presented in Table 5.4, illustrate the percentage

of product sales by category for both offline and online channels. It is

important to note that the categories that contributed the most to the total
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sales for both channels are Fresh Food (42.9% offline versus 47.1% online),

Ambient dry grocery (29.4% offline versus 30.8% online), and Non-foods

grocery (13.5% offline versus 13.8% online). However, there is a significant

disparity in the Home & Wear category, which comprises only 4.6% of the

total offline sales but less than 1% of the online sales.

In Figure 5.2, it can be seen the distribution of sales in each of the eight

product categories across both offline and online channels. The most strik-

ing variation is observed in the Home & Wear category, where 97.1% of

items such as clothing, footwear, and leisure items are sold in-store, and

only 2.9% are sold online. In contrast, 88.7% of Miscellaneous Items like

catering are sold online, and only 11.3% are sold offline. This significant

difference may be attributed to various reasons, such as how discounts and

offers are promoted in each product category or how customers interact

with certain products. It is noteworthy that Home & Wear items may

require physical evaluation before purchase, unlike Miscellaneous Items,

which may explain the higher preference for in-store sales in this category.

There are expected differences between offline and online sales in various

categories. In the Wine & Spirits category, offline sales are much higher,

with 68.1%, while online sales are 31.9%. Similarly, in the Tobacco Kiosks

category, offline sales are 60.7%, while online sales are 39.3%. In the Bread-

/Bakery category, offline sales are expected to be 60.1% while online sales

are 39.9%.

The most interesting finding is in the Fresh Foods category. Although

most products in this category tend to expire rapidly, offline sales were

anticipated to be higher than online sales. However, the offline percentage

is only 5% higher than online sales, with offline sales of 52.6% and online

sales of 47.4%.
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Table 5.3: Transaction characteristics by retail channel (offline versus on-
line)

Transaction All Offline Online
Characteristics transactions transactions transactions 𝑃

Mean transactions 106.1 ± 77.8 77.1 ± 73.3 29.0 ± 23.8 < 0.001

Mean items
per transaction 30.7 ± 13.7 24.7 ± 14.6 44.0 ± 17.1 < 0.001

Mean unique
items per transaction 11.2 ± 5.5 12.1 ± 7.2 18.9 ± 9.2 < 0.001

Note: 𝑃 values are determined by the Wilcoxon signed-ranks test.

Figure 5.2: Percentage of the relative sales in each product category in
offline versus online transactions among 2,181 households.
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Table 5.4: Proportion of total items on each product category sold online
versus offline.

Percentage of total sales
Product Category Examples Offline Online

Fresh Foods Vegetables, meat & poultry 0.429 0.471
Ambient Dry Grocery Non-perishable, canned food 0.294 0.308
Non-Foods Grocery Laundry, cleaning, beauty 0.135 0.138
Bread/Bakery Bread, cakes, treats 0.069 0.055
Home & Wear Clothing, footwear, leisure 0.046 0.001
Wines & Spirits Table wines, beers, spirits 0.022 0.012
Tobacco Kiosks Cigarettes, lottery, gift cards 0.002 0.001
Miscellaneous Items Catering 0.001 0.012

Basket spend

As mentioned in the previous section, this study first compares the overall

basket spend of the same households across the online and offline channels,

considering first all product categories. The Wilcoxon signed-ranks test

was used to determine if there was a significant difference between the two

groups. The results in Table 5.5 shows that there was indeed a noticeable

difference between the means, with households spending on average £97.7

online compared to £50.7 offline. This means that households spend, on

average, 63.3% more per basket online than they do offline.

To further investigate the differences between online and offline spending,

the distribution of basket spend for both modes of shopping (see Figure 5.3)

was analysed. It can be seen that both distributions are right-skewed due

to some households spending more than the average per basket. However,

these outliers are not significant enough to be considered outliers. Further-

more, it can be observed that the distribution (density) of basket spend in

the offline channel is taller and more compressed, while the online track is

wider and has a higher mean.

Finally, the results of the Wilcoxon test confirm a significant difference

between the online (mean = 97.7; sd = 40.3) and offline (mean = 50.7; sd
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= 32.2) basket spend means, with a 𝑃-value ≤ 0.000. These findings suggest

that there are significant variations in household spending behaviour across

online and offline channels.

Table 5.6 breaks down the basket spend for each product category. Overall,

the average spending per basket is higher online than offline in five of the

eight product categories. The highest difference is observed in the Ambient

Dry Grocery category, where the average online spending (mean = 28.0; sd

= 14.1) is 66% more than the offline spending (mean = 14.1; sd = 9.7). The

second-highest difference is observed in the Fresh Foods category, where the

average online spending (mean = 42.1; sd = 20.3) is 57% more than in-store

spending (mean = 23.2; sd = 15.5).

On the other hand, households spend more in-store than online for the

Miscellaneous Items category, with a difference of 83.3%. Specifically, the

average spending for this category online is 2.8±1.2, while in-store spending

is 6.8 ± 21.4. In summary, the differences in the online and offline basket

spend mean values for all categories are statistically significant (𝑃-values

≤ 0.000).

Table 5.5: Basket spend (average spend per basket) by channel

Offline Online Percentage
Variable N Mean (£) Mean (£) Difference 𝑃-value

Basket spend 2,181 50.7 ± 32.2 97.7 ± 40.3 63.3% 0.000***

***𝑃 ≤ 0.001 Wilcoxon signed-ranks test.
Note 1: percentage difference is calculated based on ( |𝑉1 −𝑉2|/((𝑉1 +𝑉2)/2)) ∗ 100.
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Figure 5.3: Online versus offline basket spend distribution density.

Table 5.6: Basket spend (average spend per basket) by product category

Basket spend

Product Offline Online Percentage
Categories N Mean (£) Mean (£) Difference 𝑃-value

Fresh Foods 2,177 23.2 ± 15.5 42.1 ± 20.3 57.9% 0.000***
Ambient Dry Grocery 2,181 14.1 ± 9.7 28.0 ± 14.1 66.0% 0.000***
Wines & Spirits 1,596 15.9 ± 15.9 18.7 ± 18.3 16.2% 0.000***
Non Foods Grocery 2,181 1.9 ± 7.0 16.3 ± 11.8 39.7% 0.000***
Tobacco Kiosks 186 19.1 ± 23.2 13.8 ± 24.2 32.2% 0.000***
Home & Wear 1,176 11.0 ± 9.1 4.8 ± 5.8 78.5% 0.000***
Bread/Bakery 2,113 3.3 ± 1.7 3.7 ± 2.4 11.4% 0.000***
Miscellaneous Items 441 6.8 ± 21.4 2.8 ± 1.2 83.3% 0.000***

***𝑃 ≤ 0.001 Wilcoxon signed-ranks test.
Note 1: percentage difference is calculated based on ( |𝑉1 −𝑉2|/((𝑉1 +𝑉2)/2)) ∗ 100.

Bundle Entropy

The data presented in Table 5.7 provides a statistical summary of bundle

entropy for both online and offline channels, along with the results of the

Wilcoxon signed-ranks test. The findings demonstrate that if all households

are aggregated, they generally experience lower bundle entropy online than
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offline. The results of the Wilcoxon test establish that the difference in the

means of online bundle entropy (mean = 0.51; sd = 0.13) and offline bundle

entropy (mean = 0.75; sd = 0.14) is statistically significant, with a 𝑃-

value ≤ 0.000 and a percentage difference of 38%. Furthermore, Figure 5.4

illustrates a substantial difference in distribution densities between online

and offline bundle entropy. Offline bundle entropy has a skewed distribution

to the left, with a higher peak than online bundle entropy, which shows a

more symmetrical distribution.

Moreover, the data suggests that when customers make their bundle choices

online, the maximum level of bundle entropy does not exceed 0.89. This

means that, on average, customers are more confident and certain about

their bundle choices in the online channel. However, the same cannot be

said for the offline channel, where the bundle entropy values can go as

high as 0.99. This indicates that customers experience higher levels of

uncertainty and unpredictability in their bundle choices when shopping

offline. Essentially, the offline bundle entropy distribution implies that

customers tend to make more impulsive and unpredictable purchases when

shopping offline than online. These findings provide valuable initial insights

into the differences in customer behaviour when making bundle choices in

both online and offline channels.

The findings presented in Table 5.8 highlight the bundle entropy at the

product category level, which is consistent with the results shown in Table

5.7, analysed at the channel level. The bundle entropy tends to vary in

different product categories and between online and offline channels. The

results suggest that the bundle entropy is lower online than offline for all

categories except for Miscellaneous Items, which also accounts for the most

significant difference in bundle entropy, with a 52.65% variation between

the online (mean = 0.81; sd = 0.21) and offline (mean = 0.47; sd = 0.43)
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channels.

The category Home & Wear exhibits the second-highest difference in bun-

dle entropy, with a 47.85% fluctuation between online (mean = 0.55; sd

= 0.47) and offline channels (mean = 0.90; sd = 0.18). This means that

when shopping online, households tend to choose more consistent product

bundles than in-store shopping. This is followed by Fresh Foods, which

displays a 36.36% difference in bundle entropy between online and in-store

shopping.

Further analysis reveals that Ambient Dry Grocery, Bread/Bakery, Non-

Foods Grocery, Tobacco Kiosks, and Wines & Spirits also display a signifi-

cant difference in bundle entropy between online and offline channels. The

differences range from 29.83% to 19.04%, respectively. The mean values of

bundle entropy for each category, both online and offline, are statistically

significant, with 𝑃-values ≤ 0.000.

Table 5.7: Bundle Entropy by channel

Offline Online Percentage
Variable N Mean Mean Difference 𝑃-value

Bundle entropy 2,181 0.75 ± 0.14 0.51 ± .13 65.0% 0.000***

***𝑃 ≤ 0.001 Wilcoxon signed-ranks test.
Note 1: percentage difference is calculated based on ( |𝑉1 −𝑉2|/((𝑉1 +𝑉2)/2)) ∗ 100.

Table 5.8: Bundle Entropy by product category

Bundle Entropy

Product Offline Online Percentage
Categories N Mean Mean Difference 𝑃-value

Miscellaneous Items 441 .47 ± .43 .81 ± .21 52.65% 0.000***
Home & Wear 1,176 .90 ± .18 .55 ± .47 47.85% 0.000***
Fresh Foods 2,177 .72 ± .15 .50 ± .16 36.36% 0.000***
Ambient Dry Grocery 2,181 .80 ± .13 .59 ± .15 29.83% 0.000***
Bread/Bakery 2,113 .76 ± .16 .59 ± .21 24.08% 0.000***
Non Foods Grocery 2,181 .80 ± .15 .64 ± .15 22.83% 0.000***
Tobacco Kiosks 186 .41 ± .45 .34 ± .38 19.76% 0.000***
Wines & Spirits 1,596 .80 ± .28 .66 ± .35 19.04% 0.000***

***𝑃 ≤ 0.001 Wilcoxon signed-ranks test.
Note 1: percentage difference is calculated based on ( |𝑉1 −𝑉2|/((𝑉1 +𝑉2)/2)) ∗ 100.
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Figure 5.4: Online versus offline bundle entropy distribution density (the
interpolation lines extend beyond the actual minimum value).

Product health attribute outcomes

The descriptive statistics and Wilcoxon signed-ranks test results of the

overall ranked score of product health attributes per channel in the soft

drink category are presented in Table 5.9. The results indicate that there

is only a minimal difference (1.9%) between the means of the online and

offline bundle health scores. The Wilcoxon test further confirms that there

is no statistical difference (𝑃-value = 0.681) between the means of the online

(mean = 0.52; sd = 1.00) and offline (mean = 0.53; sd = 0.86) health score.

However, a closer examination of Figure 5.5 reveals that the distribution

densities of the online and offline channels are remarkably different. Despite

having similar means between each channel, the actual health outcomes and

choices of customers are significantly different. The distribution density
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of the offline channel appears to follow a distribution pattern closer to

normal, with a mode around 0.5. This suggests that most customers tend

to purchase either neutral (e.g. diet cola) or healthy drinks (e.g. natural

fruit juice).

On the other hand, the online channel displays a more bi-modal distribution

pattern with peaks on the values -1 and 2. This indicates that customers

tend to choose either unhealthy (e.g. full sugar cola) or very healthy drinks

(e.g. water) rather than more neutral products, which are still well rep-

resented. It is also noteworthy that the range of products bought online

is wider than those purchased offline, which explains the higher standard

deviation of 1.0 in the online channel compared to 0.8 in the offline channel.

Overall, the results suggest that while the means of the online and offline

channels for the soft drink category are similar, the actual health outcomes

and choices of customers differ significantly between the two channels. This

highlights the importance of understanding and catering to customers’ dif-

ferent preferences and purchasing patterns across various channels.

Table 5.9: Bundle Health Score by channel

Offline Online Percentage
Variable N Mean Mean Difference 𝑃-value

Bundle health score 2,181 0.53 ± 0.8 0.52 ± 1.0 1.9% 0.681

Note 1: the 𝑃-value is determined from the Wilcoxon signed-ranks test.
Note 2: percentage difference is calculated based on ( |𝑉1 −𝑉2|/((𝑉1 +𝑉2)/2)) ∗ 100.

Bundle entropy versus health attribute outcomes

Figure 5.6 provides a visual representation of the relationship between

bundle entropy and bundle health score attribute on each channel. This

density plot helps identify patterns and trends in household purchasing be-

haviour. The plot also displays the conceptual categorisation of households
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Figure 5.5: Online versus offline health score distribution density.

into four groups based on their health score attribute: unsystematically un-

healthy, unsystematically healthy, systematically healthy, and systematically

unhealthy. This categorisation has been adapted from Smith (2019).

Upon analysing the online channel graph, it is observed that around 31.91%

of households can be classified as systematically healthy. These households

are highly predictable in terms of their purchasing choice behaviour of

healthy drinks, expressing low bundle entropy. They tend to buy a single

product or a combination of healthy drinks in a systematic manner. For

instance, some households consistently buy a single product (e.g. still wa-

ter), while others opt for different bundles of healthy drinks (e.g. sparkling

water and 100% natural orange juice).

The second largest group in the online channel, representing roughly 30.08%

of households, is classified as systematically unhealthy. These households
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tend to purchase unhealthy soft drinks with poor nutritional value, such as

regular full-sugar cola drinks. They exhibit a neutral to low bundle entropy

regarding unhealthy soft drinks, meaning that their purchasing behaviour

is highly predictable.

Overall, the online channel data reveals that about 62% of consumers ex-

hibit highly predictable purchasing behaviour, while only 38% of them are

less predictable.

The offline channel shows a different story. In this channel, the largest

groups are those that are unsystematically unhealthy (36.27%) and unsys-

tematically healthy (31.04%), constituting approximately 67.1% of the total

households. The unsystematically unhealthy group represents households

with an unpredictable and random mix of unhealthy soft drink products,

with no repetition or a meagre rate of bundle repetition. In contrast, the

unsystematically healthy group describes households that purchase an un-

systematic, thus highly unpredictable, mix of healthy soft drink products.

The next group, systematically healthy, represents households that regularly

purchase the same items but in the healthy range. This group accounts for

17.1% of the total sample. Finally, the consumers classified as systemati-

cally unhealthy represent households that consistently purchase unhealthy

soft drink products. This group accounts for 14.67% of households.

There is a marked and striking difference in the morphology of choice be-

tween channels. The channel and decision-making are clearly associated

with pronounced and observably variant outcomes regarding variety and

health attributes. Initial topic analysis (in section 5.1.6) of the whole bas-

ket does not suggest entirely different shopping missions; the differences do

not appear to be variant functions of the basket (most are primary weekly

baskets or substantive top-ups), and baskets are distributed throughout the
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19 months as per the sampling protocol. Possible explanations are reviewed

below. Please find the detailed breakdown of the percentage representation

of each soft drink out of the total items sold per channel in Appendix G.

It also includes the percentage of soft drinks sold online and offline. Both

support the marked difference in the morphology of choice online vs offline.

5.2 Discussion and Conclusion

This study’s first research question (RQ 1a) was to investigate the differ-

ence in consumer spending behaviour between online and offline channels.

To achieve this, the study computed the basket spend (average spend per

basket) for both channels (online and offline) and analysed the results.

The findings indicated that the mean basket spend was significantly higher

in the online channel, with consumers spending almost twice the amount on

each visit compared to offline purchases (online mean = 97.7 vs offline mean

= 50.7). This difference was attributed to the unique features of online

shopping, such as lower search costs, convenience, and delivery functions,

which make it easier for consumers to make purchases. This finding aligns

with previous research, such as the work of Smith (2015), who highlighted

the growing trend of increased consumer spending in online channels.

Additionally, the study analysed the spending patterns of households across

various product categories. The results showed that, in most cases, house-

holds spend more per basket online than offline. However, there were a

few exceptions, such as Tobacco Kiosks, Home & Wear, and Miscellaneous

Items, which had higher basket spend offline. These categories also had

fewer households, 186, 1,176, and 441, respectively.
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Overall, the study found that aside from a few exceptions, the general

finding is that, from a channel (RQ 1a) and a product category (RQ 1b)

perspective, households tend to spend more per basket online than offline.

This is broadly in line with previous studies (e.g. Andrews and Currim

2004 and Chu et al. 2010) that state that consumers are, in general, less

price-sensitive when they shop online than in traditional stores. These

higher basket spend patterns might be influenced by unique online features

like lower search costs, convenience, delivery functions, and the shopping

mission’s nature. Importantly, our study unveils a salient finding that

contradicts conventional expectations. Despite the larger potential pool of

products and greater spending online, we found that the spending pattern

does not lead to greater entropy. These findings challenge assumptions

and highlight that shopping purchase behaviour is much greater online

than offline.

In order to address RQ 2a, an analysis of the bundle entropy of both

the online and offline channels was conducted. The findings suggest that

households experience less bundle entropy (the level of uncertainty involved

in selecting a bundle of products) in the online channel, with a mean score

of 0.51, compared to the offline channel, with a mean score of 0.75.

To investigate this phenomenon further (RQ 2a), bundle entropy was ex-

amined across all product categories. Interestingly, it was found that for all

categories except Miscellaneous Items, the bundle entropy score was lower

online than offline, with a reduction of at least 20%.

These results indicate that the decision-making process for online shopping

differs significantly from that of offline shopping. In a physical store, con-

sumers are in a more engaging environment where they can easily come

across products they may wish to buy and are often influenced by the pub-
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lic nature of the context (Ratner and Kahn, 2002). On the other hand,

online shopping is characterised by individually targeted offers, web page

configurations (such as personalised recommendations), and a list of pre-

viously purchased products that are updated and edited based on past

transactions.

Assertions made about analytics informing and influencing purchase (ex-

ogenous cognition) by Smith et al. (2021) provides a comprehensive and

credible explanation for the differences online and offline. According to

Xu et al. (2022), the channel itself can impact the decision-making process

by shaping preferences and morphology. In particular, online channels can

be biased due to analytics-driven factors such as personalised offers, push

notifications, and page configurations. Although the channel can affect the

choices made, more research is needed to understand the differential de-

cision process, as highlighted by Ratchford et al. (2022). Therefore, it is

crucial to conduct empirical tests using transactional data or experimental

designs to validate these ideas. Through such studies, we can gain a deeper

understanding of how customers make decisions in different channels and,

in turn, help businesses improve their strategies accordingly.

Differential tendencies for variety-seeking according to channel is another

explanation of variance in bundle entropy, but why is it more marked in-

store? Again, the work of Ratner and Kahn (2002) might help to explain

this to some extent, but it cannot account for the differential in health

attribute choice.

The literature on variety-seeking promotes the idea that this is a decisive

factor. However, from the registration information for the retail dataset

used here, we know that only 5% of the households are single-person units.

Variety-seeking is often posited as an individual characteristic or propen-
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sity, and how this affects purchases on behalf of others (by the primary

shopper) is unclear. We, therefore, contend that further research is re-

quired to cross-reference purchase data with data on the differential effect

of the decision process for discrete channels and research into the effect of

variety-seeking propensities for multi-person households.

Consumer research has traditionally focused on individual processes, but

many high and low-involvement products are bought through household

decision-making that involves multiple people (Kirchler, 1995). Therefore,

to fully understand variety-seeking tendencies, it is necessary to cross-

reference psychographic data with purchase data for various household

configurations. Such research will provide insight into how variety-seeking

tendencies influence purchasing behaviour in different channels and how

they impact households with multiple people.

Concerning healthy/unhealthy product choice outcomes (RQ 3), we found

that the same individual/household does not have a significant statistical

difference between the mean online (mean = 0.52) and offline (mean =

0.53) bundle health score; however this masks the true anatomy of health

choice. We found a marked difference between the online and offline bundle

health score distributions or morphology. The offline channel showed that

individuals tended to opt for either neutral or healthy soft drink products,

within the range of 0.0 and 1.0, and had a unimodal distribution (see Table

5.9).

On the other hand, online individuals selected soft drink products that

spanned a wider range, from unhealthy to very healthy and had a bi-

modal distribution. This difference in product choice might be because

product search and comparability cost less in terms of time online than

offline (Danaher et al., 2003; Ratchford et al., 2022) or a function of how
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nutritional information or other cues and signifiers are presented. This

is certainly in line with Nikolova and Inman (2015) study (mentioned in

section 5.1.3), which states that a clear display of products’ nutritional in-

formation could lead to healthier behaviours. Once again, it highlights that

the online decision-making process remains somewhat opaque, and while it

affects outcomes, more research is needed to understand how and why it

happens.

Lastly, this study examined the relationship between bundle entropy and

health score (Figure 5.6). The findings suggest that when it comes to

the offline channel, there is a single-mode relationship, whereas the online

channel has a bimodal relationship with a different morphology. When

bundle entropy is compared in the two channels, it was found that there

was a significant difference (RQ 4a). Specifically, 61.99% of households

had less than 0.64 bundle entropy in the online channel, while only 31.77%

of households had less than 0.64 bundle entropy in the offline channel. This

significant difference indicates that online consumers are more predictable

than offline consumers.

Furthermore, households were classified into four groups and found that

the most prominent group in the online channel (32% of consumers) was

systematically healthy, whereas the unsystematically unhealthy group was

the most prominent in the offline channel (31% of households). This finding

reveals that household decision-makers are more predictable when shopping

for soft drinks online than in-store.

Regarding RQ 4b, results show that the percentage of systematic house-

holds purchasing healthy soft beverages (systematically healthy) is higher

online (31.91%) than offline (17.1%). This means that approximately 15%

of the systematic households purchasing healthy soft drinks online change
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their purchase behaviour when shopping in-store. On the other hand, the

findings indicate that the proportion of unsystematic households acquiring

healthy soft drinks was higher offline (31.04%) than online (15.41%). This

suggests that approximately 16% of the unsystematic households are less

predictable when shopping in-store than online when it comes to making

healthy choices.

5.2.1 Practical implications

The results have identified notable differences in shopping purchasing be-

haviour that could have significant practical implications for the retail in-

dustry’s role in promoting public nutrition, health, welfare, and corporate

social responsibility. Moreover, the outcomes of this research could have

policy implications for public health if they hold true in other contexts.

Bundle entropy is a highly valuable, straightforward, and computationally

efficient measure, which makes it easy to apply in various fields of con-

sumer behaviour research, especially where large datasets are available.

For instance, retailers can leverage the bundle entropy measure to iden-

tify which customers are more systematic or predictable and use that in-

formation to provide personalised bundles, which could lead to increased

revenues. Similarly, this measure can be used as a preliminary step to de-

velop more sophisticated bundle recommendation or next-basket prediction

models. Additionally, when combined with other measures, bundle entropy

can provide new and actionable insights. Further research can be done to

examine bundle entropy at a more granular level, such as sub-class product

categories, as some retailers have hundreds of product sub-classes.

Finally, it is crucial to emphasise the immense potential of the bundle
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entropy measure to provide valuable insights into probability problems in-

volving multiple combinations. This measure is highly advantageous due

to its ability to efficiently and accurately measure the degree of propensity

towards specific choice combinations. Its parsimony ensures that it can

be easily incorporated into various applications, making it a valuable tool

within and outside of consumer research and marketing. The accessibil-

ity of the bundle entropy measure encourages researchers and practitioners

to explore its potential in addressing multifaceted challenges in the retail

landscape, fostering innovation and strategic decision-making.

5.3 Subsequent Studies

The research set out to investigate the practical applications of bundle

entropy and its real-world effectiveness. Specifically, the study aimed to

uncover valuable insights for decision-making within the retail industry,

with a focus on identifying the consistency of individuals when making

online and offline purchases. Furthermore, it sought to determine which

types of soft drink products are more commonly purchased online or offline,

as well as consumers’ preferences for healthier or less healthy soft drinks.

The research also highlighted the accessibility and simplicity of using bundle

entropy as a measure. While the study does have limitations, these will be

thoroughly addressed in section 7.3.

The findings from Studies 1 and 2 highlight the significance of bundle en-

tropy in shaping performance and its diverse applications. These applica-

tions expand beyond the scope of the studies and could potentially include

using bundle entropy as an additional variable in predictive models, for

example. This approach could shed light on the intricate interactions and
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predictive power of bundle entropy when combined with other variables.

However, before delving into additional applications of bundle entropy, it is

essential to thoroughly explore and comprehend its intricacies and identify

the primary drivers of its behaviour. This will be the key focus of study 3,

aimed at gaining a comprehensive understanding of the factors influencing

systematic purchase behaviours.
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(a) Bundle entropy and bundle healthy score categorisation - offline channel

(b) Bundle entropy and bundle healthy score categorisation - online channel

Figure 5.6: bundle entropy and bundle healthy score categorisation per
channel. Mean bundle entropy of 0.64 represents the average bundle en-
tropy across all individuals considering both purchasing channels (online
and in-store). Similarly, the mean bundle health score of 0.53 represents
the average health score across all individuals in both purchasing settings.
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Chapter 6

The Anatomy of Bundle

Entropy

This chapter is based on work accepted at the 2024 British Academy

of Management conference:

Mansilla, R., Smith, A., Smith, G. and Goulding, J. (2024). The relative power

of behavioural, demographic, and psychographic variables as predictors of sys-

tematic purchase behaviour. British Academy of Management.

——————————————————————————————————–
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6.1 Study 3: The relative power of behavioural,

demographic, and psychographic variables

as predictors of bundle entropy

6.1.1 Introduction

For many years, consumer purchasing behaviours have been analysed through

the use of demographic and psychographic variables. This practice has been

extensively studied, and numerous works in the field have confirmed its im-

portance (e.g. Rich and Jain, 1968, Slocum and Mathews, 1970, Dubois

and Duquesne, 1993, Bellman et al., 1999, Baumeister, 2002, Silvera et al.,

2008, Islam et al., 2017). However, there is a notable gap in the litera-

ture regarding the significance of behavioural variables derived from large

transactional records in modelling and understanding purchase behaviours.

The Retail industry has seen a surge in transactional data with the intro-

duction of information technologies like bar codes, point-of-sale systems,

and sensors (Rivera et al., 2021; Larson et al., 2005). This exponential

growth in data provides an excellent opportunity for researchers and prac-

titioners to delve into consumers’ buying behaviours. However, despite the

valuable insights that large transactional records hold, there is a noticeable

gap in the literature. This gap is primarily due to the numerous challenges

associated with managing such extensive volumes of data, including data

storage, quality, security, integration, and analysis (Dekimpe, 2020).

While valuable information on various buying behaviours exists within

these records, it often remains obscured by the sheer size of the data.

Traditional statistical methods, while popular for studying consumer be-

haviours (e.g. Robertson and Kennedy 1968, Guadagni and Little 2008),
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fall short in addressing current requirements, particularly when dealing

with large multi-dimensional datasets and intricate relationships (Faraway

and Augustin, 2018).

Recent advancements in big data analytics and machine learning have

been instrumental in addressing these challenges and limitations of tra-

ditional statistical approaches. Machine learning methods, in particular,

excel in analysing large multi-dimensional datasets, uncovering both linear

and non-linear patterns within the data (Faraway and Augustin, 2018),

and accurately predicting complex behaviours across various domains (e.g.

environmental behaviours (Lavelle-Hill et al., 2020), child obesity (Long

et al., 2023), human mobility (Smith et al., 2014), clinical diagnoses (Dolan

et al., 2023a)). Given their versatility, machine learning methods are bet-

ter aligned with the current needs of both researchers and practitioners

(Asniar and Surendro, 2019).

This is because machine learning adopts an algorithmic modelling strat-

egy, unlike traditional statistics, avoiding any assumptions regarding the

data-generating process. Its objective is to identify the best function for

predicting outcomes from potential predictors (Breiman, 2001). The eval-

uation of the models focuses on out-of-sample (also known as validation

data) prediction performance to guard against overfitting. Features and

models are selected based on prediction performance rather than prior data

assumptions (Lavelle-Hill et al., 2023). Thus, as mentioned before, these

methods have the potential to accurately predict various forms of human

behaviour by analysing large multi-dimensional datasets.

However, despite this potential, they have not been widely utilised for

understanding consumer behaviour in a retail context (Rivera et al., 2021).

There are only a limited number of studies available (e.g. Zuo 2016, Zuo
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et al., 2016, Javed Awan et al., 2021) due to several practical obstacles.

For instance, accessing comprehensive datasets from retailers is challenging

from an operational and data agreement perspective.

Additionally, while machine learning methods excel at prediction, they are

not particularly good at providing explanations (Fisher et al., 2019). This is

pertinent as consumer research often seeks to comprehend the determinants

of the behaviour being studied. As a result, traditional statistical methods,

which prioritise explanation and are driven by hypotheses, continue to be

favoured (Lavelle-Hill et al., 2023).

Despite the prediction-oriented nature of machine learning methods, there

are techniques like variable importance that can provide insights into the

most significant factors influencing the behaviour under study. It is im-

portant to note that many methods for assessing variable importance pri-

oritise improving prediction accuracy over enhancing the interpretability

of the model (see Grömping (2015) for a comprehensive overview of vari-

able importance for regression tasks). However, more recent methods such

as SHapley Additive exPlanations (SHAP) values (Lundberg et al., 2017)

and Model Class Reliance (MCR) (Fisher et al., 2019; Smith et al., 2020)

have shown promise in revealing complex relationships between predictive

variables and offering more detailed explanations.

These variable importance methods have demonstrated strong explanatory

capabilities in studies of other behaviours, such as child obesity (Long et al.,

2023), adherence to asthma (Ljevar et al., 2021), and ovarian cancer (Dolan

et al., 2023a). However, there have been limited studies that have explored

the use of these variable importance methods to gain insights into the

drivers influencing consumer purchase behaviour (e.g. Arboleda-Florez and

Castro-Zuluaga 2023, Chen et al., 2023).
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This study aims to address a gap in research by leveraging datasets from

a prominent UK retail and pharmacy chain. The first dataset, referred to

as the survey dataset in this study, encompasses demographic and psycho-

graphic information of consumers from selected households and loyalty card

holders who participated in an incentivised consumer panel. The second

dataset, referred to as the transactional dataset in this study, comprises

transactional information from individuals who took part in the survey

over a span of 4 years.

By analysing these combined datasets, the study seeks to investigate the

impact of behavioural, demographic, and psychographic variables on bundle

entropy using traditional statistics and machine learning approaches.

In this study, bundle entropy is utilised as a measure of systematic purchase

behaviour (SPB), as justified in Study 4 of this thesis. SPB was first

introduced by Guidotti et al. (2015) in 2015 to characterise an individual’s

regular purchasing patterns.

To revisit this concept explained in previous chapters, let’s consider a hy-

pothetical purchase sequence from Table 6.1. For instance, Person 1 has

a highly systematic buying behaviour, always buying products w, x, and y

together in every purchase. In contrast, Person 2, 3 and 4 follow different

patterns of buying behaviour, changing one or more items on every visit to

the store (See Table 6.1), raising the question of who is more systematic

compared to Person 1?

While it may seem simple to evaluate the probability of each product or

the repeat purchase rate for v, w, x, y, or z, assessing the evolution of

combinations is more challenging. To address this, a measure called bundle

entropy was introduced in Chapter 4, which can directly measure SPB from

consumer’s historical purchases.
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Table 6.1: The predictability of different purchase scenarios assessed by
bundle entropy.

Expected Set of Bundle
Predictability Person Baskets Entropy

Extremely high Person 1 [(𝑤𝑥𝑦), (𝑤𝑥𝑦), (𝑤𝑥𝑦)] 0.00
High Person 2 [(𝑤𝑥𝑦), (𝑤𝑥𝑧), (𝑤𝑥𝑣)] 0.23
Medium Person 3 [(𝑤𝑥𝑦), (𝑤𝑥𝑣), (𝑥𝑦𝑧), (𝑥𝑦𝑣)] 0.50
Low Person 4 [(𝑤𝑥), (𝑥𝑦), (𝑦𝑧), (𝑧𝑣)] 0.60
Extremely low Person 5 [(𝑤𝑥𝑦), (𝑎𝑏𝑐), (𝑠𝑡𝑢)] 1.00

6.1.2 Background

Demographic variables have been used since the 1960s (e.g. Mathews and

Slocum Jr, 1969) to predict consumer behaviour, and while they still offer

valuable insights into behaviour, they are not a universal solution. Psy-

chographics can also be useful in predicting consumer purchases as they

provide a more in-depth understanding of consumers’ attitudes, values,

beliefs, interests, and other psychological traits that shape their buying

behaviour. However, the efficacy of psychographics (and demographics) in

predicting consumer purchase outcomes can vary depending on several fac-

tors such as the industry, product category, and target audience (Van Trijp

et al., 1996). Many academic studies have been conducted to explore the

relationship between psychographics and different consumer purchase out-

comes, and these efforts date back to the 1970s when scholars such as Green

(1977) delved into the subject.

Efforts in the commercial realm to understand consumer behaviour have an

equal longstanding history, dating back to the Values and Lifestyles (VALS)

(Mitchell, 1984) or List of Values (LOV) (Kahle et al., 1986) approaches.

These methods garnered attention for their innovative attempt to categorise

individuals into psychographic segments based on their values and lifestyles

rather than just demographics.
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More recently, personality traits, specifically the Big Five framework (Costa

and McCrae, 1992), have emerged as a popular means of analysing buy-

ing behaviour. Initial studies, such as Verplanken and Herabadi (2001),

Pirog and Roberts (2007) and Sun and Wu (2014) suggested that con-

scientiousness and extroversion were negatively correlated with impulsive

buying tendencies at the individual level. However, more recent research

has challenged this view, indicating that while conscientiousness and extro-

version may not have a significant relationship with impulsivity, they are

positively linked to neuroticism, openness, and agreeableness (Ali et al.,

2022).

Personality traits have also been studied in relation to customer loyalty.

While some studies have found no significant correlation between personal-

ity and loyalty (Bove and Mitzifiris, 2007), more recent research has iden-

tified important relationships. For example, extroversion and openness are

strong predictors of brand and product loyalty in the context of hedonic

value (Matzler et al., 2006). Agreeableness, meanwhile, is positively cor-

related with loyalty in the toys and video games product category (Lin,

2010). Finally, conscientiousness, extroversion, and agreeableness all show

positive relationships with brand loyalty among university students (Smith,

2012).

These efforts persist today, with passive trait measurement techniques aim-

ing to assign people to psychographic groups in order to correlate these

traits with preferences and purchase behaviours. However, the effective-

ness of this method remains uncertain since individual behaviour often

defies categorisation based on psychographic measures alone (e.g. Barber

et al., 2012).

Despite the limitations, psychographics offers a promising alternative or
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complement to traditional demographic metrics in understanding consumer

behaviour (Myers et al., 1971). A comparative study conducted by Sandy

et al. (2013) on the effectiveness of demographics versus psychographics

yielded mixed results. While demographics were better at predicting elec-

tronic device purchases, psychographics demonstrated superiority in pre-

dicting TV show choices. This underscores the potential impact of both

psychographic and demographic predictors under different contexts.

Further studies have delved into the relative impact of demographic and

attitudinal variables on consumer behaviour. The evidence shows that in-

corporating both types of variables can greatly improve the accuracy of

predictive models. For example, a study conducted by Sorce et al. (2006)

demonstrated that the integration of these variables raised the proportion

of variance explained by almost 50% in the realm of online shopping inten-

tions. Additionally, Rahim et al. (2014) noted that the interaction between

demographic factors and psychographic measures can be quite nuanced,

highlighting the complexity of consumer decision-making processes.

Notably, both demographics and psychographics can be influenced by au-

tonomic or syncretic decisions within a household (Kirchler, 1995, 1988).

Demographic information such as age, gender, income, and education level

can provide insights into consumer behaviour but may not capture the full

complexity of decision-making within a household. For instance, while age

can indicate certain purchasing behaviours like having children, it does not

necessarily explain how decisions are made within a household.

On the other hand, psychographics delve deeper into the psychological and

behavioural traits of individuals, offering insights into their attitudes, val-

ues, interests, and lifestyle preferences. These factors can greatly influence

consumer choices, particularly in syncretic decision-making scenarios where
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multiple household members contribute to the decision-making process.

However, even in cases where a lead decision-maker is apparent, psycho-

graphics may not always emerge as the dominant predictor of consumer

buying behaviour (Sandy et al., 2013).

The issue of household versus individual dynamics further complicates the

relationship between demographics and psychographics. While psycho-

graphics are inherently focused on individual decision-makers, demograph-

ics often exhibit a stronger association with household-level features. For

example, demographic variables like household composition and marital

status explicitly reflect characteristics of the household unit and can sig-

nificantly impact purchasing decisions made for the entire household.

Taking into account both demographic and psychographic variables when

studying buying behaviour can provide a more comprehensive understand-

ing (Koll and Plank, 2022; Sorce et al., 2006). Demographics offer insights

into the structural aspects of consumer populations, while psychograph-

ics reveal the motivations and preferences that drive consumer choices.

However, a natural question arises: what is the role of past behaviours in

studying buying behaviour?

As mentioned before, multiple studies have indicated that demographic and

psychographic variables can play a significant role in explaining different

purchase behaviour outcomes. However, it is also widely agreed upon that

these variables alone can only account for a relatively small portion of the

overall variance of buying behaviours (Li and Russell, 1999). For instance,

back in the ’60s, Rich and Jain (1968) study on choice behaviour already

recognised that demographics related to social class (e.g. income, educa-

tion, house type) and lifestyle variables only explained a small proportion

of an individual’s choices. In a later study, Bellman et al. (1999) explicitly
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compared the effectiveness of demographics against past behaviour mea-

sures in the online setting and found drastic results.

Demographics explained less than 1% of the online purchase behaviour

variance, while past behaviours explain a significant proportion. The con-

tribution of past behaviour has also been compared against psychological

traits. Bosnjak et al. (2007) found that in predicting online shopping inten-

tion, psychological variables were able to explain 35% of the variance, while

in combination with past purchase behaviour, the percentage of variance

explained increased to 73%. A more recent study also found that although

intentions are generally good predictors of behaviour, some people fail to

carry out their intentions and instead revert to past patterns of behaviour

unless external factors alter the buying context (Asniar and Surendro, 2019;

Koll and Plank, 2022).

6.1.3 Current Work

The study of consumer purchasing behaviours based on transactional records

is a relatively new area of research. Some attempts have been made to

extract habit tendencies and propensity scores from online purchase and

loyalty card data (Smith et al., 2004; Chu et al., 2010; Mansilla et al.,

2022). However, there is still a significant research gap in understanding

the importance of behavioural variables derived from transactional records

in predicting buying behaviours.

One of the primary reasons for this gap is the challenges associated with

data accessibility. Obtaining comprehensive datasets that cover diverse

behavioural variables on a national scale is more complex than acquiring

individual datasets. Retailers have a unique opportunity to collect transac-
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tional data nationally, providing a valuable source of behavioural metrics.

However, these datasets are often filled with noise and inconsistencies, mak-

ing analysis complex.

Recent advancements in data analytics have opened up new avenues for

consumer behaviour research. Behavioural variables extracted from trans-

actional records (Asniar and Surendro, 2019) and the adoption of advanced

approaches like big data analytics and machine learning, instead of tradi-

tional statistical approaches, offer promising opportunities (Noori Hussain

et al., 2023).

Despite their potential, these approaches have not been widely explored

in marketing literature due to the challenges of obtaining comprehensive

datasets and creating interpretable machine-learning models with high di-

mensions.

This study addresses this issue by accessing diverse datasets from a leading

UK retailer and pharmacy chain. These datasets connect consumer demo-

graphics, psychographics, and purchase data for a group of households and

loyalty cardholders who participated in an incentives consumer panel. By

accessing these datasets, the study aims to explore the effectiveness of both

traditional statistical and machine learning methods in understanding com-

plex buying behaviour from large datasets. Therefore, the study establishes

the following research imperative:

• To explore the relative power of demographic, psychographic and

behavioural variables in predicting and explaining bundle entropy (at

the household level) as a measure of systematic purchase behaviour.
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6.1.4 Study Design

To explore the impact of transactional, demographic, and psychographic

variables on predicting bundle entropy, this study combines two real-world

datasets with a wide range of predictive variables. As mentioned in the

Introduction section, these two datasets are referred to as survey dataset

and transactional dataset, both described later on. Initially, the predictive

power of these variables is assessed using Ordinary Least Squares (OLS), a

traditional statistical approach. Different group sets of variables are tested

to identify the most effective model (See Table 6.4).

Recognising the limitations of traditional statistical methods when dealing

with large multi-dimensional datasets and complex relationships (Faraway

and Augustin, 2018), the study also investigates machine learning algo-

rithms such as XGBoost (XGB) (Chen et al., 2015) and Random Forest

(RF) (Breiman, 2001). These methods are better equipped to analyse large

multi-dimensional datasets and can uncover both linear and non-linear pat-

terns within the data (Faraway and Augustin, 2018), enabling accurate pre-

dictions. This adaptability makes them well-suited for predicting bundle

entropy.

In line with standard machine learning practices, the study compares all

models against a dummy model to establish a performance benchmark.

Here, the dummy model is defined by calculating the mean BE for all

individuals within the dataset. This approach allows for an assessment

of whether the models exceed random chance. As previously mentioned,

both SHAP (Lundberg et al., 2017) and MCR (Fisher et al., 2019; Smith

et al., 2020) methods have demonstrated noteworthy explanatory capabili-

ties across various domains. Therefore, this study utilises both SHAP and

MCR (both methods further explained in section 6.1.5) methods to evalu-
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ate the extent to which each set of variables contributes to understanding

the nature of bundle entropy.

The study employs various steps to analyse the dataset and develop a

comprehensive understanding of the factors influencing bundle entropy and,

ultimately, SPB. An overview of these methods is as follows (See Figure

6.1 for a general overview of the study design):

• Data collection of the transactional and survey datasets:

This study is based on a comprehensive analysis of two primary

datasets from a single retailer and pharmacy chain. The survey

dataset is derived from an online survey conducted among members

of the retailer’s loyalty program who consented to content to partic-

ipate in the survey and share their loyalty program ID so their data

can be linked with other datasets. The survey collected extensive in-

formation on demographics, psychological factors, and shopping mo-

tivations. The transactional dataset contains transactional purchase

history data of 1 million loyalty program members covering a period

of 4 years.

• Mapping participants between the survey and the transac-

tional datasets: In order to investigate the impact of transactional,

demographic, and psychographic attributes on consumers’ bundle en-

tropy, the study merged the survey dataset with the transactional

dataset. This integration provided a broad spectrum of input vari-

ables for analysis using traditional statistical and machine learning

methods, as further detailed later on. The retailer had previously

linked the survey and transactional data with the participants’ con-

sent, allowing for the matching of customer IDs across both datasets

and enabling the exclusion of customers not included in the survey
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dataset from the transactional one. For a more in-depth understand-

ing of the datasets, please see section 3.2.

• Data Preprocessing and sample selection: Refining the raw

datasets is crucial for accurate analysis. This involves removing miss-

ing or duplicate data, converting features into their appropriate for-

mat, and eliminating irregularities. This makes the data more re-

liable and easy to analyse. This process utilized a combination of

PostgreSQL and Python to ensure data integrity and prepare for

analysis. Initially, PostgreSQL facilitated the structuring of data, al-

lowing for efficient management of large datasets. SQL queries were

employed to systematically identify and eliminate inconsistencies and

duplicate entries, thereby establishing a reliable foundation for sub-

sequent analysis. Following this, Python’s data processing libraries,

particularly Pandas and NumPy, were used for advanced data clean-

ing, managing missing values, and transforming variables.

When refining the data sample, criteria were applied for both upper

and lower spending limits per basket to ensure that the analysis only

included regular customers with reasonable spending habits. Further-

more, all product categories were included in the analysis to examine

bundle entropy across the board. More details provided in section

6.1.5

• Feature engineering: The study uses the transactional dataset to

compute several metrics related to consumer spending and frequency

patterns: total distinct items, average distinct items per basket, num-

ber of visits, days between first and last purchase, average gap between

visits, time of the day (morning, evening, afternoon), average spend

per basket, median spend per basket, total spend. The output variable

is bundle entropy, which will be assessed by bundle entropy. Details of
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how each variable was computed are provided in the following section

(6.1.5).

• Experimental procedure: The experimental procedure comprises

two stages. Firstly, the study conducts an OLS regression using all

the input variables from the linked transactional and survey datasets.

The predictive power of the OLS model is evaluated using 𝑅2 and ad-

justed 𝑅2 (standard metrics when assessing traditional linear models).

If the OLS model demonstrates strong predictive power, it will be in-

tegrated into the second stage as a Linear Regression (LR) model,

following the traditional Cross-industry standard process for data

mining (CRISP-DM) applied to the other machine learning models

under exploration. Section 6.1.5 provides a description of the models

being explored.

In the second stage, the study compares the performance of differ-

ent machine learning models in predicting consumers’ bundle entropy.

The study adheres to the iterative steps from CRISP-DM (Shearer,

2000), involving model training, model evaluation, and hyper-parameter

tuning. Additionally, to assess the relative importance of each vari-

able in predicting bundle entropy (See Figure 6.1), the study employs

two machine learning techniques: SHAP values and MCR (further

explanation provided in section 6.1.5). These methods will aid in

enhancing the interpretability of the model.

6.1.5 Methods

This section provides a thorough explanation of the processes and moti-

vations that were applied to the models, such as the inclusion criteria,
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Figure 6.1: Workflow describing the general study design. Figure abbre-
viations: Ordinary Least Squares (OLS), Model Class Reliance (MCR),
SHapley Addictive ex-Planations (SHAP).
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cleaning, and the input variables engineered, are also included in this sec-

tion. Furthermore, this section introduces the machine learning algorithms

utilised to model bundle entropy and how the best-performing model is

selected. Finally, the section concludes by explaining and discussing the

feature importance tools employed to determine the relative predictive ca-

pabilities of the input variables.

It is worth mentioning that in this study, ‘variable’ and ‘feature,’ as well as

‘dependent variable’ and ‘output variable,’ and ‘independent variable’ and

‘input variable’ are used interchangeably.

Measuring systematic purchase behaviour

This study utilises the definition of bundle entropy, as provided by Mansilla

et al. (2022). This definition characterises an individual’s buying behaviour

as either systematic or unsystematic based on their shopping basket over

time. To assess consumers’ SPB, the study will be utilising bundle entropy

since its accuracy has been justified in the previous study of this thesis, sup-

porting the decision to use the measure. Please refer to Study 1a in section

4.3 for a comprehensive explanation of how bundle entropy functions.

Machine learning model selection

Our study aims to predict bundle entropy (as a measure of SPB) by lever-

aging transactional and survey using transactional and survey data. This

will be done through a regression task. Given the national coverage of the

dataset, it is likely that there will be outliers, noise, and missing data for

some of the input variables. We have incorporated 27 input variables from

the merge data set, comprising both pre-existing and engineered variables
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(e.g. Average gap between purchases, Average distinct items per basket,

Period covered (in days)). While a diverse range of input variables can en-

hance the model’s performance, it can also increase the model’s complexity,

making it difficult to interpret due to its high dimensionality. Nonetheless,

this presents an opportunity to investigate a wider array of models that

can effectively capture both linear and non-linear connections between vari-

ables, which may have gone unnoticed in lower-dimensional spaces.

Consequently, the study compares several machine learning regressors: Lin-

ear Regression (LR) (Stigler, 1981), Decision Tree (DT) (Breimann et al.,

1984), XGBoost (XGB) (Chen et al., 2015), Random Forest (RF) (Breiman,

2001), K-Nearest Neighbours (KNN) (Cover and Hart, 1967), and Support

Vector Machines (SVM) (Hearst et al., 1998). These algorithms are widely

used due to their robust predictive power and performance on real-world

data. Model evaluation will be conducted using the R-squared, the mean

absolute percentage error (MAPE), and the mean absolute error (MAE)

(Scheinost et al., 2019).

Model Interpretation

All machine learning algorithms tested in this study have their own unique

approach to determining the significance of individual features to the model’s

performance. For instance, LR quantifies feature importance by consider-

ing the absolute values of the coefficients (Tibshirani, 1996). RF measures

importance by assessing the mean decrease in impurity per input variable

(Leo, 2001). Lastly, XGB calculates importance by analysing the average

gain of each variable across all trees and their respective boosting cycles

(Chen et al., 2015). They all provide some insight into the variables’ rela-

tive power prediction. However, they all consider just the single model and
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do not account for all the other models that perform equally well or even

slightly better (Altmann et al., 2010). Hence, It is possible for results and

interpretations to be biased towards a particular model when only one of

many equally effective relationships between input features and output is

learned. This can result in variables being wrongly considered unimportant,

model audits being vulnerable to model retraining, and the interpretation

of potential causal features being incomplete and misleading. This same

effect might happen using other well-known variable importance methods

(e.g. Permutation Importance, Information Gain, and Mutual Information)

on single models.

As none of the previously mentioned methods offer insights into the direc-

tion of the relationship between the dependent and independent variables,

SHAP values (Lundberg et al., 2017) method is employed. Although com-

puting SHAP values on extensive datasets may pose computational chal-

lenges, they serve as a practical and interpretable tool for understanding

the connection between predictors and the predicted outcome. Through

the assessment of all potential feature combinations and the highlighting

of their relative importance in influencing the model’s predictions, SHAP

values assign a weight to each predictor. The way in which SHAP values

are interpreted is the following:

• A predictor with a negative SHAP value indicates a decrease in the

predicted response compared to the average prediction.

• A predictor with a positive SHAP value denotes an increase in the

predicted response in comparison to the average prediction

• A predictors with a SHAP value of zero have no influence on the

overall prediction.
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Consequently, SHAP values provide a comprehensive and easily interpretable

insight into how each feature impacts the model’s output.

To improve interpretability and avoid biased interpretation towards a single

best-performing model (Fisher et al., 2019), MCR is employed (Smith et al.,

2020). MCR is a novel measure that provides insights into the extent to

which a given input variable is integral to a set of models achieving compa-

rable predictive performance while utilising distinct predictive factors (See

Figure 6.2). In contrast to approaches that assess a variable’s significance

solely within a single predictive model, MCR delivers a range of values that

reflect the variable’s reliance across all the sets of well-performing models,

also known as Rashomon Set (Fisher et al., 2019). MCR provides two es-

sential metrics. The first one called the Minimum Model Class Reliance

(MCR-), denotes the minimum variation in predictive accuracy that can

be ascribed to a variable in the Rashomon set. The second metric, Maxi-

mum Model Class Reliance (MCR+), gauges the maximum potential shift

in predictive accuracy that can be associated with a specific variable in the

Rashomon set.

Smith et al. (2020) has broadened the application of MCR to encom-

pass general-purpose non-linear algorithms, facilitating the computation of

MCR for both regression and classification RF. This expansion is particu-

larly advantageous as it addresses interdependent features and distinguishes

between relevant and irrelevant variables in alternative explanations. The

aim is to attain a more thorough, interpretable, and transportable under-

standing of the meaningfulness of the resulting features in this investiga-

tion when predicting bundle entropy, by utilising both SHAP and MCR

approaches.
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Figure 6.2: Diagram describing the general approach of MCR compared
to other methods. Figure abbreviations: Variable (V), Model (M), Out-
put variable (Y1), Model Class Reliance (MCR), SHapley Addictive ex-
Planations (SHAP).
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Data preprocessing and sample selection

The dataset initially comprised transactional records for 1 million cus-

tomers. Upon integrating the survey data with the customers’ purchase

history, we found matches for 12,835 individuals. However, 698 partici-

pants displayed negative spending values without a clear explanation. We

considered the possibility of a storage error, but this could not be con-

firmed. Consequently, we removed these 698 participants from the dataset,

resulting in 12,137 individuals for further analysis.

In general, to thoroughly investigate a specific behaviour over time, a sub-

stantial amount of data is required. Therefore, this study focuses on regular

customers, which are defined as individuals who frequently make purchases.

The definition of a regular customer varies based on the study or business’s

parameters. In this study, a regular customer is defined as an individual

who has made at least five but no more than 300 visits during the entire

period. The study set these inclusion criteria after analysing the distribu-

tion of the variable total visits, which is shown in Figure 6.3. The upper

inclusion criteria of 300 visits was set to prevent outliers from skewing the

data. As a result, it was found that 1,159 participants did not meet the

inclusion criteria. Consequently, the final sample for our analysis consists

of 10,978 participants.

Before proceeding with any modelling, all input variables were log-transformed.

This is because many of them showed skewness and high variance (refer

to Table 6.3). Log transformation can also improve the performance of

machine-learning algorithms, particularly linear regression. Although tree-

based algorithms are more resilient to the scale of features, they can still

benefit from log transformation when input variables are skewed.
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Figure 6.3: Distribution of the total number of visits per customer.

Independent variables

To optimise the machine learning algorithms’ performance, some categor-

ical variables from the survey dataset required encoding and transforma-

tions. This process increases the number of variables input to the models

from a total of 27 to 45.

In cases where categorical variables contain multiple levels, encoding these

variables into dummy variables increases the overall variable count. Specif-

ically, each unique category within a variable is represented as a separate

binary variable, where each dummy variable takes a value of 1 if the obser-

vation belongs to that category and 0 otherwise. For example, the variable

gender was encoded into a dummy variable, where 1 represented male and

0 represented non-male respondents. Variables with more levels, like day

time class, were encoded into multiple dummy variables, each represent-

ing a distinct class such as ‘morning,’ ‘afternoon,’ or ’evening’. Similarly,
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the variables qualification and marital status, which contain multiple cat-

egories, were transformed into separate binary variables for each category,

allowing each unique class to be represented in the model. This process

increases the number of variables as these multi-category variables were

decomposed into several columns.

Similarly, the Household composition categorical variable was transformed

into an ordinal variable with three values to avoid redundancy. Respon-

dents who indicated living ‘solo’ or ‘adult with no family’ were given a

value of one, indicating they likely only purchased for themselves. Those

who indicated living with a ‘partner’ or ‘solo with children’ were assigned a

value of two, indicating they likely purchased for themselves and one other

person. Respondents who indicated living with a ‘partner and children’

or ‘family adults’ were assigned a value of three, indicating they likely

purchased for at least two other people. The income variable was also

transformed into an ordinal variable due to a clear order in the possible

answers. Lastly, the variety-seeking variable was created by calculating an

average value from the first three questions1 (7-point Likert scale) in the

shopping motivation section of the survey. Question two was re-coded to

match the same scale as questions one and three, as it was inversely similar

to question one.

The rest of the independent variables are ordinal variables either on a 5 or

7-point Likert scale. The full copy of the survey can be found in Lavelle-Hill

et al. 2020 study.

Eight independent variables passed into the model were engineered from

the behavioural data set. Let 𝐷 = [𝑑0, 𝑑1, . . . , 𝑑𝑛] represent the list of

11) I would rather stick to a brand I usually buy than try something I am not very
sure of. 2) I enjoy taking chances in buying unfamiliar brands just to get some variety
in my purchases. 3) If I like a brand, I rarely switch from it just to try something new.
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each individual’s unique purchase dates and 𝐵 = [𝑏0, 𝑏1, . . . , 𝑏𝑛] denote

the list of unique baskets purchased by an individual. Additionally, let

𝑆 = [𝑠0, 𝑠1, . . . , 𝑠𝑛] convey the list of the total monetary value (£) spent

per basket for an individual.

It is worth noting that each individual, basket, and item in the data has a

unique identifier that allows the calculation of the following variables:

1. Total Visits, it refers to the count of the total number of visits that

each individual made to any store. It is calculated using the following

equation:

𝑇𝑜𝑡𝑎𝑙𝑉𝑖𝑠𝑖𝑡𝑠(𝐶) = |𝐵 | (6.1)

Where 𝐶 represents each individual in the data set. 𝑏𝑖 represents a

unique basket purchased by an individual. For this equation, it is

assumed that each basket represents one purchase visit.

2. Inter-basket Mean Gap (IMG), it represents the average number

of days between purchases, and it was calculated using the following

equation:

𝐼𝑀𝐺 (𝐶) =
∑

𝑑𝑖∈𝐷 (𝑑𝑖) − (𝑑𝑖−1)
|𝐵 | − 1 (6.2)

3. Total Distinct Items (TDI), refers to the count of individual items,

without repetition, that are present in all the baskets purchased by

an individual. To calculate it, the following equation was used:

𝑇𝐷𝐼 (𝐶) =
∑︁
𝑏𝑖∈𝐵

𝐼 (𝑏𝑖) (6.3)
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Where 𝐼 (𝑏𝑖) represents the unique number of items on a specific bas-

ket (𝑏𝑖). This is possible since each item in the data also has a unique

identifier.

4. Average Items per Basket (AIB), refers to the average number of

distinct items purchased per individual’s shopping basket. It is calcu-

lated by dividing the ‘TDI’ by the total number of baskets purchased

by an individual.

𝐴𝐼𝐵(𝐶) = 𝑇𝐷𝐼

|𝐵| (6.4)

5. Period Covered in Days (PCD), is the duration between an in-

dividual’s first and last purchase, calculated as the total number of

days utilising the equation below:

𝑃𝐶𝐷 (𝐶) =
∑︁
𝑑𝑖∈𝐷
(𝑑𝑖) − (𝑑0) (6.5)

Where 𝑑0 represents the date of an individual’s first purchase and 𝑑𝑖

represents the last date.

6. Total Spend (TS), refers to the total monetary value (£) that an in-

dividual spent across all their purchases. Computed by the following

equation:

𝑇𝑆(𝐶) =
∑︁
𝑠𝑖∈𝑆
(𝑠𝑖) (6.6)

7. Average Basket Spend (ABS), refers to the average amount of

money (£) spent across all the baskets purchased by an individual.

It is calculated by dividing the ‘TS’ by the total number of baskets
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purchased by an individual.

𝐴𝐵𝑆(𝐶) = 𝑇𝑆

|𝐵 | (6.7)

8. Median Basket Spend (MBS), represents the monetary value (£)

lying in the midpoint of an individual’s frequency distribution of pur-

chases (baskets). It was computed by using the following equation:

If |𝐵 | is odd:

𝑀𝐵𝑆(𝐶) = ( |𝐵 | + 1
2
)𝑡ℎ (6.8)

If |𝐵 | is even:

𝑀𝐵𝑆(𝐶) =
( |𝐵 |2 )

𝑡ℎ + ( |𝐵|2 + 1)
𝑡ℎ

2
(6.9)

A summary of all the variables, including the data source and a brief de-

scription, can be found in Table 6.2.
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Dependent variable

In order to determine the bundle entropy (BE) for each individual, we

applied equation 6.10 to their complete basket of items. In this approach,

each item in the basket is assigned a unique product identifier (ID), and

distinct product formats are treated as separate entities. For instance, a

250ml bottle of water and a 1-litre bottle of the same product are considered

distinct items because their package size impacts their function and value.

Evaluating products based solely on their brand and variation is highly

questionable, as individual requirements and preferences may necessitate

different package sizes.

𝐵𝐸 (B) = 1

log2 |𝐵 |
×

∑︁
𝑏𝑘∈𝐵

𝑝(𝑏𝑘 )𝑅(𝑏𝑘 ) (6.10)

Unique baskets purchased by an individual are denoted by 𝐵, while the

probability of observing a basket 𝑏𝑘 is 𝑝(𝑏𝑘 ) and 𝑅(𝑏𝑘 ) represents the self-

information measure that quantifies the loss associated with presuming the

appearance of basket 𝑏𝑘 . A more detailed explanation of this equation was

described in Study 1a, section 4.3.

Descriptive statistics of all dependent and independent continuous and or-

dinal variables explored during the modelling are shown in Table 6.3. Addi-

tionally, the strengths of the relationship among all of them are illustrated

in Figure 6.4.
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Table 6.3: Descriptive statistics for the dependent and independent vari-
ables (N=10,978)

Independent Variable Min. Max. Mean SD
Bundle entropy 0.13 1.0 0.9 0.1
Interbasket mean gap 1.2 91.0 22.1 15.0
Total distinct items 2.0 438.0 50.5 39.5
Average items per basket 0.1 9.3 2.2 1.0
Total visits 5 298 24.1 20.0
Period covered days 7 365 318.3 48.6
Average basket spend 1.8 507.0 22.3 17.7
Median basket spend 0.4 110.7 4.7 3.7
Total spend 8.8 16,223 500.2 528.9
Age 18 115 50.6 14.6
Income 1.5 7 2.8 1.5
Household composition 1 3 2.1 0.7
Shopping mission 1 19 5.5 4.3
Happiness 1 10 7.1 2.1
Variety seeking 1 7 3.3 1.3
Openness 1 7 4.6 1.2
Conscientiousness 1 7 5.6 1.1
Extroversion 1 7 3.8 1.6
Agreeableness 1 7 5.3 1.2
Emotional stability 1 7 4.4 1.5
Self-control 1 5 2.8 0.7
Frugality 1 6 4.1 0.9
Shopping impulsivity 1 5 2.3 0.9
BAS 1 4 2.3 0.5

Note: SD refers to Standard Deviation.

Experimental procedure

We started by training all the machine learning algorithms (DT, KNN,

SPV, LR, XGB, and RF) to predict bundle entropy from the behavioural

and survey data (the merged data set). As mentioned previously, the task

was treated as a regression task, where the outcome variable, bundle en-

tropy, ranges from 0 to 1, with 0 indicating low bundle entropy and 1

indicating high bundle entropy. Scores between 0 and 1 suggest a more

balanced or neutral bundle entropy.

To thoroughly evaluate the effectiveness of all models, the data is split
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Figure 6.4: Correlation matrix showing relationships between the bundle
entropy and all the independent variables. We find that multiple features
extracted from the grocery shopping data show a significant correlation
with bundle entropy when performing Pearson’s correlation.

into 80% for training and 20% for testing using stratified random sampling

(Dahl et al., 2008). To fine-tune each model, the Grid search technique

is employed to search through the hyper-parameters. Once the optimal

model is identified, it’s assessed on the remaining 20% of data. This is a

critical step in any prediction task since testing the model on data unseen

by the algorithm gives a clear idea of how the model will generalise on

bundle entropy from other individuals.

Additionally, the models will be trained with a high number of input vari-

ables, this is one of the many causes that can contribute to overfitting.

Overfitting is a phenomenon where the model exhibits high accuracy in

predicting the training dataset yet performs poorly in predicting new data.
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Consequently, the model cannot be utilised for generalisation purposes.

To reduce the risk of overfitting, the K-fold cross-validation method is

applied and set to K=5 on every iteration (Anguita et al., 2012). This

method partitions the dataset into K equal subsets (also known as folds)

in which, on each of the iterations (K number of times), one of the folds

becomes a temporary test set while the remaining becomes the training

set.

On every iteration, the model is trained and the performance is calculated

on the hold-out fold until each fold has been used as a validation set exactly

once. Hence, there will be K different performance measures. The average

of them is calculated to obtain a more robust estimate of the model’s per-

formance. Figure 6.5 illustrates a comprehensive explanation of how each

fold is used to train the model as well as how the original dataset is split

into 80% for training and 20% for the final testing.

The models are evaluated based on three standard criteria: R-squared,

MAPE, and MAE. In addition, a baseline metric is required to ensure

that the models outperform random chance. To accomplish this, a dummy

regressor is implemented to identify the best-performing model.

While the three machine learning algorithms can rank the importance of

the variables on the regression task, this study also seeks to interpret the

strength and direction of the relationship. Hence, instead of using their

associated variable importance approaches, this study applies SHAP values

to explore the strength and direction of the associations and MCR to ensure

that our findings are consistent and not the cause of random fluctuations

in a given model.

After identifying the best-performing model and the variables that impact
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the most in predicting bundle entropy, the model is trained and tested

again, but this time only using the top variables from the SHAP and MCR

evaluation. This step evaluates whether removing the variables that seem

irrelevant does not decrease the best model’s performance.

Figure 6.5: Diagram explaining the k-fold cross-validation method used on
the training data set.
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6.1.6 Results

Systematic Purchase Behaviour regression results

As mentioned in the previous section, the study first explored the perfor-

mance of a traditional OLS regression. As shown in Table 6.4, different

combinations of groups of variables were examined, clearly showing that

demographic and psychographic variables by themselves do not perform

well in comparison to just using transactional variables. The difference

between just using the transactional variables and all the variables is just

0.01. This suggests that demographic and psychographic variables might

not be contributing much to predicting bundle entropy or that OLS might

not be capturing complex relationships between the group of variables.

Table 6.4: Ordinary Least Squares Regression results from different com-
binations of variables.

Ordinary Least Squares Regression
Transactional

Variables
Demographic

Variable
Psychographic

Variables
𝑅2 Adjust

𝑅2

No Yes No 0.076 0.074
No No Yes 0.038 0.036
No Yes Yes 0.097 0.094
Yes No No 0.717 0.717
Yes Yes Yes 0.727 0.728

The results of predicting bundle entropy through different machine learning

regressors are presented in Table 6.5. Initially, the table displays the default

settings results of the models, highlighting their significant performance

improvement compared to a dummy regressor (𝑅2 = −0.001, MAPE =

22.13%, MAE = 0.70). Particularly, LR, XGB, and RF emerge as the top-

performing models. As a result, these models underwent further tuning

using the Gridsearch method to optimise their parameters for improved

performance. The refined results are also presented in Table 6.5, with
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both tree-based models standing out as the highest-performing models.

XGBoost showed an 𝑅2 of 0.83 (MAPE = 7.78%, MAE = 0.25), while RF

exhibited a slightly lower 𝑅2 of 0.82 (MAPE = 7.86%. MAE = 0.26).

Table 6.5 indicates that the LR, XGB, and RF models performed excep-

tionally well even before tuning the parameters using Grid search and k-

fold cross-validation methods. The results remained almost the same even

after applying these techniques, which suggests that the models were al-

ready optimised. Both RF and XGB models showed an 𝑅2 value of 0.82,

while the LR model’s performance remained the same with an 𝑅2 value

of 0.78. However, these minor variations in performance compared to af-

ter parameter tuning can be attributed to several reasons. Firstly, due to

computational cost, this study could only explore a limited range of values

per parameter for each model, potentially missing the optimal parameter

values. Secondly, the variability associated with the folds while performing

cross-validation can also impact model performance. Lastly, internal ran-

domness within the machine learning models could also contribute to the

variations in performance.

The findings show that all the transactional, demographic and psycho-

graphic input variables were generally effective in predicting bundle en-

tropy. Additionally, the study examined the processing time of the top

three models. The results in Table 6.5 show that LR and RF required only

a few seconds to complete the task, while XGB took significantly longer, al-

most 12 minutes of CPU time. Considering these results and the fact that

MCR is only available on RF, it was concluded that RF with its tuned

parameter is the best-performing model. Therefore, this model was cho-

sen to explore the relative power of all input variables in predicting bundle

entropy.
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Table 6.5: Results of all the machine learning models in predicting bundle
entropy as a measure of systematic purchase behaviour using the merged
dataset (transactional + survey)

Using all input variables
Default

parameters
Best parameters
(Gridsearch)

CPU
Model 𝑅2 MAPE MAE 𝑅2 MAPE MAE times (min)

Dummy Regressor -0.001 22.13% 0.70 – – – –
Decision Tree 0.65 10.34% 0.35 – – – –
K-Nearest Neighbours 0.64 11.01% 0.34 – – – –
Support Vector Machines 0.63 10.90% 0.31 – – – –
Linear Regression 0.78 8.64% 0.28 0.78 8.89% 0.29 0.003
XGBoost 0.83 7.67% 0.25 0.82 7.78% 0.26 11.712
Random Forest 0.82 7.83% 0.26 0.82 7.86% 0.26 0.218

Variable importance

To address the research imperative described in section 6.1.3, it is essential

to evaluate the relative importance of every input variable used in the

developed RF regressor. As previously noted, in addition to the standard

technique of ranking each feature, which is permutation importance, the

RF regressor was subjected to both SHAP and MCR analyses. These

analyses were conducted to assess the relative power of each behavioural,

demographic, and psychographic input variable.

Figure 6.6 the permutation importance of the RF regressor, which predicts

bundle entropy. The 45 input variables are sorted in descending order of

importance, with the top variables having a more significant impact on the

RF’s performance. Notably, the variables related to the total number of

visits and the distinct items per basket have a more significant impact on

the model’s performance.

While permutation importance is helpful for understanding variable impor-

tance, it does not provide a direction for the relationship like SHAP values.

Figure 6.7 shows the SHAP summary plot for the RF regressor predicting

bundle entropy. The predictor variables are ranked in descending order of
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Figure 6.6: Permutation importance for Random Forest regressor predict-
ing bundle entropy.
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importance, with the same behavioural variables comprising the top 7. The

most crucial variable is the number of times a customer visits the store,

which is represented as total visits. The SHAP plot suggests that higher

levels (red colour) of store visits are associated with high bundle entropy.

In other words, the more an individual purchases, the more likely they will

seek alternative or new items.

The second variable that affects bundle entropy is the total distinct items

purchased. This variable measures the number of different items a customer

buys across all their purchases. This is an important feature as it provides

an idea of how diverse the customer’s purchases are. Figure 6.7 indicates

that when a customer buys a high number of distinct items, it indicates a

higher bundle entropy.

Among the demographic variables, just age appears to have some level of

importance, with younger customers associated with higher bundle entropy

compared to older customers (see Figure 6.7). Among the top variables,

the most important psychographic variable is variety-seeking, which aligns

with the association between high bundle entropy and higher levels of va-

riety. This means that the more an individual seeks variety, the more

unsystematic purchase behaviour it will express.

The other variables have small SHAP values compared with the top ones.

This means that they have little impact on the model performance. De-

spite this, some interesting correlations can be observed in Figure 6.7. For

instance, the data suggests that males tend to have lower levels of bun-

dle entropy than females. Moreover, it appears that individuals who score

high on extraversion, which measures their level of sociability, energy, and

friendliness, tend to exhibit higher levels of bundle entropy. Similarly, the

results suggest that individuals who report higher levels of happiness and
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openness also tend to exhibit higher levels of bundle entropy. Lastly, the

data also indicates that households with a larger number of occupants tend

to exhibit higher levels of bundle entropy.

Figure 6.8 displays the MCR results for RF predicting bundle entropy using

all the input variables. Each feature’s minimum importance is represented

as MCR- and visualised as a lollypop on the chart. Only a select few

variables have a value above zero, with the total visits being the most

prominent variable, followed by the total distinct items and average distinct

items per basket. This indicates that these features are essential across all

the top-performing models. With less impact on the model’s performance

are the variables related to spending statistics, such as the median basket

spend, average basket spend, and total spend. The last variable with some

level of relevance across all RF best-performing models is the inner basket

mean gap, which represents the average number of days between baskets.

Conversely, variables with MCR- values of zero lack relative predictive

power and are thus not necessary in the set of RF best-performing models.
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Figure 6.7: SHAP summary plot for RF predicting bundle entropy using
all input variables.
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Prediction model using top variables

Both SHAP values and MCR ranked the input variables very similarly.

Upon analysing them, it became evident that only a select few variables

from the entire set have a significant impact on accurately predicting bun-

dle entropy. The remaining variables (mostly demographic and psycho-

graphic), on the other hand, have a low or negligible impact. The RF

model was then retrained twice to compare two sets of variables. The first

time, the RF model was trained using the top three variables, all of which

are transactional variables: total visits, total distinct items, and average

distinct items per basket. The second time, the RF model was trained

using all the demographic and psychographic variables to confirm their rel-

evance in predicting bundle entropy. Table 6.6 shows the results of the two

approaches.

Table 6.6: Results of the Random Forest model for predicting Systematic
Purchase Behaviour using two different sets of variables.

Input variables
Top

Transactional
All demographic

and psychographic
Model 𝑅2 MAPE MAE 𝑅2 MAPE MAE
Random Forest 0.93 4.92% 0.16 0.15 20.15% 0.64

Results illustrate a significant difference between the two approaches. The

RF model using only the top three transactional variables achieved an 𝑅2

(0.93) even higher than when using all input variables (𝑅2 = 0.82). MAPE

and MAE also show better performance. On the contrary, the RF model

using all the demographic and psychographic variables only achieved an 𝑅2

of 0.15 with significant errors, MAPE = 20.15%, and MAE = 0.64 (SHAP

values for this model can be seen in Appendix I.0.1).

These results suggest that behavioural variables derived from transactional
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records are better at predicting bundle entropy than demographic and psy-

chographic variables, even if these two are combined together. These results

are further discussed in section 6.2.

6.2 Discussion

Until now, very little is known about the characteristics and factors that

motivate individuals to behave systematically or unsystematically when it

comes to product choices in the retail context.

In section 6.1.3, the study proposed a research imperative. The primary

focus of this study was to respond to that imperative using mass trans-

actional data linked to psychographic and demographic predictors of pur-

chase behaviour. The study commenced by showcasing that behavioural

variables obtained from vast amounts of transaction records, along with de-

mographic and psychographic variables, can be instrumental in predicting

bundle entropy. This was reflected by the high performance obtained in all

the machine-learning models developed (LR, XGB, and RF). After adjust-

ing their parameters, both the XGB and RF models yielded remarkably

similar results, achieving a high 𝑅2 value of 0.82.

6.2.1 Behavioural predictors

In terms of understanding the relative power of the behavioural, demo-

graphic, and psychographic variables in predicting bundle entropy, several

behavioural metrics were identified as important predictors. These vari-

ables consistently ranked in the top three in all the variable importance

methods applied, including permutation importance, SHAP, and MCR
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analysis.

The first variable is the total visits, which was shown to be the most impor-

tant one in predicting bundle entropy. From the SHAP results, the more

an individual visits the store and purchases, the higher the chances of ex-

periencing high bundle entropy. This implies that shoppers who visit the

store more frequently tend to purchase a wider variety of items. They are

less likely to stick to a particular combination of products and are often on

the lookout for new items to try. This is especially true if there are pro-

motions on single products rather than bundles (Mittelman et al., 2014)

or if they feel the need to seek variety. This is consistent with earlier re-

search that suggests individuals who make multiple visits to the store tend

to seek more variety than those who complete all their shopping in fewer

trips (Simonson, 1990). It is also in line with later research that empiri-

cally demonstrates that purchase frequency is a significant contributor to

explaining variety-seeking (Van Trijp et al., 1996).

The second variable that proved to be highly valuable in predicting bun-

dle entropy is the total number of unique items (also known as repertoire

size) purchased across all baskets. This suggests that those who have a

high number of distinct items in their purchase history tend to be less

predictable in their purchasing habits. One possible explanation for this

trend is that customers who buy a wider range of items are more likely to

encounter external factors, such as situation-specific preferences, or out-of-

stock conditions, which may lead them to brand switching (Holbrook, 1984;

Van Trijp et al., 1996). Conversely, those who stick to a smaller range of

products are less likely to face such situations.

Finally, the average number of distinct items per basket, which is derived

from the second-best predictor mentioned above, consistently appears as
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the third most important predictor of bundle entropy. Although the SHAP

values for this variable are not as definitive as those for the previous two

predictors, they do suggest that lower values of the average distinct items

per basket are associated with lower bundle entropy, which means that

they tend to be more consistent (repeat purchase) in their item choices

over time. This relationship is expected since the more distinct items in

your basket, the higher the chances of switching some of them. Previous

studies have suggested that individuals tend to seek out maximum enjoy-

ment from their product consumption over time. To achieve this, they

balance the feeling of satiation that arises from systematic choices with the

stimulation that comes from trying different options (Sevilla et al., 2019).

In essence, the chances of maintaining a sense of novelty and excitement

while avoiding monotony and boredom increase if the average number of

unique items in the basket increases as well. These results are also in line

with previous studies where basket sizes have been found to be related to

purchase stability (Koll and Plank, 2022).

The MCR analysis corroborates that ”Total distinct items” and ”Average

distinct items per basket” exhibit lower predictive capabilities for bundle

entropy compared to ”Total visits”. Nevertheless, it is crucial to incorpo-

rate these variables in any model that demonstrates comparable or superior

performance to the RF model, as both MCR- and MCR+ render identical

values.

Based on the results shown across all the variable importance methods

employed in this study, it is evident that behavioural variables are domi-

nant in predicting the bundle entropy in comparison to demographic and

psychographic variables. This is in line with research done by Bellman

et al. (1999), where it was stated that the most important predictors of

purchase habits across different retail channels are variables related to past
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purchases and not demographics. Ajzen (2002) reinforces this notion that

past purchase behaviours account for a significant amount of variance in

later behaviours.

These results were further confirmed by training the RF model under two

different approaches. The first approach involved using only the top be-

havioural variables, while the second approach included all the demographic

and psychographic variables. The outcomes revealed a significant increase

in the model’s performance with the first approach, indicating the impor-

tance of behavioural variables in predicting the bundle entropy. On the

other hand, the model’s performance declined noticeably with the second

approach, emphasising the relatively less important role of demographic

and psychographic variables in predicting the bundle entropy. Thus, this

study highlights the pivotal role played by behavioural variables in pre-

dicting the bundle entropy, while the significance of demographic and psy-

chographic variables becomes relatively less crucial. This further confirms

more recent research that states that behavioural data can usually be a

better predictor of purchase behaviour than other predictors, such as de-

mographics (Asniar and Surendro, 2019). This suggests that retailers with

access to more purchase records can more accurately forecast the bundle

entropy of their customers, as these records serve as reliable behavioural

indicators.

Finally, based on the SHAP and MCR analysis, the study discovered that

by using only the top transactional variables, the RF model’s performance

could be increased by 10%, leading to an 𝑅2 value of 0.93 (please see Table

6.6). In contrast, the model that solely relied on demographic and psycho-

graphic variables experienced a significant drop in its 𝑅2 value, descending

from 0.82 to 0.15%. This is in line with literature that has shown some

evidence that the contribution of past purchase behaviours can increase
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models’ performance by up to 50% more (Bosnjak et al., 2007).

The increase in the 𝑅2 value can be attributed to eliminating irrelevant

variables that potentially restrained the RF model’s training with all vari-

ables. By removing these noisy variables, the model could concentrate on

the most critical features, namely transactional variables, which resulted

in a better fit for the data.

One probable reason for the model’s improved performance is the curse of

dimensionality, which can significantly hamper models with a high number

of noisy variables. This issue is usually overcome by removing some of the

irrelevant or noisy variables (Köppen, 2000).

It is essential to consider that while the behavioural variables are vital

for the model’s prediction accuracy, the demographic and psychographic

variables still hold valuable insights into understanding the relationship

with bundle entropy. Their directional relationship makes them an essential

piece of this complex purchase behaviour. These variables are discussed in

depth below.

6.2.2 Demographics predictors

According to the study’s findings, demographic predictors become less sig-

nificant when behavioural predictors are available. Among the demographic

predictors assessed, the RF regression model revealed that ’Age’ was the

most significant predictor (see Figure 6.7, 6.8). This suggests that older in-

dividuals are more likely to have high bundle entropy and, therefore, more

predictable than their younger counterparts. These findings are consistent

with previous studies that have identified age as a key predictor in var-

ious consumer behaviours, such as online shopping propensity (Bellman
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et al., 1999; Sorce et al., 2006) and product choice behaviour (Rich and

Jain, 1968). Moreover, recent studies have found that younger individ-

uals tend to exhibit higher levels of impulsive buying behaviour, making

them less predictable than older individuals (Kanwal et al., 2022). Overall,

this suggests that retailers who would like to promote new arrivals or test

new selling strategies, such as cross-selling or up-selling, should focus on

younger individuals.

It was unexpected to find that gender was among the top 10 predictors

of bundle entropy (see Figure 6.7). This is because previous literature

suggests that gender is usually not a significant determinant of different

purchase behaviours, especially when other demographic variables are con-

sidered (Bellman et al., 1999; Li and Russell, 1999; Skatova et al., 2019).

Numerous studies have indicated that there are differences in impulsive

purchasing behaviour between men and women, depending on the situa-

tion (Kanwal et al., 2022). When shopping online, men tend to display

more impulsive tendencies, whereas in physical stores for fashion apparel,

they tend to be less impulsive and more predictable than women. This

variance is particularly apparent when compared to younger women. The

results of this study are in line with these findings, as this study found that

men demonstrate lower levels of bundle entropy in physical environments,

while women exhibit higher levels of bundle entropy.

In regards to the income variable, results show that the RF models do

not rely much on it to predict bundle entropy. Hence, it is considered a

weak predictor. This is in line with earlier research (Dubois and Duquesne,

1993; Peters, 1970), which indicates that the correlation between income

and purchasing behaviour may vary depending on the type of product being

considered. For high-involvement or luxury products, income is a reliable

predictor, especially when it is combined with social class. However, for
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low-involvement products, like the ones used in this study, it may not be a

significant predictor (Schaninger, 1981).

The direction in the relationship between income and bundle entropy was

anticipated. Figure 6.7 shows that individuals with lower incomeincomes

are less systematic in their product choices (high bundle entropy) com-

pared to individuals with high incomes. Hence, lower-income buyers tend

to switch their product choice combinations over time. This might be

partially explained because existing research shows that individuals with

money restrictions tend to be less loyal to products (Klopotan et al., 2016).

Hence, more susceptible to sales and promotion that might affect their sys-

tematic behaviour over time. This contradicts the literature that finds that

budget restrictions at a certain level can lead to repeat choices (Carlson

et al., 2015).

The less important demographic predictors were variables related to indi-

viduals’ qualifications (e.g. School, Postgraduate, PhD), household size and

marital status (e.g. Divorced, Widowed). This corroborates several ear-

lier studies (e.g. Peters1970, Slocum and Mathews1970,Myers et al.1971)

that have found that social class, which is usually linked to individuals’

qualifications, is not as good a predictor as other demographics, such as

income. Although later studies found that individuals’ education levels are

significant predictors, this was only tested to predict online purchase be-

haviour on less than 1,000 participants (Li and Russell, 1999), not offline as

in this study. Contrary to expectations, household composition has a low

impact on predicting bundle entropy. This aligns with prior investigations

that have demonstrated a negligible impact of household composition on

repurchasing behaviour (Koll and Plank, 2022). Although household com-

position may not be a strong predictor of bundle entropy, larger households

tend to have higher bundle entropy, as expected based on the correlation
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between household size and bundle entropy.

6.2.3 Psychographic predictors

Overall results, especially SHAP values, show that psychological traits are

better predictors of bundle entropy than shopping motivations, with the

exception of variety-seeking (see Figure 6.7).

As expected, the direction of the relationship between variety-seeking and

bundle entropy is direct. Hence, high values of variety-seeking are associ-

ated with high bundle entropy. The results illustrate that variety-seeking is

the most important predictor among the motivational psychological ones.

This is supported by the positive correlation between them in the data

(see Figure 6.4). A similar relationship has been found in previous studies

between variety-seeking and other purchase behaviours, such as impulsive

shopping (Sharma et al., 2010b). According to the results, variety-seeking

is in the top 10 predictors of bundle entropy. However, it is important

to note that this predictor may have more relevance at the product level

rather than the customer level. In other words, the need for variety may be

specific to certain product categories rather than being a general trait of

an individual. This idea is supported by the work of Van Trijp et al. (1996)

and others (e.g. Mazursky et al., 1987, Givon, 1984), who argues that the

desire for variety is a phenomenon that is product category-specific. As a

result, an individual may exhibit a high bundle entropy for all their pur-

chases, but may not necessarily have the same level of bundle entropy for

every product category.

According to the study’s results, while psychological traits may not play

a massive role in predicting bundle entropy, extroversion, openness, agree-
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ableness, and conscientiousness still hold significance. Figure 6.7 shows that

individuals with higher levels of extroversion, openness, agreeableness, and

conscientiousness tend to exhibit high bundle entropy. The findings are

consistent with prior research on related shopping behaviours, which high-

lights its association with unsystematic product choices. In the case of

extroversion, an expected positive relationship was found with bundle en-

tropy. This suggests that individuals with extroverted personalities tend

to have a lower degree of systematic purchasing habits compared to those

who are more introverted. In other words, this suggests that extroverts

may be more inclined to make impulsive purchases rather than planned

ones, and they are less likely to follow a structured approach while mak-

ing buying decisions. This negative relationship between extroversion and

different consistent purchase behaviours is in line with extant literature.

For example, Verplanken and Herabadi (2001) found a negative relation-

ship between extroversion and planned buying in offline contexts, while Lin

(2010) found negative associations between extroversion and brand loyalty,

repeat purchases, and commitment behaviours (Bove and Mitzifiris, 2007).

The results on agreeableness are contrary to the studies that found a pos-

itive relationship with brand loyalty (Lin, 2010; Smith, 2012). This sug-

gests that individuals who exhibit agreeable traits tend to have a posi-

tive relationship with brand loyalty. They perceive their interactions with

companies as being honest, ethical, and reliable. However, more recent

studies suggest that this may not always be the case. New research has

revealed that individuals with high levels of agreeableness and openness

are more prone to compulsive shopping behaviours (Ali et al., 2022). In

other words, those who enjoy exploring novel products and have an open-

minded approach towards shopping experiences are more likely to engage

in compulsive buying, leading to high bundle entropy, which is in line with
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the results of this study.

It was expected that conscientious people, who tend to be more organ-

ised and reliable, would have a negative relationship with bundle entropy.

However, the results demonstrated the opposite. Conscientiousness and

bundle entropy had a positive correlation. While the relationship was not

strong (see Figure 6.7), it contrasts with some prior research suggesting a

positive relationship between conscientiousness and brand loyalty (Smith,

2012). On the other hand, the correlation matrix (see Figure 6.4) showed a

negative relationship between conscientiousness and shopping impulsivity,

which is consistent with previous studies on credit card usage among col-

league students (Pirog and Roberts, 2007). A potential explanation for the

study’s findings is that the historical records might have captured individ-

uals’ conscientiousness towards budgeting rather than a particular brand,

which might affect their product selection depending on various factors

such as price, promotions, and coupons.

6.2.4 Practical implications

The study analysed machine learning models’ effectiveness in predicting

bundle entropy. The results showed that these models can account for a

minimum of 78% of the variance in bundle entropy. Additionally, the study

discovered that the model’s performance could be significantly improved

by identifying the most appropriate model and adjusting its parameters

accordingly. As a result of this process, the select RF model’s accuracy

was boosted to 92%.

The ability to predict bundle entropy has practical implications for both

academics and practitioners alike. By being able to identify individuals
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with high levels of bundle entropy behaviour, companies can strategically

target sales or promotions on alternative products, as these individuals

tend to have highly unsystematic product choices. For example, retailers

can tailor exclusive offers, price discounts, promotions, coupons or early

access to new arrivals to these individuals as they have been shown to

be extroverted, agreeable, and open-minded individuals. Furthermore, the

research findings have revealed that higher levels of bundle entropy values

are associated with young individuals and women. Therefore, businesses

looking to promote new products or services should specifically target these

groups in their marketing efforts.

In contrast, individuals who exhibit low bundle entropy tend to shop for

the same products over time, making sales or promotions on alternative

or new products pointless. Retailers should, therefore, focus on offering

discounts and promotions on the products that these customers already

purchase and trust. It was also found that men tend to have lower bundle

entropy than women. Hence, marketing efforts promoting repeat purchases

should target them.

Moreover, retailers can incorporate information on individuals with low

bundle entropy levels into their supply chain models, inventory, or demand

forecast models, as these individuals are highly predictable.

From a methodological perspective, the study demonstrates that the ex-

ploratory method of using machine learning regressor models to identify

individuals with high or low bundle entropy levels is an effective approach

that can be extended to investigate other complex purchase behaviour out-

comes over time. The results highlight the potential of utilising machine

learning models, combined with techniques of variable importance, to gain

valuable insights into various aspects of consumer behaviour. By gaining a
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deeper understanding of different aspects of purchase behaviour, businesses

can gather more information, which can help develop targeted marketing

strategies and optimise their offerings to meet the needs of their customers

better.

6.3 Conclusion

The findings from this study contribute to the increasing body of evidence

that demographic and psychographic variables predict and explain a small

proportion of consumer purchase outcomes (e,g., Rich and Jain 1968, Bell-

man et al. 1999, Sorce et al. 2006). Moreover, it provides empirical evi-

dence that behavioural variables (derived from past purchases) can have a

significant impact on predictive power.

These contributions are timely as the extant literature lacks a truly parsi-

monious model that successfully predicts bundle entropy as a consequence

of novel linked data sets. SPB is a behavioural outcome, assessed by bundle

entropy, that reflects consistency in product choices over time, as opposed

to static indicators, such as repeat purchases, frequencies, and repertoire

size.

This study has responded to the research imperative and showed that ma-

chine learning models relying on behavioural variables outperform those

relying on demographic and psychographic variables. It also highlights the

predictive variables of customers with low bundle entropy : being male, be-

ing older, spending more but in fewer visits, buying fewer unique items

per visit, seeking less variety, being less extroverted, and being less open

and agreeable. Notably, many demographic and psychographic variables

are irrelevant and may cause noise that harms the model’s performance.
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According to the results, using the top behavioural variables alone can ac-

count for 10% more of the variance of bundle entropy, increasing the 𝑅2

value from 0.82 to 0.93. Conversely, a model built solely on demographic

and psychographic variables has a much lower 𝑅2 of only 0.15.

From an explanatory viewpoint, the study provides valuable insights into

the relationship between personality traits and bundle entropy. The find-

ings show that personality traits hold similar significance levels as age and

gender in predicting bundle entropy. It further reveals that personality

traits are more relevant than education and marital status in this aspect.

These findings suggest that despite having low predictive power, personality

variables can provide valuable insights into individual characteristics that

influence consumer purchase outcomes. A comprehensive understanding of

both behavioural and personality traits can enable retailers to customise

their marketing strategies and product offerings to better resonate with

their intended audience.
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Chapter 7

Discussion & Conclusion

This thesis adopted a positivist approach and implemented three intercon-

nected studies using quantitative methods. It incorporated both synthetic

and real-world datasets from various companies and sources (e.g. loyalty

card data, nutrition data, survey data), including information ranging from

product to individual levels. One of the main objectives of this thesis was

to address the growing demand for new measures (Marr, 2015; Guidotti

et al., 2015; Rathore, 2018; Netto and Slongo, 2019) capable of handling

the vast and diverse datasets available today to uncover complex buying

dynamics and support marketing decisions (Mintz et al., 2021) within, but

not limited to, the retail context.

This thesis encompasses a wide range of topics and research methodologies,

resulting in numerous significant contributions outlined in Table 7.1. It is

important to note that this chapter provides a broad discussion of the find-

ings from a general perspective, as each individual study has its own ded-

icated discussion section where findings and contributions are thoroughly

described.
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The thesis begins by addressing the primary research objective, which is

to establish a precise and effective measure for systematic product choices

across multiple purchase baskets. The results demonstrate that the pro-

posed measure (bundle entropy) can yield reliable outcomes and provide

clear interpretations from both synthetic and real-world transactional data,

outperforming existing metrics.

The measure’s success with real-world datasets supports the second study’s

exploration of its application in addressing various research questions re-

lated to consumer spending, product choice combinations, and healthy

shopping behaviours in both online and offline contexts. The research find-

ings uncover notable and novel disparities in individual shopping behaviour

across channels, revealing generally higher spending and more systematic

and health-conscious product choices in online shopping compared to of-

fline.

Studies 1 and 2 laid the groundwork for the final study. In this study,

traditional statistical and machine learning models and techniques were

utilised to explore the relative power of demographic, psychographic, and

behavioural factors in explaining bundle entropy as a measure of systematic

purchase behaviour (SPB). The findings support the idea that previous

purchasing patterns provide better insights into future buying behaviours

than individuals’ internal and demographic characteristics.

The findings also demonstrate the effectiveness of novel variable impor-

tance techniques, such as Shapley Additive exPlanations (SHAP) values

and Model Class Reliance (MCR), in analysing and predicting entropic

behaviour. The final model effectively captures a significant portion of

the variance in predicting bundle entropy and offers clear insights into the

most influential factors. The study highlights the critical need for thorough
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testing and transparent explanations of data analysis methods to develop

accurate and reliable prediction models that can effectively interpret com-

plex buying behaviours.

The insights obtained from each study played a crucial role in shaping and

justifying the subsequent studies within the thesis.

Table 7.1: Table with the contributions of this thesis

No. Type of contribution Description Study

1 New measurement

The study introduces a new measure called
bundle entropy, which accurately measures
systematic purchasing behaviours across
multiple baskets.

Study 1a

2
Properties
recommendations

The study proposes and establishes new
criteria that any measurement of similarity
between baskets should adhere to.

Study 1a

3 Significant findings
Results demonstrate that bundle entropy
outperforms current measurements when
applied to real-world data.

Study 1b

4
Practical
interpretability

Bundle entropy provides a simple and
intuitive method for effectively interpreting
its findings and insights.

Study 1b

5 Significant findings
Results demonstrate the potentially
hidden purchasing patterns that can be
uncovered with the proposed measure.

Study 2

6 Significant findings

The study results demonstrate substantial
discrepancies in purchasing behaviour across
retail channels within subjects. The findings
suggest that the same household spends more,
exhibits more consistency in their product choices,
and has a tendency to purchase healthier items
online rather than offline.

Study 2

7
Practical
recommendations

Recommendations for retailers utilising
bundle analysis to effectively target
both systematic and non-systematic customers.

Study 2

8
New experimental
design

New experimental design to model systematic
purchasing behaviour and test variable
importance using a novel explainability tool,
Model Class Reliance for Random Forest,
on real-world data.

Study 3

9 Significant findings

Results demonstrate that behavioural
variables are better predictors of systematic
purchase behaviour compared to
demographic and psychographic variables.

Study 3

Overall, the study’s findings align with previous discoveries, which have
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stated that large transactional data, particularly data from loyalty card

members, holds great potential as a valuable source of information for

exploring different consumer buying behaviours (Ehrenberg, 1988; Bawa

et al., 1989; Van Trijp et al., 1996; Vilcassim and Chintagunta, 1995; Bous-

sofiane, 1996; Smith et al., 2004). Furthermore, the findings contribute to

existing knowledge by identifying specific variables (See Figures 6.7 and

6.8) derived from transactional data that have the greatest impact on sys-

tematic behaviour.

The studies also validate earlier findings that emphasise the significance

of transactional data above other types of data in comprehending basket

compositions (Julander, 1992; Mild and Reutterer, 2003), predictability

(Guidotti et al., 2015, 2017), and cross-channel purchasing patterns (Chu

et al., 2008; Pozzi, 2012). Moreover, the findings extend current knowledge

by ranking transactional, demographic and psychographic input variables

based on their relative power to predict systematic choices (See Figures

6.7 and 6.8). These findings underscore the importance of such data for

both researchers and industry professionals in gaining deeper insights into

customer behaviour and tailoring marketing strategies accordingly.

Furthermore, the findings underscore the potential and significance of link-

ing products with their nutritional information to gain direct insights into

dietary behaviour from individuals’ actual purchases (Eyles et al., 2010;

Thomas et al., 2011; Trivedi et al., 2016; Appelhans et al., 2017; Vepsäläinen

et al., 2022) rather than relying on self-reported or survey data.

Lastly, the studies contribute towards the utilisation of innovative method-

ologies (e.g. machine learning) and the integration of multiple large datasets

(e.g. transactional and survey datasets) to develop novel approaches that

can uncover hidden drivers of complex buying behaviours and predict them
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accurately (Asniar and Surendro, 2019; Noori Hussain et al., 2023; Guidotti

et al., 2015; Chu et al., 2010).

7.1 Big data in consumer research

The three research studies shed light on the numerous obstacles and re-

strictions associated with leveraging big transactional shopping data for

consumer research. To begin with, individuals’ shopping baskets are no-

tably chaotic, comprising a diverse array of items spanning from perishable

goods to non-food products. As a result, advanced data skills are impera-

tive to effectively manage, clean, extract valuable insights, and accurately

forecast data in a meticulous manner.

Additionally, the studies highlight the challenges related to how retailers

store, manage, and process their data. For instance, in the course of the

research, it was noted that certain datasets utilised lacked essential product

description details. This absence of information posed a challenge when

attempting to match products with their respective nutritional information.

Moreover, insufficient information to differentiate between household and

individual purchases also posed a significant challenge. These limitations

and obstacles are thoroughly examined in the subsequent section.

Despite these challenges, the studies offer valuable insights into consumer

behaviour, providing a deeper understanding of purchasing disparities across

retail channels, healthy preferences, and the determinants of systematic

product choices.

Throughout the three studies, the thesis employs a diverse set of tradi-

tional statistical methods, data mining, and machine learning techniques
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to explore a wide range of research objectives, inquiries, and necessities

surrounding consumer purchasing dynamics. This approach reflects the

revolution and potential for these novel methods to complement each other

by considering various data sources, leading to a more comprehensive un-

derstanding of consumer buying behaviour (Vanhala et al., 2020; Mus-

tak et al., 2021) and ultimately creating competitive advantages (Erevelles

et al., 2016).

Study 3 further emphasises the potential of leveraging large datasets and

numerous potential explanatory variables in predictive models to enhance

knowledge discovery and minimise the impact of unmeasured confounding

variables in consumer research (Pearl, 2022). It also illustrates how overfit-

ting, a common issue in predictive models dealing with large datasets, was

addressed through the use of cross-validation (refer to Figure 6.5). This

method directly assesses the ability of the reported relationships to gener-

alise, ensuring that the effects are not merely a result of the sample’s char-

acteristics (Yarkoni and Westfall, 2017). This study underscores the im-

portance of distinguishing between extracting the importance of variables

for making predictions and doing so for providing explanations (Grömping,

2009). It involves the selection of a model that can offer further insights

into the most relevant drivers, as opposed to choosing a model based solely

on its predictive performance.

Overall, this thesis asserts that the analysis of big transactional datasets

holds significant potential for comprehending complex consumer purchasing

patterns and the driving factors behind them. It underscores the need for

further research utilising big data, as we have only begun to tap into its

capabilities.

However, it also warns that failing to address issues such as noisy data, out-
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liers, overfitting, and highly correlated variables may lead to erroneous or

imprecise findings and predictions, ultimately limiting their true potential.

7.1.1 Representativeness in big data

This thesis emphasises the critical role of representative data in effectively

addressing the research questions and imperatives examined across the

three studies.

The concept of representatives encompasses a wide range of definitions and

approaches that vary across different fields. As a result, representatives

continue to be a topic of ongoing debate and discussion. Gobo (2004)

offers a comprehensive explanation of several approaches to representative

sampling in social science research. In the field of environmental studies,

representativeness can be defined in various ways depending on how the

study is conducted (Warren, 2005). In scientific studies, representative

samples are sometimes not recommended and should be avoided (Rothman

et al., 2013). A data-driven definition of representativeness is more closely

related to the internal and external inclusion criteria for a specific scenario,

which can change depending on the context (Corpas and Seghiri, 2010).

The multiplicity of definitions arises from the subjective nature of repre-

sentativeness, which most cases, is directly tied to the specific question or

phenomenon the sample aims to address. From this viewpoint, representa-

tiveness is an operational definition, meaning a sample is representative of

a specific question but may not be for another (Ramsey and Hewitt, 2005).

This perspective aligns with how representativeness is defined in machine

learning, where it refers to a proportionate match to a target population,

enabling generalizable predictions (Chasalow and Levy, 2021).
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This thesis adopted the latter view, where the research questions and imper-

atives guided the sampling selection across all the studies within this thesis.

Consequently, the methodologies employed in each study focus on defining

inclusion criteria to identify a sample that accurately reflects the overall

phenomenon under examination. The research demonstrates that utilising

large transactional datasets allows for the identification of smaller datasets

that can accurately estimate individuals’ different buying behaviours.

While alternative methods such as digital and non-digital interviews and

surveys could have been employed, it is widely acknowledged that individ-

uals may provide inaccurate information and forget their purchases and

consumption over time, making these methods less reliable than actual

purchase data. Moreover, traditional methods are expensive to implement

and pose scalability challenges (Lefever et al., 2007). While online iter-

ations of these methods might be debatable superior (Sethuraman et al.,

2005), they suffer from lower response rates and validity compared to of-

fline approaches (Siva et al., 2019). This suggests that relying solely on

traditional methods is inadequate for thoroughly grasping the complexities

of purchasing behaviour at a national scale and over extended periods. De-

spite this, traditional methods still hold significant value, as they have the

ability to capture information not present in transactional records. Conse-

quently, they can serve to complement other data sources and enrich our

understanding of the behaviour under scrutiny, as evidenced in Study 3

(Chapter 6).

In contrast, big transactional data can encompass a wide array of infor-

mation, including specific behaviours and dietary patterns. However, it

is crucial to meticulously define inclusion criteria to ensure the represen-

tativeness of these extensive datasets and mitigate biases. Although the

sub-samples may constitute only a small fraction of the original data, their
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precision and representativeness are pivotal in generating high-quality sci-

entific findings. Access to unprecedented behavioural data presents an op-

portunity to explore various aspects of consumer behaviour at a national

level and over time.

The insights gained from addressing this thesis’s research questions and

imperatives have paved the way for formulating recommendations, offering

guidance on best practices for collecting and analysing large transactional

purchase data for consumer research.

7.2 Recommendations

In order to bring together and strengthen the knowledge gained from the

separate discussions conducted in each study, the following recommenda-

tions are presented as a convenient and efficient way to comprehend the

key findings for future research in the covered topics.

These recommendations are intended to acknowledge and optimise the ef-

fective utilisation of bundle entropy in consumer research. Furthermore,

they aim to promote the adoption of large transactional data and emerg-

ing datasets to enhance the accuracy and comprehensibility of predictive

models for consumer research. Finally, this section provides some method-

ological recommendations when applying machine learning and techniques

of variable importance to big data for consumer research.

Each recommendation is drawn from one or more studies and specifies the

primary stakeholders to whom they are most relevant.

1. Standardise the definitions of product choice predictability

among related concepts and measures
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• One of the challenges of this thesis was to search for relevant lit-

erature on agreed definitions in regards to an individual product

choice behaviour stability over time. The study found that there

are several concepts, such as basket predictability, purchase un-

certainty, and systematic behaviour, that are closely related.

The most recent one, and the one used in this thesis, is system-

atic purchase behaviour, introduced by Guidotti et al. (2015).

However, the author did not provide a clear definition of the

concept, leading to confusion, misuse of the measure and biases

in decision-making arising from its use. Therefore, future stud-

ies should establish clear definitions for any new measure and

the parameter, in case they have, since wrong parameterizations

can yield diverse findings, potentially impacting business deci-

sions (Briggs, 2006; Mansilla et al., 2022). Study 1 proposed a

straightforward definition and intuitive interpretation as a start-

ing point.

• Study: 1a.

• Relevant to: Researchers.

2. Establish clear properties when proposing new measures

• Basket Revealed Entropy (BRE) is defined as a measure of sys-

tematic choices across purchases (Guidotti et al., 2015). How-

ever, it was introduced through a purely empirical approach

without a solid theoretical foundation. In contrast, bundle en-

tropy was developed with clearly defined properties that enable

intuitive interpretations. Future research proposing similar or

derived measures from bundle entropy to assess systematic be-

haviour should explicitly state their properties, whether in con-

sumer research or other fields. This will ensure transparency
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and facilitate the replication of findings, thereby enhancing the

measure’s reliability.

• Study: 1a

• Relevant: Researchers

3. Test new measures on different datasets for real-world ap-

plicability

• It is crucial to test new measures across diverse datasets to estab-

lish their validity, reliability, transparency, and real-world appli-

cability (DeVellis and Thorpe, 2021). Certain measures, such as

Key Performance Indicators (KPIs), are integral to most com-

panies and institutions. Therefore, it is essential to rigorously

test future measures to ensure their quality and credibility, ul-

timately leading to valuable conclusions. In this thesis, bundle

entropy was tested on four different data sets, one synthetic and

three real-world shopping data sets. Additionally, it is impor-

tant to compare new measures against benchmarks to evaluate

potential advantages and broader use.

• Study: 1a, 1b, 2.

• Relevant: Researchers, academics, and practitioners.

4. Further explore the real-world applicability of bundle en-

tropy

• By assigning a predictability score to a household or consumer,

it is possible to integrate it into retail segmentation, descrip-

tive, and predictive analytics (Wen et al., 2018). This creates

greater possibilities for personalising responses and offers to cus-

tomers. The framing and messaging of direct-to-consumer mar-

keting communications are increasingly informed by behavioural
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and propensity scores, ensuring that communication is consis-

tent with consumer needs or demands. Moreover, with the ad-

vance in technology and the business opportunity that they of-

fer, consumer buying behaviours are more dynamic than ever.

Hence, there is an increase need for measures that intent to cap-

ture and inform complex buying patterns, especially over time.

Overall, retailers can enhance customer satisfaction and loyalty

by adopting more insightful measures than traditional measures.

This thesis argues that bundle entropy holds significant poten-

tial for comprehending diverse social behaviours across various

fields of study that are still to be explored.

• Study: 1b, 2.

• Relevant: Researchers, academics, practitioners, and policy-

makers.

5. From big data to smaller data: Strategies for improving data

quality through representative sampling

• As discussed previously, real-world big transactional data is in-

herently noisy, and determining the appropriate sample size is

critical for obtaining meaningful results. The studies in this the-

sis employed a consistent approach to select the most representa-

tive sample possible. While there is no standardised process for

sample selection, we argue that certain steps are indispensable

for obtaining a representative sample:

A) Formulate a clear research question: This is crucial

as it guides the selection of the most relevant data (Chasa-

low and Levy, 2021). Without a clear research question, it

is impossible to determine which data will yield the most

effective results.

237



CHAPTER 7. DISCUSSION & CONCLUSION

B) Establish clear data-driven inclusion criteria: These

criteria should be aligned with the research question (Cor-

pas and Seghiri, 2010). Depending on the stringency of the

inclusion criteria, a substantial portion of the raw data will

be eliminated. However, it is important to recognise that

high-quality data (data that represents the behaviour under

study) leads to more accurate results than noisy data.

C) Identify potential outliers: Thoroughly searching for

potential outliers is crucial, as their presence could signifi-

cantly impact the analyses if left unidentified.

D) Sanity check: Once the sample data is selected, conduct-

ing a sanity check through data exploration might yield

valuable insights that prompt a reassessment of the inclu-

sion criteria. Think of it as an iterative process.

• Study: 1a, 1b, 2, 3.

• Relevant: Researchers.

6. Within subject marketing strategies

• Personalised marketing involves tailoring marketing efforts to

individuals with similar characteristics and behaviours (Arora

et al., 2008). However, the results from Study 2 reveal signif-

icant variations in buying behaviours depending on the retail

setting (online vs. offline). This finding supports previous stud-

ies with the idea that companies should integrate considerations

of their various offering channels into their segmentation pro-

cesses (Melis et al., 2015; Andrews and Currim, 2004). The find-

ings extend current knowledge by demonstrating that the same

household/individual tends to exhibit more consistent healthy

behaviours in the online environment as compared to offline.
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This suggests the potential for developing customised strate-

gies that accommodate individual dynamics and predictability

across both online and offline shopping channels. As a result,

marketing efforts can be enhanced to better align with consumer

preferences and behaviours.

• Study: 2

• Relevant: Researchers, academics, and practitioners.

7. Machine learning models and explainability techniques con-

siderations when modelling consumer behaviour

• Study 3 showed the great potential of utilising innovative ma-

chine learning and explainability tools to effectively model con-

sumer systematic behaviour. Despite their promise, it’s impor-

tant to carefully consider a few factors when working with these

new tools. Before any analysis or modelling, it is crucial to thor-

oughly process the data, this includes but is not limited to ensur-

ing consistency across different datasets, performing data cleans-

ing (e.g. missing values and anomalies), transforming necessary

variables (e.g. normalising, encoding), reducing variables if nec-

essary, sampling the data ensuring representativeness, among

others to ensure overall data quality and ultimately robust ma-

chine learning models. Additionally, it is essential to use proper

model specification and evaluation techniques, such as K-fold

cross-validation and out-of-sample testing, to prevent overfitting

and ensure that emerging findings can be applied to a wider pop-

ulation. Additionally, baseline models are essential for assessing

the performance of the models being tested and for avoiding

underperforming models.

• Study: 3.
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• Relevant: Researchers, academics, and practitioners.

7.3 Limitations

7.3.1 The nature of big transactional data

The accessibility to massive amounts of transactional data is a relatively

recent development. While it is widely acknowledged that increasing the

amount of data can enhance our comprehension of various behaviours, the

rapid expansion in the size of these data sets poses challenges for consumer

research. However, recent and ongoing research has been addressing some

of these challenges and limitations (Clarke et al., 2021; Jenneson et al.,

2022, 2023; Rains and Longley, 2021; Mansilla et al., 2024a). As this thesis

relies heavily on large transactional datasets as the primary source of data,

it is important to acknowledge the inherent limitations associated with

these datasets. These limitations include, but are not limited to:

• Differentiating between household and individual purchases.

• Purchase of items not consumed.

• Situational purchases (e.g. birthdays, visits of relatives with different

dietary requirements).

• Purchases for someone else (e.g. care support workers).

• Inconsistency in loyalty card usage.

• Loyalty cards being used by multiple individuals.

• Assessing whether the store is the main store where consumers make

the majority of their purchases.
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• And dealing with biased demographics of card-holders.

7.3.2 Time period covered by the data sets

Some of the datasets utilised in this thesis are more dated than others, yet

they still offer significant value to the research, providing a robust founda-

tion for reliable conclusions. The comprehensive analysis conducted with

these datasets allows for meaningful interpretations and valuable findings.

Nevertheless, due to the unavailability of more recent data, future research

could explore whether the observed patterns still hold true, especially in

the post-pandemic era. This further exploration would help determine the

continued relevance and applicability of the findings in a rapidly changing

retail landscape.

7.3.3 Scope and size of the sample data

While all the studies had access to large transactional data, the studies

only made use of small samples from the raw data set. This is attributed

to the previous discussion about the challenges of sampling selection and

representativeness in datasets rife with real-world noise. Despite their lim-

ited size, these samples effectively represented individual buying and choice

behaviour relevant to their respective research questions. Additionally, the

studies highlighted that individual loyalty card data, when combined with

products’ nutritional information and surveys containing demographic and

psychographic details, offered valuable insights into captured shopping be-

haviour. However, it is important to note that the limitation of a small

sample size may not be representative when the data collection is scaled.

Furthermore, while national sales data captures the entire customer popula-
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tion of the store, the absence of linked individual demographics for studies 1

and 2 introduces uncertainties about the composition of the captured pop-

ulation. This lack of information limits the ability to generalise the findings

of studies 1 and 2 to specific consumer segments, potentially overlooking

variations in purchasing behaviour and preferences related to demographic

and psychographic factors.

Lastly, it is essential to acknowledge that this research did not explore

external co-variates that could potentially influence the patterns observed

in bundled product choices across the studies. Factors such as marketing

promotions, seasonality, or regional differences could significantly shape

consumer behaviour, yet this study did not explicitly examine them.

7.3.4 Nutritional data access

Specifically, Study 2 delved into the relationship between bundled product

choices and their average healthiness. The analysis uncovered significant

differences depending on whether the shopping was conducted in person or

online. It is important to note that the analysis was limited to soft drinks

due to the availability of nutritional information in the retailer’s Applica-

tion Programming Interfaces (API) for that specific category. Therefore,

the findings may not hold true for other product categories, and the ob-

served differences may not accurately represent broader household product

choices.

7.3.5 Survey data

Study 3 utilised a comprehensive survey dataset to delve into the psycho-

logical factors influencing individuals within the transactional data. It is
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crucial to note that the survey was originally designed to evaluate the psy-

chological factors impacting various purchase behaviour outcomes rather

than focusing specifically on understanding systematic purchase behaviour.

Despite this limitation, the dataset serves as a reliable and extensive source

of psychological information about individuals. It has proven instrumen-

tal in uncovering valuable insights into the psychological and demographic

characteristics of individuals with both high and low systematic purchase

behaviour.

7.4 Future Research Directions

Various measures can be utilised to estimate the predictability of shop-

ping baskets and systematic choices, which are interconnected concepts.

The predictability of an individual’s shopping choices is directly associ-

ated with the systematic nature of their selections. However, selecting

the appropriate measure is not always straightforward and depends on the

research objective and the behaviour being measured.

In Study 1, the focus was on developing a clear and intuitive measure to

assess how predictable an individual’s product choices are across their pur-

chases. There are existing measures that address this phenomenon, but

their definition of predictability varies, leading to differences in approach.

For example, measures like BRE look for an exact match at the sub-basket

level (Guidotti et al., 2015), while Basket Level Entropy (BLE) looks for an

exact match at the basket level (Nicolas-Sans and Ibáñez, 2021) and Item

Entropy (IE) at the item level. In this research, predictability is based on

the extent to which it is possible to predict the composition of a basket

or sub-basket. Bundle entropy can be used to measure systematic product
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choices across multiple baskets, considering product choices at different

levels, such as complete baskets or bundles of items. However, there is

uncertainty regarding the extent of its application and consistency across

different settings, given the nature of its development and the datasets

in which it was tested. Therefore, future studies should explore various

applications where bundle entropy can be useful in the retail context but

also in consumer research in general. For example, it could be used to

assess diet consistency from transactional data over time and to evaluate

the consistency of nutrient intake based on product choices. The unique

characteristics of transactional data and the potential to link it with other

datasets, such as demographics, psychographics, and nutritional informa-

tion, offer numerous possibilities for applying bundle entropy. Thus, future

studies should also incorporate more varied types of datasets to ensure the

measure’s applicability, reliability and consistency across distinct settings.

Bundle entropy, as a direct and easily interpretable measure, has the po-

tential to be compared with other direct measures, extending beyond those

explored in Study 2 (products’ nutritional value). In the future, studies

could investigate the connection between SPB (via bundle entropy) and

measures of food and nutrient deprivation. Similarly, future studies could

also explore the relationship between SPB and obesity among adults and

students. Furthermore, various studies have developed models to predict

child obesity (George, 2002; Long et al., 2023), respiratory diseases (Dolan

et al., 2023a), ovarian cancer (Dolan et al., 2023b), and plastic bag usage

(Lavelle-Hill et al., 2020) using transactional data and purchase patterns.

Therefore, bundle entropy could also be used as an additional input variable

to measure product choice uncertainty, potentially improving predictions

since a measure of choice uncertainty is not present in those models.

Study 2 offers fresh insights into individuals’ consistent healthy choices,
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both online and offline. However, as previously mentioned in the limita-

tions, these healthy patterns were only assessed for soft drink products due

to the lack of nutrient information for other product categories. Future

studies could explore different sources of nutritional information for prod-

ucts to align them and determine if the findings of Study 2 differ across

product categories, as suggested by Van Trijp et al. (1996). In the UK,

there are several databases containing nutritional information for millions

of products, such as the UK Composition of Foods Integrated Data Set1

and Nutritics2. The challenge lies in the fact that each source has its

own standards, often requiring the creation of specific rules or heuristics

to align products. Nonetheless, some studies have attempted this massive

task and successfully aligned several product categories for specific retail-

ers’ databases (Long et al., 2023). Therefore, future studies could examine

those methodologies and evaluate consistent healthy choices across other

product categories, providing new insights for academics, marketers, and

food policymakers.

Findings from Study 3 opened the door to explore whether the main drivers

of systematic purchase behaviour are the same in the online setting as they

are in the offline one. With online and offline channels offering different

customer experiences, it might be that the drivers of systematic behaviour

that did not have relevant predictive power, such as psychographic and

demographic variables, might do in the online setting. Additionally, the

top drivers of SPB, as shown in Study 3, took into account all product

categories. Future explorations should evaluate if these high-performance

predictors remain stable or change across product categories or even de-

partments.

1https://www.gov.uk/government/publications/composition-of-foods-integrated-
dataset-cofid

2https://www.nutritics.com/en/
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Study 3 is equipped with an extensive 45 predictors, which greatly en-

hances its predictive capabilities. It is worth noting that factors such as

price discounts, promotional initiatives, discount vouchers, and bundled

deals have long been acknowledged for their ability to influence consumer

behaviour and habits (Van Heerde et al., 2003; Yan et al., 2017; Haans

and Gijsbrechts, 2011; Fader and Lodish, 1990). Therefore, future research

could enrich Study 3 by integrating these variables, which were not avail-

able for the current study, and evaluating their overall predictive power

when combined with historical purchasing behaviours, demographic data,

and psychographic variables.

Supply-side factors, which encompass a range of elements, including prod-

uct availability, pricing strategies, and promotional campaigns, influence

consumer purchasing behaviours and, therefore, play a key role in system-

atic purchase patterns. For instance, when products are out of stock or

when supply is constrained in certain regions, consumers may alter their

typical buying behaviours, leading to unexpected shifts in purchasing pat-

terns.

Additionally, strategically timed promotions can create an illusion of pre-

dictability, enticing consumers to buy in larger quantities or at specific

times, which may not reflect their usual habits. These insights underscore

the essential need to integrate supply-side data into the analysis of pur-

chasing behaviour whenever possible. By examining metrics such as shelf

availability, regional pricing variations, and detailed promotional calendars,

researchers and marketers can gain a comprehensive understanding of the

external forces at play. This analysis not only enhances the interpreta-

tion of consumer decision-making but also sheds light on the underlying

predictability in consumer behaviour that may otherwise remain obscured.
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Future research could further address these complexities by developing

models that explicitly incorporate supply-side variables into the analysis

of SPB. Such work could investigate the extent to which external condi-

tions mediate or amplify SPB.

7.4.1 Advance in data analytics for consumer research

The rapid advancement of data science and data analytics methods has not

only revolutionised various fields but also significantly impacted consumer

research. These innovative methods have enabled in-depth analysis of new

data sets, facilitating the capture of extensive and real-time consumer be-

haviour data (Erevelles et al., 2016). However, there are still challenges,

such as the need for new methods to effectively link loyalty card data to

different complementary datasets like national aggregations and nutrient

information. This is necessary to produce precise and meaningful outputs

regarding complex purchasing patterns, hidden correlations, and consumer

well-being. This area of work represents an important opportunity to fully

utilise integrated datasets in consumer research (Dekimpe, 2020). Key pri-

orities for future research methods include:

• In recent years, predictive models have emerged as powerful tools,

not only for making accurate predictions but also for providing valu-

able insights. Different machine learning techniques such as the ones

used in this thesis (MCR (Fisher et al., 2019; Smith et al., 2020) and

SHAP values (Rodŕıguez-Pérez and Bajorath, 2020)) have been com-

bined to enhance model interpretability and identify crucial variables

for further actions (Ljevar et al., 2021; Dolan et al., 2023a; Long

et al., 2023). However, since many models developed within con-

sumer research aim to explain individuals’ behaviours rather than
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just predict them, additional advancements are needed in this area

to make machine learning models a more effective alternative for ex-

plaining model predictions. Some of these advances include variable

importance methods capable of tracking changes in the relevance of

variables over time and detecting feature drift. Additionally, there is

a need for the development of variable importance models that con-

sider Rashomon sets (sets of alternative models that fit equally well

on the same data) for other machine learning models apart from the

existing ones (Fisher et al., 2019; Smith et al., 2020; Gunasekaran

et al., 2022).

• In the limitations section, it was highlighted that while some studies

have suggested methods for addressing the inherent limitations of

large transactional data in specific contexts (Jenneson et al., 2022;

Rains and Longley, 2021), there is still a need for further progress

in establishing standardised procedures to mitigate these limitations

and enhance the reliability of transactional data, such as loyalty card

data and digital foot prints in general.

• Many retailers do not maximise the potential of their data, often

overlooking the collection of relevant information. By gaining a com-

prehensive understanding of data capabilities, retailers can invest in

enhancing data collection, management, and processing. This will

ensure that their data becomes a reliable and accurate resource for

improving decision-making and driving progress across various busi-

ness areas. For instance, retailers could standardise product names

and descriptions, ensure accurate product categorisation, reduce re-

dundancies, and collect complete product nutrient information. The

latter has been shown to be useful in enhancing the understanding of

various social behaviours, related consequences, and diseases (Man-
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silla et al., 2024a; Long et al., 2023; Clark et al., 2021; Jenneson et al.,

2023). Moreover, these standardizations could be implemented across

retailers to combine their datasets, improving representativeness and

enabling more impactful research for social good.

Advancing in the mentioned points will significantly contribute to a deeper

understanding of consumer behaviour. Retailers can utilise these potential

findings to enhance various aspects of their business and improve the over-

all customer experience in multiple ways. Customers who recognise the

benefits and enhance their overall experience might be motivated to use

their loyalty cards more frequently, potentially increasing the number of

new loyalty card members. Overall, this will enable data collection from a

broader range of people, thus reducing data skewness and sparsity, which

have been recognised as common challenges with big shopping data (Chen

et al., 2013; Hsu et al., 2004).

7.5 Conclusion

In conclusion, the thesis utilised a positivist approach and applied quantita-

tive methodologies across three interconnected studies on consumer buying

behaviour. It introduced a new metric, bundle entropy, to evaluate system-

atic purchase behaviour over time and explored its potential applications

and drivers. The research also suggests clear properties that every mea-

sure should accord when measuring predictability across purchases. The

research also aimed to promote the usability of big transactional datasets

and novel data analytics technologies due to their huge potential to uncover

novel hidden patterns for consumer research.

The findings revealed that the proposed measure surpassed existing metrics
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in terms of accuracy and consistency across multiple transactional data sets,

establishing it as a reliable tool for measuring individual systematic choices.

This measure can identify different combinations of products systematically

bought together across purchases and provide a single score for intuitive

interpretation.

Furthermore, cross-reference analyses demonstrated the measure’s usabil-

ity in understanding how uncertainty in product choices relates to other

behaviours, such as healthy choices, across retail settings. This has signif-

icant applications in customer segmentation, improving target marketing

efforts and customer experience.

Each of the three studies outlined the practical implications of the findings

and methods used, contributing to an improved understanding of consumer

buying patterns and predictability. The research also discussed practical

implications for business and marketing decision-making, highlighting the

novel insights that can be derived from effectively combining transactional

data with complementary data sets.

The thesis also provided tangible recommendations and considerations to

guide future efforts focused on integrating novel data sources into consumer

behaviour research. Additionally, it discussed the limitations presented in

each of the studies and proposed potential future works to develop the

ideas presented further. Ultimately, the thesis encouraged the exploration

of novel methods from different fields, such as data mining, advanced an-

alytics, and machine learning, to enhance and uncover hidden patterns in

current and emerging big data sets rich with behavioural information.

In summary, this study not only contributes to the comprehension of con-

sumer purchasing patterns by introducing the bundle entropy metric and

its real-world applications but also showcases and encourages the imple-
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mentation and the power of using big data and advanced data analytics for

a more comprehensive understanding of consumer behaviour dynamics.
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Altmann, A., Toloşi, L., Sander, O., and Lengauer, T. (2010). Permutation

importance: A corrected feature importance measure. Bioinformatics,

26(10):1340–1347.
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Appendix A

Description of the data sets

A.0.1 Dunnhumby data set: The Complete Journey

Variable Description
household key Uniquely identifies each household
basket id Uniquely identifies a purchase occasion
day Day when transaction occurred
product id Uniquely identifies each product

quantity
Number of the products purchased
during the trip

sales value
Amount of dollars retailer receives from
the sale

store id Identifies unique stores

coupon match disc
Discount applied due to retailer’s match of
manufacturer coupon

coupon disc Discount applied due to manufacturer coupon

retail disc
Discount applied due to retailer’s loyalty card
programme

trans time Time of day when transaction occurred
week no Week of the transaction. Ranges 1 – 102
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Appendix B

PostgreSQL codes

B.0.1 Bundle Entropy

BE is implemented as a custom postgres aggregate function. The imple-

mentation (copy and paste into psql to install) is:

create extension plpython3u;

CREATE TYPE basket_tuple AS (

basket_id TEXT ,

item TEXT);

CREATE OR REPLACE FUNCTION _state_bundle_entropy(

prev basket_tuple [], basket_id TEXT , item TEXT)

RETURNS basket_tuple [] AS

$$

SELECT array_append(prev , (basket_id , item)::

basket_tuple);

$$

LANGUAGE ’sql ’ IMMUTABLE;
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CREATE OR REPLACE FUNCTION _final_bev3_norm(list_in

basket_tuple [])

RETURNS NUMERIC AS

$$

import pandas as pd

import numpy as np

from collections import defaultdict

from collections import Counter

data = defaultdict(list)

for record in list_in:

data[record[’basket_id ’]]. append( record[’item ’]

)

dataset = [ v for k, v in data.items() ]

baskets = [ frozenset(b) for b in dataset ]

if len(baskets) == 1:

return 0 # degenerate case

unique_baskets = Counter(baskets)

out = []

for b1 in unique_baskets.keys():

r_b1 = 0

for b2 in baskets:
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r_b1 += 1 - ( max(len(b1 - b2), len(b2 - b1)

) / max(len(b1),len(b2)) )

r_b1 /= len(baskets)

out.append( ( r_b1 , unique_baskets[b1] ))

rtn = 0

for b1p in out:

rtn += (b1p [1]/ len(baskets) ) * np.log2(b1p [0])

return -(rtn / np.log2(len(out)))

$$

LANGUAGE plpython3u;

DROP AGGREGATE IF EXISTS bev3_norm(TEXT , TEXT);

CREATE AGGREGATE bev3_norm(TEXT , TEXT) (

SFUNC=_state_bundle_entropy ,

STYPE=basket_tuple [],

FINALFUNC=_final_bev3_norm ,

INITCOND =’{}’

);

B.0.2 Basket Revealed Entropy

BRE is implemented as a custom postgres aggregate function. The imple-

mentation (copy and paste into psql to install) is:

CREATE TYPE basket_tuple_with_minsup AS (
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basket_id TEXT ,

item TEXT ,

minsup NUMERIC);

CREATE OR REPLACE FUNCTION

_state_bundle_entropy_with_minsup( prev

basket_tuple_with_minsup [], basket_id TEXT , item

TEXT , minsup NUMERIC)

RETURNS basket_tuple_with_minsup [] AS

$$

SELECT array_append(prev , (basket_id , item ,minsup

):: basket_tuple_with_minsup);

$$

LANGUAGE ’sql ’ IMMUTABLE;

CREATE OR REPLACE FUNCTION _final_bre(list_in

basket_tuple_with_minsup [])

RETURNS NUMERIC AS

$$

import pandas as pd

import numpy as np

from mlxtend.preprocessing import TransactionEncoder

from collections import defaultdict

from mlxtend.frequent_patterns import fpgrowth

from collections import Counter

data = defaultdict(list)

for record in list_in:

minsup = record[’minsup ’]
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data[record[’basket_id ’]]. append( record[’item ’]

)

dataset = [ v for k, v in data.items() ]

# Now we have the dataset in a python format

te = TransactionEncoder ()

data_as_sets = [frozenset(d) for d in dataset]

symbols_and_cts = defaultdict(int)

# Cache the single itete = TransactionEncoder ()

oht_ary = te.fit(dataset).transform(dataset , sparse=

True)

sparse_df = pd.DataFrame.sparse.from_spmatrix(

oht_ary , columns=te.columns_)

frequent_itemsets = fpgrowth(sparse_df , min_support=

minsup , use_colnames=True)

data_as_sets = [frozenset(d) for d in dataset]

symbols_and_cts = defaultdict(int)

# Compute and cache the single item support

# Guidotti et. al. (incorrectly) compute lift as the

product of all single item ’s (within the common

basket ’s) support

lst = []
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for x in data_as_sets:

lst += list(x)

Counter(lst)

single_item_support = {k:v/len(data_as_sets) for k,

v in Counter(lst).items ()}

for basket in data_as_sets:

intersect_len = 0

D = []

for i, x in enumerate(frequent_itemsets.itemsets.

values):

# Compute the length of intersection between

the common pattern and the basket

# Keep only the baskets with the longest

intersection length

if x <= basket:

inter = len(basket.intersection(x))

if inter == intersect_len:

D.append(x)

elif inter > intersect_len:

intersect_len = inter

D = [x]

#Algorithm 2 in Guidotti et. al.

# if there is no "common pattern" in the basket ,

the basket is forced to become a common

pattern

if len(D) == 0:
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symbols_and_cts[basket] += 1

# Otherwise select the "common pattern" with the

longest intersection lenght

elif len(D) == 1:

symbols_and_cts[D[0]] += 1

# If there is more than one of these compute the

(incorrect , but Guidotti version) of lift and

take the lowest

else:

D2 = []

lift_up = 999999

for common_pattern in D:

cp_lift = np.prod([ single_item_support[x

] for x in common_pattern ])

if cp_lift == lift_up:

D2.append(common_pattern)

elif cp_lift < lift_up:

lift_up = cp_lift

D2 = [common_pattern]

# If no ties for lowest lift assign the

support of this basket to this common

pattern

if len(D2) == 1:

symbols_and_cts[D2[0]] += 1

else:

# Otherwise approtion the support of this

basket across the remaining patterns

for dv in D2:
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symbols_and_cts[dv] += 1/len(D2)

total_rbs_support = np.sum([v for k, v in

symbols_and_cts.items ()])

if len(symbols_and_cts) == 1: # totally predictable

rtn = 0

else:

rtn = -np.sum( [ (v/total_rbs_support)*np.log2(v/

total_rbs_support) for k, v in symbols_and_cts

.items () if not ( np.log2(v/total_rbs_support)

== 0 and (v/total_rbs_support) == 0) ] ) / np

.log2(len(symbols_and_cts))

return rtn

$$

LANGUAGE plpython3u;

DROP AGGREGATE IF EXISTS bre(TEXT , TEXT , NUMERIC);

CREATE AGGREGATE bre(TEXT , TEXT , NUMERIC) (

SFUNC=_state_bundle_entropy_with_minsup ,

STYPE=basket_tuple_with_minsup [],

FINALFUNC=_final_bre ,

INITCOND =’{}’

);

B.0.3 Item Level Entropy

IE is implemented as a custom postgres aggregate function. The imple-

mentation (copy and paste into psql to install) is:
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CREATE OR REPLACE FUNCTION _final_norm_entropy(TEXT

[])

RETURNS NUMERIC AS

$$

DECLARE

cnt NUMERIC;

DECLARE

rtn NUMERIC;

DECLARE

cntd NUMERIC;

BEGIN

cnt := COUNT (*) FROM unnest($1) val;

cntd := COUNT(DISTINCT val) FROM unnest($1) val;

IF cntd < 2 THEN

RETURN 0;

END IF;

SELECT INTO rtn -SUM(p)

FROM (

SELECT (( count (*)/cnt) * log(2,count (*)/cnt)/

log(2,cntd)) as p, val

FROM unnest($1) val

GROUP BY val

) a;

RETURN rtn;

END;

$$

LANGUAGE ’plpgsql ’ IMMUTABLE;

DROP AGGREGATE IF EXISTS norm_entropy(TEXT);

CREATE AGGREGATE norm_entropy(TEXT) (
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SFUNC=array_append ,

STYPE=TEXT[],

FINALFUNC=_final_norm_entropy ,

INITCOND =’{}’);

B.0.4 Basket Level Entropy

BLE is implemented as a custom postgres aggregate function. The imple-

mentation (copy and paste into psql to install) is:

It requires the previous code to be run to define

basket_tuple and _state_bundle_entropy:

CREATE OR REPLACE FUNCTION _final_joint_entropy(

list_in basket_tuple [])

RETURNS NUMERIC AS

$$

DECLARE

rtn NUMERIC;

BEGIN

SELECT INTO rtn norm_entropy(basket ::TEXT)

FROM (

SELECT basket_id , array_agg(DISTINCT item ORDER

BY item) as basket

FROM unnest($1)

GROUP BY 1

) x ;

RETURN rtn;

END;
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$$

LANGUAGE ’plpgsql ’ IMMUTABLE;

DROP AGGREGATE IF EXISTS joint_entropy(TEXT , TEXT);

CREATE AGGREGATE joint_entropy(TEXT , TEXT) (

SFUNC=_state_bundle_entropy ,

STYPE=basket_tuple [],

FINALFUNC=_final_joint_entropy ,

INITCOND =’{}’

);
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Appendix C

Bundle entropy properties

C.0.1 Proofs that bundle entropy meets properties

P0-P2.

Given 𝐵𝐸 (B) is defined as:

1

log2 |𝐵 |
×

∑︁
𝑏𝑘∈𝐵

𝑝(𝑏𝑘 )
− log2 ©­«

∑︁
𝑏𝑞∈𝐵

𝑝(𝑏𝑞)
|𝑏𝑘 ∩ 𝑏𝑞 |

𝑚𝑎𝑥( |𝑏𝑘 |, |𝑏𝑞 |)
ª®¬


P0.a: When 𝑏0 = 𝑏1 = . . . = 𝑏𝑛 then
|𝑏𝑘∩𝑏𝑞 |

𝑚𝑎𝑥( |𝑏𝑘 |,|𝑏1 |) = 1, resulting in

𝐵𝐸 (B) = 0.

P0.b: When 𝑏0 ∩ 𝑏1 ∩ . . . ∩ 𝑏𝑛 = ∅ then:

𝐵𝐸 (B) =
∑︁
𝑏𝑘∈𝐵

𝑝(𝑏𝑘 ) [−𝑙𝑜𝑔2(𝑝(𝑏𝑘 ))]

As |𝑏𝑘 ∩𝑏𝑞 | = 0 except when 𝑏 = 𝑞. As each 𝑏𝑘 is unique with a probability

of 1
|𝐵 | , then the term excluding the normalisation term sums to 𝑙𝑜𝑔2 |𝐵 |,

resulting in a value of 1.
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P1: When B′ = [𝑏0 ∪ Γ, 𝑏1 ∪ Γ, . . . , ] = [𝑏′0, 𝑏
′
1, . . . , ]

where Γ is any non-zero arbitrary combination of items and ∃𝑏𝑘 : Γ ⊄ 𝑏𝑘 .

Given: 𝑝(𝑏𝑘 ) = 𝑝(𝑏′
𝑘
)

And:

|𝑏′
𝑘
∩ 𝑏′𝑞 |

𝑚𝑎𝑥( |𝑏′
𝑘
|, |𝑏′𝑞 |)

=
| (𝑏𝑘 ∪ Γ) ∩ (𝑏𝑞 ∪ Γ) |
𝑚𝑎𝑥( |𝑏𝑘 ∪ Γ|, |𝑏𝑞 ∪ Γ|)

≥
|𝑏𝑘 ∩ 𝑏𝑞 |

𝑚𝑎𝑥( |𝑏𝑘 |, |𝑏𝑞 |)

With the inequality strict when Γ ⊄ 𝑏𝑘 and 𝑏𝑘 ≠ 𝑏𝑞, which by definition

must be true at least once or all baskets are the same, resulting in P0.a.

Via the summation and negative log and since |𝐵′| ≤ |𝐵 | as baskets are

represented as sets and adding identical sets to all sets in an existing col-

lection of sets can only reduce the number of distinct sets in the collection,

then 𝐵𝐸 (B′) < 𝐵𝐸 (B).

P2: Holds via the 𝑃1 proof, mapping 𝑏0 ∪ Γ to 𝑏0 & Γ′ to Γ.
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Appendix D

Dunnhumby: Customer

classifications

D.0.1 Not-normalised: Percentage of customers share

with respect to Bundle Entropy purchase pat-

terns classifications.
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D.0.2 Not-normalised: Percentage of customers share

with respect to Basket Revealed Entropy pur-

chase patterns classifications.
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Appendix E

UK grocery retailer: Customer

classifications

E.0.1 Normalised: Percentage of customers share with

respect to Bundle Entropy purchase.
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E.0.2 Not-normalised: Percentage of customers share

with respect to Bundle Entropy purchase.

E.0.3 Normalised: Percentage of customers share with

respect to Basket Revealed Entropy purchase.
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E.0.4 Not-normalised: Percentage of customers share

with respect to Basket Revealed Entropy pur-

chase.
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Appendix F

Health Score Calculation

F.0.1 Resources to compute health scores.

Total ‘A’ pts = [energy pts] + [sat. fat pts] + [sugars pts] + [sodium pts]

(F.1)

Total ‘C’ pts = [fruit, vegetable & nut pts] + [fibre pts] + [protein pts]

(F.2)

Overall score = [total ‘A’ pts] − [Total ‘C’ pts] (F.3)

Overall score = [total ‘A’ pts] − [fibre pts + fruit, vegetable & nut pts]

(F.4)
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Scale overall score = (−2 ∗Overall score) + 70 (F.5)

Table F.1: Total ‘A’ table points

Energy Sat Fat Total Sugar Sodium
Points (kj) (g) (g) (mg)

0 ≤ 335 ≤ 1 ≤ 4.5 ≤ 90
1 >335 > 1 > 4.5 > 90
2 >670 > 2 > 9 > 180
3 >1005 > 3 > 13.5 > 270
4 >1340 > 4 > 18 > 360
5 >1675 > 5 > 22.5 > 450
6 >2010 > 6 > 27 > 540
7 >2345 > 7 > 31 > 630
8 >2680 > 8 > 36 > 720
9 >3015 > 9 > 40 > 810
10 >3350 > 10 > 45 > 900

Table F.2: Total ‘C’ table points

Fruit NSP AOAC
Points & Nuts (%) Fiber (g) Fiber (g) Protein (g)

0 ≤ 40 ≤ 0.7 ≤ 0.9 ≤ 1.6
1 >40 > 0.7 > 0.9 > 1.6
2 >60 > 1.4 > 1.9 > 3.2
3 - > 2.1 > 2.8 > 4.8
4 - > 2.8 > 3.7 > 6.4

5 >80 > 3.5 > 4.7 > 8.0
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Appendix G

Soft drinks stats

G.0.1 Percentage of each type of soft drink out of the

total items sold in each channel
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G.0.2 Percentage of soft drinks sold online and offline
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Appendix H

Survey About Demographic

and Psychographic Questions

H.0.1 List of questions to customers from a leading

UK grocery and pharmacy chain.
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Please note: the store, loyalty card, and customer panel name have all been anonymised in this version of the 
questionnaire. 

 
Participant Information Sheet 
 
OVERVIEW 
Thank you for your interest in this study. This research is being conducted by the <<store name>> customer 
panel in collaboration with the University of Nottingham. The study is designed to explore how and why 
people exhibit different consumption patterns across their daily lives. You will be invited to answer a number 
of questions about yourself (such as demographic information - age range, gender, income bracket and some 
other questions) and about various everyday behaviours that you think characterise you and your personality. 
Please note, you may have answered some of these types of questions before – we are asking them again just 
to ensure we have the most up-to-date information! 
 
As ever, the information you provide is for research purposes only. Your responses in the survey will be 
combined with those from other <<store name>> customer panel members, and only these anonymised 
responses will be shared with the University of Nottingham. Therefore, at no time will any of your personally 
identifiable information (including name and contact details) be shared with the University of Nottingham or 
with any other third party.* 
 
Anonymised responses in the survey will be linked to shopping patterns, which we will observe via the loyalty 
card records. This association will allow us to explore how personality and everyday behaviours affect real-
world consumption patterns.  
 
THE SURVEY 
This survey will take up to 20 minutes to complete. Your participation in the survey is completely voluntary. 
You may withdraw from participation at any time without consequences by simply leaving the survey.  
 
After analysis, the results and conclusions of the study may be shared by University in the form of 
presentations and open publications with academic and industry partners – but these will only contain 
averaged results and never will any raw data or personal details be made available.   
 
Please proceed to the next page to fill in the consent form.  
 
*We always follow the MRS guidelines when storing your data, however it is important to ensure you are 

entirely comfortable with taking part in this research and that you know that your responses will not be used in 

any other way  

Consent form 
 
Please note that this survey will skip to the end if you disagree with any of the following statements.  
SINGLE CODE 
 

1. I confirm that I have read and understood all information provided about this study. (Y/N) 

2. I agree that data gathered in this study will be stored anonymously and securely, and will be used for 

market and academic research purposes only. (Y/N) 

3. I understand that my participation is voluntary and that I am free to withdraw at any time without 

giving a reason. (Y/N) 

4. I understand that all personal information will remain confidentially within the <<store name>>  

customer panel archives, and that no personally identifiable information will be shared with 
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University of Nottingham or any other third party, and that no data will be made available that can 

allow me to be  personally identified in the results of this research. (Y/N) 

5. I am at least 18 years of age. (Y/N) 

6. I agree to take part in this study. (Y/N) 

 
PART 1 

Please answer the question below as accurately as possible.  
 

SECTION 1: DEMOGRAPHIC QUESTIONS  

Firstly, we’d like to ask you some questions about you and your household… 
 
S1. Qualifications 
What is your highest level of education? 

1. Completed some secondary school 
2. GCSE(s) or equivalent 
3. BTEC or equivalent 
4. AS-level 
5. A-level or equivalent 
6. Bachelor's degree 
7. Other postgraduate qualification (e.g. postgraduate diploma) 
8. Master's degree 
9. Ph.D., law or medical degree 
10. Other advanced degree beyond a Master's degree 
11. Other – please specify  

 
S2. Occupation 
Which of the following best describes the occupation of the main income earner in your household? 

 
If you are a student living away from home, please indicate the occupation of the main income earner 
at your family home.  
 
If the main income earner in your household is now retired, and is not entirely reliant on the State 
Pension, please tell us the occupation he/she used to have.  
 

1. Semi or unskilled manual work 
e.g. Manual workers, all apprentices to be skilled trades, Caretaker, Park Keeper, non-HGV 
driver, Shop Assistant 

2. Skilled manual worker 
 e.g. Skilled Bricklayer, Carpenter, Plumber, Painter, Bus/ Ambulance Driver, HGV Driver, 
AA Patrolman, Pub/Bar Worker etc. 

3. Supervisory or clerical/ junior managerial/ professional/ administrative 
e.g. Office worker, Student Doctor, Foreman with 25+ employees, Salesperson, etc. 

4. Intermediate managerial/ professional/ administrative  
 e.g. Newly qualified (under 3 years) Doctor, Solicitor, Board Director small organisation, 
Middle Manager in large organisation, Principle Officer in Civil Service/Local Government 

5. Higher managerial/ professional/ administrative 
e.g. Established Doctor, Solicitor, Board Director in a large organisation (200+ employees, 
top level Civil Servant/Public Service Employee  

6. Student  
7. Casual worker - not in permanent employment  
8. Housewife/ Homemaker  
9. Retired and living on State Pension  
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10. Unemployed or not working due to long-term sickness  
11. Full-time carer of other household member  
12. Other – please specify  

 
S3. Income 
What is your total annual household income before tax? 

1. Less than £25,000 
2. £25,000 to £34,999 
3. £35,000 to £49,999 
4. £50,000 to £74,999 
5. £75,000 to £99,999 
6. £100,000 to £149,999 
7. £150,000 or more 
8. Prefer not to say 

 
S4. Marital status 
What is your marital status? 

1. Single, never married 
2. Married, civil or domestic partnership/living with a partner 
3. Widowed 
4. Divorced 
5. Separated 
6. Other – please specify  

 
S5. People  
Please could you confirm which household situation best applies to you? 

1. Living on my own (no children or children have left home) 
2. Living on my own with children under 18 
3. Living with partner/spouse (no children or children have left home) 
4. Living with partner/spouse with children under 18 
5. Living with other adult family members (i.e. aged 18 or older) e.g. adult children, parents 

and/or elderly relatives  
6. Living with other adults that are non-family members e.g. friends/flatmates 

 
[ASK THOSE WHO RESPOND 5 AT S5] 
S6. Children 
Which of the following adult family members do you live with?  
Please select all that apply 
   

1. With partner/spouse  
2. With adult children (all aged 18 or older)  
3. With parent(s)  
4. With other adult family member(s) 
5. None 

 
[ASK THOSE WHO RESPOND 6 AT S5] 
S7. Children 
Which of the following adult non-family members (e.g. housemates) do you live with?  
 Please select all that apply 
   

1. Friend(s) 
2. Houseshare 
3. Flatmate(s) 
4. Landlord 
5. Other – please specify  
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6. None 
 
[ASK THOSE WHO RESPOND 2 OR 4 AT S5] 
S8. Children 
How many children aged 18 or under are there living in your household? 

1. None 
2. One 
3. Two 
4. Three 
5. Four 
6. Five or more 

 
 

SECTION 2: PERCEIVED SHOPPING HABITS AND DIET  
Now, we’d like to ask a few questions about the way that you shop… 
 
S9. Shopping 
How often would you say you visit any <<store name>> shop at all? 

 
1. Every day 
2. Twice a week 
3. More than twice a week 
4. Once a week 
5. Once a fortnight 
6. Once a month 
7. Once every 2-3 months 
8. Once every 4-6 months 
9. Every 6 months or less 
10. Don’t know 

 
S10. Shopping 
Which of the following products do you shop for in <<store name>>?  
Please select all that apply 

1. Pharmacy items (only available over the counter) 
2. General medicines (e.g. pain relief) 
3. Vitamins or supplements 
4. Everyday toiletries (e.g. Shower gel, Toothpaste, Deodorants, Femcare) 
5. Facial Skincare 
6. Cosmetics 
7. Men’s toiletries and beauty products (e.g. shaving products) 
8. Photo development/ photography items 
9. Holiday products (e.g. suntan lotion) 
10. Lunchtime food (e.g. meal deal) and snacks 
11. Baby items (including clothing, nappies and food) 
12. Footcare 
13. Haircare 
14. Electrical Beauty 
15. Toys 
16. Gifts 
17. Fragrance 
18. Prescriptions 
19. Other - please specify  
20. None of these  
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S11. Shopping 
How often do you tend to use your loyalty card when buying something in <<store name>>?  

1. Every time  
2. Most of the time 
3. Sometimes 
4. Hardly ever 

5. Never 
 
S12. Food 
Do you have any specific dietary requirements? 

Please select all that apply 
1. Vegetarian 
2. Vegan 
3. Pescaterian 
4. Diabetic 
5. Gluten intolerant 
6. Kosher 
7. Lactose intolerant 
8. Allergic to nuts 
9. Allergic to fish 
10. None 
11. Other – please specify  

 

SECTION 3A: TIME PREFERENCES  
Now we’d like to ask you a question about your time preferences… 
 
S13. If offered the following financial alternatives which would you rather have?           

1. 1. £40 now 
OR 

2. £70 in 3 months 
 
S14. If offered the following financial alternatives which would you rather have 

1. £25 now  
OR 

2.  £70 in 3 months 
 
S15. If offered the following financial alternatives which would you rather have 

1. £55 now  
OR 

2. £70 in 3 months 
 
SECTION 3B – WELLBEING  
Now we’re going to ask you some questions about your general wellbeing… 
Please select one response for each statement below 
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Overall, how 
satisfied are 
you with your 
life 
nowadays? 

0 – 
Not 
satisfi
ed at 
all 

1 2 3 4 5 6 7 8 9 10 – 
Comp
letely 
satisfi
ed   

 

Overall, how 
happy did 
you feel 
yesterday? 

0 – 
Not 
happ
y at 
all 

1 2 3 4 5 6 7 8 9 10 – 
Comp
letely 
happ
y   

 
 
 

 
 

PART 2 
We are going to show you some statements that people have made about shopping/spending and general 
behaviours. Each item is a statement that you may either agree or disagree with, and to a certain extent 
characterise your everyday behaviours. 
For each item, simply indicate how much you agree or disagree with what the item says. Please be as accurate 
and honest as you can be!   
 

SECTION 5: SHOPPING MOTIVATIONS  
Now, we’d like to ask you about your shopping preferences… 
 

How much do you agree or disagree with each item?  
Please click on the bar below and slide to the number you want to select, where 1 is 'Disagree strongly' and 7 is 
'Agree strongly'. 

 

 Disagree 
strongly 

Disagree 
moderately  

Disagree a 
little 

Neither agree 
nor disagree 

Agree 
a little 

Agree 
moderately 

Agree 
strongly 

1. I would rather stick to a 
brand I usually buy than try 
something I am not very 
sure of. 

1 2 3 4 5 6 7 

2. I enjoy taking chances in 
buying unfamiliar brands 
just to get some variety in 
my purchases. 

1 2 3 4 5 6 7 

3. If I like a brand I rarely 
switch from it just to try 
something new. 

1 2 3 4 5 6 7 
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4. I would not mind paying 
more in order to get a high 
quality product. 

1 2 3 4 5 6 7 

5. I only buy products I 
trust. 

1 2 3 4 5 6 7 

6. Product Quality is 
extremely important to me. 

1 2 3 4 5 6 7 

7. I am pleased about the 
way I look.   

1 2 3 4 5 6 7 

8. When I feel good about 
my looks, I am happier and 
have a better outlook on 
life. 

1 2 3 4 5 6 7 

9. Whenever I see a mirror, 
I "check myself out" to see 
how I look. 

1 2 3 4 5 6 7 

10. Environmental 
considerations affect the 
products that I purchase. 

1 2 3 4 5 6 7 

11. I am concerned about 
climate change (also known 
as global warming). 

1 2 3 4 5 6 7 

 

 
SECTION 4: PERSONALITY  

We’d like to learn a bit more about how you are as a person… 
 
How much do you agree or disagree with the following statements… 
 

I see myself as….. Disagree 
strongly 

Disagree 
moderately  

Disagree 
a little 

Neither 
agree nor 
disagree 

Agree a 
little 

Agree 
moderately 

Agree 
strongly 

1. Extraverted, enthusiastic 1 2 3 4 5 6 7 

2. Critical, quarrelsome 1 2 3 4 5 6 7 

3. Dependable, self-disciplined 1 2 3 4 5 6 7 

4. Anxious, easily upset 1 2 3 4 5 6 7 

5. Open to new experiences, 
complex 

1 2 3 4 5 6 7 

6. Reserved, quiet 1 2 3 4 5 6 7 

7. Sympathetic, warm 1 2 3 4 5 6 7 

8. Disorganised, careless 1 2 3 4 5 6 7 

9. Calm, emotionally stable 1 2 3 4 5 6 7 

10. Conventional, uncreative 1 2 3 4 5 6 7 

 
 
SECTION 6: SELF-CONTROL  
We’re now going to ask you a few questions about what motivates you in general… 
 
Please click on the bar below and slide to the number you want to select, where 1 is 'Very false for me’ and 6 is 
'Very true for me'. 
 

 Very false for 
me 

Somewhat 
false for me 

Neither false nor 
true of me 

Somewhat 
true of me 

Very true for 
me 
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1. I am good at resisting temptation. 1 2 3 4 5 

2. I have a hard time breaking bad 
habits. 

1 2 3 4 5 

3. I am lazy. 1 2 3 4 5 

4. I say inappropriate things. 1 2 3 4 5 

5. I do certain things that are bad for 
me, if they are fun. 

1 2 3 4 5 

6. I refuse things that are bad for me. 1 2 3 4 5 

7. I wish I had more self-discipline. 1 2 3 4 5 

8. People would say that I have iron 
self- discipline. 

1 2 3 4 5 

9. Pleasure and fun sometimes keep 
me from getting work done. 

1 2 3 4 5 

10. I have trouble concentrating. 1 2 3 4 5 

11. I am able to work effectively 
toward long-term goals. 

1 2 3 4 5 

12. I often act without thinking 
through all the alternatives  

1 2 3 4 5 

13. Sometimes I can’t stop myself 
from doing something, even if I know 
it’s wrong 

1 2 3 4 5 

 

 
SECTION 7: SHOPPING IMPULSIVITY  
We’re now going to ask you some questions about how you like to make purchases… 
How much do you agree or disagree with each item?  
Please select one response for each statement below. 

 Very 
inaccurate 

Moderately 
inaccurate 

Neither 
accurate or 
inaccurate 

Moderately 
accurate 

Very 
accurate 

1. I often buy things spontaneously 1 2 3 4 5 

2. "Just do it" describes the way I buy things 1 2 3 4 5 

3. I often buy things without thinking 1 2 3 4 5 

4. "I see it, I buy it" describes me 1 2 3 4 5 

5. "Buy now, think about it later" describes 
me 

1 2 3 4 5 

6. Sometimes I feel like buying things on the 
spur-of-the-moment 

1 2 3 4 5 

7. I buy things according to how I feel at the 
moment 

1 2 3 4 5 

8. I carefully plan most of my purchases 1 2 3 4 5 

9. Sometimes I am a bit reckless about what 
I buy 

1 2 3 4 5 

 
 
SECTION 8: FRUGALITY 
Now, we’re going to ask you just a few questions around your general attitudes towards spending… 
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How much do you agree or disagree with each item?  
Please select one response for each statement below. 
 

 Very 
inaccurate 

Moderately 
inaccurate 

Slightly 
inaccurate 

Slightly 
accurate 

Moderately 
accurate 

Very 
accurate 

1. I am willing to wait on a purchase I 
want so that I can save money 

1 2 3 4 5 6 

2. Making better use of my resources 
makes me feel good 

1 2 3 4 5 6 

3. Many things that are normally 
thrown away are still quite useful 

1 2 3 4 5 6 

4. I believe in being careful in how I 
spend my money 

1 2 3 4 5 6 

5. If you can re-use an item you 
already have, there’s no sense in 
buying something new 

1 2 3 4 5 6 

6. I discipline myself to get the most 
from my money 

1 2 3 4 5 6 

7. If you take good care of 
possessions, you will definitely save 
money in the  long run 

1 2 3 4 5 6 

8. There are things I resist buying 
today so I can save for tomorrow 

1 2 3 4 5 6 

 
 
SECTION 9. GENERAL IMPULSIVITY  
Now, we’re going to ask you some more general questions about you… 
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Please click on the bar below and slide to the number you want to select, where 1 is 'Very False for me' and 6 is 
'Very true for me'. 
 

 Very false 
for me 

Somewhat 
false for me 

Somewhat true of 
me 

Very true for 
me 

1. I go out of my way to get things I 
want.  

1 2 3 4 

2. When I’m doing well at something I 
love to keep at it.  

1 2 3 4 

3. I’m always willing to try new things if I 
think it will be fun.  

1 2 3 4 

4. When I get something I want, I feel 
excited and energized.  

1 2 3 4 

5. When I want something I usually go 
all-out to get it.  

1 2 3 4 

6. I will often do things for no other 
reason than that they might be fun.  

1 2 3 4 

7. If I see a chance to get something I 
want I move on it right away.  

1 2 3 4 

8. When I see an opportunity for 
something I like I get excited right 
away.  

1 2 3 4 

9. I often act on the spur of the moment.  1 2 3 4 

10. When good things happen to me, it 
affects me strongly.  

1 2 3 4 

11. I crave excitement and new 
sensations.  

1 2 3 4 

12. It would excite me to win a contest.  1 2 3 4 

13. When I go after something I use a “no 
holds barred” approach.  

1 2 3 4 

 
 
SECTION 10. COMMENTS  
 

F1.  Finally, do you have any other thoughts or feelings which you would like to share with us on 
this topic or about this survey?   
[open answer] 

 
F2. Thanks very much for taking part in this survey. 
 
As your views are so important to us, we’d be grateful if you could answer a couple of quick 
questions telling us what you thought about it.  
 
Your answers will be taken on board and considered when devising future panel surveys. 
 
We ask these survey health questions to find out how your experience of this particular survey 
compares to other surveys we run - for example to check it's not too long or repetitive. We look at 
the results of each survey to try to learn from the feedback and improve our surveys moving 
forward. We greatly appreciate your feedback - but feel free to skip this section this time if you 
would prefer. 
 
1. Yes, happy to do so 
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2. No thanks, maybe next time 
 
F3. Taking everything into account, including how much you enjoyed it and how relevant it was 

to you personally, how would you rate this survey? 

Very poor        Excellent 

0 1 2 3 4 5 6 7 8 9 10 

 

F4. And to what extent, if at all, do you feel this survey was long and\or repetitive? 

Not at all long and 

repetitive 
     

Extremely long and 

repetitive 

0 1 2 3 4 5 6 7 8 9 10 

 

F5. If you have any ideas, comments or suggestions you would like to share about the subject or 

design of today’s survey, please write them below. 

 
[open answer] 

 



Appendix I

SHAP values

I.0.1 SHAP plot for random forest using demographic

and psychographic predictors.
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Figure I.1: SHAP summary plot for RF using demographic and psycho-
graphic variables to predict SPB.
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