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ABSTRACT

The flow control strategy is crucial in aerodynamics, especially in studying
laminar to turbulent boundary layer separation. It also contributes to
enhancing the side force coefficient and reduction of drag force coefficient.
The vertical tailplane is a significant part of an aircraft's structure, providing
directional control and stability. To improve the directional control and
stability of the vertical tailplane, this project aims to investigate a new
strategy of flow control devices using rudder-mounted slat and leading-edge
undulation. The study numerically investigates the effect of separation using

a Reynolds Number of 1.69 x 105.

The study compared various turbulence models and high-fidelity large
eddy simulation (LES) for baseline with zero rudder deflection. The
transition k-kl-o model and LES produced better predictions, proving
robustness in predicting transition-related flow. The experimental data is
used to validate the turbulence models and LES results for drag and side
force coefficients. The comparison shows that all turbulence models can
accurately predict the side force and drag force coefficients when the flow is
attached and at lower sideslip angles. In addition, the S-A turbulence model
performed better than all the turbulence models except the transition k-kl-o

model in predicting the force coefficients.

Also, this study investigates the aerodynamic effect of a rudder-mounted
slat on a vertical stabiliser. The numerical results showed that the side force
coefficient increased by up to 4% while the drag coefficient was unchanged
when the rudder deflection angle was set to § = 30°. LES results suggested
that the rudder-mounted slat can increase the circulation around the vertical
stabiliser, showing that the flow from the upstream recirculating regions was
drawn towards the rudder surface. Associated changes in the turbulent flow
field, including the mean and turbulent flow field and the vortical structure,
are also presented to help understand the flow control mechanism by the

rudder-mounted slat.



Lastly, the impact of the leading-edge undulation at rudder deflection & =
30° and sideslip angle of B = 8°, which aimed to enhance aerodynamic
performance and reduce separation, was investigated. The numerical results
of the modified and baseline configurations were compared using velocity
and streamlines at the lower, peak, and upper trough regions. These regions
of the modified single bump were found to show additional flow attachment
compared to the baseline. Notably improving aerodynamics around peaks
and troughs, this design showcased enhanced aerodynamic performance and

favourable flow characteristics on the vertical tailplane.
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1. Chapter one

INTRODUCTION

1.1 Introduction

The vertical tailplane is part of the empennage structure of the aeroplane,
which is made up of the stabiliser and the movable rudder (Fig.1.1). The role of
the vertical tailplane is crucial in the design of an aeroplane because the
vertical stabiliser provides directional stability. In contrast, the rudder is
important in the control aspect. The conventional design of the vertical
tailplane is complex from the design consideration because of the
asymmetrical flow that exists from the wing and fuselage. The conventional
design of the vertical tailplane affects the aeroplane's performance due to the
downwash effect and interference that directly decreases the side force and
increases the drag coefficient. The instability generated may lead to a rudder
loss of control, which makes the aircraft difficult to control. The vertical
tailplane experiences a separation region towards its trailing edge at higher

sideslip and rudder deflection angles, impacting its performance.

The idea of flow control on aircraft started several decades ago. In 1964, the
challenges of a fighter jet aircraft's interference, stability, and control were
thoroughly investigated by McKinney et al. (1964). The knowledge of flow
control in aircraft design is essential to understanding the transition from
laminar to turbulent boundary layer, increase of side force and decrease of drag
force coefficients. The critical instability of the transition between the laminar
region and the turbulent boundary layer can dramatically affect the flow
phenomenon. Aerodynamic flow control aims to modify the flow behaviour to
improve performance. This can be achieved using active or passive control

techniques such as plasma actuators and slats.

This study investigated two passive flow control techniques: leading-edge
slat and single bump undulation. The slat is mounted at the rudder's leading
edge, while the bioinspired undulation is implemented on the stabiliser's
leading edge. This study's primary goal of flow control is to increase the side
force coefficient and reduce the effect of separation onset of the flow from the
laminar region to the turbulent boundary layer region using CFD and LES with

wind tunnel experimental validation.
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Fig. 1.1: A complete Empennage Structure (Ciliberti et al. 2017).

Flow control research has extensively investigated the impact of separation
suppression. Multiple researchers have experimented with modifying the
aerofoil’s shape along the suction surface to combat the negative effects of the
separation. These techniques have significantly improved the flow field by
enhancing the aerodynamic force coefficients. Furthermore, passive and active
devices have proven to be even more effective in mitigating the detrimental
effects of separation caused by the formation of large vortices. The
effectiveness of these methods suggests that flow control can play a vital role
in enhancing the aerodynamic performance of aerofoils and, consequently, the

overall efficiency of aircraft and other similar applications.



The aerospace industry cannot rely solely on the output from the wind
tunnel experiment alone. The widely accepted experimental method adopted
in the aerospace industry benchmark effectively utilises a wind tunnel setup.
The discovery of CFD has found a breakthrough in the design and analysis of
aerodynamic research (Rizzi and Luckring 2021). Hence, implementing CFD
using different models has gained acceptance and confidence in aerodynamic
research. Therefore, incorporating the operation of CFD codes with wind
tunnel experiments is the most accurate and fast-growing aerodynamics

research method (Schaeffler et al. 2010).

Computational Fluid Dynamics (CFD) employs numerical methods to
investigate the airflow interaction with specific structural bodies. Modern
aircraft design facilitates extensive research and innovative advancements in
understanding the flow field around aircraft structures (Alonso et al. 2009).
Harnessing the computational capabilities represents a breakthrough that
addresses design challenges encountered in the engineering design process
(Obayashi 1998; Hoburg and Abbeel 2014). Solving engineering design
problems can be approached through theoretical, experimental, and numerical
methods. Leveraging computational resources in the early stages of the design
process ensures the verification and validation of results, contributing to a

more robust final implementation of the design process.

Turbulence modelling is an important tool in the CFD method that aims to
simulate complex flow behaviours. The models are crucial in many
applications but limited in others. No universal turbulence model in CFD can
be suited to all turbulence flows with the required accuracy. The common
categories of turbulence modelling involve the Reynolds-averaged Navier-
Stokes (RANS). The choice of the models and methods depends on the

application, accuracy, computational cost, and experimental validation.

This study underlines the significance of employing high-fidelity
simulation, particularly LES, to explore the prominent coherent structures
around the vertical tailplane at larger deflection angles. The utilisation of LES
offers enhanced flow field visualisation capabilities compared to the
traditional CFD approaches because of its spatial resolution to capture smaller

turbulent structures. Without full details of the flow physics from the
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experimental data, the LES is considered an ideal method to highlight the
actual features of the flow concerning the evolution and reduction of

separation characteristics.

1.2 Objectives and the Thesis Structure

This project aims to use CFD to investigate the optimum flow control devices
developed in the EU TailSurf project to understand the flow field associated
with improved performance of the vertical tailplane (TailSurf 2019). Our focus
in CFD will be a thorough analysis of the complex three-dimensional flow
separation reduction and delay of the stall angle, which invariably enhances
aerodynamic performance. To verify the effectiveness of these technologies, we
will conduct a Reynolds-averaged Navier-Stokes equation (RANS) and large
eddy simulation (LES) using High-performance computing (HPC).

We used different turbulence models to understand the flow characteristics
around the vertical tailplane to achieve our goals. Then, we studied the passive
flow control technique using a rudder-mounted slat to mitigate the effects of
separation. Finally, we investigated the leading-edge undulation technique to
suppress separation effects and delay the stall angle of the VTP. All the results
obtained from the simulation were compared with the wind tunnel results for

the same model at the same flow conditions and Reynolds number.

As far as we know, the study of vertical tailplanes with rudder-mounted slats
has not been reported before. In addition, the single bump undulation inspired
by the humpback whales is also a novel idea that bridges a gap in the leading-
edge study. Both leading-edge modifications are considered to improve the

aerodynamic performance, delay stall and separation effect.

The thesis comprises seven chapters, each contributing significantly to the
study. Chapter 2 provides an in-depth review of past studies on vertical
tailplane research, including a detailed investigation into the causes and
control of flow separation and the effects of Kelvin-Helmholtz instability
around an aerofoil. It also compares different control strategies based on their
performance on aerodynamic efficiency. In Chapter 3, the methodology
utilised in the study, including numerical model techniques, is reported. The

chapter also presents the turbulence models used in the simulation. Chapter 4



describes the baseline validation of the turbulence models and large eddy
simulations compared with experimental data. Chapter 5 focuses on
implementing the rudder-mounted slat passive flow control technique on the
VTP. Chapter 6 discusses the contribution of a leading-edge single bump
undulation implementation on the VTP. Lastly, Chapter 7 summarises the

findings and suggests recommendations for future studies.

1.3 Significance of Study

This study significantly contributes to knowledge by exploring and
comparing the effectiveness of novel flow control devices on the vertical
tailplane via numerical investigations. Specifically, the rudder-mounted slat
and single bump undulation performance is evaluated compared to an
unmodified baseline case. Notably, a unique design approach is employed,
with a rudder-mounted slat applied at a 30% span from the tip side, expanding
the understanding of slat functionality beyond traditional high-lift studies
(Olson et al. 1979; Arra et al. 2021).

Moreover, the application of a bioinspired single bump undulation design,
drawing inspiration from Humpback whale flipper-like structures, is explored,
unlike previous research primarily focusing on rectangular wing shapes
(Hansen et al. 2011). The few that used swept tapered wings reported a
degradation in aerodynamic performance at the pre-stall angle (Bolzon et al.
2014). The effectiveness of the undulation design on a tapered vertical
tailplane is investigated, demonstrating its potential for enhancing

aerodynamic performance, particularly at pre-stall angles.

Significant benefits of single bump undulation are revealed in addressing
challenges associated with separation and pre-stall angles, where previous
undulation research has encountered limitations. Remarkably, visual insights
into the flow patterns and skin friction lines are provided through numerical
simulations using the large eddy simulation (LES) method, further validating

the efficacy of these novel flow control strategies.

This study contributes novel insights into applying flow control devices on
the vertical tailplane. It showcases their potential to enhance aerodynamic

performance and addresses longstanding challenges. Through rigorous



numerical analysis, the understanding of innovative flow control techniques
and their implications for aircraft design and performance optimisation is

advanced.



2. Chapter two

LITERATURE REVIEW

A REVIEW OF COMPUTATIONAL AERODYNAMICS AND VERTICAL TAILPLANE

2.1 Introduction

This chapter reviews computational aerodynamics in modern aircraft
design, focusing on vertical tailplane characteristics. Computational
aerodynamics involves numerical methods to investigate the flow around an
aerodynamic body. The vertical tailplane is an important component of the
aircraft that contributes to the stability and control of the plane using the
vertical stabiliser and rudder, respectively. The interference with the
downwash generated by the fuselage and wing result in heightened instability
and potential loss of control for the aircraft. The relationship between the
downwash interference and the aerodynamic performance of the vertical

tailplane is given in detail.

The selection of numerical methods holds great importance in
computational aerodynamics. This study comprehensively examines and
evaluates various turbulence models, specifically the widely used Reynolds
averaged Navier-Stokes equations (RANS) and the Large Eddy Simulation
(LES). Additionally, this research delves deeply into the limitations of the
RANS approach in predicting separation. It highlights the importance of
utilising high-fidelity methods that resolve large-scale eddies and model
smaller eddies using subgrid scales. This leads to more accurate separation

predictions compared to the RANS model.

Employing control devices that delay flow separation to improve
aerodynamic performance is essential for aerospace industry applications. As
a rule of thumb, the design of a control device should be economical and less
complex to handle and maintain. As discussed in this section, the fundamental
objective of aerodynamic flow control is to modify flow behaviour and enhance
performance using active and passive control techniques. It is shown that
different strategies played a role in controlling the separation and increasing

overall aerodynamic performance.



2.2 Vertical Tailplane

The functions of the vertical and horizontal tails are almost similar; the
interplay between them ensures smooth and safe flight. The vertical tail
function is directional stability and control, while the horizontal tail function
is longitudinal stability and control. The control forms of the vertical tail design
originate from the rudder, while the horizontal tail originates from the elevator
attachment. The design consideration of the two tails is closely related to each

other and should be monitored for effectiveness and maximum efficiency.

As mentioned earlier, the vertical tailplane is crucial in controlling and
stabilising an aircraft. The analysis of the vertical tailplane typically involves
studying the interference effects between its surrounding components, such as
the wing body and the horizontal wing of the aircraft (Ciliberti et al. 2017).
Interference arises when there is interaction between the vertical tailplane and
the plane's fuselage. The interference starts from the wing, which affected the
tail's effective angle of attack. This effect leads to an instability of the vertical
tailplane and a loss of control. Stability is an inevitable phenomenon
experienced by aircraft during flight, and it can be managed and monitored

under aviation flight standards (Airbus 2005).

However, the downwash effect influences the horizontal tail's design
location. In Fig. 2.1, the region 1 is the safest for design consideration to avoid
this interference, followed by the region 3, and the last one, the region 2, is not
recommended. Hence, the freestream velocity is given by V,, while the main
wing stall angle is as and the wing incidence is denoted by iw. It is a general
concept that lift, and drag are generated concurrently, but the drag's effect

influences the maximum lift generated.
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Fig. 2.1: An aerofoil section of the wing showing the effect of downwash

(Sadraey 2012).

Moreover, the rudder deflection of the vertical tailplane determines the
maximum design parameter for the vertical tailplane configurations. Due to its
design, the rudder provides powerful directional control as a crucial control
part of the tail. The effectiveness of the rudder design depends on selecting the
appropriate chord of the root and tip side of the vertical tailplane (Nicolosi et
al. 2012). The optimum performance of the vertical tailplane can be
determined by selection and analysis of the rudder deflection and the sideslip
angle. These parameters are used to ensure directional stability and aircraft
control. Variations in rudder deflection and sideslip angles provide a baseline
reference for evaluating the vertical tail’s impact on aerodynamic performance.
Fig 2.2 shows a complete parameter of the VTP and the detail of the profile of
the aerofoil thickness is described in (Smith 2000; Qin et al. 2004). The
directional stability, rudder, and sideslip angle have been reported to affect the
directional stability and control of the aircraft. The parameters in Fig. 2.2 are

described as follows:

Ct — tip chord

Cr — root chord

CPwt — Centre of pressure

h — vertical stabilizer height



ALe — leading-edge sweep angle
At — trailing edge sweep angle
Crudder — rudder chord

hmac — vertical stabiliser mean aerodynamic chord height.

" PLAN VIEW

of}

Ce

Fig. 2.2: A vertical tailplane design parameters with the stabiliser and

rudder (Larkin and Coates 2017).

The vibration and instability of the system are caused by buffeting impact
on the vertical tailplane. The vertical tailplane buffeting effect usually occurs
at lower sideslip angles, generating a vortex around the vertical surface (Sheta
and Huttsell 2003). Meanwhile, Lee (2000) argued that the buffeting effect on
the vertical tail plane arises from a higher sideslip angle. Recently, Nguyen et
al. (2019) proposed an electric propulsion distribution, which increases the

aerodynamic performance by reducing the tail size.

A tail-wing structure was originally designed to provide the optimum
control and stability to the aircraft. The appropriate shape and sizing of the
vertical tail surface are still debated among researchers regarding which one
offers the ideal aerodynamic efficiency (Monner et al. 2009). In a study by

Tavakoli and Seif (2016), a mathematical model was created to analyse the
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impact of wings on aerodynamics. The outer wing has a relatively minor impact
on ground height, while the inner wing has a greater effect on aerodynamic
characteristics in the ground effect. The model has been validated and shown
to calculate lift and drag coefficients accurately. The impact of edge models and
the possible attachment of some shapes are commonly used to improve
aerodynamic performance (Sevant et al. 1998). These strategies enhanced the
efficiency and overall performance of the aircraft (Rokhsaz 1993). Fig. 2.3

shows the plane's overall parameters with a detailed VTP design parameter.
Cg — Centre of gravity

acwt — wing-fuselage aerodynamic centre

acy — vertical tail aerodynamic centre

Iy — Distance between acwf and acy

Iyt — Tail arm
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Fig. 2.3: A complete structure of the aircraft with the vertical tailplane

parameters (Sadraey 2012).

Based on the parameters described above, the taper ratio of the vertical

tailplane is defined as the ratio of the tip chord Cvtip to the root chord Cvroot.

_ Cvtip
" Cvroot

(4

11



Therefore, the aspect ratio is also based on the bv—span, and MACv — Mean

aerodynamic chord.

bv

AR =
MACv

Hence, the MACYv is describe in terms of the root chord and the taper ratio

parameter as follows:

142, + Af)

2
MACv = — t
Cv 3 Cvroo < T+ A,

The vertical tailplane planform area is given as: S, = b, X MACv

Various types of vertical tailplanes are utilised based on the aircraft’s
application. Fig. 2.4 illustrates the aft vertical tail, considered widely used

configuration in vertical tailplane design.

=

1. Conventional 2. T-tail 3. Cruciform 4. H-tail
5. V-tail f. Y-tail 7. Twin vertical tail &. Boom mounted

Fig. 2.4: Different configurations used in tail design (Sadraey 2012 ) .

1. Conventional: In this configuration, one vertical tailplane and one
horizontal tailplane are located on both sides of the empennage
structure. As earlier mentioned, the vertical tailplane is responsible for

the aircraft's directional stability, while the horizontal tailplane
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contributes to the longitudinal stability of the aircraft. This type of
vertical tailplane is most convenient and easy to design.

. T-tail: The T-tail vertical tailplane type of configuration consists of a
single vertical tailplane and horizontal tailplane on top of the tip side of
the vertical tailplane. This configuration's major advantage is that it is
out of the wing wake, avoiding the downwash effect. Still, it is also
considered a rather dangerous design because it is top heavy and
associated with deep stall performance.

. Cruciform: The cruciform is designed based on the shortcomings of
conventional design and the T-tail design of the vertical tailplane. As the
name implies, the configuration is a cross-like structure with the
horizontal tailplane installed in the middle of the vertical tailplane to
avoid the deep stall features and not make the vertical tailplane top
heavy.

. H-Tail: The vertical tailplanes are not positioned on the empennage in
this type of vertical tailplane as in the previous designs. Two vertical
tailplanes are located on the end of the horizontal tailplanes from left to
right of the empennage. This type of tailplane is mostly used in military
aircraft, and therefore, the design is complex, and the configuration is
heavier than the conventional and the T-tail.

. V-Tail: The V-Tail is a new design like the H-Tail because there is no
vertical tailplane on the empennage. The shape of the V-Tail is
purposely proposed for applications where the size of the vertical
tailplane is a major concern. The two v-type tailplanes are considered to
operate as both vertical and horizontal tailplanes.

. Y-Tail: The Y-Tail is an improvement of design from the V-Tail, where
an extra part is added to serve as the vertical tailplane while the other
two V-Tail parts operate as the horizontal tailplane.

. Twin vertical tail: This configuration consists of two vertical tailplanes
mounted on the aircraft's empennage. The twin vertical tailplanes are
designed largely to increase the directional stability offered by a single
vertical tailplane. The configuration is common in fighter aircraft.

. Boom-mounted: The boom-mounted configuration is less commonly

used than other types. It becomes particularly suitable when a rear
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installation of a prop-driven engine is necessary due to the inefficiency
of the conventional configuration. A short fuselage structure with
vertical tailplanes on both sides is the only viable option. However, this
design tends to be heavier, necessitating careful consideration and

caution in its implementation.

2.3 Numerical methods

Realising and utilising the computational capabilities is a discovery that
improves the design difficulties reported during the engineering design
concept (Obayashi 1998; Hoburg and Abbeel 2014). The solution to
engineering design problems can be achieved using theoretical, experimental,
and numerical methods. Leveraging computational simulation during the
initial stages of the design concept allows for the verification of results prior to

the final implementation.

The choice of numerical methods is significant in CFD research to solve flow
over a VIP. The most common numerical methods include Reynolds-averaged
Navier-Stokes (RANS), the large eddy simulation (LES), and the direct
numerical simulation (DNS). Here, RANS has some limitations in dealing with
flow separations, which is where LES comes in. The LES simulation is designed
as a method that outperforms the RANS models while generating results
similar to DNS with lower computational resources. Large-scale turbulence
eddies are important because they contain high energy and depend on the
geometry and boundary conditions employed. In contrast, the small scales are
independent of the geometry and the smallest eddies, dissipating all the
turbulent energy. LES is recommended in problems that involve vortex
shedding and complex separation effects of the laminar boundary layer
(Almutairi 2010). The LES is a step ahead of the conventional RANS model in
efficiently capturing the turbulent flow structures. The LES method requires a
subgrid-scale model to solve the smaller eddies, while in the DNS, all eddies

are directly resolved, unlike in RANS, where they are fully modeled.
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2.3.1 Reynolds Average Navier-Stokes (RANS) Methods

There are several turbulence models available that can be used in both
external and internal flows. No model is considered as the best amongst all the
turbulence models (Ansys 2021). The best model always translates into and
reflects the true experimental or benchmark data for certain applications.
However, some models have shown reliability in giving a good result that
agrees with the physical reality aligned to some particular applications. Many
studies have numerically investigated aerofoils using various turbulence
models (Anil et al. 2018). There is agreement among scholars that the CFD
approach using turbulence models has given considerable confidence in
aerospace research in terms of verification and validation with experimental

data (Bardina et al. 1997; Mereu et al. 2019; Yossri et al. 2021).

Matyushenko et al. (2017) identified that the turbulence model faces major
challenges in predicting stall to match experimental data. The study used
turbulence models (k-o SST and SST) and Reynolds numbers Re > 10° to
analyse discrepancies between experimental data and numerical simulations.
The impact of compressibility and the influence of wind tunnel height were
extensively examined to identify factors contributing to the observed
disagreements. The study attributed the disparities to three-dimensional
effects in the experimental results, which the numerical simulation cannot
capture accurately. Therefore, it highlights the importance of accounting for
these factors to enhance the accuracy of numerical simulations and align them
more closely with experimental results. The simulation results were

thoroughly compared with experimental results.

The numerical prediction of the stall can be linked to the shape of the
aerofoil and Reynolds number; at a higher Reynolds number using the NACA
0015, the Spalart-Allmaras correctly predicted the stall while the other models
failed to predict the stall (Bakirci1 2023). In a different study, the stall was well
predicted by the k-w SST compared to other models using NACA 63-215 and
NACA 65-421 (Ouchene et al. 2023). Fernandes et al. (2020) studied the S814
aerofoil, where the S-A model shows a small separation region compared to

the other models. The effect of separation on the aerofoil's shape changed how

15



the turbulence models treated the flow around the aerofoil. It is reported that
some turbulence models are Reynolds number bounded.

Most RANS models inaccurately predict aerofoil stall angles. Volikas and
Nikas (2019) study assessed the turbulence model's performance in predicting
aerodynamic forces at various angles of attack using the S809 aerofoil. The
four turbulence models investigated are k-o SST, transition SST, Spalart-
Allmaras and realizable k-¢ at a Reynolds number of 2 x 106. The investigation
confirmed a reliable prediction of the aerodynamic coefficients of all the
models at lower angle of attack compared to the experimental data. However,
it was observed that the models failed to extend such agreement beyond due to
the inability to account for the separation behaviour. The k-o SST and
transition SST models are modified to improve aerodynamic coefficient
performance and accuracy. However, the modification’s effectiveness was
limited to higher angles of attack, with no reasonable impact at lower angles.
This study highlights challenges and targeted improvements in turbulence

modelling for accurate aerodynamic predictions.

The flow separation is always a major concern in aerofoil investigations.
Eleni (2012) compared the performance of different turbulence models with
experimental results. Among the three studied turbulence models, Spalart-
Allmaras, k-g, and k-o SST, the k- SST shows a better separation compared
to the experimental result. However, at higher angles of attack, these models
fail to predict the force coefficients due to the influence of separation caused
by the shape of the aerofoil used. This border between lower and higher angles
of attack in RANS marks the onset of challenges in predicting the stall angle

due to separation effects.

The development of the transition models in computational fluid dynamics
has gained popularity due to their ability to provide more accurate results than
conventional turbulence models. According to Rahimi et al. (2014), it is
recommended that a thorough check in the creation of the mesh be made for
transition simulation. Mishra et al. (2019) and Khan et al. (2020) investigated
the transition k-kl-o model's effectiveness over different turbulence models.
The results of the transition k-kl-o show improvement over of the conventional
models to predict the stall angle over the NACA 0018 and NACA 0021 aerofoil.
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This is due to the model’s ability to predict and capture non-equilibrium
turbulence along the shear layer. Similarly, Hassan et al. (2022) indicated that
out of the five turbulence models studied, including the transition models, all
the models were unable to satisfactorily predict the stall angle of NACA o012
and NACA 2412 at Reynolds number of 50,000.

The transition models are more complex than conventional models because
of the additional equation that enhances transition development. Achieving
convergence of the model is difficult, particularly at higher angles of attack.
Moreover, the advantage comes at a computational cost, as highlighted by
Aftab et al. (2016). The computational cost of the model should be considered
and balanced based on the requirement between computational efficiency and
accuracy in practical applications. A summary of the performance of different

turbulence models is given in Table 2.1.

Computational Aerodynamics has seen significant progress thanks to
improvements in transition models. These advancements have enhanced our
ability to predict and understand the low Reynolds number flows and complex
transition and separation phenomena. Transition models have played a critical
role in predicting the onset of turbulence and accurately representing laminar
bubbles in the boundary layers. Despite these achievements, challenges still
remain, and further development is needed to create even more accurate and

simplified models for different aerodynamic applications.
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Table 2.1: Summary of the performance of different turbulence models.

Author Turbulence | Reynolds | Aerofoil | Findings
Type
Models Number
Bakirci Spalart- 1x10% | NACA 63- | The SA model predicted the
(2023) Allmaras, 215, post-stall aerodynamic
k-e, and NACA 65- | coefficients while the k-e
Standard 421 and Standard k-o
k-o underpredicted the stall
angle.
Ouchene |k-o SST, |1.95 NACA The assessment of the deep
et al. | Spalart- x 10° 0015 stall by the k-0 SST model
(2023) Allmaras, shows a better result than
and LS k the other models.
Wu et al. | Spalart- 1x10°, 1 | NACA The SPF k-v models
(2022) Allmaras, x 106 64A006, | performed better in the stall
SST, k-v, prediction for thin aerofoil.
and SPF k- NACA
v 0012
Liu et al. | Transition | 2.3 x 10* | NACA The k-kl-o predicted the
(2021) models -2 x10° | 0012, transition compared to the
Reo-Y, k-KkI- NACA experiment. At the same
®, y and 4415 time, the R.gy and y model
LowRe is recommended for higher
Reynolds number analysis.
Fernandes | k-o  SST, | 1.5 x 10° | S814 For the S814 aerofoil, the
et al. | Spalart- SA model overpredicted the
(2020) Allmaras force coefficient, while the
k-o SST shows a more
decent prediction close to
the experimental data.

18




2.3.2 Large Eddy Simulation (LES)

The evolution of turbulence modelling in computational fluid dynamics
(CFD) has seen significant advancements, particularly in Large Eddy
Simulation (LES) and Direct Numerical Simulation (DNS). Reynolds (1990)
comprehensively outlined both techniques' advantages and disadvantages.
DNS provides complete resolution of all turbulent scales but is
computationally expensive due to the need to resolve the smallest eddies. On
the other hand, LES, as demonstrated by Boris et al. (1992), filters out smaller
scales using subgrid models, therefore, faces challenges in accurately capturing
small-scale structures, particularly when comparing results across different
grid resolutions. The sensitivity of LES to grid resolution requires prolonged
simulations with averaged results to mitigate discrepancies arising from mesh
differences. The use of subgrid-scale methods like Smagorinsky helps in
filtering unresolved eddies. Lesieur and Métais (1996) established a significant
relationship between conventional subgrid-scale models like Smagorinsky and
the Scale Similarity (SF) model, with SF performing better in certain wake

scenarios.

The subgrid scale is peculiar to LES simulation because of the need to
model the unresolved scales around the wall boundary. There is no doubt that
the influence of the Reynolds number can affect the function and the choice of
the subgrid-scale model (Sarlak 2017). The high-order statistics prediction by
the wall adapting local eddy-viscosity (WALE) subgrid-scale model is
considered to be better than that observed in the Smagorinsky subgrid model
(Kakka and Anupindi 2020).

According to a study conducted by Bazdidi-Tehrani et al. (2019), there is a
significant difference between subgrid models regarding flow fields and
computer time requirements. The comparison of three different subgrid
models has revealed a good agreement between them and the experimental
data. However, the WALE subgrid model runs 20% faster in computational
time than the other two models. Similarly, research findings by Aubard et al.
(2014) point towards the cost of the Smagorinsky model. Depending on the
specific application, the subgrid model showed no difference in the flow field

compared to the experiment. However, the Smagorinsky models demonstrated
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a smaller value than the others (Feng et al. 2021)). It may, however, be noted
that the LES relied on the hypothesis on the resolved and unresolved region of
the scales to ensure an accurate prediction of the flow. Recent developments
in artificial neural networks have suggested a method to replace and improve
the subgrid-scale efficiency (Sarghini et al. 2003). As previously reported,
there are many developments to enhance the subgrid-scale model for more
advanced LES simulations; the following researchers suggested the use of
machine learning (Maulik et al. 2019) and similarity concept (Newman et al.
2014) to replace the traditional subgrid-scale models. Nonetheless, the
conventional subgrid scales remain the popular and accurate models in most

LES studies (Lee and Cant 2017).

The intricacies of turbulence necessitate investigations using state-of-the-
art high-performance computing, as Moin and Kim (1997) highlighted,
enabling more comprehensive predictions of turbulent flow. Spalart (2000)
delves deeper into the intermediate development between Reynolds-averaged
Navier-Stokes (RANS) and LES, providing additional insights into the
evolutionary trajectory of turbulence modelling. The completeness of LES in
resolving turbulent kinetic energy becomes a focal point, determining the
extent of resolution required for accurate solutions. Pope (2004) raised
pertinent questions regarding the balance between computational cost and
solution accuracy, elucidating the controversial discussion surrounding LES

criteria based on cost-effectiveness and accuracy.

Furthermore, LES finds applications in complex flows, such as reacting
flows in combustion, as Fureby (2008) recommended, demanding methods to
verify accuracy. Rizzetta et al. (2008) highlighted the potential of LES in active
flow control, employing higher-order implicit finite difference methods for
controlling separation using leading-edge vortex control and plasma actuators.
In addition, while LES offers distinct advantages over DNS, its implementation
in turbulence modelling requires a delicate balance between computational
cost, solution accuracy, and verification methods. The evolution and
challenges in these techniques underscore the ongoing quest for more efficient
and accurate turbulence models in computational fluid dynamics. The general

recommendations and the development of LES are reported by Georgiadis et
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al. (2010). For a more comprehensive review of LES with a specific focus on
transitional flow, the work was reported by Zhiyin (2015). Both reviews

highlight inflow boundary conditions as one of the major challenges in LES.

2.3.3 Hybrid RANS/LES Methods

The major goal of turbulence modelling development has been algorithm
development with fewer uncertainties. Typically, the RANS models performed
extremely well in wall-bounded flows, as mentioned in the previous section. It
is widely believed that one of the limitations of the RANS model is the inability
to perform well in a separated region with significant instability of the flow
feature. Therefore, the LES was employed to improve the limitations of the
RANS model in the separated region because of the method's robustness in
resolving the large-scale eddies and filtering the smaller eddies using the
subgrid-scale methods (Bush et al. 2019). Although the RANS method was
considered reliable for industrial applications, it was not always consistent

(Corson et al. 2009).

It can be said that the RANS and LES are designed to be performed mostly
in attached and separated flows, respectively. The LES is computationally
expensive and operated at a range of low Reynolds numbers compared to the
RANS due to computational resources. Therefore, Spalart (2000) developed
another model that combines the RANS and LES methods to establish a hybrid
RANS/LES method that will perform better than RANS regarding numerical
accuracy and is less expensive than the LES method. This method is a
breakthrough in numerical methodology, especially in applications that

require high Reynolds number flow.

The hybrid RANS/LES can be treated as zonal and non-zonal approaches
between the RANS and LES interfaces. The non-zonal approaches are
commonly employed because the zonal was complex compared to the non-
zonal approaches. Spalart and Allmaras (1994) proposed the non-zonal
approach called the detached eddy simulation DES that uses the RANS
Spalart-Allmaras one-equation. In this approach, the regions of interest, i.e.,
the attached and separated areas, can be analysed using the combined RANS

and LES. This method is somehow difficult because of the physics of the
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transition between the zones; it is known that the RANS method is a product
of the ensemble averaging of the Reynolds stress, which modelled all the
eddies, while the LES zone, in this case, is treated with the SGS models that
filtered the unresolved eddies. The eddy-viscosity switch between the hybrid

zone is a complex feature that should be treated cautiously.

The difficulty associated with the interface between the inner RANS and
outer LES is hindered by the loss of appropriate connections between the
regions. Hybrid coupling techniques like blending and scale grid modification
have been suggested to tackle this issue. However, these methods still face
limitations, as the transformation of the scale length tends to underpredict the
LES outer region, resulting in the logarithmic law mismatch and potentially
impeding seamless interaction between the inner and outer areas. To mitigate
this issue, careful consideration of filters is necessary for smooth coupling.
Although there are suggestions for overcoming such errors, such as the

stochastic forcing, its reliability is limited to specific applications.

In the original DES, the outer flow region is treated by the LES while the
inner flow region is treated by the RANS models. It was found that the DES is
limited to highly separated flow near the wall region. An improved version of
the DES models, known as the delayed detached eddy viscosity DDES, was
proposed by Spalart et al. (2006) to improve the blend between the RANS and
LES using the subgrid models in the near wall region. That also helps the model

to recover the length scale in terms of the eddy viscosity and the grid size.

Depending on the subgrid scale employed, the RANS and LES methods can
be integrated into three ways: interfacing, blending, and segregation. In the
interfacing method, the LES and RANS methods depend on the time variation
caused by the transition. The hybrid blending methods ensure the concurrent
run of the RANS and LES, while the segregated method separates the LES and

RANS zones in the domain.

Zhou et al. (2019) explored the efficacy of a blended approach involving
delayed detached eddy simulation DDES and y — ReOt to enhance the
transitional separated flow over A-Aerofoil and DBLN-526 at Reynolds

number of 2.1 x 10% The investigation focused on decreased inflow turbulence
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intensity in the freestream region where the LES operates. Also, the decrease
in inflow turbulence intensity is characterized by a transition delay. The new
methodology, incorporating the combination of DDES and y - Re6t,
demonstrated notable improvements in the freestream region. Specifically, the
blend effectively eliminated low turbulence intensity. Meanwhile, the LES was
selectively activated in the wake region, enhancing the overall performance of

the transitional separated region.

In another study, a combination of the y — ReBt and improved delayed eddy
simulation IDDES models has demonstrated significant improvements in
capturing the flow features of the laminar-turbulent transition, compared to
each model used separately. The results obtained from testing the ONERA M6
wing have shown a notable enhancement in capturing the flow structure in the

wake region of the wing (Kim and Kwon 2021)

2.4 Laminar Separation Bubble

The laminar to turbulent flow separation transition is typically linked to
the laminar boundary layer separation known as the laminar separation
bubble (LSB). This phenomenon arises due to the instability and unsteadiness
in the boundary layer, which usually occurs within a certain range of Reynolds
numbers. The LSB can take the form of a short and long bubble along the

surface of the aerofoil.

Gaster (1967) conducted a comprehensive study investigating the laminar
separation bubble (LSB) phenomenon, which arises when the boundary layer
transitions from laminar to turbulence. The primary focus was the short and
long bubbles over the aerofoil, based on pressure distribution formation and
Reynolds number effect. The study revealed that the Reynolds number
significantly influences the LSB. An increase in the Reynolds number causes a
contraction of the bubble length, while a decrease in the Reynolds number
results in an expansion along the aerofoil’s surface. Additionally, the mean and
fluctuating velocities provided valuable insight into the LSB presence. In a
different study, the influence of Reynolds number on the formation of LSB was
investigated at a range of Reynolds number 50,000 — 200,000 using NACA
663-018 aerofoil (O’'Meara and Mueller 1987). It was discovered that the
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bubble length and thickness increased as the Reynolds number and incidence

angle increased from 10°- 12°.

The details and criteria that distinguish between the short and long bubbles
were described further by Horton (1968). A bubble formation can be
distinguished based on the bubble length obtained from the separation ratio to
the reattachment point. However, this method was considered insufficient
because the formation based on the bubble length is inconsistent with most
flows. The influence of the short and long bubbles is highlighted based on the
pressure distribution. It was observed that short bubbles exhibit a high-
pressure peak, which undergoes changes and behaves similarly to an inviscid
flow, exerting minimal influence on the overall surface of the aerofoil. In
addition, the long bubble over the pressure distribution occupied a long
distance over the aerofoil surface, with a high-pressure peak collapsing and

floating downstream.

Fig. 2.5: A detailed view of the formation of the laminar separation bubble

over a surface (Horton 1968).

The LSB is caused by an unfavourable pressure gradient originating from
the stagnation point. This pressure gradient affects the laminar boundary
layer, causing it to separate. In Fig. 2.5, the separation point is represented by
S, the transition by T, and the reattachment point by R. Between the transition
point by T and the surface, a recirculation bubble forms due to the flow

exchange between the surface and dividing streamline. It can be observed that
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the bubble enclosed in the dividing streamline is concentrated towards the
turbulence region because of the reverse flow vortex. In contrast, the laminar
region is referred to as the dead-air region. The reattachment point occurs
because turbulent flows have a greater momentum to overcome the

unfavourable pressure gradient.

The formation of the LSB is strongly influenced by the angle of attack and
the Reynolds number, as discussed. Therefore, the phenomenon is common at
lower angles of attack associated with the high-pressure gradient along the
laminar separation boundary. A numerical study of the cambered wing with a
low Reynolds number of 60,000 and a small incidence of 6° was thoroughly
investigated (Chen et al. 2013). The presence of LSB can be computed using
transition models that account for the transition and ability to capture the
bubbles. Also, Chen et al. (2013) found that the 2D and 3D geometries
investigated showed good agreement in predicting the presence of laminar
separation bubbles along the suction surface. However, at incidences below 5°,
a recirculation was observed at the trailing edge, which intensified upstream
from 5°-10° to form a leading-edge bubble and trailing-edge recirculation. The
turbulent kinetic energy is unphysically produced near the stagnation point,

causing the conventional RANS models to fail in predicting the LSB.

In the context of the vertical tailplane aerofoil, the RANS models found it
difficult to accurately predict the laminar separation around the vertical
tailplane structure (Wokoeck et al. 2006). Modifying the models to add a
transition effect improved the ability of the conventional RANS models to
account for the accurate prediction of the LSB and transition along the suction
surface of the aerofoil. The development of transition models, such as the y-
model and R,g-y model has shown a successful transition and the formation of
the laminar separation bubbles. The R.g-y model solves turbulence
fluctuations based on Reynolds number while the y-model only calculate the

turbulence intermittency as a one-equation model.

The development of the laminar separation bubble is a crucial
aerodynamic phenomenon marked by airflow separation. Choudhry et al.
(2015) highlight the complexity of these bubbles, which is influenced by

significant flow parameters such as Reynolds number, turbulence intensity,
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and angle of attack. The investigation was performed using NACA 0012
aerofoil at a Reynolds number of 120,000. Comparing the performance of the
transition models, the k-kl-o models demonstrated superior predictive
accuracy compared to the R.g-y model. Notably, the k-kl-o models predicted
the reattachment point in closer agreement with experimental observations,
while the R.g-y model indicated an earlier reattachment point. Fig. 2.6
illustrates the intricate interplay between the short and long bubbles,
showcasing the evolution of laminar separation bubbles in a complex
aerodynamic context. The research findings showed how the long bubble
affected stall and lift-to-drag ratio efficiency. The author assessed the long
bubble's impact on the aerofoil's aerodynamic performance and suggested the
need to control and reduce the bubble to improve the aerodynamic

performance.
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Fig. 2.6: Pressure coefficient plot showing the evolution of short and long
bubbles (Choudhry et al. 2015).
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Liu et al. (2021) studied the effect of three different transition turbulence
models R,g-y, k-kl-o and y-model. The numerical work used two different
aerofoils NACA 0012 and NACA 4415, at a range of Reynolds numbers of
23,000 t0 200,000. The R_4-y and y-model demonstrated a smooth prediction
from the laminar separation bubble to the reattachment at the trailing edge.
On the other hand, the k-kl-o model showed a proper prediction of the leading-
edge separation bubble but failed to show the turbulence reattachment
compared to other models at a low Reynolds number. The results are further
compared with the experimental and DNS data. These findings could help
develop a better understanding of the laminar separation bubble at low

Reynolds numbers.

Elgammi et al. (2022) further investigated the influence of the LSB using
the transition k-kl-o model over the NACA 0015, NACA 6415, and NACA 6421
aerofoil. The numerical simulation was carried out at a low Reynolds number
of 300,000 and angles of attack of 4° and 6°. The results indicated the long
bubble increased the drag coefficient and lowered the lift-to-drag ratio.
Further observations revealed the influence of the angle of attack on the
formation of the LSB, which reduced the bubble length by 5%, from 4° to 6°.

Various transition models yield distinct predictions of LSB in contrast to
experimental data. This discrepancy highlights a notable area for enhancement
within the model. Salimipour (2019) proposes the modified k-kl-o transition
model to predict the long bubbles in the transition region accurately. The study
conducted simulations using NACA 0012 and Eppler 387 aerofoils at Reynolds
numbers of 30,000 and 130,000. The modifications yielded improved
predictions of the LSB that align more closely with experimental and DNS
results for both NACA 0012 and Eppler 387 aerofoil. These findings highlight
the potential for refining transition models to enhance their predictive
capabilities and better capture the complex aerodynamic phenomenon
observed in LSBs. These modifications can be utilised for low Reynolds

numbers and different aerofoil configurations.
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The formation of the LSB can be controlled using different approaches to
ensure a more attached flow. The utilization of the leading-edge tubercles was
tested experimentally to eliminate the LSB along a NACA 4415 aerofoil at a
Reynolds number of 120,000 (Sudhakar et al. 2019). The flow over the aerofoil
was carried out using three angles of attacks of 6°,12°, and 18°; the baseline
results of the pressure distribution at the lower incidence of 6° demonstrated
a high peak of surface pressure with the formation of the LSB. At this incidence
angle, where the presence of the LSB is observed, the tubercles eliminated the
LSB and collapsed the high-pressure peak. Fig. 2.7 illustrates the streamlines
of the baseline and control case using the tubercles at an incidence angle of 6°.
The effect of the peak location of the tubercles reduced the LSB on the suction
side of the aerofoil. It was also observed that even at a post-stall incidence of
18°, the tubercle's presence significantly reduced the separation region along

the surface by almost 50% compared to the baseline case.

A numerical study was conducted on the E216 aerofoil, focusing on the LSB
using the transition model, with the Reynolds number of 100,000 (Sreejith
and Sathyabhama 2018). The investigation extended to exploring a strategy
aimed at minimising the impact of LSB on the aerofoil’s aerodynamic
performance. This involved implementing a boundary layer trip method at
various chord locations and heights. The trip boundary layer method
significantly enhanced the lift-to-drag ratio, particularly at an angle of 6°. The
study found that increasing the trip height proved more effective in eliminating

the laminar separation bubble.
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Fig. 2.7: Velocity field of the baseline and tubercle’s peak location (Sudhakar
et al. 2019).

As mentioned above, laminar separation bubbles reattach to the surface
downstream as turbulent flow. The details of the turbulence inside the bubble
from the separation point to the reattachment point are reported for the short
bubble (Rinoie and Hata 2004). The bursting phenomenon is contingent upon
the nose shape of the aerofoil, and when the short bubble fails to reattach due
to an increase in the incidence angle, the outcome is termed a short bubble
burst. The turbulent energy balance was carried out using NACA 0012 with an
incidence angle of 10° at the Reynolds number of 130,000. The results of the
energy balance of the short bubble revealed that the major parameter
influencing the turbulent kinetic energy growth is the turbulent production

term.
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2.5 Fundamentals of Flow Control on Aircraft

The idea of flow control on aircraft started several decades ago. In 1964, the
challenges of a fighter jet aircraft's interference, stability, and control were
thoroughly investigated by McKinney et al. (1964). Several factors contributed
to jet and commercial aeroplanes' instability and interference. When designing
a control device, it is important to keep it economical and easy to handle and
maintain. Aerodynamic flow control aims to modify the flow behaviour to
improve the aircraft performance. This can be achieved using active or passive
control techniques such as vortex generators and plasma actuators. For
example, vortex generators are common passive flow control devices that

require no energy.
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Fig. 2.8: A pressure coefficient contour of sweeping jet actuator on VTP (Lin

et al. 2016).

As an active flow control device, the sweeping jet actuators were used to
improve the performance of the vertical tailplane from an aerodynamic
perspective (Lin et al. 2016). The pressure coefficient at a negative sideslip
angle of § = -7.5°with a rudder deflection angle of 6 = 30° is shown in Fig. 2.8.
When the sweeping jet actuators are turned on, an increase in the pressure
coefficient is observed at the leading edge of the vertical tailplane as compared
to the baseline. This effect is also present at the rudder's leading edge, a hinge
line divided between the rudder and stabiliser. The flow control strategies used
to manipulate the airflow around the aircraft play a vital role in enhancing the
aerodynamic performance of the vertical tailplane at higher side slip and

rudder deflections. The results suggest that sweeping jet actuators can improve
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aircraft efficiency, particularly when operating in challenging conditions such

as take-off and landing or when flying in turbulent weather.

The causes of separation over an aerofoil have been widely investigated
experimentally (Hu and Yang 2008; Katz 2019) and numerically (Azim et al.
2015), and the control to remedy the effects has been suggested by Jones et al.
(2018). Various passive and active control techniques have been identified to
regulate separation effects around aerofoils. For instance, incorporating a
simple microcylinder positioned at a specific distance from the leading edge
has enhanced aerofoil performance and mitigated downstream separation

effects (Luo et al. 2017).

Recent studies conducted by Zhang et al. (2023) and Guogiang and Shihe
(2020) have examined the application of plasma actuators for active flow
control on an aerofoil, as shown in Fig 2.9, where the larger structures were
broken down when the plasma is turned on. The findings indicate that
implementing dynamic stall treatment can improve the overall aerodynamic
performance, accompanied by a significant reduction in separation. Another
approach to controlling separation over an aerofoil involves utilising travelling
waves. Interestingly, varying the amplitude of travelling waves can yield
different degrees of enhancement in separation control (Akbarzadeh and
Borazjani 2020); notably, increasing the amplitude of the waves results in a
decrease in aerodynamic coefficient performance, whereas employing low
amplitude waves demonstrates a marked improvement in coefficient
performance with slight delay in separation effects. The use of different
strategies contributed to the reduction and control of the separation effects

over an aerofoil.
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Fig. 2.9: The effect of plasma active control on vortex shedding over a wing

(Guogiang and Shihe 2020).

One of the significant ongoing discussions pertains to the regulation of
turbulent flow using flow control devices. However, the main challenge
associated with this type of application lies in that such flows can only be
evaluated through high-fidelity simulations, such as LES and DNS, which
necessitate substantial computational resources. LES has been employed in
examining passive flow control devices on an aerofoil. Heffron et al. (2016)
demonstrated the effectiveness of micro vortex generators in suppressing
separation on an Eppler E387 aerofoil, utilising LES as the methodology. Shi
et al. (2019) employed LES to simulate and explore the flow around an S809
aerofoil equipped with a microcylinder as a passive flow control device. These
results revealed enhancements in the aerodynamic performance of the stalled
aerofoil. Mishra and De (2021) conducted a numerical investigation on a
NACA 0021 aerofoil featuring leading-edge undulation, demonstrating a
reduction in separation and improvement in the prediction of aerodynamic

coefficients after the stall.

The adoption of new flow control methodologies is leading to significant

advancements in aerodynamic applications. Rahmani and Wang (2023), in a
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recent study, utilised an equilateral triangular trip method on an E423 aerofoil.
The obtained LES data demonstrated a noteworthy decrease in wing suction
separation compared to the uncontrolled case; this can be seen in Fig. 2.10.
Here, the primary objective of flow control is related to the laminar separation
bubble at the leading edge of an aerofoil and the turbulent separation near the
trailing edge. By combining passive control devices with high-fidelity
simulation, it is possible to find a solution for the impact of separation on the
aerofoil surface. Implementing novel techniques such as flexible aerofoil
surface has significantly enhanced the aerodynamic coefficient and reduced
laminar and turbulent separation effects at low Reynolds numbers (Genc et al.

2020).

Fig. 2.10: A pressure contour showing LES result of triangular trip passive

flow (Rahmani and Wang 2023).
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2.5.1 Leading Edge Slat

Flow control techniques have been developed to improve aircraft
performances in recent years, primarily focusing on the leading and trailing
edges of the wing, where slats and flaps can be deployed to optimise the
pressure distributions over an aerofoil (Chacksfield 1980). Jacob (1974)
investigated the multi-element aerofoils to improve pressure and lift
coefficients. These investigations were followed by a study to optimise the
position of the leading-edge slat to maximise the lift of multi-element aerofoil

(Olson et al. 1979).

Savory et al. (1992) investigated experimentally the aerodynamic
performance of multi-element aerofoil with a slat angle of 25° and flap angle
of 20° at a Reynolds number of 1.26 x 10°. The cove region of a multi-element
aerofoil which is a gap between the slat and the main element aerofoil provides
details of flow parameters, such as the mean velocity, turbulence intensity, and
pressure distributions. The influence of the turbulence intensity and the mean
velocity was used to assess the accuracy of the results around the cove region.
The leading-edge slat improved the overall performance at incidence angles of

8°-20° when a turbulence level of 0.20% is used.

Chin et al. (1993) studied the effect of the Reynolds number and the flap
gap on the aerodynamic performance of a supercritical aerofoil with a leading-
edge slat and a single-element trailing-edge flap. McGinley et al. (1998)
discovered that flap deflection angle influenced the Reynolds stress in the slat
and flap wake regions, while the change strongly influenced the pressure

distribution around these elements in the slat and flap gaps.

Small vortex generators were incorporated into a three-element aerofoil
with a single slat and flap (Lin et al. 1994). In this case, the small vortex
generator was mounted on the flap to reduce the flap separation effect. The
findings revealed that the flap-mounted vortex generators of at least 0.18% of
the total flap chord reduced the flap's separation region, increasing the
aerodynamic performance. However, the effect was inconsistent at a lower
incidence angle where the flow is attached. Meunier and Brunet (2008)

studied micro-electromechanical flow control using slats, flaps, and two
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actuators, including air jet vortex generators. The numerical findings
confirmed a significant correlation between the pressure and skin friction
coefficient observed in the experiments. Incorporating an active, internally
blowing flap and a precisely positioned leading edge slat can significantly
improve the performance of pressure and overall force coefficients (Burnazzi

and Radespiel 2014).

The location of slotted slats and flaps significantly impacts the aerodynamic
characteristics of the high-lift aerofoil, as shown in Fig. 2.11. The slat and flap
respond differently with an increased angle of attack. The flap influences the
lift coefficient curve, while the slat influences the stall angle compared to the
baseline case (Kanazaki et al. 2007). Further studies numerically investigated
the significance of the gap and location of the flap on aerodynamic

performance (Velkova and Todorov 2015; Jo et al. 2016).
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Fig. 2.11: The effect of slat and flap on the performance of the lift coefficient

(Kanazaki et al. 2007).
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The effect of slat performance for high Reynolds numbers (Steiner et al.
2020) and low Reynolds numbers (Traub and Kaula 2016; Zaki et al. 2022) are
investigated regarding the parametric slat design. It was shown that the lift and
drag coefficient of the multi-element aerofoil are independent of the Reynolds
number. Three different Reynolds numbers (4.2 x 10, 9 x 10 and 16 x 109)
were investigated (Lin and Dominik 1997), and the influence of the Reynolds
numbers on the slat and the flap was carefully analysed. They showed that

increasing the Reynolds number decreases the maximum lift coefficient.

In a study by Mandadzhiev et al. (2017), the performance of bio-inspired
leading-edge slats was tested using the cambered aerofoil s1223. Inspired by
the alula effect observed in birds, the study experimentally examined a bird-
like alula slat at various angles of attack and alula deflection angles. They
revealed that increasing the alula deflection angle significantly improved
aerodynamic performance, enhancing the lift coefficient. The research sheds
light on the potential benefits of incorporating bird-inspired features, such as
alula-like slats, to enhance the aerodynamic performance of aircraft wings.
Further study by Raj Mohamed et al. (2023) focuses on optimising the bio-
inspired slat effect at different slat chords and gaps using the Clark Y aerofoil.
It was concluded that the lift coefficient increases up to the stall angle at a
minimum slat chord. An increase in the slat's chord size and forward distance
shows an increase in the lift coefficient beyond the stall angle due to the slat
effect. Implementing slats can also delay stall occurrence and improve

efficiency by controlling flow separation.
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a) AFC-OFF b)AFC: NPR=2.41

Fig. 2.12: The effect of hybrid active and passive control on wing section

(Vatsa et al. 2021).

Gupta et al. (2020) investigated the effect of slat and flap position on the
performance of two different aerofoils of NACA 4412 and MDA 30P-30N. The
results indicated that the baseline single aerofoil of NACA 4412 stall angle was
increased from 16° to 20° using multi-element aerofoils. However, the
influence of the slat and flap gap on aerodynamic performance was higher in
MDA 30P-30N compared to NACA 4412.

Consideration of the slats gap and flap positions are thoroughly
investigated, influencing the aerodynamic performance of wing. Finding
appropriate slat positions and gap fillers on the wing can improve their
performance by enhancing lift and drag coefficients (Van Dam 2002; Zhi et al.
2021). Adjusting the slot positions and flap trailing edge can further enhance

lift and drag coefficients (Anitha et al. 2018).

Vatsa et al. (2021) conducted a numerical analysis to compare the
performance of conventional and active flow control strategies in high-lift
development. The simulation, utilising the powerFLOW code, incorporated
the wing, fuselage, slats, and flaps. Numerical results aligned closely with
experimental findings, particularly regarding aerodynamic force coefficients
and pressure coefficients. Fig. 2.12 depicts the noticeable impact of sweep jet
actuators. Streamlines with the actuator turned off indicated strong separation
regions and vortices in both inboard and outboard directions. Conversely,
activating the actuators led to a substantial reduction in the separated region

and minimised the generation of wing-tip vortices. This highlights the efficacy
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of active flow control in mitigating separation and enhancing overall

aerodynamic performance.

Similarly, control devices influence the impact of vortices generated on
the wing's surface. At a low angle of attack, there is less to show on how the
effect is on the wing. The impact of the leading edge slat on the vortex
structures is shown in Fig. 2.13. It can be seen that the leading-edge slat
disintegrated the larger structures compared to the baseline wing, thereby
resulting in a reduction of separation on the slat (Xiao et al. 2020). With an
increased angle of attack, the control devices show more vortex behaviour on

the top part of the wing surface (Li and Hearst 2021).

Recirculation region

3D transition

Initial 2D K-H instability

Fig. 2.13: The effect of the leading-edge slat on the vortex structures (Xiao

et al. 2020).
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2.5.2 Leading Edge Undulation

Leading-edge undulation is currently one of the most active areas of flow
control research and has been extensively studied in the past two decades.
Humpback whale flipper bumps enhance its movement (Fig. 2.14). They have
the advantage of delaying the angle of attack until the stall (Miklosovic et al.
2004), the potential for bio-inspired design in wing-like structures (Fish and
Battle 1995) and passive flow control with numerous benefits for lifting bodies
in the air (Fish and Lauder 2006) have been studied. The main advantages of
a bump are increased lift and reduced drag (Fish et al. 2011). These bumps can
be applied to artificial hearts (Abe et al. 1997), power turbines (Shyam et al.
2015), and aircraft propellers (Asghar et al. 2020), making them suitable for

many applications.

Fig. 2.14: The Humpback whale Flipper planform with the chord and the
thickness represented by the horizontal and vertical lines (Fish and Battle
1995) .
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Inspired by the humpback whale flipper, the incorporation of tubercles on
the aerofoil’s leading edge has been investigated for its effects on lift and drag
performance. Hansen et al. (2011) experimentally investigated the impact of
leading-edge tubercles using two different aerofoil profiles of NACA 65-021
and NACA 0021. The work was performed at two different Reynolds numbers
4370 and 5250. It has been found that tubercles can improve lift performance
in the post-stall regime for both aerofoil profiles, but NACA 0021 indicated
reduced lift performance in the pre-stall regime. Fernandes et al. (2013) also
observed that the effect of the tubercles was not noticed in the pre-stall region
using NACA 2412 at the Reynolds number 2.185 x 10°. The numerical
simulation shows evidence that the tubercles benefit the lift coefficient by

5.33% and reduce the drag coefficient by 2.72% in the post-stall region.

The wavy wing of NACA 0020 at a low Reynolds number of 800 and deep
stall angle of 20° was found to reduce the streamwise structures compared to
the smooth wing without the wavy design (Favier et al. 2012). Wei et al. (2018)
experimented with different tubercle shapes of a tapered wing using an SD
7032 aerofoil profile. The work was performed for Reynolds numbers 5.5 x 104
and 8.2 x 104, and the results indicated that of the performance of tubercles
are not sensitive to the Reynolds number. The results of different angles of
attacks have been thoroughly analysed based on the skin-friction coefficients.
The effect of the LSB was observed at a lower angle of attacks of 0° and 9° in
the baseline case. It was found that the tubercles effect modified the LSB,
therefore, this enhancement is believed to be the reason for the increase in the

lift coefficient.

Additionally, some tubercle designs can reduce the aerodynamic
coefficients. The study by Bolzon et al. (2014) indicated that the tapered wing
of NACA 0012 of the tubercles at the Reynolds number of 2.2 x 105 shows a

decrease in the lift and drag coefficients by 4-6% and 7-9.5%, respectively.

The tubercles of the wing showed notable improvements under post-stall
conditions (Bolzon et al. 2016). Kim et al. (2018) reported that tubercles on a
wing delay stall by 7° and increase the maximum lift coefficient by 22%, as
shown in Fig. 2.15, but at higher angles of attack, the tubercle’s effect on drag

coefficient remains unchanged. The experiment was conducted using the
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NACA 0020 aerofoil profile for the design of the tapered wing, and the chord
Reynolds number is given by 1.8 x 105. Incorporating tubercles on the aerofoil
wing designed by NACA 4415 improves the aerodynamic performance and
delay stalls at a Reynolds number of 1.2 x 105 (Aftab and Ahmad 2019).
Sudhakar et al. (2020) conducted an extensive experiment to examine the
effect of leading-edge tubercles on S1223 and NACA 4415 aerofoil at three
different low Reynolds numbers of 1 x 105, 1.5 x 105 and 2 x 105. The finding
revealed that the greatest benefit of the aerodynamic performance is observed
in the S1223 aerofoil compared to the NACA 4415 aerofoil. The S1223 aerofoil
shows remarkable improvement in the aerodynamic performance and delays

in the stall angle.
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Fig. 2.15: Tubercle effect on the lift and drag coefficient (a) lift coefficient,(b)
drag coefficient and (c) lift-drag ratio (Kim et al. 2018).

Skillen et al. (2013) performed large-eddy simulation (LES) using different
geometrical shapes. The leading-edge undulation reduced the separation and
significantly increased the aerodynamic performance as shown in Fig. 2.16.
The reduction in the separation region is as a result of the influence of the
trough and the decrease in the production term in the peaks of the leading-
edge undulation. The simulation was carried out using NACA 0021 profile at a

Reynolds number of 1.2 x 105and an angle of attack of 20°.

In addition, the tubercles considerably reduce the size of the recirculating
zone downstream of the separation (Kumar et al. 2018) using the NACA 0012
aerofoil profile. By adding leading-edge tubercles to NACA 4415 at a low
Reynolds number of 1.2 x 105, the modified aerofoil maintained an attached

flow of up to 50% of the chord. At the same time, the unmodified case suffered
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complete separation starting from the leading edge (Sudhakar et al. 2019).
Undulated NACA 0012 wing cases were found to reduce the circulation of the

wingtip vortex by 25% (Loughnane et al. 2021).

Unmodified:

Modified: 1o,

Fig. 2.16: The disintegration of the vortex structure by the leading-edge
undulation effect (Skillen et al. 2013).

According to the investigation by Johari et al. (2007), the magnitude of the
protrusions of the NACA 634-021 wing negatively impacted the aerofoil's
efficiency, see Fig. 2.17. The modified wing demonstrated a degraded lift and
drag coefficient in the pre-stall region identified from the unmodified aerofoil.
After the post-stall of the unmodified wing, however, the modified undulation
case indicated an increase in the lift coefficient, with the drag coefficient
remaining unchanged. The NACA634-021 aerofoil modified with leading-edge
protrusion at the Reynolds number of 2 x 105 demonstrated enhanced
performance, especially at the post-stall angles, compared to the unmodified
configuration (Zhang et al. 2013). However, by optimising the amplitude and
wavelength of the tubercles using the NACA 634-421 aerofoil profile, the pre-
stall lift performance can approach the values of an unmodified aerofoil (Lobo

et al. 2020).

An experiment by Van Nierop et al. (2008) found that the delay in the stall
was independent of the undulation wavelength, see Fig. 2.17. Jack Fish's study

reveals that the swimmer's performance can be enhanced through undulation
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with larger wavelengths, resulting in improved thrust production by the caudal
fin, reduced drag production and power consumption by the trunk (Khalid et
al. 2021). Su et al. (2021) demonstrated that an oscillating blade at the right
wavelength could boost diffusion and reduce pressure loss by 12.9% at an 8°
angle after stall. The undulation frequency and the Reynolds number affect the
aerodynamics of the snake-like model. Increasing the undulation frequency
stabilises the vortex, whereas increasing the Reynolds number intensifies lift
production (Gong et al. 2022). A recent study conducted by Kim et al. (2022)
revealed that the most effective way to achieve optimal leading-edge
undulation (LEU) using NACA 65(12)-10 aerofoil is through a combination of
30% wavelength (M) and 6% amplitude (ht). This approach considers the

aerodynamic performance and noise reduction, resulting in the best possible

outcome.
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Fig. 2.17: The effect of different undulation magnitudes on the lift and drag

performance (a) Van Nierop et al. (2008), (b) Johari et al. (2007).
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2.6 Chapter Summary

The literature examines the latest developments of flow around the vertical
tailplane. The major concern related to the flow over the VTP is associated with
widespread separation effects from the laminar separation bubbles to the
turbulent separation at the trailing edge. The design of the VTP consists of the
vertical stabiliser and the rudder separated by the hinge line. The rudder
deflection makes the flow complex because, at low side slip angles, the flow will

experience separation due to rudder deflection.

The causes of the separation around the leading and trailing edges have
been investigated based on the RANS and LES models. The numerical attempt
does not seem different in analysing the effect of separation on the surface of
the vertical tailplane. The focus of the RANS simulation was mostly based on
preliminary findings because the models are unsuitable for high-fidelity
investigation of the separation effect around the vertical tailplane. However,
the recent development of the RANS transition models has changed the story
of the inability of the RANS models to predict the earlier transition and laminar
separation bubbles. Several transition models were found worthy of predicting
the laminar separation bubble compared to the experimental data, LES and

DNS simulation.

The high-fidelity simulation using the hybrid RANS/LES to utilise the pure
LES simulation has been reported compared to the RANS models.
Furthermore, the superiority of the LES models over the RANS models in
predicting the separation models has been thoroughly investigated. There is
no argument about the ability of the high-fidelity simulation to produce better
predictions of the boundary layer separation and reattachment of the turbulent
separation. The impact of these parameters was observed to contribute

negatively to the performance of the VTP.

This study aims to investigate the impacts of separation around the vertical
tailplane at low Reynolds numbers and explore strategies for mitigating these

effects using various passive flow controls.
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3. Chapter three

NUMERICAL METHODS

3.1 Introduction

This chapter provides an overview of the general CFD methodology
employed in the analysis of fluid flows. CFD is a powerful tool for researchers,
offering insights into the behaviour of fluids. The initial stage of the CFD
process involves pre-processing, where the emphasis is on design
considerations and mesh generation. Design considerations include defining
the system's geometry under study, and mesh generation. The computational
domain was discretised into grid elements, with careful attention to refining
the mesh areas of particular interest, such as regions where flow separation is
expected. Specifying boundary conditions, and selecting appropriate models

for turbulence and other physical phenomena

The processing stage is the second stage of the CFD methodology, and it
involves crucial aspects of the solver setup. The solver numerical algorithm is
configured to solve the governing equations of the fluid flow. The spatial and
temporal discretisation are also determined. Spatial discretisation involves
dividing the computational domain into finite volumes, while temporal
discretisation addresses the time-stepping approach for simulating transient
flows. The careful selection of these parameters is vital to achieving

computational efficiency and accurate results.

The Navier-Stokes equation is expressed in terms of the mass and
momentum conservation over time and space. It is fundamental in most fluid
flow problems, including turbulence modelling simulation. Therefore, the
equations' inherent complexity necessitates additional modelling for turbulent
flows. The Reynolds-average Navier-Stokes equation RANS are restricted to
averaging the Navier-Stokes equation over time. This leads to the
decomposition of the Navier-Stokes equation, which provides the basis of the
RANS and LES equations. RANS offers a time-averaged representation of
turbulent flows, while LES captures large and filtered small turbulent scales.
Understanding these equations is important for selecting an appropriate

turbulence model in CFD simulations.
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The final stage of CFD methodology focuses on the geometry description,
offering insights into the design parameters governing the vertical tailplane
structure. This stage provides a detailed examination of the physical
characteristics and specifications influencing the aerodynamic performance
and structure of the vertical tailplane. Each stage, from pre-processing to the
intricate details of turbulence modelling and geometry description, contributes

to understanding fluid flow simulations.

3.2 Simulation Design

In this project, the Ansys Fluent Finite volume software package is used to
test against the baseline and flow control concepts results obtained from the
wind tunnel experimental data. The vertical tailplane model is employed as a
test case; it is essential to accurately estimate and resolve the complex airflow
around the vertical tailplane. The Fluent software utilises the Reynolds-
averaged Navier-Stokes Equation and Large Eddy simulation to compute the
airflow field over the tailplane structure. The CFD approach using turbulence
modelling has significantly increased confidence in aerospace studies,
particularly regarding verification and validation with experimental data

(Bardina et al. 1997; Mereu et al. 2019; Yossri et al. 2021).

The mesh for the RANS simulation was generated around the vertical
tailplane. Five different meshes were generated for the sensitivity study,
highlighted in section 4.2. In this stage, the results obtained from the meshes
are compared with the experimental data. A different mesh was generated for
the LES part, and the simulation results are compared to the experimental data

and the RANS results for the force coefficients, as shown in Fig 4.12.

3.3 Solver Selection

Solving fluid flow problems in computational fluid dynamics (CFD)
requires the selection of an appropriate solver that can accurately and
efficiently simulate fluid behaviour within the Fluent code. One of the most
used solvers is the pressure-based solver. However, this solver has two
variants: the segregated solver and the coupled solver.

Here, we focus on the coupled solver and how it differs from the segregated
solver. The coupled solver is a pressure-based solver that simultaneously

solves both the momentum and continuity equations. This solver does not
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require a pressure correction equation, a significant advantage over the
segregated solver (Riella et al. 2019). By not requiring a pressure correction
equation, the coupled solver can accelerate the convergence process, leading
to faster and more efficient simulations (Pascau et al. 1996). Therefore, the
coupled solver requires less computational time to achieve convergence than
the segregated solver. This is because the coupled solver solves both the
momentum and continuity equations simultaneously, which leads to faster
convergence. Moreover, the coupled solver is more effective than the

segregated solver on structured grids.

However, there are some drawbacks to using the coupled solver. One of the
most significant disadvantages is that it requires additional memory compared
to the segregated solver (Guo et al. 2022). This is because the coupled solver
simultaneously solves the momentum and continuity equations requiring
additional memory. Additionally, the energy and turbulence equations are
independently solved, which can lead to inaccuracies in some simulations.
Despite these drawbacks, the coupled solver is widely used in CFD simulations,

particularly in cases where faster convergence is needed.

The coupled solver has been the subject of numerous studies, and
researchers have proposed several modifications to improve its performance
and reduce its memory requirements. Falk and Schifer (2013) developed a
modified version of the coupled solver that reduces memory requirements
while maintaining accuracy. Their modification uses a multi-grid approach to
decrease the number of iterations required to achieve convergence. This
approach reduces solver memory requirements while maintaining accuracy,

making the coupled solver a powerful tool for CFD fluid flow simulations.
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3.4 Governing Equations

The Navier-Stokes equation serves as a foundational expression for the
conservation of momentum in fluid flow, applicable across a range of
problems, including those involving turbulence modelling simulations.
However, the inherent complexity of turbulent flows prompts the need for

modelling.

Reynolds-averaged Navier-Stokes equations (RANS) address this
complexity by averaging the Navier-Stokes equation over time. RANS provides
a time-averaged representation of turbulent flows, while LES resolve the larger
and modelled the smaller turbulent scales. Understanding this equation
becomes crucial in selecting an appropriate turbulence model for CFD

simulations.

The continuity equation and the Navier-stokes equation is given as follows:

dp O _ (3.1)
ot B_Xi(pui)_o
O ou)ed (ouu) = op O u (3-2)
ot P O PHits) = 0x; “axjaxj

3.4.1 RANS Method equations

The RANS equations are derived from the decomposition of Eq. (3.1) and
(3.2) This decomposition process is termed as the Reynolds decomposition

and that makes the RANS equation time-averaged over the fluid flow.
=P+ @ (3.3)

Equation (3.3) shows the decomposition of the instantaneous components
@ in terms of the average ¢ and fluctuating components ¢'. The quantities here
are presented in a scalar and vector form where ¢ can be velocity, pressure, or
other flow variables. The Navier-Stokes equations are differential equations
describing the motion of fluids. After the substitution of the decomposed
components, the time average of the continuity and momentum equations with

the mean overbar is given in Eq. (3.4) and Eq. (3.5), respectively. These
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equations are the outcome of the Reynolds decomposition where the mean

fluctuation components are zero.

op 9 (3-4)
E+ G_Xi(pui) =0

( W) + o ( i) = 6[‘) 9 %4.%_35.. ot +i(_ o) (3-5)
pU; puiY, aX an an 3 ij aXi an pu;y;

Equation (3.5) shows that there is a term - puluJ, which accounts for the effect
of non-linearity due to turbulence known as the Reynolds stress. The Reynolds

stress must be modelled to close the equation.

3.4.2 LES Simulation

In the LES simulation, the average quantities in the Navier-Stokes filtered
the small scale. In other words, the large scales are resolved while the small
scales less than the filter are filtered using the subgrid scales (SGS). The
filtering is vital in this aspect as it ensures that the resolution of the large scales
is accurately resolved, denoting the filtered quantities by hat ("), the residual

stress 7;; and the filtered Navier-Stokes equation are given by the following

equation.
T =Py -pl 1) (3.6)
0 o, ou, 2_. 01,
ar (p l)+ (pul ])_ Ao 8X }1<8_Xj+8—xj-§6ij 6_x1>l+
(3.7)
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3.5 Subgrid Scale Models

In LES, the subgrid models are employed to account for the unresolved
scales. There are different methods used in the implementation of the subgrid
models. However, the popular among the methods deals primarily with the
eddy viscosity in the filtering processes of the unresolved scales. The
approach is based on the Boussinesq assumption that the the subgrid eddy

viscosity u, is given in terms of the subgrid stress tensor T;; and strain rate
tensor gij as given in Eq. (3.8)

1 & .8

Tij'ngkSij:_2ptSij (3 )

The strain rate tensor gij can be expanded in terms of the velocity components

as follows:

g 1 <81’IL aﬁ,) (3.9)

u 2 aXJ aXi

3.5.1 Smagorinsky Model

One of the widely used subgrid models was proposed by Smagorinsky
(1963).The model is also based on the eddy viscosity introduced as a subgrid
model to solve the unresolved scales of the LES. In this model the subgrid

eddy viscosity is related to the subgrid strain rate and the mixing length.

,=(Cs0)2[S] (3.10)
Where the C; and A are the Smagorinsky constant and the filter width while

[gj = /ZSijSij. The Smagoronsky constant can be adjusted depending on the

application to ensure appropriate damping of the flow region. The constant
initially derived by Smagorinsky is 0.23, and recent research has shown that
a range of 0.05 to 0.5 can be suitable. However, in the Fluent LES set-up, it is

believe that the 0.1 is good for most of the flows. The filter width given as the

1
cube root of the volumes in three directions as A = (A,A,A,) / 3. Now, the
subgrid eddy viscosity of the Smagorinsky model is given by:

~ ~ (3.11)
r=(CsA)? |25;S;
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3.5.2 Dynamic Smagorinsky Model

The subgrid modelling is an approach used in fluid dynamics to estimate
the effects of small-scale turbulent motion on larger scales. Germano et al.
(1991) proposed a modification to this model, known as the dynamic
Smagorinsky model, in which the constant used in the original model is
allowed to vary with time during the simulation. One of the main issues with
the original model is that the constant cannot account for significant
dissipation in the flow. The dynamic Smagorinsky model addresses this
problem by allowing the constant to change dynamically. In the modification,
a second filter width was introduced which is called the test filter. The test filter
should always be greater than the grid filter. In the Fluent solver is assumed to

be twice the grid filter.
3.5.3 Wall-Adapting Eddy Viscosity (WALE) Model

The Smagorinsky model has been widely used, but there still exist some
shortcomings associated to the model accuracy in different applications.
However, this model finds it difficult to accurately predict smaller eddy
viscosities, which can cause disturbances during transitions. Studies
conducted by Kim et al. (2020) strengthened this concern. On the other hand,
the Wall-Adapting Local Eddy-viscosity (WALE) model has proven to be
particularly good at capturing the boundary and transition behaviour in the
near-wall region (Weickert et al. 2010). This is primarily because of its unique
ability to correct laminar zones and generate zero turbulent viscosity in the
boundary layer region, which makes it a valuable approach. As highlighted by
Arya and De (2019), the precision of the WALE model in these areas is
unmatched, making it an essential tool for researchers and professionals in the
field of fluid dynamics. The WALE model is effective with structured and
unstructured meshes and is commonly used in complex geometries because it
detects rotation and strain rates. The WALE sub-grid scale model proposed by
Nicoud and Ducros (1999), compared to the Smagorinsky model, provides a
higher production of subgrid turbulent kinetic energy and turbulent stresses

in the near-wall region (Ren et al.2013).
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The WALE model utilises a different velocity scale to overcome the

limitation of the Smagorinsky model for calculating eddy viscosity as follows:

/
(sis)” 312

(8 Sy)™+(sish™

1 =(Cut)?

The S l-dj is traceless tensor based on the velocity gradient tensor as:

VI . __ oG (3.13)
Si=5 (&°+8") - /3 (8y85"), where g= o

The WALE model coefficient constant is set to be C,, = 0.325

3.6 Discretisation Schemes

The relationship between the spatial discretisation schemes and the time
discretisation schemes used in the Fluent code is fundamental in
understanding how CFD simulations are conducted and how the numerical
solutions to governing equations are obtained. The governing equations are
solved using the Fluent code's finite volume method (FVM). The FVM
discretises the computational volume into discrete control volumes, allowing
the conservation of mass, momentum within each volume. The numerical
results depend on the synergy between the spatial and time discretisation
schemes where the spatial part ensures the accurate representation of the
equations within the control volume. Meanwhile, the temporal part is ensuring

the evolution of the flow over a time.

The finite volume method is a technique that uses divergence operators to
solve conservation equations expressed as partial differential equations. This
method involves applying the Gauss theorem and to convert volume integrals
into surface integrals within the control volume. To achieve this, the
computational domain that contains the cell elements is divided into finite
cells within the control volume. Then, the variable values are assigned to the

cell faces or volume centers after domain decomposition.
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3.6.1 Spatial Discretisation Schemes

Different spatial discretisation schemes are available in the Fluent code.
These schemes are usually represented using an upwind schemes interpolation
of the cell centre values. The discretisation of the computational domain into
smaller cells significantly influences the accuracy of the numerical solution.
However, the choice of the discretisation scheme such as the first order upwind
schemes and the central differencing schemes determines how the values at
cell faces are interpolated. The selection of the schemes influences the
continuity and momentum equations; therefore, a careful selection will
minimise the numerical errors and ensure accurate discretisation of the flow

physics.

Since the mesh adopted in this study is structured, the face gradients can
be easily obtained using either the least square cell or the Green-Gauss node
cells method. In the RANS simulation the least square method was used while
in the LES simulation the Green-Gauss approach was employed to calculate

the face gradients at the face centre of the cells.

The momentum equations for the pressure-based coupled solver were
discretised using the bounded central differencing (BCD) scheme. This scheme
is known for providing accurate results while being computationally efficient
(Zhu and Rodi 1991). The BCD scheme represents a hybrid approach, where
the features of the pure central differencing and upwind schemes are
dynamically alternating. This approach effectively mitigates the disruptive
oscillations exhibited by the pure central differencing. The strategic
combination of central differencing and upwind elements and oscillation

stabilising mechanism makes it vital in predicting turbulent structures.

3.6.2 Time Discretisation Schemes

This study employs distinct temporal discretisation techniques for
Reynolds Averaged Navier-Stokes (RANS) and Large Eddy Simulation (LES),
modifying the approaches to the inherent characteristics of each simulation.
The implicit time step is used in the pressure-based solver utilised in this study,
where the dual time stepping technique is often employed. Like the spatial

discretisation schemes the temporal aspect is divided into discrete intervals,
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where the choice of the time discretisation scheme affects the accuracy and

stability of the simulation.

The steady-state pseudo-transient time discretisation method is
implemented in RANS simulations, utilising the incomplete lower-upper
factorisation (ILU). The pseudo-transient technique treats the RANS
simulation as transient, employing a control time formulation to achieve
comprehensive convergence toward a steady-state solution. The pseudo-
transient steps applied through the ILU method contribute to robustly

representing steady-state conditions in the RANS simulation.

The implicit and explicit schemes are two numerical methods with distinct
features and advantages. The explicit scheme uses data from the previous time
level only, making it simpler but less stable. In contrast, the implicit scheme
uses data from the previous and the next time levels, leading to increased
stability and the ability to use larger time steps, reducing simulation time. The
explicit scheme’s stability depends on constraints related to the smaller time

step size and the courant number.

Conversely, the nature of the LES simulations being inherently transient
calls for the application of implicit dual time stepping as a temporal
discretisation strategy. The time discretisation accuracy used is the bounded
second-order implicit time integration. This method involves a sequence of
iterations within each time step, characterised by its dual nature. The flexibility
of conducting numerous iterations per time step, using a defined time-step size
(At), aligns with LES simulations' dynamic and transient nature, ensuring
accurate depiction of the evolving flow conditions. The technique is highly
recommended particularly in capturing transitional flow behaviour without

compromising the computational stability and accuracy.

In the context of steady-state simulation, an implicit formulation of the
linearised equation utilises a combination of the Euler implicit discretisation
and the Newton linearised equation for time discretisation. This steady-state
time discretisation approach effectively achieves the governing equations'

convergence.
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The temporal discretisation process is accomplished when the system
reaches a steady state. The governing equations no longer exhibit significant
changes in this scenario, indicating a stable and unchanging pattern. This
achievement signifies the completion of the simulation process. The pseudo-
transient method is employed to regulate the pseudo-time step behaviour of
the flow in steady-state simulations. This method acts as a control mechanism,
influencing the convergence behaviour by adjusting the pseudo-time step. By
implementing the pseudo-transient method, the simulation ensures stability
and accuracy in capturing the steady-state conditions, contributing to the

reliability of the overall numerical solution.

Implicit-time stepping denotes a simulation technique featuring dual time
stepping for unsteady conditions. This approach finds its application primarily
in scenarios characterised by unsteady turbulence behaviour, especially in the

context of flows exhibiting low Mach numbers.

3.7 Turbulence Models

An incompressible steady-state simulation is performed using RANS
models. The RANS models used throughout this study include the one-
equation Spalart-Allmaras model, two-equation models k-o SST and k-& and
the transition three-equation model k-kl-w. All the models are available in the
Fluent flow solver. Here, the details of the model’s transport equations and
constants utilisation in the solver are given in detail. From Eq.3.2 of the RANS
equation, the Boussinesq hypothesis is used to relate the Reynolds stress and
the mean velocity gradients as follows:

— 8171+8ﬁ] 2( - auk)s (3.14)
_puiuj_pt an aXi ) k Y

3.7.1 Spalart-Allmaras Model

The Spalart-Allmaras equation is one of the eddy-viscosity models
specifically designed for aerodynamic flow at a low Reynolds number. Spalart
and Allmaras (1994) developed the model, and the transport equation in terms

of the turbulent kinematic viscosity is given in Eq. (3.15).
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o, and Cy2 are constants while S, is a user-defined function. The turbulent

2 (PV0+ 5 (pru)= Gy

v

viscosity value is given by G, and Y,. Where the G, and Y, represents the
production and destruction of the turbulent viscosity. The turbulent viscosity
is given using of the viscous damping function f, in Eq. (3.16) while the details
of terms in Eq. (3.15) and Eq. (3.16) are detailed in Diskin and Galbraith

(2023). The viscous damping function is given in Eq. (3.17).

thpvtfvl (316)
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3.7.2 Realizable k- € model

The realisable k-¢ is a two-equation eddy viscosity turbulence model
proposed by Shih et al. (1995). The model was proposed to address the general
shortcomings of the k-e¢ models in the dissipation rate modelling. The
transport equations that have been modelled for the variables, namely k and ¢

in the realisable model, are as follows:

ok 18
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The turbulence model parameters include: G, and G, are the turbulence
kinetic energies due to mean velocity gradients and buoyancy. Y,, represents
the contribution of fluctuation in compressible turbulence to the overall
dissipation rate. Constants C, and C;, are integral, and o}, and o, indicate
turbulent Prandtl numbers for k and . Additionally, user-defined source
terms S, and S, are incorporated in the model to account for external

influences on the turbulence characteristics.

3.7.3 Shear Stress transport k-o Model

The k-o SST model is a two-equation model derived by Menter (1994) from
combining the original k-» model and standard k-e model to enhance the flow
on the wall surface. The k- SST model is a two-equation eddy viscosity model,
proven robust and accurate in aerofoil research by Kandula and Wilcox (1995),
was affirmed by earlier studies by Whitlock Mentor and Jones (1995) for multi-
element aerofoils. In a recent numerical investigation by Fatahian et al. (2020)
using Fluent software, the k-o SST model demonstrated reliability, showcasing
substantial agreement with experimental data in studying a three-element

aerofoil. The transport equation for the k-0 SST developed by Menter is given

as:
0 0 _ 0 ok (3.20)
3t (pk)+ % (pkuy)= % <Fk B_XJ> +Gy- Y +Sx
0 0 _ 0 ow (3.21)
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The generation of turbulent kinetic energy due the mean velocity is
represented by G, while the specific dissipation rate is given by G,,. Also, the
effective diffusivity in terms of k and w is given by I}, and I, D,, represents the
cross-diffusion, which blends the k-o model and standard k-e¢ model. S, and
S,, are user-defined functions.

1 8k dw (3.22)
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3.7.4 k-kl-o Model

The transition k-kl-o is developed purposely to improve the transition
capture of the boundary layer development. It is considered a three-equation
eddy viscosity turbulence model where the turbulent kinetic energy and
laminar kinetic energy equations are given as Kr and Ku, respectively. The third
equation of o is considered as the inverse turbulent time scales. The transition
k-kl-o models are more complex than conventional models because of the
additional equation that enhances transition onset development. The model
was developed by Walters and Cokljat (2008), and the model was tested for a
variety of applications, including aerofoils. The aerofoil results show
improvement in the prediction of the transition onset compared to the
conventional turbulence models. The equations of the turbulent kinetic energy

Kr, the laminar kinetic energy Ki, and the inverse turbulent time scale are given

as follows:
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3.8 Geometry Model Design.
This study uses the 3D VTP geometry, modified for the flow control cases

involving a leading-edge slat and undulation. The same geometry is used for
experimental wind tunnel tests and numerical simulations. The scaled model
from the experiment is adopted throughout the study to compare numerical
simulation with experimental data easily. The test model is selected to fit in the
wind tunnel facility, with a span of 0.4m, essentially the height of the VTP in
the spanwise direction, as highlighted in Fig. 3.1 (a).

A symmetrical aerofoil is required for the vertical tailplane structures, which
makes the rudder and stabiliser symmetrical. Although the stabiliser will be
fixed while the rudder is deflected, the symmetrical behaviour is translated to
both ends. The rudder chord is 30% of the overall chord, and the largest rudder
deflection of 30° was considered in this study to investigate the separation
behaviour of the VTP further. The NACA 6410 aerofoil shape used in this study
is a symmetrical aerofoil that produces no lift at an angle attack of zero. Fig.
3.1 (c) indicated a 2D symmetrical aerofoil profile of the VTP with a sharp

trailing edge. For reference and traceability of the airfoil geometry, please see

Appendix A.
Ctip = 0.148m
(a) , (b)
MAC = 0.2455
’rl b =0.4m
27.29
4 /
Croot =0.322m

(c)

Fig. 3.1: (a)Planform, (b) 3D Geometry and (c¢) Symmetrical aerofoil profile
of the VTP with sharp trailing edge.
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Table 3.1: VTP parameters.

Trapezoidal dimensional parameters
Span (b) [m] 0.4
Root chord [m] 0.322
Tip chord [m] 0.148
Sweep (1/4) [°] 27.2
Dihedral [©] 0
Surface [m] 0.375
Aspect Ratio 0.425
Taper Ratio 0.46
Trapezoidal MAC [m] 0.2455
3.9 Mesh Generator

In computational fluid dynamics (CFD), mesh generation is crucial for
accurate simulations, particularly in capturing intricate flow phenomena. This
study utilized the Gambit meshing tool to create a structured mesh focused on
the VTP region. Gambit provided a comprehensive platform for mesh

development, ensuring the integrity and completeness of the VTP CAD model.

A notable advantage of Gambit is its control over meshing, particularly in
clustering hexahedral elements around the VTP surface, essential for
turbulence modelling. This practice adhered to the best practices in LES mesh
generation, aiming for high-quality meshes. Special emphasis was placed on
LES mesh refinement around the VTP, strategically applied in streamwise,

wall-normal and wake regions.

Understanding the pivotal role of mesh quality in CFD studies, this
investigation prioritised mesh refinement along the leading and trailing edges
of the tail as shown in Fig. 3.2 (a,b). The Gambit tool, central to this study
offered flexibility, control, and precision in creating structured meshes. The
hexahedral mesh, though time-consuming, was recommended for LES due to

its advantages in reducing simulation time and providing high resolution.
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Fig. 3.2: (a) Symmetrical aerofoil Profile of the VTP with the zoom leading

edge mesh refinement, (b) 3D view of the mesh Geometry.

Despite the advantages of hexahedral mesh, such as reduced simulation
time, it lacks the flexibility to easily adapt to mesh elements and geometry
changes compared to the tetrahedron mesh approach. However, the consistent
arrangement of elements and internal angles in the hexahedral mesh proved

beneficial for achieving high resolution in scale-resolving simulations (see Fig

3.3(a).

The VTP is enclosed in a domain-like rectangular shape representing the
wind tunnel set-up (see Fig 3.3 (b). In this study, the wind tunnel size was
found to be smaller to be reflected in the numerical domain. Therefore, the
domain was extended in both directions to ensure a stable simulation run with
better accuracy. The wind tunnel size results in an unstable simulation with a

reverse flow generated due to insufficient wake region size.
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Fig. 3.3: The VTP with the zoom mesh refinement in the computational

domain (a), 3D view of the domain mesh (b).

The computational domain is assigned a boundary condition to facilitate
the simulation run. In this large computational domain, the inlet is assigned a
boundary condition of velocity inlet where the turbulence level and other
parameters are entered. A pressure outlet was assigned conditions similar to
the velocity inlet conditions on the outlet side. For the computational domain,
one wall was assigned with a slip condition close to the root of the VTP to
ensure an effect on the boundary layer. The VTP is assigned as a no-slip
condition while the other walls are all assigned to freestream conditions

because the computational domain is large enough to reflect any impact.

3.10 Computing Cluster

The simulation process for the VTP was conducted using the high-performance
computing (HPC) facility at the University of Nottingham. The Augusta HPC
facility is equipped with both cloud and on-premise computing capabilities. It
comprises 4,700 cores, 31 TB of RAM, and 6 GPUs with 750 TB of storage
dedicated to GPU users. All RANS and LES simulations were performed using
the Augusta HPC facility at the University of Nottingham. The suitable
partitions utilised during the simulation process are presented in Table 3

below.
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Table 3.2: Augusta HPC partitions.

Partition Name | Number of Nodes Available

defq Each compute node has 40 cores. There are 90 nodes
available in this partition with usable memory of 179 GB.

A job can run for a maximum of 168 hours.

mmemq There are 12 nodes in this partition with usable memory

of 755 GB. A job can run for 168 hours

hmemq This is a high memory compute node with only 1 node of
80 cores. A job can run for 168 hours with a usable

memory of 1476 GB

Shortq This partition can run only for 12 hours with a usable

memory of 179 GB. The partition contains 12 nodes of

each 40 cores.

High-Performance Computing (HPC) performance is crucial for simulations
involving many nodes. This study's typical LES study with approximately 22
million cells is computed using 96 cores. On average, it takes two weeks to
complete the simulation, excluding waiting time or IT maintenance. However,
each job can only run for 7 days before exiting automatically. Consequently,

jobs must be resubmitted to achieve solution convergence.
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3.11 Chapter Summary

This chapter explores the numerical methods used to implement the
simulation processes. The numerical methodology is based on the Ansys
Fluent code in solving flow fields over the VTP using different turbulence
modelling and scale-resolving techniques.

The design of a simulation is critical to the simulation process. It involves
preparing various stages, from pre-processing to post-processing, to ensuring
the replicability of wind tunnel experimental data results. Each stage is

considered carefully to achieve accurate results.

In the simulation process, selecting the right solver should be based on the
designed parameters. Since the flow is incompressible, a pressure-based
coupled solver should suffice to investigate the flow field around the VTP.

The Navier-Stokes governing equations are solved for both the RANS and
LES models. In the RANS model, extra equations of the turbulence models are
solved along with the continuity and momentum equation. In LES, the
selection and implementation of the subgrid model are critical to account for
the unresolved scales. A thorough analysis of the modes was conducted, and
the WALE was selected due to its advantages in returning the asymptotic

viscosity to zero compared to the existing models.

The simulation can only run with the combination of the spatial and
temporal discretisation schemes. Both schemes were carefully selected for a
better solution method and stability of the simulation.

A detailed overview of the geometry model and mesh generation methods
was given. Mesh generation is the most crucial part of the pre-processing
process, particularly in the case of scale-resolving LES simulation. The
hexahedral mesh was implemented throughout for better resolution and faster

running time compared to the tetrahedron approach.
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4. Chapter four

BASELINE RANS AND LES SIMULATION WITHOUT RUDDER DEFLECTION

4.1 Introduction

This chapter investigates the Reynolds-averaged Navier-Stokes equation
RANS using various turbulence models, which are crucial for assessing the
flow performance over the VIP. The RANS is commonly employed when the
goal is to determine aerodynamic coefficients (Catalano and Amato 2003), as

outlined in Chapter 2 of the literature.

The consideration of the RANS is also valid for industrial applications,
where the aim is to solve the side force and drag force coefficients (Corson et
al.2009; Bush et al. 2019). Four turbulence models were utilised to analyse the
flow over the VTP, and their performance was thoroughly investigated. The
one-equation model (S-A), two-equation models k-o SST and k-e¢, and
transition model k-kl-o were selected to ensure a thorough investigation of the
aerodynamic predictions and characteristics of the flow physics. All the
turbulence models were tested for different sideslip angles from the lower to
the higher sideslip angles (-10° to 30°). The performance of these turbulence
models was compared with the wind tunnel experimental results based on the
force coefficient at different sideslip angles. The comparison shows how all
models predicted the side and drag force coefficients. The one-equation
Spalart-Allmaras (S-A) model, two-equation models k-o SST and k-e, and
transition k-kl-o model used in this study have proven to be effective in
evaluating aerodynamic performance, particularly in the pre-stall condition,

where the separation effect is not prevalent (Hassan et al. 2022).

This chapter is a prerequisite to the present study's main objective, which is
to use a high-fidelity simulation to capture the separation and utilisation of
strategies to reduce their effects on the performance of the VTP. The
expectation is always preliminary in this study, as the objective was far from
the capabilities of the turbulence models using RANS. However, as expected,
all turbulence models demonstrated a good prediction of the aerodynamic
coefficients in the attached flow. The transition models performed better in
terms of aerodynamic prediction and showed the presence of a laminar
separation bubble at the leading edge of the VTP. At rudder deflection angle &
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= 0°, the flow separation effect cannot be fully understood, as the flow remains

attached at even large sideslip angles.

One of the main objectives of this study was to utilize strategies to
understand the complex flow phenomena around the VTP. Since the RANS
computation is not accurate enough to compute the global flow separation
phenomenon and velocity fluctuations (Wokoeck et al. 2006), a LES
simulation was also used. A baseline LES simulation was conducted without
rudder deflection and was compared with RANS and experimental data to
verify and validate the simulation. Additionally, three different sideslip angles
were considered for the LES to show the impact of separation at a lower
sideslip angle, medium sideslip angle, and higher sideslip angle, which is the
stall angle. These analyses demonstrated the effect of separation and how it
can be controlled using slat and leading-edge undulation flow control devices
in Chapters 5 and 6, respectively. In general, this chapter is prepared to achieve
a preliminary flow study over the VTP using different turbulence models and
LES to be utilised in the flow control study to investigate the flow structures

and fluctuations thoroughly.

This chapter also discusses the mesh sensitivity analysis of the RANS
computation to ensure accurate results. Five meshes with refinement in the
streamwise, spanwise, and wall-normal directions were used for the analysis.
However, comparing the side-force Cs, drag-force coefficients Cd, and surface
pressure coefficient for different meshes highlights the importance of mesh
refinement (Ahmed et al.1998). Therefore, systematic mesh refinement is

crucial for obtaining precise simulation results (Lu et al.2021).

4.2 Mesh Sensitivity Analysis

Performing a mesh sensitivity analysis is an integral part of the simulation
process, as it helps evaluate the accuracy of the results (Siddharth et al.2016).
This analysis involved testing various meshes to ensure that the simulation
outcomes were independent of the grid size. The objective was to verify that
the results remained consistent regardless of the number of grid points. A fully
structured mesh was employed, which usually provides a closer comparison to
the experiment than an unstructured mesh, as Karkoulias et al. (2022) recently

observed.
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This study employed five distinct meshes with refinements in the
streamwise, spanwise, and wall-normal directions. The initial cell height was
determined based on the flow parameters specified by the boundary
conditions. Table 4.1 provides detailed information on the five meshes used,
such as the number of cells generated, growth rate factor, wall y+, first cell
height. The y* is the dimensionless wall distance of the grid spacing. At the
same time, the growth factor is a parameter used to control the grid refinement
from the region of interest where the fine mesh is desirable to the area where

global coarsening of the mesh is enough.

It is worth noting that a consistent growth rate was maintained when the
wall y+, was varied in all cases. This allowed us to obtain detailed information
on the sensitivity of the results to mesh parameters. The results of this study
provide a comprehensive understanding of the influence of mesh parameters
on simulation results. These can be used to optimise the mesh size for future

simulations.

To analyse the aerodynamic forces and transition behaviour associated
with turbulence for the VTP, we conducted a comprehensive grid study using
the k-kl-o transition, known for its robustness (Rahimi et al. 2014). The model
can predict the laminar separation bubble by considering the natural and
bypass transition mechanisms and accounting for the production and
dissipation terms (Mishra et al.2019). The results of our study show that a finer
mesh contains nearly four times more cells than a coarser mesh. Different
meshes are summarised in Fig. 4.1 to indicate the resolution of the mesh
refinement. Similarly, the surface y* of the meshes shown in Fig. 4.1 are

illustrated in Fig. 4 .2.
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Fig. 4.1: Mesh refinement of three different meshes on the VTP.

Table 4.1: Details of meshes used for sensitivity analysis.
Mesh Number of | Growth | Height of the | Corresponding
cells Factor | First cell y*

M1 5,870,000 | 1.08 1.27 x 107* 7.3

M2 8,610,000 | 1.08 4.96 x 107 | 3.5

M3 12,800,000 | 1.08 143 x 107° | 1.14

M4 16,307,000 | 1.08 1.41 x107° 1.15

M5 20,800,00 | 1.08 2.92 x107° 0.25

M3
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Fig. 4.2: Corresponding Surface y* of three different meshes on the VTP.
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This study aimed to assess the effectiveness of five distinct meshes by
analysing the side force and drag force coefficients at a sideslip angle of =
10°. The results of this analysis are shown in Fig. 4.3. This finding
demonstrated that coarse mesh M1 overestimated the side force and drag force
coefficients owing to fewer nodes associated with streamwise and spanwise
directions. However, M2 and M3 demonstrated enhanced Cs values, with M3
predicting Cd values similar to the refined meshes of M4 and Ms5. This
indicated that after M3, all meshes became grid-independent with respect to
the Cs and Cd values. The impact of mesh refinement in the spanwise direction
can be observed in M4, where additional refinement in the wall-normal
direction did not alter the force coefficient values. It is concluded that mesh
refinement must be systematically executed to ensure that the grid refinement
in the streamwise, spanwise, and wall-normal directions does not impact the
solution. It was also observed that the side force and drag force coefficients did
not depend on the mesh density from M3, which was also reported in a
different study by Rogowski et al. (2021), where the lift and drag coefficient
behaviour was consistent when the mesh density satisfied the governing

equations.
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Fig. 4.3: Comparison of side-force Cs (a) and drag force Cd (b) coefficients of

five different meshes.

Figure 4.4 details the surface pressure coefficients of four distinct meshes.
Compared to the other three meshes, the M1 coarse mesh displays an
overshoot pressure coefficient along the mid-span on the stabiliser leading
edge. This is because of the low node count in both directions; there is not

enough streamwise and spanwise node count, so there is a higher prediction of
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Cs and Cd. The spanwise cut sections for ) = 0.15 and n = 0.75 in Fig. 4.5
display (-Cp) was under-predicted, as shown in Fig. 4.5 (b), particularly in the

area closer to the tip.
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Fig. 4.4: Comparison of surface pressure coefficients for four different

Cp

meshes.

Figure 4.4 compares the surface pressure coefficient of all the meshes at the
spanwise section of i = 0.15 in Fig.4.4 (a). The high-pressure peak observed at
the leading edge of the suction side of the coarse to finer meshes indicated the
importance of mesh refinement. The finer mesh displayed superiority over the
coarse mesh due to enough node distribution across the span. This is the
reason for considering the mesh resolution before the simulation. The mesh's
accuracy would give the study confidence that further refinement will not
affect the solution regarding the aerodynamic coefficients and transition effect.
M3, M4, and M5 showed good conversion at the suction side of the outboard
region, as shown in Fig. 4.4 (b) for nj = 0.75. All the meshes can be utilised in
this study, except for the M1 and M2 meshes. Even without experimental
pressure coefficient data, an independent study provided the required

confidence in the outcome of the numerical solution.
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Fig. 4.5: Surface pressure coefficients of five different meshes (a) n = 0.15,

(b)n =o0.75.

Figure 4.6 illustrates the behaviour of the surface friction coefficients for the
four selected meshes, similar to the surface pressure coefficients in Fig.4.4. The
skin friction coefficient is presented alongside the skin friction lines on the
suction side of the VTP. The M1 mesh decreases skin friction compared to the
other three meshes (M2, M3, and M5). However, the skin friction lines and

coefficients exhibit similar behaviour as the number of cells increases.
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Fig. 4.6: Comparison of Skin friction coefficients for four different meshes.

Similarly, the skin friction coefficient plot in Fig. 4.7 captures the flow
separation and reattachment, similar to the surface pressure coefficient plot in
Fig. 4.4. The skin friction coefficient increased with the grid size. Pressure and
skin friction coefficients are widely used for detailed grid refinement around

aerofoils (Diskin et al.2015).
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Fig. 4.7: Skin-friction coefficient of five different meshes: (a) n = 0.15, (b) 5
= 0.75.

4.3 Effect of Turbulence level

The influence of turbulence intensity on aerodynamics cannot be
overestimated, as it directly impacts crucial parameters, such as lift and drag
coefficients, pressure coefficient, and Reynolds number (Damiola et al.2023).
The lift and drag coefficients are the primary indicators of an object's
aerodynamic performance, and the turbulence intensity can be altered by
changing the airflow around the object (Li et al.2011). These parameters play
a fundamental role in determining aerodynamic performance, where the
turbulence intensity increases the force coefficient by delaying the stall
(Abdullah et al.2001). It was also found that an increase in turbulence intensity
can reduce the lift coefficient at a lower angle of attack in CFD computation of
NACA 0012 aerofoil (Zhang et al. 2020). The Reynolds number and turbulence
intensity were found to have a significant impact in predicting the formation
of laminar separation bubbles and the subsequent reattachment of the flow.
Table 4.2. Summarises the side force and drag force coefficients for five
turbulence levels investigated in this study.

Table 4.2: Side and drag force coefficients at different turbulence intensities.

Tu (%) Cs Cd

0.1 0.999 0.332
0.2 0.993 0.331
1 0.996 0.331
2 0.997 0.332
4 0.999 0.332
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The pressure coefficient is also crucial because the turbulence intensity can
modify the pressure distribution around the VTP. According to Fig. 4.8, the
primary effect of turbulence level can be seen on the transition point close to
the leading edge. A high turbulence intensity typically decreases the suction
negative pressure coefficient (Orcid 2021), by promoting boundary layer

transition to turbulence.

The effect of the turbulence level was only studied at higher side slip angles
of B = 20°, which is the stall angle according to experimental results. However,
the turbulence model used is the transition k-kl-o. Similarly, the skin friction
plot (Fig. 4.9) for i = 0.15 and 1) = 0.75 indicated the turbulence effect where
Tu-2% shows a higher rise in the skin-friction closer to the leading edge

compared to the others.
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Fig. 4.8: Effect of turbulence intensity on Pressure coefficient at spanwise

cut sections of ) = 0.15 (a) and n = 0.75 (b).
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Fig. 4.9: Effect of turbulence intensity on Skin-friction coefficient at

spanwise cut sections of n = 0.15 (a) and 5 = 0.75 (b).

4.4 Convergence in Numerical Simulation

This section investigates the convergence of RANS computation and the
LES simulation. All the turbulence models converged to a steady-state solution
after an iterative process. The one-equation model (S-A) models show the
fastest convergence, followed by the two-equation models (k- SST and k-¢).
The transition model k-kl-o, however, leads to unsteady-like fluctuations at
higher sideslip angle and the residuals stagnate without decreasing to a certain
level. Therefore, it is recommended that both the residual and integral values

be checked to assess the quality of the simulation.

Nevertheless, with the adjustment of the numerical schemes and pseudo-
transient time step, all sideslip angles converged to a steady-state solution, as
shown in Fig. 4.10. The turbulence model residuals were considered
satisfactory if the imbalances were below the specified criterion of 10-3. Each
solution showed a notable decrease in residuals, although the convergence
assessment primarily relied on the force coefficients obtained. During the
iterative process, a pressure residual of 104 and below was achieved for all

turbulence models.
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Fig. 4.10: Steady-state variations of Cs and Cd during the numerical
simulation of different turbulence to models to show convergence for § = 0°

and B = 14°.

In the case of LES simulation, the solution is derived by averaging
fluctuations over time, as shown in Fig 4.11. Here, the non-dimensional
convection time is defined by t* =t - U~ /c. A different mesh was generated

for the LES case with 22 million cells.

The convergence results for B = 8° and 3 = 14° show that all sideslip angles
reached a stable solution based on the average values (Fig. 4.11). However, the
convergence was determined by meeting the residual criteria, with the
continuity equation settling below the 104 threshold. Attempting stricter
convergence by reducing the continuity equation to 10 yielded a solution
similar to the previous state. The tighter the residual convergence criterion,

the slower the simulation time.

The first grid point of y* was checked after the simulation and is presented
in Fig. 4.12, where y+ was found to be y*<1. The plots were obtained at § = 8°

and 3 = 14°.
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numerical simulation to show convergence for § = 8° and 3 = 14°.
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Fig. 4.12: LES Surface y* around the vertical tailplane surface for § = 0° (a)
B=8°, (b) B = 14°.
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4.5 CFD simulation validation of the Wind tunnel experiment

In this section, the numerical simulation of the VTP was performed using
the LES simulation method with rudder deflection 6 = 0° at a side slip angle of
B = 14°. The simulations were carried out with and without the wind tunnel
walls to establish the CFD correction factor of the wind tunnel wall
interference. The numerical simulation of the wind tunnel model (with wall)
and the freestream simulation were conducted without a gap between the root
of the VTP and the floor. This allows for a direct comparison of the two cases,
as they share a similar computational domain of the floor surface with slip
boundary conditions. The virtual CFD wind tunnel utilised the exact
dimensions of the physical wind tunnel with walls. In contrast, the freestream

case used a large computational domain.
4.5.1 Description of Experimental Set-up

An experimental study was conducted at the University of Nottingham
using a vertical stabiliser model with a rudder in a low-speed, open-return
wind tunnel. The test section measured 1.5 m x 0.9 m x 0.9 m (length, height,
and width), with a freestream velocity of 10 m/s (see Fig. 4.13). The wind
tunnel experimental model details are described by Dong et al. (2022) and Kim
et al. (2022), in different studies. In this study, the experiment was conducted
in-house by group member Yaxing Wang who also contributed to the article
detailing the wind tunnel setup by Dong et al. (2022). At an angle of attack of
15°, the blockage of the test model in the wind tunnel test section was less than
3%. Therefore, the leading edge of the test model is 1.5 MAC from the wind
tunnel side walls, making the wall’s effect on the load measurement negligible.
The dimensions of the VTP model are described in section 3.8, which indicates

the full geometry used in the wind tunnel and the numerical simulation.
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Fig. 4.13: Wind tunnel configuration and the test model. All dimensions are

in mm.
4.5.2 Numerical Virtual Wind Tunnel

The computational domain and mesh are illustrated in Fig. 4.14 for the
virtual wind tunnel numerical simulation. A structured mesh was generated
across the computational domain, and the VTP had 19 million cells with a y*<1.
A dense mesh cluster is visible around the VTP root and tip sides, as shown in
Fig. 4.14(b). The number of mesh points is coarser away from the VTP, with a
higher concentration of mesh points clustered around the vicinity of the VTP,
as clearly shown in Fig. 4.14 (b). The outer domain of the virtual wind tunnel
case accurately represents the wind tunnel model dimensions with an
upstream length like the physical wind tunnel model. The boundary conditions
used for the virtual wind tunnel case are velocity inlet at the inlet, the outlet's
pressure outlet, and the root base is assigned symmetry condition. At the same
time, in the VTP model, the side walls and the top wall are categorised as walls

with no-slip condition.

78



(a)

(b)

Fig. 4.14: The computational domain of the CFD wind tunnel model (a) and

the mesh of the computational model (b).
4.5.3 Numerical Freestream conditions

The freestream case utilised a larger computational domain than the
numerical virtual wind tunnel case. The computational domain of this case
extends 30 chords upstream from the VTP leading edge and 21 chords to the
top wall, while the side walls are 18 chords from the test model. In this case,
the computational domain and VTP geometry are shown in Fig. 4.15(a). In
contrast, the computational domain mesh is illustrated in Fig. (4.15b). A
different mesh is generated differently from the numerical virtual wind tunnel
case; the total number of mesh cells in this case is around 22 million. The mesh
refinement is clustered mainly close to the test model, with over 85% of the
mesh cells. Therefore, the grid points are maintained coarse in the far-field
domain and along the tunnel's side walls. Additionally, this setup utilises a
velocity inlet and a pressure outlet at the inlet and outlet, respectively. The
second-order upwind accuracy and bounded central differencing schemes
were used to evaluate the continuity and momentum equations for both cases

of the CFD wind tunnel and CFD freestream condition.
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Fig. 4.15: The computational domain of the freestream model (a) and the

mesh of the computational model (b).
4.5.4 Numerical CFD Result Comparison

Based on the parameters in Table 1 below, the force coefficient results from
the CFD freestream and CFD wind tunnel simulations were analysed. The CFD
wind tunnel simulation indicated increased side force and drag coefficients
due to the entrapped air in the small domain. Therefore, the blockage due to
the wall effect contributed to the increase in the Cs and Cd. There is a negligible
difference in the change in value of the drag coefficient ACd = 0.00078 at the
side slip angle of § = 14°, while a small difference is observed for the side force
coefficient ACs = 0.031. The LES result captured the flow interaction with the
CFD wind tunnel and the CFD freestream case with a larger computational
domain, showing no major differences in the force coefficient’s performance.
The change in the force coefficients is calculated by subtracting the CFD wind

tunnel case from the CFD freestream case.
Change in Force Coefficients = CFD Wind tunnel — CFD Freestream

Table 1: Comparison of the CFD virtual wind tunnel and the CFD Freestream.

Force Experiment | CFD-LES | CFD-LES ACFD
Coefficients Freestream | Wind tunnel

Cs 0.76343 0.75023 0.78154 0.031
Cd 0.20945 0.17486 0.18271 0.0078
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Qin (2003) established the best practice for assessing real freestream
conditions in physical wind tunnels by relating CFD freestream and CFD wind
tunnel cases. A similar study used this approach to calculate changes in CFD
between far-field conditions and virtual wind tunnel conditions with solid
walls (Haque et al. 2016). This method effectively evaluates the accuracy and
differences in aerodynamic simulations under various boundary conditions,
ensuring reliable results in wind tunnel testing and computational fluid

dynamics analysis.
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Fig. 4.16: Comparison of the side force coefficient (a) and drag coefficient (b)

between the experiment, CFD wind tunnel, and the CFD Freestream case.

The simulation of rudder deflection & = 0° at a side slip angle of § = 14° can
be considered as a near -stall angle where the flow is partially separated on the
surface of the VTP, as shown from the experimental data in Fig. 4.16.
Therefore, the comparison of the force coefficients between the experimental
data, the CFD wind tunnel, and the CFD freestream case shows a good
agreement, as shown in Fig. 4.16(a) for the side force coefficient and Fig.
4.16(b) for the drag coefficient. The side force coefficient compared better with
the experimental data than the drag coefficient. This is due to the sensitivity of
the drag coefficient to other attached structures that are not modelled in the
numerical simulation. Overall, the comparison between the CFD wind tunnel
and CFD freestream conditions shows no major differences, as both sets of
coefficients nearly overlap from Fig. 4.16. It can be deduced that even at
medium side slip angles of B = 14°, where strong flow interaction with tunnel

walls occurs, the wall interference effect remains important.
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This study employs a large computational domain to easily model different
side slip angles, eliminating the need for remeshing each angle for simulation.
This approach ensures the flow is fully developed upstream before reaching
the test model, providing stability during the simulation. Although the
sensitivity of different turbulence models to the domain extent was not
studied, the large computational domain proved sufficient and stable for all
turbulence models examined. This method simplifies the process while
maintaining the accuracy and reliability of the simulation results. Additionally,
verification of the numerical virtual wind tunnel with solid walls indicated that
correcting for wall effects in the physical wind tunnel is crucial. This condition
accounts for wall interference, ensuring the simulation accurately reflects the

physical free air conditions.

4.6 Result and Discussion

4.6.1 Aerodynamic force coefficients § = 0°

This study compared only the three sideslip angles of the LES results against
the experiment data: for f = 8° considered as a medium, 3 = 14° considered
the pre-stall angle, and 3 = 20° as the stall period. RANS results are shown for
sideslip angles from -10° to 30°. Fig. 4.17 compares the wind tunnel
experimental data, four turbulence models, and LES data for the side and drag
force coefficients. The turbulence models used in this study included the S-A
model, the k-kl-o model, the k ®-SST model, and the k-¢ models.
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Fig. 4.17: Turbulence model comparison and validation: (a) side force

coefficient and (b) drag force coefficient.
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It is clear from the comparison that even the less expensive turbulence
model, the one equation S-A model, predicted both Cs and