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Abstract

Use of deuterium (2H) as a tracer combined with Magnetic Resonance (MR)

Imaging/Spectroscopy could potentially replace diagnostic techniques that

use ionising radiation such as Positron Emission Tomography (PET) imag-

ing. Proton (1H) MR scanning is used clinically and in research, but 2H

comes with a decreased Signal-to-Noise Ratio (SNR). However, thanks to

the reduced T1 relaxation times of 2H, much of the SNR loss can be com-

pensated by rapid averaging to allow for reasonable scan times. In this

thesis deuterium magnetic resonance has been implemented in healthy hu-

man participants in vivo on both 3T and 7T MR scanners to investigate

metabolism and key inherent MR parameters of 2H.

7T Multi-Echo Gradient-Echo (MEGE) images at a range of Repetition

Times (TR) values were used to obtain relaxation times (T1 and T∗
2) in

CerebroSpinal Fluid (CSF), Grey Matter (GM) and White Matter (WM)

in subjects who had ingested heavy water (D2O) to increase the 2H con-

centration by ∼x100 times. The 2H signal time-course was also measured

following initial loading and compared to estimated changes in 2H concen-

tration based on consideration of body water mixing.

Glucose with two or seven attached 2H atoms (glucose-d2/d7 respec-

tively) was ingested by healthy human participants. The change in in vivo

downstream 2H metabolite maps of semi-heavy water (HDO), glucose, Glx

(combination of glutamate and glutamine) and lactate was tracked in differ-

ent brain regions using Magnetic Resonance Spectroscopic Imaging (MRSI)

at 7T. An increased SNR was noted for all metabolites following glucose-d7

ingestion. Time-courses for each metabolite were obtained and d7/d2 signal

ratios were explained by the differing numbers of labels.

Lipid metabolism and the quadrupolar splitting of 2H signals in vivo

was investigated using a clinical 3T scanner in subjects who had ingested

D2O. An increase in 2H lipid signal was detected. Quadrupolar splitting

was quantified in skeletal muscle at different angles with respect to the B0

field, along with the isolation of a Double Quantum Filtered (DQF) signal.
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Chapter 1

Introduction

Magnetic Resonance Imaging (MRI) and Magnetic Resonance Spectroscopy

(MRS) measure signals from atomic nuclei. The most commonly used nu-

cleus is the hydrogen nucleus (1H) which consists of a positively charged

proton. This is due to the fact that 1H is the most abundant nucleus in

the human body, with an adult’s bodyweight typically being made up of

60% water (H2O) (more exact values can be estimated based on age, sex,

height and weight [1]). This means that tissues that have a larger H2O

concentration will generally have a stronger MR signal. In order to in-

vestigate, measure and quantify metabolism it is vitally important to be

able to measure small differences in the products that are created due to

metabolism (metabolites). Therefore, other reference nuclei are often used

to investigate metabolism. In doing this it is important to choose a nu-

cleus that is magnetically favourable and is found in metabolites that are

of interest. Carbon-13 (13C) [2, 3] and Phosphorus-31 (31P) [4] are of-

ten used in research to quantify metabolite concentrations in vivo. They

have lower abundance in the human body (compared to 1H), but are quite

magnetically favourable for MRS studies. Their abundances are usually

too low for direct MRI measurements, but the ability to separate differ-

ent metabolites in each spectrum is important. Recently deuterium (2H)

has been shown to be a nucleus of interest when investigating metabolism

in humans in vivo [5, 6], and the field of deuterium MR has grown at a

1



Page 2 Chapter 1. Introduction

Figure 1.1: Schematic diagram of the atomic structure hydrogen (1H, left)

and deuterium atoms (2H, right).

very fast rate thanks to its potential capabilities for investigating brain

tumours [6], along with its relatively simple implementation. It has the

potential to visualise increased tumour metabolism through increased glu-

cose concentration through the Warburg effect [7] as well as different forms

of metabolism through concentrations of downstream metabolites. It could

also be used to track metabolism changes through the course of therapy

thanks to the non-ionisation of MR techniques.

1.1 Metabolism

Disrupted metabolism is a key aspect of many life-altering diseases in-

cluding cancer and neurodegenerative diseases, such as Alzheimer’s dis-

ease (AD), Parkinson’s disease (PD) and Multiple Sclerosis (MS) [8]. AD

has a European age-standardized prevalence of 4.4% among people aged

over 65 [9]. One of the most prevalent and fatal metabolic diseases is can-

cer. In 2017 there were ∼375,000 new cancer cases in the UK [10], with

∼3% of them being attributed to tumours in the brain and other parts of

the central nervous system (CNS) [11]. The mortality rate of these can-

cers has remained significant and constant for the last decade [11]. It is

Daniel Cocking University of Nottingham
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Figure 1.2: Flow Chart demonstrating how glucose is metabolised into

Adenosine TriPhosphate (ATP) with (aerobic, blue) and without (anaer-

obic, red) oxygen being present. Healthy cells favour aerobic respiration

whilst cancerous cells prefer anaerobic respiration.

important therefore to develop tools for investigating metabolism in vivo,

and more specifically in brain tumours.

Cancer is often considered to be a metabolic disease because as part of

their growth, tumours affect and impair normal metabolism. The nucleic

acid ATP is used as energy currency in cells. In mammalian cells pyruvate

is generated from glucose via glycolysis and produces two molecules of ATP

per each molecule of glucose. In healthy cells there are then two options

for metabolism depending on the supply of oxygen to the cell, if oxygen

is readily in supply a process called oxidative-phosphorylation takes place.

Oxidative-phosphorylation is where pyruvate enters the mitochondria and

enters the citric acid cycle, also known as the TriCarboxylic Acid (TCA)

or Krebs cycle, where as many as thirty-two more ATP are produced. This

complete process is often referred to as aerobic respiration. The other op-

tion, when oxygen is not readily in supply, involves conversion of pyruvate

into lactate in the cytosol of the cell through NADH regeneration. The

University of Nottingham Daniel Cocking
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Figure 1.3: A chemical diagram of glucose indicating the position of differ-

ent carbon positions as numbers.

complete process for the creation of lactate is known as lactic acid fermen-

tation. Aerobic respiration is much more efficient in its energy production

producing around sixteen times more ATP per mole of glucose compared

to lactic acid fermentation [12].

By replacing atoms found on a glucose molecule with atoms whose

presence can be tracked, it is possible to track the metabolic products of the

glucose molecule. If the replaced atoms make their way through metabolism

into downstream metabolites such measurements it can therefore inform on

the metabolic pathway taken. There are seven hydrogens (not including

those in hydroxyl groups) in a glucose molecule which can be replaced with

2H atoms. During oxidative-phosphorylation, glutamate and glutamine

are produced (the combination of the two is referred to as Glx) and of the

seven hydrogen atoms only three are transferred to glutamine/glutamate.

During lactic fermentation three of the hydrogen atoms are also transferred

to lactate. These hydrogens come from the C1, C6 and C6’ positions in the

Daniel Cocking University of Nottingham
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Figure 1.4: Metabolic pathway for 2H-labelled glucose, where all available

sites for 2H labelling have been used. The small red circles represent in-

dividual 2H atoms, the large red circles represent two 2H atoms at the C6

and C6’ sites. The black-filled and empty circles represent 1H and quar-

ternary carbons, respectively. The TCA cycle is labelled on the diagram,

and the specific pathway for formation of glutamate and glutamine which

results from oxidative phosphorylation, is highlighted in purple. The specific

pathway for the formation on lactate resulting from lactic acid fermenta-

tion is highlighted in green. The glycolysis steps are shown from the glucose

molecule to the pyruvate molecule. This figure is adapted from Figure 5 in

[13].

University of Nottingham Daniel Cocking
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glucose molecule. The rest of the labels (C2, C3, C4 and C5) are lost in the

production of water during lactic acid fermentation and aerobic respiration.

The specific metabolic pathway undertaken after fully 2H-labelled glucose

has been ingested is outlined in Fig. 1.4, which shows how each 2H label

makes it way into downstream metabolites and also indicates where the 2H

label can be lost. It is important to note that unlabelled lactate, glutamate

and glutamine can be formed from deuterated metabolites in glycolysis and

by multiple iterations of the TCA cycle. All processes take place in the cell

and the labelled glucose travels to the desired location in the blood vessels.

Otto Warburg observed in the 20th century that tumours had a higher

rate of glucose uptake [7, 14]. There were originally quite a few theo-

ries suggesting that cancerous cells had impaired mitochondria. It is now

thought that the reason behind this effect is that cancerous cells are able

to metabolise by either oxidative-phosphorylation or by fermentation re-

gardless of how much oxygen is present to the cell. Lactic fermentation

is favoured compared to oxidative-phosphorylation even though it is less

energy/ATP efficient. This leads to an increase in lactate and a decrease

in Glx [12].

Currently the most reliable way to accurately diagnose and monitor

most cancers and metabolic diseases (such as AD [15] and PD [16]), in

a non-invasive way, is by using PET [17]. Unfortunately this technique

involves the use of a radioisotope inside the body which can put patients

at further health risks, whilst a technique that is based on MRI would

be non-invasive and not require the use of ionising radiation. Cancerous

cells have a much higher glucose uptake during metabolism than normal

cells. This is the basis behind PET imaging of cancer using 18F-labelled

FluoroDeoxyGlucose (FDG). Increased uptake of FDG in a specific region

gives an indication of the presence a cancerous tumour. FDG PET works

by attaching a positron emitting atom to the glucose analog, FDG. Once

ingested it travels to the tissues where glucose is needed most. Inside cells

the FDG is phosphorylated but cannot undergo further metabolism, and so

Daniel Cocking University of Nottingham
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Figure 1.5: Images of the brain acquired using different nuclei, in the same

scan session for the same participant using similar gradient echo sequences.

Left is a 1H image with 3x3x2.5 mm3 voxels acquired in 232 s. Right is

a 2H image obtained with 6x6x10 mm3 voxels with a scan duration of 354

s. It is important to note that the participant’s 2H level is 100x natural

abundance as they have consumed heavy water (D2O) as part of a study.

accumulates in metabolically active cells. When the 18F-label decays, the

emitted positrons annihilate with electrons, creating two photons travelling

in opposite directions. These photons can be detected giving information

on the location of the glucose and therefore information as to where can-

cer is present. A limitation of FDG PET is that because it only detects

the presence of 18F it does not provide information on any downstream

metabolites. Since the brain is constantly metabolically active it can often

be difficult to distinguish increases in metabolism compared to baseline, this

is why it is important to choose a tracer with a low abundance. Metabolite

signal/concentration maps from PET are often displayed overlaid on high

resolution anatomical images to provide accurate spatial distributions.

University of Nottingham Daniel Cocking
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Figure 1.6: Diagram showing how PET scanning works. Where the labelled

18FDG (left) is injected into participants/patients, and emitted positrons

collide with electrons (middle). And how the resultant detected signals in-

form on areas of increased metabolism.

1.2 History of 2HUsage in Studying Metabolism

1.2.1 Pre-1980

2H was discovered in 1932 [18] from consideration of the apparent mass

difference of hydrogen when measured chemically and with a mass spec-

trograph. It was rapidly realised that this stable isotope could be used

to measure metabolism. Many papers were published demonstrating this

[19, 20] for example via deuterating naturally occurring compounds such

as fatty acids, feeding them to animals and then analysing the amount of

deuterium found in bodily fluids. Shortly after this, the relaxation proper-

ties of 2H in NMR were quantified in a solution of heavy water [21]. One

possible explanation as to why it then took so long for this technique com-

bined with NMR to become popular is due to the rising interest (at the

time) [22] in use of radioactive isotopes 3H [23] and 14C [24] for metabolic

studies. The health concerns around use of radioactive isotopes led to a

Daniel Cocking University of Nottingham
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Figure 1.7: Non-localised 2H spectra obtained from the calf in vivo showing

signals from water at a chemical shift of 4.8 ppm and fat/lipid signals at

1.3 ppm.

resurgence of 2H metabolism research in the 1980’s.

1.2.2 1980 to the 21st Century

The first in vivo 2H NMR study was performed in 1986 [25] in mice. Heavy

Water (D2O) ingestion was used to increase 2H abundance, and an increase

in fat/lipid signal was measured. Shortly after this, numerous pre-clinical

studies were published that involved using heavy water as a tracer, looking

at: the brain [26], blood flow and perfusion [27] and iron stores [28]. Other

deuterated compounds then started to be used such as labelled choline

[29], with the first instance of deuterated glucose being used being in 1986

[30]. This started a trend of other studies using deuterated glucose to

investigate bacterial metabolism [31] and liver gycogen synthesis [32]. All

the aforementioned studies involved animal models. The number of studies

that involved 2H then slowed down before a long hiatus. One potential

reason for this hiatus was the success of in vivo 1H [33], 13C [34] and 31P

[35] measurements. However, there has recently been a resurgence in 2H

MR research and more specifically its use in studying metabolism.

University of Nottingham Daniel Cocking
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1.2.3 The Last Seven Years

Figure 1.8: Example NA MRSI data overlayed onto an anatomical image of

the calf. The left shows the localised Free Induction Decay (FID) data from

voxels with one voxel blown up. The right shows the corresponding localised

spectroscopic data (Fourier transform of the FID shown on the left) with

data from one voxel blown up.

[6,6’-2H2]-glucose (also known as glucose-d2) was first used in an in vivo

MR study in an animal model [5] in 2017, where both the 1H atoms at C6

are replaced with 2H. And soon after this technique was applied in vivo

in humans, where it was demonstrated that differences between normal

and tumour tissue could be seen in maps of 2H signals from downstream

metabolic products of the labelled glucose [6]. This form of glucose is cur-

rently the most commonly used deuterated tracer in research [6, 22, 36–38].

In the brain at NA only a deuterated water (HDO) peak/signal is visible

in a typical spectrum, because the noise level is higher than the 2H signals

from other 2H in other molecules. In most other organs and muscles a lipid

signal is also visible. After ingestion of glucose-d2, peaks from deuterated

Daniel Cocking University of Nottingham
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glucose (Glc), a combination of glutamine and glutamate (Glx) and lactate

(Lac) appear. Chemical Shift Imaging (CSI) or other MRSI methods, can

be used to produce maps of each of these metabolites. Production of maps

of the ratio of the Glx and Lac concentration have been shown to provide a

good delineation of cancerous tissue [6, 39]. Other deuterated compounds

have been used to measure different metabolic pathways. These include

[2H3]-acetate (acetate-d3) [6, 40], [6,6’-2H2]-fructose (fructose-d2) [41], as

well as other forms of deuterated glucose. For example [2,3,4,6,6’-2H5]-

glucose (glucose-d5) [42] has recently been found to be cheaper to produce

than glucose-d2.

1.3 Aims

The aims of the work described in this thesis are to develop 2H MRI and

MRSI scanning at the Sir Peter Mansfield Imaging Centre (SPMIC) at the

University of Nottingham at both clinical high field (3T) and ultra-high

field (7T). Work outlined in this thesis is relevant for the implementation

of 2H at a range of field strengths. The more specific primary aim of the

work described in this thesis is to set the ground for scanning patients with

brain tumours using DMI at 7T.

All the work that is outlined in this thesis involves the use of 2H MRI

and MRSI techniques and includes: measuring the relaxation times of semi-

heavy water (HDO) in different healthy in vivo brain tissues; assessing the

increase in 2H abundance as D2O is ingested in different healthy in vivo

brain tissues; using different amounts of 2H labelling of glucose to assess in

vivo metabolism in the brain of healthy participants; evaluating whether

the ingestion of D2O in conjunction with 2H MR can be used to investigate

lipid turnover and using 2H MR following ingestion of D2O to assess the

quadrupolar HDO splitting in anisotropic and isotropic tissues using regular

MRI and MRSI, as well as double-quantum-filtered MRI and MRSI.
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1.4 Description of Work

Chapter two covers the theory underlying the work that was undertaken

in this thesis. This includes the theory behind MRI and MRSI and more

specifically the difference between 1H and 2H NMR including magnetisa-

tion, relaxation and pulse sequences. This chapter also describes the extra

hardware adaptations that are needed for 2H signal detection, ranging from

amplifiers to Radio Frequency (RF) coil construction.

Chapter three reports the first measurements of 2H signals from the

brain in subjects who had ingested heavy water. A D2O ingestion routine

is outlined, as well as a scanning routine undertaken to allow the quantifi-

cation of 2H relaxation times in the human brain using MEGE scans with

different TR-values. Similar scans were then also used for some participants

to track the 2H increase that occurs immediately following the ingestion of

D2O. It was shown that the 2H increase from MRI/MRS follows what is

expected from blood sampling, and the relaxation times for different tissues

are reported with statistical significance shown.

Chapter four describes the first measurements of metabolism in human

subjects using Deuterium Metabolic Imaging (DMI) with glucose-d7. The

methodology used so healthy participants can ingest deuterated glucose is

outlined as well as the scanning routine with parameters for CSI scanning.

Increases in signal levels for all downstream metabolites resulting from

the glucose-d7 were found, suggesting that better Contrast-to-Noise Ratio

(CNR) between healthy and tumour tissue would be possible, despite the

more complicated analysis.

Chapter five describes the importance of measuring lipid turnover and

the limitations of the present methodology involving heavy-water loading

and biopsy, and suggests a new routine that uses 2H MRI/MRS instead.

A new routine of ingesting D2O is given as well as a regular scanning

routine that is repeated once every ∼14 days. Increases in 2H lipid signal

were detected, but new advances/improvements are needed to make this
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technique clinically viable.

Chapter six describes an investigation of the quadrupolar splitting seen

in the 2H signal from water in muscle, where the orientation of the mus-

cle relative the external magnetic field affects the splitting amplitude.

After participants have their 2H abundance increased by ingesting D2O,

MRSI and DQF MRSI has been used to show the relationship between the

anisotropy and quadrupolar interaction in the forearm and the calf.

Finally, chapter seven brings together all the work that has been con-

ducted in this thesis, and gives direction on any future work that may

follow from it.
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Chapter 2

Theory

2.1 How NMR Works

2.1.1 Quantum Behaviour

Many subatomic particles have a quantum ‘spin’ and it is important to

note that whilst this means the particles do not necessarily ‘spin’ in the

macroscropic sense, a strong analogy can be made to macroscopic spin

to explain the behaviour in the quantum world. This spin is linked to a

quantum total angular momentum defined by the operator J, which is made

up of quantum orbital angular momentum (L = r xp, r is quantum position

p is quantum momentum) as well as quantum spin angular momentum (S

for total spin and ms for z-component). This spin operator often refers

to fermions such as electrons that have two spin-states (m1/2 and m−1/2),

for nuclear spin angular momentum the spin operator I. The spin of sub-

atomic particles is associated with a magnetic moment. The atomic nucleus

can therefore be represented as a magnetic dipole (which is analogous to

an electric dipole) which tend to align with external magnetic fields. The

magnetic moment (µ) of a nucleus is dependent on its spin and is expressed

as

µ =
gsq

2m
S (2.1)

14
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Here, I is the nuclear spin, q is the charge, gs is dimensionless and is

known as the spin g-factor and m is the mass. The constant of proportion-

ality linking the magnetic moment to the spin is known as the gyromagnetic

ratio (γ) and is a constant for each type of nucleus, the mathematical ex-

pression for γ is

γ =
gIq

2m
(2.2)

which when combined with Eq. 2.1 gives

µ = γI (2.3)

When a nucleus is exposed to an external static magnetic field (B) it

will possess an energy which is also dependent on µ according to

E = −µ ·B (2.4)

In 1922 an experiment was undertaken [43] which showed that spin only

takes specific discrete values (mI = 0, 1/2, 1, 3/2 ...) when placed in a

static external magnetic field (B0), which gives eigenvalues for the angular

momentum operator along a specific direction, (e.g. Iz) as h̄mI . Where

mI can take values of −I to +I in integer steps. Therefore, the magnetic

moment along a particular direction and the energy will also take specific

discrete energy levels equal to

E = −mIh̄γB0 (2.5)

This is evident in Fig. 2.1. The energy of an electromagnetic photon

is directly proportional to its frequency (ν), with a constant of proportion-

ality equal to Planck’s constant h, this is known as the Planck relation.

Therefore, for a photon to be absorbed, it will need an energy equal to the

separation between quantized energy states. This relationship is expressed

as

University of Nottingham Daniel Cocking
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∆E = hν =
h

2π
γB0 (2.6)

The magnetic moment of the nuclei of interest in an applied magnetic

field B will tend to align with the field. However, due to the angular

momentum of the nuclei they will instead precess around the magnetic field,

with an associated frequency of precession. The frequency of precession is

referred to as the Larmor frequency (ν) [44]. The Larmor frequency can

also be shown as an angular frequency by ω = 2πν, which is measured

in rads−1. the Larmor frequency is therefore directly proportional to the

magnitude of the applied external magnetic field (B0), with γ being the

constant of proportionality (meaning this frequency is also specific to each

nucleus). This therefore shows that for a nucleus with spin, the energy,

frequency and applied magnetic field share a quantum relationship, which

is analytically expressed as

ν =
γB0

2π
(2.7)

This gives a good overview of how individual spins act and behave in

magnetic fields, however our bodies contain a collection of spins of different

nuclei. Therefore, it is important to apply these relationships to a collection

of spins which will give an overview of macroscopic behaviours that make

up the theory of NMR.

2.1.2 Macroscopic Behaviour

The molecules of interest for MRI are in the liquid state which means the

motion of the spin is largely random and due to Brownian motion, thermal

energy then becomes the dominant driving force and therefore quantum

effects become negligible. When particles have a large enough temperature

(T ) and there are enough particles, the distribution over multiple energy

levels can be described according to the Boltzmann distribution [46]. The

probability pi of a single particle being in a specific state is shown explicitly

Daniel Cocking University of Nottingham
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Figure 2.1: Figure demonstrating the change in spin energy levels due to

increasing magnetic field B0, for spin-1/2 and spin-1 nuclei. Demonstrating

the Zeeman Effect [45].

as

pi =
exp

(
−Ei

kBT

)
M∑
j=1

exp

(
−Ej

kBT

) (2.8)

where i indicates the specific energy level and M is the total number of

available states for a specific nucleus. The overall magnetic field that re-

sults from a large group of spins can be described by a vector called the

magnetisation (M). Most of the spins’ contributions will cancel so the

contribution to the magnetisation vector arises from the difference in the

populations of the different energy levels. A generalised summationcan be

made that yields the equilibrium magnetisation

M = N

M∑
j=1

pjµj (2.9)

where N is the number of spins of interest.
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A major assumption that can be made, is that the thermal energy

at room temperature is much larger than the nuclear magnetic energies

(Ej = γh̄B0 ≪ kBT ). Therefore, the exponential terms can be simplified

to 1+mjγh̄B0/kBT based on the Taylor Expansion. The only variable that

changes in the sum is mj. The denominator of Eq. 2.8 becomes 2I + 1,

and with the substitution of the magnitude of Eq. 2.3, Eq. 2.9 becomes

M =
γ2h̄2NB0

(2I + 1)kBT

M∑
j=1

m2
j (2.10)

The summation here can be simplified to I(I + 1)(2I + 1)/3, and by sub-

stituting back into Eq. 2.10. A generalised form for M can be obtained for

any spin that depends on the spin quantum number I, gyromagnetic ratio

γ, N number of spins, B0 strength of applied static longitudinal magnetic

field and the temperature T . The analytical form of this is shown here

M =
I(I + 1)γ2h̄2NB0

3kBT
(2.11)

most nuclei that are of interest for NMR have a spin-1/2, which give two

distinct energy levels. Equation 2.12 calculates the equilibrium magneti-

sation for spin-1/2 nuclei, the equilibrium magnetisation for spin-1 nuclei

such as 2H is

M0 =
γ2h̄2NB0

4kBT
(2.12)

The equilibrium magnetisation is responsible for the signal produced

in NMR experiments. It is proportional to the total number of spins and

inversely proportional to temperature (measured in kelvin). The temper-

ature will mostly remain constant for experiments performed in humans

in vivo. Also, M is proportional to the magnitude of any applied external

magnetic field applied (B0). The presence of equilibrium magnetisation

alone is not enough for NMR/MRI to produce vital in vivo information

about the human body. It is also important to be able to manipulate the

magnetisation [47].
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Figure 2.2: A diagram of a 2H nucleus spinning and precessing around an

applied external magnetic field B0. Its magnetic moment µ and both axes

are labelled, along with the angle the magnetic moment vector makes to B0.

Whilst the magnetisation at thermal equilibrium is described above, it

is possible for spins to move between spin states. In this case spin ladder

operators (I− and I+) are used to describe this phenomenon, which are

made up of the spin operators in the transverse plane. The mathematical

form of the ladder operators are given as

I+ = Ix + iIy

I− = Ix − iIy

(2.13)

The ladder operators are further explored in Chapter 7.

2.1.3 Manipulating Magnetisation

The direction of the equilibrium magnetisation vector is the same as the

applied field. In general, magnetisation is made up of two main compo-

nents, the longitudinal and the transverse. The longitudinal component is

parallel to the applied field, with the transverse component being a combi-
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nation of the two other orthogonal directions. Often the applied magnetic

field, and analogously the magnetisation, is defined as B = B0z
′ and there-

fore the longitudinal component is in the z′-direction, which makes the

transverse component a combination of the x’ and y’ components. The

transverse magnetisation (Mx′y′) is zero at equilibrium, due to incoherence

of the phases of spins. After a large enough period of time in an applied

field the longitudinal magnetisation will reach the value outlined in Eq.

2.12 (M0), whilst the transverse component will remain at zero. The evo-

lution of the longitudinal and transverse components of the magnetisation

is described by the Bloch equation [48] analytically expressed as

dM

dt
= γM×B +

M0 −M ′
z

T1

z′ − Mx′y′

T2

(2.14)

The first term in Eq. 2.14 describes the evolution of the magnetisation

in the presence of a magnetic field B. The second term describes the

evolution of the longitudinal magnetisation due to longitudinal relaxation,

where T1 is the longitudinal or spin-lattice relaxation time constant. This

relaxation, results from spins interactions with the surrounding ‘lattice’.

The final term describes how the transverse magnetisation evolves over

time, where T2 is the transverse or spin-spin relaxation time constant.

It arises from dephasing due to each spin’s interaction with neighbouring

spins.

The transverse relaxation time described here relates to the case where

the applied field is perfectly homogeneous. However in reality this is rarely

the case. In the presence of field inhomogeneity spins dephase more rapidly

and the relevant relaxation is T∗
2 which can be calculated according to

1

T ∗
2

=
1

T2

+
1

T
′
2

(2.15)

Here T
′
2 is dependent only on the homogeneity of the field. This means

that T∗
2 can change between scans and scanners. The relaxation times T1

and T2 are specific for each nuclei, tissue type and field strength. In spec-
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troscopy the Full-Width at Half Maximum (FWHM) of each peak, which

is a measure of the broadness of peak, is related to the total transverse

relaxation (FWHM= 1/πT ∗
2 ).

The NMR signal arises from the longitudinal magnetisation, however

this is very small and can be dominated by magnetisation from electron

currents within atoms and molecules. By applying an orthogonal magnetic

field in the transverse plane, it is possible to ‘tip’ the magnetisation into

the transverse plane. Here it will undergo precession and is able to induce

a voltage in a current carrying loop thanks to Faraday’s law of induction.

This voltage will precess at the same angular frequency as the transverse

field applied (ω). As the frequency of this applied field is usually in the

RF range, this is usually referred to as an RF pulse when t is finite. This

transverse applied field is referred to as B1 which is defined as

B1(t) = B1 cos(ωt)x
′ + sin(ωt)y′ (2.16)

The precession of magnetisation can be difficult to conceptualise/visualise

in a stationary laboratory reference frame (x′, y′, z′) due to the complex 3D

motion. Therefore it is beneficial to consider the system in a rotating frame

of reference (ie. as if the observer rotates around the z′-axis). The common

reference frame used is one that rotates at the angular frequency of the ap-

plied RF around the z′-axis (ω), called the rotating reference frame. This

means that the axis in this frames also rotates at ω angular frequency and

is denoted as x, y and z. In the rotating reference frame the mathematical

description of the applied RF pulse changes, and can now be described as

composing of two circularly polarised components (B+
1 and B−

1 ) that rotate

in opposite directions. The B+
1 component rotates in the same direction

as the rotating frame and hence would appear static, whilst B−
1 appears

to rotate in the opposite direction with twice the angular frequency (-2ω).

It is the B+
1 , known as the transmit field, that is responsible for the ‘tip-

ping’ of magnetisation. The use of the transverse B1, B
+
1 and B−

1 and the

hardware that is used to produce these fields is described in more detail in
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Figure 2.3: Diagram demonstrating how the precession of a magnetic mo-

ment following a RF field B1 (brown arrow) in a static B0 fields appears to

evolve differently in the laboratory frame (a) and in the rotating frame.

Chapter 3.

An example of how a precessing magnetic moment appears to evolve

differently in the laboratory frame and the rotating frame is shown in Fig.

2.3. The rest of this thesis will use the rotating reference frame in order to

simplify calculations and assumptions.

Quite often in cases where there is rotational symmetry it can be easier

to describe operators as spherical tensors, as the rotational operator R(θ, ϕ)

acts on the tensor T q
k . In this case the spherical tensor T q

k is said to have

a rank k which has 2k + 1 components and q ranges from −k to k. In the

case of a spherical spin tensor the q refers to the coherence of the tensor,

which represents the transitions in the spin state. If the rank of the tensor

is 0 (k = 0), therefore there is only one coherence available (q = 0). In the

rank one case (k = 1) there are three available coherence’s (q = −1, 0, 1),

where q = 0 this corresponds to the Iz operator and does not change under

the rotation operator. The T+1
1 and T−1

1 correspond to the spin ladder

operators I+ and I−. Rank two tensors (k = 2) corresponds to the tensor

that arises from interactions between the spin and the electric field gradient,

which is the quadrupole moment which is present in I = 1 nuclei such as

Daniel Cocking University of Nottingham



2.1. How NMR Works Page 23

2H. These spherical tensors that arise from the quadrupole moment are

further explained in Chapter 7.

The rotating reference frame also changes the mathematical description

of the Bloch equations for the evolution of magnetization in the rotating

reference frame (x, y, z) according to

dMx

dt
= ∆ωMy −

Mx

T2

(2.17)

dMy

dt
= ∆ωMx + ω1Mz −

My

T2

(2.18)

dMz

dt
= −ω1My +

M0 −M
′
z

T1

(2.19)

Here, ω1 = γB1 and ∆ω is the difference between the Larmor angular

frequency (ω0), which is the rate at which the reference frame rotates, and

the angular frequency of the nuclei precession (ω), and represents any off

resonance effects. Therefore, if the RF is applied at ω0, ∆ω = 0 and these

terms disappear. If only the static field case is being considered, the ω1

terms disappear as well, which leaves only the relaxation dominant terms.

If short and rectangular RF pulses are considered the solutions to Eqs. 2.17

- 2.19 describing the evolution of magnetisation after the pulse are shown

here

Mx(t) = exp(−t/T2) (Mx(0) cos∆ωt + My(0) sin∆ωt) (2.20)

My(t) = exp(−t/T2) (My(0) cos∆ωt − Mx(0) sin∆ωt) (2.21)

Mz(t) = Mz(0) exp(−t/T1) + M0 (1− exp(−t/T1)) (2.22)

RF pulses are used to rotate the longitudinal magnetisation into the

transverse plane. In between short applied fields (RF pulses) it is often

necessary to wait a large enough period of time for the magnetisation to

relax back into its longitudinal state before repeating the process to acquire

more data.
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2.1.4 Flip Angles, Phase and Signal

The flip angle (θ) generated from a short RF pulse (excitation) is depen-

dent on the B1 magnetic field strength and the pulse duration (τ) can be

calculated from the equation here

θ = γB1τ (2.23)

Where θ is the angle the magnetisation is rotated through after excita-

tion, also known as the flip-angle. If starting from the equilibrium situation,

the closer this flip-angle is to 90◦ the larger the amount of longitudinal mag-

netisation that is rotated into the transverse plane. The signal produced

by precessing transverse magnetisation can be described as a complex sig-

nal such that f(t) = R(t) + I(t)i. This is known as a FID, R(t) is the

real component of FID, I(t) is the imaginary component and f(t) is the

combination. The signal induced in the receiver coil after a 90◦ pulse is

applied to equilibrium magnetisation can be written as

R(t) ∝ M0 cos(ω0t+ ϕ) exp(−t/T ∗
2 ) (2.24)

I(t) ∝ M0 sin(ω0t+ ϕ) exp(−t/T ∗
2 ) (2.25)

where ϕ is the phase of the signal and represents the angle the trans-

verse magnetisation makes to the x′ axis after excitation, i.e a phase of

90◦ would be aligned parallel to the y-axis. M0, ω, ϕ and 1/T
∗
2 are pa-

rameters that were mentioned in the previous section (amplitude, angular

frequency, phase and relaxation rate) respectively. The real and imaginary

components can be combined using Euler’s formula to give the following

ν(t) ∝ M0 exp(−ω0it) exp(−t/T ∗
2 ) exp(iϕ) (2.26)

This signal is described in the time-domain. To separate different fre-

quency contributions to the signal, it is useful to transform this signal

into the frequency domain, which can be performed using a Fourier Trans-

form (FT) [49]. A similar equation can be used for moving in the other
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direction (from frequency to time domain) and this is known as the Inverse

Fourier Transform (IFT). Both equations are listed analytically here

F (ν) =

∫ +∞

−∞
f(t) exp(−2πνit) dt (2.27)

f(t) =

∫ +∞

−∞
F (ν) exp(2πνit) dν (2.28)

where F (ν) is the frequency domain spectrum. An important aspect of

these equations is that they can be used without affecting the original signal

such that IFT(FT(X)) = X, where X is any signal. Whilst the limits on

the integrals are listed as infinity (∞) this is not applicable to a real MR

signal, here the signal begins at t = 0 where the non-zero magnetisation

begins, so therefore the limits will start there. By applying a FT to the FID

where signal is only present for t > 0 Eq. 2.29 is obtained, which depends

on the same four parameters as the FID. The relationship between the T∗
2

and the FWHM has already been described: as the T∗
2 gets longer, the peak

becomes narrower. It is important to note however that the integral/area

under the peak is independent of T∗
2. The integral only depends on the

amplitude (A) of the signal. Therefore, the shorter the T∗
2 the smaller the

peak height and vice versa, and therefore maximising A and T∗
2 maximises

the available SNR in the spectrum with R∗
2 = 1/T ∗

2 , the equation for a

frequency domain spectrum is given as

F (ν) = A exp(iϕ)
R∗

2 − i2π(ν − ν0)

R∗2
2 + 4π2(ν − ν0)2

(2.29)

SNR is used to measure the quality of the obtained signal, currently

multiple definitions and methods of calculating SNR exist, one of the most

famous is given formally as ratio of the peak height to the root mean square

of the noise [50]

Using NMR to measure signals from pure samples with only one nu-

clear magnetic resonance will produce spectra with single peaks. However

in general samples contain a range of different molecules, in which the
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Figure 2.4: Plots of FIDs (left) and corresponding lineshapes (right) for

different frequency offsets (ν0), transverse relaxation times (T∗
2) and phases

(ϕ), all FIDs have an amplitude (A) of 1. The parameters for (a) and (b)

are ν0=-10 Hz, T∗
2= 70 ms and ϕ=0, one parameter is changed in each

row. (c) and (d) have a different ν0 of +100 Hz. (e) and (f) have a shorter

T∗
2 of 20 ms. (g) and (h) have a phase of ϕ=-π/3.
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atoms of each atomic species can be in different chemical environments.

This is certainly the goal for MRS measurements on living systems. The

shielding of the magnetic field at the nucleus by the surrounding electron

cloud changes the magnetic field at the nucleus, which in turn changes the

resonant frequency of precession for nuclei. Therefore, nuclei that have

different chemical environments will precess at different frequencies which

means that the NMR signal will be found at different frequency positions

in an NMR spectrum. Therefore by identifying the positions of peaks in an

NMR spectrum and finding the amplitudes of the peaks, it is possible to

probe the chemical structure of the compounds found in the sample. This

is useful in studies of medical conditions and diseases. The main unit of

measure for frequency is hertz (Hz), however the values here will change

greatly depending on the nuclei of interest and the field strength being

used. Therefore a different unit of measurement is often used to charac-

terise the frequency in an NMR spectrum to make it more general and

therefore applicable to all nuclei and field strengths. The chemical shift

(δ) of each signal is measured in parts-per-million (ppm). The equation to

calculate chemical shift from frequency is shown here

δ =
ν − νref
νref

× 106 (2.30)

Where νref is a reference frequency, usually this is set such that the

water peak is centered at 4.8 ppm. The specific value is controlled by the

scanner operator.

2.1.5 Introduction of Gradients

So far it has been outlined how to obtain an NMR signal in samples and

in the body using MRS. However, sometimes it is not enough to only ob-

tain information on the chemical structures/composition of the body and

spatial information is also needed to interrogate chemical compositions of

specific areas in the body. The most common way to do the required spatial
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encoding is to use magnetic fields that vary spatially [47].

According to Eq. 2.7 the frequency of precession is dependent on the

applied magnetic field. Therefore if the magnetic field varies with spatial

position the frequency of precession will also vary with spatial position. In

particular a magnetic field gradient corresponding to the linear variation of

field with position, produces a linear variation of frequency with position.

For example when a gradient is applied in the z-direction, the variation in

the z component of B0 (B0z) is given as the product of the z-component of

the gradient G and the position on the z-axis z, mathematically expressed

as

B0z = G · z, ν =
γG · z
2π

(2.31)

Previously, we considered the situation where a static spatially-homogeneous

B0 was applied to a sample and an RF pulse was used to tip the magneti-

sation of all the spins into the transverse plane. However if a gradient is

applied along with B0, only the spins with the same frequency as the RF

pulse will be tipped. The magnetic field in the presence of a gradient (G)

is described by Eq. 2.32, with the frequency that is spatially dependent is

shown in Eq. 2.33. Both equations are explicitly shown here

B(r) = B0 + G · r (2.32)

ν(r) =
γ

2π
(B0 + Gr) (2.33)

Here r is used to represent any cartesian spatial vector. Therefore only

a spatially localised ‘slice’ will be excited and any signal received will be

specifically from that slice. By changing the frequency of the applied RF

pulse different slices can be excited. If the pulse contains a range of fre-

quencies (bandwidth) all the frequencies in the bandwidth will be excited,

this results in a slice being excited that has a finite thickness. If this process

is repeated, signals can be acquired from multiple slices and therefore the
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Figure 2.5: The relationship between frequency of precession (ν) and thick-

ness of an acquired slice when a gradient (Gslice) is applied.

changes in signals can be compared to position in the body of which the

slice was acquired. The link between magnetic field/frequency and position

using gradients is demonstrated visually in Fig. 2.5.

If the chemical composition of what is being investigated is not im-

portant it is possible to acquire entirely spatial information and create a

volumetric image based on multiple slices. To perform this process gradi-

ents are applied in more dimensions than just the slice-selective gradient

[51]. Phase encoding and readout encoding will be explained in Section

2.3.1 below.

2.2 Differences for 2H

Deuterium (2H) is a stable isotope of hydrogen. The nucleus of a 2H atom

is called a deuteron. Large elements are formed in supernovas [52], whilst

lighter elements up to iron are made in the cores of stars during fusion.

However, 2H is destroyed very quickly in fusion within stars [53] therefore

almost all the 2H that exists naturally is formed from Big Bang Nucle-
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osynthesis [54]. The 0.015% 2H abundance found in the Earth’s oceans

is similar to what has been found in comets, which adds evidence that

ocean water originates from comets [55]. Most of the natural 2H content

occurs as HDO, and the 2H content of different water sources (oceans,

rainwater etc) can be used to track the water cycle [56]. Our bodies con-

sequently have a very low natural abundance (NA) ∼0.015% of 2H, which

makes 2H appealing for tracer studies, as small concentration increases are

easy to detect above baseline. The addition of a neutron to the nucleus

of 2H means the gyromagnetic ratio (γ) is smaller than that of 1H (6.54

vs 42.6 MHzT−1) which reduces the Larmor frequency of 2H according to

Eq. 2.7. A magnetic moment is a vector quantity that is used to describe

magnetic fields and interactions that arise from charges. Dipolar moments

arise from charge distributions and point dipoles, a quadrupolar moment

is a second rank expansion of the dipolar moment and is used to describe

non-spherical charge distributions. 2H has an integer spin of 1 and due

to the non-symmetric distribution of charge within the nucleus also has

a quadrupolar magnetic moment of 0.286 fm2e. The nuclear quadrupo-

lar moment interacts with local electric field gradients, and fluctuations

in this interaction cause relaxation, thus reducing both the longitudinal

and transverse relaxation times of quadrupolar nuclei. Deuterium’s spin

of 1 also introduces an extra Zeeman energy level more than for 1H, with

allowed values of mI = -1, 0 and 1. Considering that the magnetisation

is the net vector sum of µ the net magnetisation is due to the population

differences across energy levels. Using Eq. 2.9 and/or 2.11 a simplified

equilibrium magnetisation can be found

M0 =
2γ2h̄2NB0

3kBT
(2.34)

Whilst the magnetisation appears to be 8/3 larger for 2H compared

to 1H in Eq. 2.34, it is important to note M0 is also dependent on the

gyromagnetic ratio squared along with the number of spins. The gyromag-

netic ratio squared is ∼42 times smaller for 2H. Also assuming the mass
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Figure 2.6: Diagram showing how a 1D projection of an image is created

using a gradient applied in the x direction.

and volume of the sample/tissue being scanned/investigated is at NA the

number of spins will be ∼6.7x10−3 smaller for 2H. The lower value of γ also

reduces the Larmor frequency, leading to a further reduction in the NMR

signal. This reduction in γ means stronger gradients are needed to produce

the same amount of spatial encoding. Some of the loss in signal of 2H can

thankfully be recovered due to the reduction in relaxation times. This is

because the signal will return to equilibrium more rapidly and therefore the

scans can be more rapidly repeated and averaged, increasing the number

of averages that can be acquired per unit time. The decrease in SNR for

2H compared to 1H makes MRI difficult at NA, which is why spectroscopic

techniques are much more common for 2H.

2.3 Scanning

2.3.1 Imaging

The use of gradients during RF pulse excitation to excite signals selectively

within a thin slice of the object, known as slice selection, is the first step

in using magnetic fields to obtain images. In addition to slice selection two

more directions also need to be encoded. If a gradient is applied immedi-
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ately after the excitation, the FID and corresponding spectrum will contain

spatial information, as the frequency shift of peaks will inform on location

of the signal in a similar way to the slice selection. The spectrum then rep-

resents a 1D projection of the spin density of whatever is being scanned.

The spectral width of the obtained signal therefore identifies the width/size

of the image which is often linked to the required Field Of View (FOV) of

an image. This method of encoding an additional dimension is known as

frequency encoding using a readout/frequency gradient (Gread/Gfreq), with

the obtained 1D spectrum being known as the readout profile.

Whilst frequency encoding does work to obtain an additional dimension,

there are real world limitations that can hinder this process. The main

limitation is the gradient switching as the turning on/off of the gradient

cannot occur instantaneously therefore the first few FID points might be

acquired during a time-varying gradient which could lead to errors in the

data, which will persist into the spectrum after an FT is applied. A method

of getting around this is to remove first few points from the FID, however

these contain the highest signal and therefore could reduce the available

SNR. The realistic method to navigate around this problem is to create an

signal at a later time point by taking advantage of dephasing and rephasing,

the later signal is referred to as an echo. If the echo is created using a

180◦ pulse it is referred to as a Spin-Echo (SE), if the echo is created by

manipulating gradients it is referred to as a Gradient-Echo (GE). When a

perfect FID is created, the signal starts with any phase between 0 and 2π

which depends on the RF pulse used. As the magnetisation evolves in the

transverse plane it begins to accumulate phase. Therefore by applying a

negative Gread which encourages the dephasing, followed by a positive Gread

the phase accumulation reverses in direction during the positive Gread and

reaches 0 again. Acquiring data at this point allows a full FID to be

obtained with the maximum signal occurring during the Gread. The echo

occurs at a time referred to as the Echo Time (TE). It is important to

note that the rephasing only recovers the dephasing caused by the negative
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Figure 2.7: Diagram showing how phase accumulation varies with dephas-

ing lobes of the read gradient, along with the received RF signal. The

blue and orange lines demonstrate the phase changes of two different spins

in two different spatial locations. The peak signal during the echo occurs

when the phase net phase change for spins is zero, indicated by the dotted

line.

Gread, it does not recover signal lost from T2 or T∗
2 relaxation processes.

Another type of echo formation exists, called a SE or Hahn-echo [57] which

involces application of a 180◦ RF pulse after the first set of gradients to

rephase the signal, the use of GE are often preferred to SE in terms of

imaging thanks to the the lower flip angles, shorter TE and shorter TR

that can be achieved. The TR is the time from the end of the RF pulse

until the scan can be repeated. Repeating/averaging the scan allows the

SNR to be improved.

The final spatial dimension is often encoded using a phase-encoding

gradient (Gphase) which is applied before the signal is acquired under the

read gradient. This gradient only affects the phase of the signal in a way
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which is dependent on its position in real-space. By linearly changing the

magnitude of the applied phase encoding gradient a set of 1D spectra are

acquired which can be represented in a 2D matrix. The data in the 2D

matrix is therefore a collection of spatial frequencies with dimensions u

and v, in each dimension the central spatial frequency is 0. A low spatial

frequency describes the general trend of an image whilst the high spatial

frequencies define the sharp edges. This frequency space where the data is

stored is called k-space, and applying a 2D inverse FT to this data produces

an image [58, 59]. Which is a 2D matrix of values in directions x and y.

The equations used to perform 2D IFT and FT are similar to the 1D FT

and IFT in Eqs. 2.27 and 2.28, and are shown here

F (u, v) =

∫ +∞

−∞

∫ +∞

−∞
f(x, y) exp(−i2π(ux+ vy)) dx dy (2.35)

f(x, y) =

∫ +∞

−∞

∫ +∞

−∞
F (u, v) exp(i2π(ux+ vy)) du dv (2.36)

The collection of RF pulses and gradients is called a pulse sequence,

and the pulse sequence described so far is called gradient-echo imaging,

and can be viewed in Fig. 2.8.

It has been shown that the introduction of gradients can be used to

acquire more spatial dimensions of an image. They can also be used to

destroy/null signal in a specific region, for example it can be beneficial to

null signal at the end of each TR period. These gradients are referred to

as ‘spoiler’ gradients and work by de-phasing the transverse magnetisation

spins. If signal can be nulled outside a 3D volume before imaging this

can remove the need for slice selective gradients during imaging. This

nulling is usually performed with the use of selective RF pulses that excite

magnetisation outside of the 3D volume, followed by the use of spoiler

gradients. This is often referred to as Outer-Volume Suppression (OVS)

and is commonly used to acquire reduced FOV image data [60].
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Figure 2.8: Example pulse sequence diagram for a GE imaging sequence,

with the TE indicated.

Longitudinal and transverse relaxation time constants vary depending

on the type of tissue. Therefore, when a particular pulse sequence is used

the choice of TR and TE will effect the the contrast in the image. The

image signal in a GE varies with flip-angle, TR and TE, which drives the

contrast. The expression for signal S is shown empirically here as

S = M0 sin(α) exp(−TE/T ∗
2 )

(1− exp(TR/T1)

(1− cos(α) exp(−TR/T1))
(2.37)

There are three main types of contrast in an image: T1-weighted, T2-

weighted, T∗
2-weighted and spin density weighted. The contrast in spin-

density images comes from the difference in the density of spins in a partic-

ular tissue being emphasised. Remembering that most commonly the spin

of interest is 1H, it is the 1H proton density that gives the contrast. The

contrast in T2-weighted images is emphasised by differences in T2 times

of different tissues, in order to produce these images long TRs and long

TEs are used which minimises effects from different T1s. Blood flow of

oxygenated and deoxygenated blood changes the T∗
2 (known as the blood-
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oxygen-level-dependent (BOLD) signal) which can give rise to T∗
2-weighted

images, shown in Eq. 2.37. Finally in T1 weighted images the contrast is

dominated by differences in the T1 times of different tissues. This contrast

is produced by choosing short TRs and TEs which minimise effects from

different T2 times.

The SNR obtained from a specific pulse sequence often depends on

how quickly data can be acquired. One of the biggest aspects of scanning

that affects the time taken is how data in k-space is obtained (k-space

traversal). By traversing k-space more efficiently, scan time can be reduced

which can make scanning more comfortable or can be used to improve

SNR by increasing the number of averages in a fixed scan duration. One

of the biggest improvements in the traversing of k-space came with the

development of Echo-Planar Imaging (EPI) [61].

2.3.2 MRSI

Acquiring MR spectra allows molecular concentrations to be obtained by

comparing the magnitudes of peaks/signals at different chemical shifts,

whilst MR images provide good contrast for structural differences. It is

possible simultaneously to acquire information on chemical/molecular con-

centrations as well as structural information using a technique called MRSI,

which is effectively a combination of MRS and MRI. This technique pro-

vides individual spectrum from small volumes that are packed together

into a 2D/3D grid that covers a larger volume/tissue. The voxels are often

much larger than what would usually be acquired using MRI, but maybe

smaller than what would be acquired using MRS strategies. By calculating

concentrations for the visible molecules in each spectra the spatial distri-

bution of each molecule can therefore be represented as a coarse image.

This is often overlaid onto an anatomical image so that the corresponding

regions can be easily identifiable. Concentration changes in specific tissues

can therefore be used as bio-markers for disease. In order to obtain this

type of data different pulse sequences that use different combinations of

Daniel Cocking University of Nottingham



2.3. Scanning Page 37

Figure 2.9: Example pulse sequence diagram for a 2D CSI, which includes

two 90◦ RF pulses seperated by TR applied at the same time as a slice

selective gradient Gz, which is followed by a rephasing lobe. During this

rephasing, Gx and Gy gradients are also applied to spatially localise the

resulting via phase encoding FID, the time between the centre of the pulse

and the start of the FID sampling defines the TE.

RF pulses and gradients are used.

Chemical Shift Imaging

The simplest and quickest method to acquire a spectrum is to apply an RF

pulse in a static magnetic field and acquire data from the FID immediately

after the pulse. Application of a gradient during the RF excitation will

localise the data from a specific slice in the body. Often this gradient

is applied in the z-direction to localise the signal from a transverse slice

through the body. However any direction of gradient can be used to excite
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a region. For example a sagittal or a coronal slice can be excited instead.

The combination of gradients increases the number of dimensions in which

spatial position can be localised, as has been shown with gradient echo

imaging in Fig. 2.8. By applying a phase encoding gradient along one

axis before it is possible to make the phase of the signal dependent on

the position in the gradient direction. Repeating the FID acquisition with

different phase encoding gradient amplitude and then applying a Fourier

transform the stacked spectra produces a one dimensional chemical shift

image. If phase encode gradients are independently applied in two or three

directions. Fourier transformation of the resulting FIDs in two or three

dimensions produces 2D or 3D chemical shift images. This pulse sequence

is called CSI, a diagram of the pulse sequence used to acquire a 2D CSI is

shown in Fig. 2.9.

CSI has been used for different nuclei (13C, 31P and 2H) to create maps

that show the distribution of different metabolites. Acquiring this type of

data takes a long time which can be a problem is functional data was to be

acquired, which motivates work to decrease the acquisition time for MRSI

data.

2.4 Analysis

2.4.1 Quantification of MRS data

When analysing MRS data it is important to be able to accurately track

changes for each metabolite. The oldest method of doing this is peak inte-

gration whereby the spectral points spanning a peak are summed together.

An integration range of at least two FWHM’s wide is usually enough to

obtain accurate quantification [62]. The spectral peak integration value

can also be obtained from the time-domain signal as the first point in the

absorption spectra (for a spectrum with a single peak), as well as from the

product of the FWHM, π and the spectral peak-height in the frequency
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domain [51]. This technique is simple to implement computationally and

takes little time, however it requires correctly phased spectra as any in-

correct phasing will give the incorrect amplitude. Most biological tissues

and processes involve complex chemical environments with many different

compounds which will produce different MR signals appearing at different

frequencies (also known as chemical shifts). This does not necessarily af-

fect the peak integration method as long as each peak/signal has a large

enough frequency offset relative to each other. However this is commonly

not the case especially in 1H spectroscopy [63].

Therefore, a different methodology is needed to overcome this issue,

which comes in the form of fitting spectral signals to lineshapes, such as

Lorentzian [64], Gaussian and Voigt [62] lineshapes. In order to correctly

perform the fitting a methodology is needed to mathematically quantify

the quality of the fit, using the difference between the model and the data.

One of the most common mathematical models is the least-squares [65]

whereby the sum (R2) of the squared differences between the experimental

data and a model (residuals) is minimised [66], once its deemed the result

is minimised then the data is fit. Mathematically this is demonstrated as

the following summation

R2 =
n∑

i=1

∣∣[yi − f(xi, a1, a2, ..., am)]
∣∣2 (2.38)

Where i represents each data point with n data points, and the range of

values a1 to am covers the amount of fitting parameters such as linewidth

(similar to FWHM), frequency position, phase and most importantly am-

plitude. R2 is said to be minimised when the following differential relation-

ship for each fitting parameter is met, the derivative is referred to as the

Jacobian and is shown here

∂(R2)

∂ai
= 0 (2.39)

The fitting then begins by using initial parameter guesses and applies this
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to the least squares model and finds the sum of squared residuals. An

optimisation algorithm is then used to update the parameter values itera-

tively, until a certain threshold in the R2 value is met or the max number

of iterations is reached.

It is possible to fit MRS data in both the time and frequency domain,

and each can be better depending on the scenario [67]. To model exper-

imental MRS data in the time domain a series of exponentially damped

sinusoids are used. Since the full spectra comprises the sum of many indi-

vidual damped sinusoids. The more signals present in the spectra the more

difficult computationally this becomes. There is consequently a strong mo-

tivation to reduce the number of parameters, reduce the computational

load and therefore increase the reliability of the fitting [62]. It has been

shown that one way to improve the reliability of fitting spectra that suffer

from overlapping signals, which is the case for 31P MRS data, is to use prior

knowledge [68]. Some of the overlapping signals while distinctly different

can share common ratios between some of their fitted parameter. One of the

first fitting algorithms to include prior knowledge was the VARiable PRO-

jection (VARPRO) method [65] which has successfully been used to analyse

31P data [69, 70]. Whilst VARPRO was successful as an improved fitting

methodology, a new technique was developed called Advanced Method for

Accurate, Robust, and Efficient Spectral fitting (AMARES) which fits more

reliably and accurately, as well as having increased functionality, including

lineshape choice, fitting of echo signals and imposition of upper and lower

bounds on fitting parameters [71]. AMARES is used regularly in MRS anal-

ysis and is included in software packages such as JMRUI [72] and OXSA

[73], which have previously been used to analyse 2H MRS data [74–76]. The

model of summed damped sinusoids that is used in the AMARES package is

the trust region-reflective optimisation algorithm, which is mathematically

shown here
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yn = ŷn + en =
k∑

k=1

ak exp(iϕk) exp(−dk(1− gk + gktn)tn) exp(i2πfktn) + en

(2.40)

Here k is the number of sinusoids, ϕk is the phase, dk is the damping factor,

gk determines the lineshape (1 for Gaussian, 0 for Lorentzian), tn is the time

for each point, fk is the frequency offset and en describes complex white

Gaussian noise. Eq. 2.40 and Eq. 2.26 are similar and therefore it can be

seen that dk has the same effect on an FID as R∗
2 and is therefore equal

to π× FWHM of the frequency domain spectrum. The caret indicates the

model as opposed to actual measurement.

Even AMARES has its limits and signal fitting can struggle when many

peaks are present especially in terms of overlapping signals, which can be a

big problem in 1HMRS data. Therefore, a new methodology was developed

to overcome this called linear combination and was made into a toolbox

that is called LCModel [77]. This works by fitting total spectra for each

metabolite (called basis sets) instead of individual peaks, this reduces the

number of model parameters and leads to increased reliability in fitting.

The basis sets can be acquired by either phantom in vitro experiments or by

numerical simulation [62]. The creation of basis sets makes LCModel more

technically challenging to fit, compared to AMARES. Also, because of the

technical challenge LCModel offers users less control of fitting parameters.

Because of this it is more complicated to set up so it is yet to be used

commonly for the more simplified and sparse spectra from 13C, 31P and

2H, although it has been used in analysing data for the indirect detection

of 2H glucose by looking at the loss in 1H signal [40, 78, 79]. In 1H spectra

a rolling baseline as well as contributions from macromolecules and lipids

can be an issue. Therefore the ability to fit the baseline as well as the

macromolecules as part of the linear-combination are benefits compared to

AMARES.
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2.4.2 Post-Processing Improvement of SNR

The low SNR of 2H is often a problem during scanning and as scanning

times have to be kept short for participant/patient comfort this can be a

problem in spectroscopy with any nuclei. Whilst fitting in the frequency

domain can provide accurate fitting and quantification, it is now common

practice to fit data in the time-domain which can have the ability to provide

more accurate and reliable fitting [80]. In order to increase the reliability

and reproducibility of values obtained from analysis it is important to max-

imise the SNR. A popular method of increasing the SNR of spectra is to

apply spectral filtering in the form of apodisation. Common lineshapes that

are used in the filtering are exponential and Gaussian [81]. An exponen-

tial filter is commonly used as it matches the exponential decay due to T∗
2.

However, this strategy increases the linewidths of the spectra where it is ap-

plied, which is why it is often called line-broadening. This line-broadening

effect has been shown to reduce the accuracy of fitting especially in cases

of complex spectra where signals overlap spectrally [82]. Apodisation has

also been shown to effect metabolite concentration quantification [81] and

as a result, apodisation is not used as a de-noising tool and is often only

used for the displaying of spectral data. Lots of alternatives exist in terms

of denoising including Principal Component Analysis (PCA) [83] and low

rank approximation [84] that have been shown to provide improved SNR

without limiting quantification [85].

Singular Value Decomposition (SVD) is a linear algebra technique that

breaks down a 2D matrix into its key components, and is used to reduce

a matrix without affecting the data. An example would be a 2D matrix A

that is m×n in size will have m×n values, if this can be decomposed into

two vectors that are orthogonal such that A = uvT the total number of

values in these vectors ism+n. Therefore large data sets can be compressed

into a smaller storage size without compromising the data itself. The use of

SVD is similar to an eigenvalue problem, the eigenvalue problem only works
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when A is a square matrix, if A is a rectangular matrix the eigenvectors

become square matrices, U and V . Here each column of v and each row of u

diagonalises the matrix A similar to an eigenvalue problem. The eigenvalues

then form the diagonal elements of the matrix Σ called the ‘core matrix’,

the eigenvalues are called the singular values and the size represents the

importance for reconstructing A. By rearranging the matrices Eq. 2.41 is

created for the matrix A [86] and is expressed mathematically as

A = UΣV T =
r∑

k=1

ukσkvk
T (2.41)

However, a full reconstruction does not necessarily need to be performed,

if the core matrix is arranged by size and the lower singular values are

removed, A can be reconstructed using only the more important features.

When this technique is applied to MRS data this will de-noise the data as

the noise will be represented by the lower singular values [3]. This technique

can also be also used to fit MRS data, as the results can be converted into

the regular fitting parameters [87], as well as to remove water signal in

post-processing [88].

This approach only works with 2D matrices, which is an issue for MRSI

data which commonly has up to five dimensions (one spectral, three spa-

tial, and a temporal domain). However, a similar technique can be used

when more dimensions are present called Higher-Order Singular Value De-

composition (HOSVD). This is similar to regular SVD but has the ability

to work with higher dimension data. Here the original matrix A that has

size I ×J ×K×L is converted to a tensor A. This is decomposed into the

product of the core tensor S and the unitary orthogonal matrices U , each

matrix U has a specific mode which is indicated by the subscript. Each U

is a square matrix that has the size of the corresponding mode of A, for

example U2 will have a size J × J . An example of the mathematical form

of the HOSVD of A that has size I × J ×K × L shown here

A = S × U1 × U2 × U3 × U4 (2.42)
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This gives a core tensor that is the same size in each dimension, which can

be truncated in a similar way to SVD, so that when the original tensor A

is reconstructed the less important components are removed. For MRSI

data this de-noises the data as the lower singular values again represent

the noise. The core tensor here will have the same size in each dimension,

which is not optimal for MRSI data as often the spectral dimension will be

much larger than the spatial or temporal dimensions. To overcome this a

Tucker decomposition is used which allows a core tensor of any size to be

constructed [89], this gives much more control over the level of de-noising

that is applied. If the core tensor has a size W ×X × Y ×Z, the matrices

U will have corresponding size of mode of A by the size of the mode of S,

for example U2 will have the size J × X. This whole method is called a

Tucker-Tensor decomposition and it has been used previously to de-noise

DMI data [75, 90]. This strategy has been implemented in this work using

a MATLAB toolbox [91].
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Building RF Coils

RF coils have two functions: first to apply a B1 field to tip the magneti-

sation, and second to receive a signal from precessing magnetisation due

to Faraday’s law of induction. The profile of the applied B1 field depends

on the design/shape of the coil, the sensitivity of the coil also depends on

the electronic components used for tuning and matching. The frequency

of the applied B1 depends on the applied waveform. The key point in

designing/building the RF coil is to maximise the B1 per unit voltage by

tuning the coil to resonate at the Larmor frequency and matching the coil’s

impedance to whatever it is connected to. This shows how important de-

sign and building of RF coils is. Lots of different companies exist from

whom it is possible to buy RF coils. This can be expensive due to the ex-

perience and time that goes into coil building. Therefore it is useful when

starting new research with a new nucleus of interest (such as 2H) to be able

to build home-made coils. The coils described in this chapter are interfaced

using a T/R switch that is already built into our Philips Achieva 3T MRI

scanner along with a Philips preamp interface.
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3.1 Theory

3.1.1 Coil Electronics

The simplest way to build an RF coil is to shape a wire into a loop (in-

ductor) and connect a capacitor in parallel. This forms what is known as

an LCR circuit which is often used to create a resonance. The LCR circuit

will have a natural resonance angular frequency (ω0), therefore when the

angular frequency of the applied voltage is the same as this natural fre-

quency the circuit is considered on resonance (ω = ω0). For a circuit to

resonate reactance (X), needs to be minimised. X is the imaginary com-

ponent of the impedance given as Z = R+ iX, for components in series the

total impedance is the sum of the individual components, for components

in parallel the reciprocal of the total impedance is equal to the sum of the

individual components which is shown mathematically here

ZSeries = Z1 + Z2 + ...+ ZN

1

ZParallel

=
1

Z1

+
1

Z2

+ ...+
1

ZN

(3.1)

For N number of components. For an LCR circuit the impedance is

composed of two components the inductive reactance (XL) and the capac-

itive reactance (XC). The total reactance for a series LCR is the sum of

XL and XC , for a parallel LCR circuit the reciprocal of the total reactance

is equal to the sum of the reciprocal of the individual components, in the

same was the impedances were combined. The relationship between the

reactances and the resonant frequency is shown here

XL = iωL

XC = − 1

iωC

(3.2)

The resonant condition of the LCR circuit is then well demonstrated

by calculating the current flow, which is shown here as the ratio between

the voltage and the impedance
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Figure 3.1: Examples of an LCR circuit in series (a) and in parallel (b).

The power source (V), current (I), resistor (R), inductor (L) and capacitor

(C) are shown and labelled here.

|I| =
∣∣∣∣VZ

∣∣∣∣ = ∣∣∣∣ V

R + i(ωL− 1
ωC

)

∣∣∣∣ =
∣∣∣∣∣∣ V√

R2 + (ωL− 1
ωC

)2

∣∣∣∣∣∣ (3.3)

Examples of series and parallel LCR cirucits are shown in Fig. 3.1. The

natural resonance of the circuit is shown here

ω0 =
1√
LC

(3.4)

The voltage variations with time for each electrical component are

shown here

∆VR = IR = ImaxR sin(ωt+ ϕ)

∆VL = ωLImax cos(ωt+ ϕ) = XLImax cos(ωt+ ϕ)

∆VC = −Imax

ωC
cos(ωt+ ϕ) = −XC cos(ωt+ ϕ)

(3.5)

As an RF B1 field is applied to the coil, current will be induced which

charges the capacitor. As the B1 is then reduced, the capacitor will then

release stored energy which causes current to flow through the rest of the

circuit. Energy is dissipated in the resistor and therefore the current de-
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creases exponentially. Graphs of the change in voltage in this case are

shown in Fig. 3.3, along with the corresponding absorption and dispersion

curves. This behaviour is often referred to as a driven resonance.

If the time in which the driven resonance is applied is short the overall

behaviour is the impulse response. The most common cables that are used

to connect to RF coils are coaxial cables, which usually have a characteristic

impedance of 50 Ω. The coaxial cable when cut open has an inside core and

outer shielding both made by copper surrounded by insulating covering.

The coils have two ends when constructed, one is attached to the core

(indicated by small black oval in figures) and the other is connected to

the shielding (wire that ends in white space of BNC in figures). When

a coil is constructed and tuned to the Larmor frequency the impedance

is most likely different to the impedance of the cable. The difference in

impedance will cause some of the power to be reflected at the coil instead

of transmitted. Therefore, the impedance of of the coil needs to be changed,

which can be done by changing its reactance. The most common ways of

doing this are by adding an inductor or a capacitor in parallel with the coil.

The method of adding a capacitor will be discussed here and an example

circuit can be seen in Fig. 3.1.

The capacitor in series with the coil is referred to as the matching

capacitor (CM) with the other capacitor called the tuning capacitor (CT ).

The total capacitance is CM+CT . A relationship between CM and CT can

be found that is related to the quality factor (Q) [92] which is the resonance

frequency divided by the bandwidth of the coil resonance in Fig. 3.3, and

is shown here

CM =

√
CT

Qω0Z
(3.6)

The combination of Eqs. 3.4 and 3.6 can be used to find the capacitances

needed to tune and match the coil [92]. To test a fully constructed coil an

Alternating Current (AC) is applied to the coil and the reflected power

is plotted against frequency as a logarithmic scale measured in decibels
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Figure 3.2: Example diagram of an LCR circuit with both tuning (CT ) and

matching capacitors (CM), along with an AC signal generator.

(dB), the graph will appear similar to the absorption spectra shown in Fig.

3.3. To perform this the coil is connected to a network analyser which is

able to measure the scattering parameters (S), by passing an RF current

through the coil and using receivers to measure the power reflected and

transmitted in the coil. The sacattering parameters include the input port

reflection S11, the reverse gain S12, the forward gain S21 and the output

port reflection S22. A S11 = 1 indicates an open circuit, S11 = −1 indicates

a short circuit and S11 = 0 indicates a perfectly matched circuit. Typically

S11 < -20 dB is considered acceptable for the value of reflected power, with

the peak appearing at the Larmor frequency. Realistically soldering and

adding components will change the circuit and the theoretical components

can be wrong so will often need changing based on the measured response.

When a coil is placed over a sample or body tissue coupling occurs which

changes the total impedance. This can change the matching condition as

well as the resonant frequency of the coil. Therefore it is important to load

the coil with a phantom that matches the loading response that will be

present during scanning, when designing/building the coil.
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Figure 3.3: (a) Current and Voltage graphs for a dissipating capacitor in

an RLC circuit. (b) Impedance variation with frequency which demonstrate

the resistive and reactive components.

3.1.2 Transmit and Receive of B1

As was shown in section 2.1.3 the transverse applied B1 is made up of two

circularly polarised components, known as the transmit field B+
1 and the

receive field B−
1 . The B+

1 field rotates at the same angular frequency and

in the same direction as the rotating reference frame, whilst B−
1 rotates at

the same angular frequency but in the opposite direction. Mathematically,

this is shown as

B1(t) = B+
1 exp(−iωt) +B−

1 + exp(iωt) (3.7)

Where t is time. If the transmit and receive fields are in a singular axis,

the fields are linearly polarised. In this case the B+
1 and B−

1 equally share

the power distribution of B1, and since only the B+
1 excites the nuclei spin

states half the power is then wasted in the B−
1 . By introducing extra coils

perpendicular to the original coils and driving the field 90◦ out of phase,

it is possible to cancel out the counter-rotating B−
1 . Therefore, all of the

B1 power is deposited into the B+
1 field. This is referred to as quadrature

transmission, and the fields are circularly polarised. In this case a separate
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coil channel is used for the receive element of the coil. All the coils built

in this chapter are linearly polarised for simplicity. Minimising the B−
1 is

not only important to ensure that as much of the available power is used

to excite the spins, it is also an important aspect in the safety of RF coils.

The B−
1 field is responsible for tissue heating which is explained in more

detail in the following section.

3.1.3 Coil Safety

The varying magnetic field gives rise to electric fields inside the tissue being

imaged outside of the coil. Due to the bodies conductivity these electric

fields move ions and molecules inside the body which transfers thermal

energy to the tissue, which causes the temperature of the tissue to rise.

The power P absorbed by the tissue volume v is directly proportional to

the electric field E and is given mathematically as

P =
1

2

∫
v

σ|E|2dv (3.8)

Where σ is the conductivity of the tissue. Modelling is important to

ensure each coil built is safe to use with humans. The magnetic field can

be modelled using the Biot-Savart law given as

B(r) =
µ0

4π

∫
v

J(r)× r

|r|3
dv (3.9)

Where J is the current density, dV is the volume element from the

coil and r is the position vector from dv. The electric field E can then

be calculated from the A vector potential which is defined by the magnetic

field B being the curl of the vector potential (B = ∇×A). A can therefore

be analytically expressed as

A(r) =
µ0

4π

∫
v

J(r)

r
dv (3.10)

E can then be found from A following
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E = −dA

dT
(3.11)

During an MRI scan the RF power is monitored and the tissue heating

is controlled by Specific Absorption Rate (SAR), which is defined as the

time and volume averaged power absorbed inside the head or body. It is

mathematically defined as

SAR =
σ|E|2

2ρ
(3.12)

Where ρ is the density of the tissue. The SAR, which is measured

in W/kg, was modelled for all the coils built in this thesis. Based on

these models the B1 was adapted to ensure the coil was safe to use, by

making sure the SAR values fall within safe guidelines. The International

Electrotechnical Commission (IEC) and the US Food and Drug Adminis-

tration (FDA) developed the first international safety requirements for MR

equipment, which includes SAR limits. For local transmit coils this is 20

W/kg and for volume transmit coils it is [10 − 8 × r] where r is the ratio

of the exposed body weight to the total body weight.

3.2 Coils Built

Three different coil types were constructed for use in the experiments re-

ported here and implemented for use on a Philips 3T Achieva system. These

were two surface coils, a saddle coil and a Helmholtz coil. All coils were

tuned to 19.6 MHz, the Larmor frequency of 2H at 3T. A 2 litre salt-water

solution was used to load each coil, since each coil was used for scanning

on different body parts the loading response changed slightly which was

controlled by changing the salt concentration. A birdcage coil dual tuned

to the Larmor frequencies of 1H and 2H at 7T was purchased from Rapid

Biomedical for use on a 7T Philips Achieva System. The in-house built coils

were used to acquire spectroscopic 2H data with anatomical 1H images be-

ing acquired using the whole-body RF coil in the scanner for transmission
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and reception. The purchased coil is able to acquire 1H anatomical im-

ages as well as 2H spectroscopic data, low resolution 2H images were also

acquired using this coil.

After the building of each coil, the coil is placed around a phantom and

spectra are acquired with a range of flip-angles (α). The spectrum with

the largest SNR should correspond to 90◦, if it does not it means the coil

is not calibrated correctly. This is common with a new coil. This can be

corrected by changing the B1 reference scaling factor until the spectra with

the largest peak is at 90◦. Now when the scanner intends to send a RF pulse

with a specific flip angle it will be correct. This can also be be performed

at the beginning of every scan session to check the calibration, but this is

not necessary. A single bulk spectra should be acquired at the beginning of

every scan session, and the SNR and linewidth should be noted. Changes

in these could be indicators that the RF calibration is not working or the

coil is broken in some way. Doing this is called Quality Assurance (QA) of

the coil, and is very important when using in-house built coils and can be

overlooked too often. This form of quality assurance was performed at the

beginning of every scan session reported in this Thesis.
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3.2.1 Surface Coil

Figure 3.4: Diagram of a typical planar surface coil with circuit elements

attached, the coaxial cable attaches to a BNC connector. CT is the tuning

capacitor and CM2 and CM1 are the matching capacitors.

A surface coil is the simplest and most basic coil to design, where the coil

often forms a simple circular loop. The magnetic field is largest on axis

and decreases, with distance from the coil. Therefore the field is spatially

inhomogeneous which is why this coil design is often used for non-localised

spectroscopy, where the localisation of the signal is down to the placement

of the coil. The penetration depth of the magnetic field for a surface coil is

approximately equal to the diameter of the coil [93], and therefore a surface

coil is sensitive to regions closest to the coil.

The surface coils used for data collection were built for use in the study

described in Chapter 6. The first coil is a small 5 cm coil with two loops

of copper wire with a tuning capacitance of 173.4 pF and a matching ca-

pacitance of 11 pF which is split over both wires of the loop to keep it

balanced. The coil is made small to maximise the sensitivity to signal from

subcutaneous fat in the calf. Maps for the By, Bρ, |E| and SAR maps for

this coil are shown in Fig. 3.5, the maximum SAR of this coil was <20
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W/kg. This was calculated assuming the target B1 of 40 µT occurs 4 cm

from coil on coil axis, and the conductivity (σ) of the muscle is 0.64 S/m.

Figure 3.5: (a) Map of By measured in µT , (b) map of Bρ measured in

µT, |E| measured in (V/m) and (d) map of SAR measured in (W/kg). All

maps show the spatial dependence up to 20 cm away from the calf coil in

the z and ρ direction. Figure by Prof. Richard Bowtell.

The second coil is 12 cm in diameter and again made out of copper

wire, and is designed for imaging the liver. This coil is larger so that the

penetration depth is large enough to reach the liver. The coil is slightly

curved in plane in order for the coil to sit closer to the liver on one side of

the abdomen and is mounted onto a holder so that the coil can be rotated

whilst still being attached to the scanner bed. Maps for the By, Bρ, |E| and

SAR maps for this coil are shown in Fig. 3.8, the maximum SAR of this

coil was <20 W/kg. This was calculated assuming the target B1 of 40 µT

occurs 4 cm from coil on coil axis, and the conductivity (σ) of the muscle

is 0.64 S/m. These simulations were performed by Prof. Richard Bowtell.
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Figure 3.6: Diagram of the circular surface CT is the tuning capacitor and

CM2 and CM1 are the matching capacitors which are attached to a BNC

cable which continues of the diagram. The bottom bar of the diagram is

housing which slides into the MRI bed, then the two spokes then hold the

coil in plastic housing. The circular joint in the top-left of the image allows

movement so the coil can be comfortable and close to the participant.
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Figure 3.7: Photos of the calf surface coil from two different angles (a &

b) with a photo of the liver surface coil (c), both tuned to the 2H Larmor

frequency at 3T. The yellow tablets that can be seen in all the photos are

vitamin tablets (also known as fiducial markers) used to identify where the

coil is in an image.
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Figure 3.8: (a) Map of By measured in µT, (b) map of Bρ measured in

µT, |E| measured in (V/m) and (d) map of SAR measured in (W/kg). All

maps show the spatial dependence up to 20 cm away from the liver coil in

the z and ρ direction. Figure by Prof. Richard Bowtell.

3.2.2 Saddle

Volumetric coils such as saddle coils have more homogeneous B1 fields than

surface coils and are able to cover a larger volume. A saddle coil derives its

name from the fact that the coil elements it uses have a similar appearance

to a horse’s saddle. Two square loops surround a circular tube with an

angular separation of 120◦ of the wires in each saddle. The saddle coil has

optimum geometry that has been previously been found which includes

the length/diameter between 1 and 2, and an angular width for each coil

of ∼120◦ [94, 95].
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Figure 3.9: 2D circuit diagram of the saddle coil used for scanning of the

calf.

Figure 3.10: 3D circuit diagram of the saddle coil used for scanning of the

calf.

The coil built for scanning in Chapter 7 is made from copper tape and

has an angular width of 120◦ a length of 16.8 cm and a diameter of 14.8

cm. Where the copper tape that links the two squares intersects/crosses

over, an insulated wire is used to avoid a capacitor being created. Also,

the wires here run close side by side so that the fields from the opposing

currents will cancel. Diagrams of the circuit for the coil are shown in

Figs. 3.9 and 3.10 with pictures in Fig. 3.11. The tuning capacitance is

47.3 pF, the total matching capacitance 8.8 pF. Simulations of the Biot-

Savart equation were used to simulate the Bx and By components through
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the saddle coil. Plots of the Bx and By at four different planes along z

are shown in Fig. 3.12, these were calculated by Prof. Richard Bowtell.

The vector potential A and therefore E were also simulated to calculate

SAR values across the same axis, plots across four different planes along

z are then shown in Fig. 3.13, which were calculated by the author. The

maximum SAR value was found to be safe < 9 W/kg. These simulations

were calculated assuming the target B1 of 40 µT occurs at the centre of

the coil axis, and the conductivity (σ) of the muscle is 0.64 S/m. This is a

different limit for the surface coils because this is a volume coil, assuming

the weight of the calf takes up 5% of the total body weight the limit here

is 10 W/kg.

Figure 3.11: Photo of the saddle coil used to obtain 2H data from the calf.
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Figure 3.12: Maps of the Bx (a) and By (b) components inside the saddle

coil plotted against x and y in units of radius. The planes are of the z

direction at the centre of the coil (top left), 2/3 of the length of the coil

(top right), 4/5 of the length of the coil (bottom left) and 19/20 down the

length of the coil.
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Figure 3.13: Maps of the SAR magnitude measured in W/kg inside the

saddle coil plotted against x and y in units of the coil radius. Top left is at

the centre of the coil, top right is 2/3 down the length of the coil, bottom

left 4/5 down the length of the coil and bottom right 19/20 down the length

of the coil all in the z direction.

3.2.3 Helmholtz coil

A Helmholtz coil is similar to to a surface coil in its circuitry. Except a

second surface coil is connected to it by two crossing insulated wires, where

the current in each flows in opposite directions so that the field flows in the

centre of the setup. This creates a homogeneous B1 in between the coils.

The Helmholtz coil arrangement was chosen for the scanning the forearm

described in Chapter 7 and needs to be easily movable and a saddle coil

would roll/move to much and would be difficult to rotate in the magnet

bore.

The coil setup comprises involves two octagonal loops that are ∼14 cm

in diameter separated by a 12 cm gap with a tube in the centre to keep the

arm still in the same position, away from the circuit elements. The tuning
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Figure 3.14: 2D circuit diagram of the Helmholtz coil used for scanning of

the arm.

Figure 3.15: 3D circuit diagram of the Helmholtz coil used for scanning of

the arm with housing (a) and without (b).
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Figure 3.16: Photo of the HelmHoltz coil used to obtain 2H data from the

arm.

capacitance is 73.3 pF and the total matching capacitance is 8.8 pF.
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Chapter 4

Scanning post Heavy Water

Loading

4.1 Introduction

4.1.1 Heavy Water Uses

When most people think of D2O they usually think of the the production

of nuclear energy and atomic weaponry. However, a very important use of

heavy water now is as an isotopic tracer in studies of biochemical processes,

such as the assessment of body composition [96] and it is now also often

being used to study triglyceride [97] and lipid turnover [98]. Studies of

lipogenesis in the liver are performed to investigate characteristics of liver

disease [99]. This often involves giving study participants heavy water

for a long period of time and then taking blood or tissue samples and

analysing them in vitro using mass spectrometry [100, 101]. The need for

invasive sampling leads to limits on how many measurements can be taken

and from where they can be taken, in order to avoid patient discomfort.

Deuterium magnetic resonance could potentially offer a way to characterise

and investigate liver disease non-invasively.

After drinking D2O, rapid exchange occurs between exchangeable hy-

drogen atoms and deuterium atoms. This produces an increase in the
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concentration of HDO from that present at natural abundance (NA). This

consequently produces an increase in the strength of the NMR from 2H

in water. Covalently bonded hydrogens that exist in the methylene group

(-CH2) of fatty acids, can also potentially be replaced by deuterium atoms

derived from heavy water, which causes the naturally abundant deuterated

fat (CHD) signal to increase. More details on how 2H is incorporated into

lipids and this increase in CHD signal can be found in Chapter 6. There-

fore by using CSI over the liver whilst a participant/patient is loaded with

heavy water and then tracking the change in concentration of fat/lipid sig-

nals over time, lipogenesis could in theory be studied. This approach could

be useful in also studying general fat turnover not only in the liver but also

in adipose and visceral fat as well. This sort of measurement was previously

implemented in healthy and diabetic mice in the 1980’s [25, 102].

4.1.2 Relaxation Times

DMI has been shown to be able to provide spatially resolved measure-

ments of metabolite concentrations [5, 75]. This makes DMI of clinical

importance, as the metabolite concentrations could potentially be used

as bio-markers to assess metabolic disease or tumour aggressiveness, on a

patient-to-patient basis. It is straightforward to compare the strengths of

different metabolite signals, but to work out absolute concentrations you

need a reference and also need to account for the effects of relaxation on

the signal strengths.

In DMI this is performed by comparing the naturally abundant MR

signal of HDO to the MR signal of other metabolites, along with an at-

tenuation factor which is based on the sequence used for signal acquisition

along with the number of deuterium labels in the metabolite. An estimate

of the concentration of HDO at NA (∼0.015%) in the brain is 12.6 mM.

This is calculated by multiplying the number of moles in one litre of D2O

(55.4 Mol) by the water fraction of the brain ∼73% along with the NA of

2H, remembering to take into account the two 2H labels.
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The attenuation factor specifically depends on the TR, flip angle (α)

and the T1 of the metabolite in question. Consequently it is of great

importance to have an understanding of how T1 changes in different tissues.

Proton relaxation times have previously been reported in the literature at

multiple field strengths for different tissues in the brain [103], and can

be used for proton metabolite quantification. Previous measurements of

HDO relaxation times in human participants used non-localised data [6,

36, 104] which means the variation of relaxation times across specific tissue

compartments is not known, making tissue-specific metabolic concentration

calculations difficult.

4.1.3 Aims

2H MRI at 7T was used to characterise the HDO signals from the human

brain in four healthy participants who increased their deuterated water

content to ∼1.5% over a six-week period by drinking D2O. The heavy

water loading was carried out as part of a parallel study into immune cell

proteomics. 2H MRI and MRS measurements were made on all four partici-

pants. This included MEGE images acquired at a range of TR values, from

which T1 and T∗
2 relaxation maps were calculated. Co-registration to higher

resolution 1H images allowed T1 and T∗
2 relaxation times of deuterium in

HDO in CSF, GM, and WM to be reported. For two of the participants, 2H

MRI/MRS data was also acquired during the initial ∼eight-hour loading

period to track the time-course of 2H enrichment within the brain [105].

The work described in this chapter formed the basis of the peer-reviewed

paper ‘Deuterium brain imaging at 7T during D2O dosing’ published in

the journal ‘Magnetic Resonance in Medicine’ [105].

4.2 Methodology

Six healthy participants in total took part in this 2H-imaging sub-study

which was approved by the local institutional ethics committee and the

University of Nottingham Daniel Cocking



Page 68 Chapter 4. Scanning post Heavy Water Loading

volunteers gave informed consent. Two of the participants were scanned

during a set-up phase in which we established the feasibility of 2H imaging

and identified favourable imaging parameters. Here, I report data from

four participants (A - D) who were subsequently scanned using the op-

timised imaging protocols. All scanning was performed on a 7T Philips

Achieva scanner (Philips Healthcare, Amsterdam, The Netherlands), oper-

ating at 45.8 MHz for 2H and 298 MHz for 1H. A 26.4 cm inner diameter,

dual-tuned 1H/2H birdcage coil (Rapid Biomedical) was used for deuterium

measurements, while the standard 32-channel Rx/2-channel Tx head coil

(Nova Medical) was used for acquiring anatomical 1H images.

The proteomics study required an initial loading regime in which the

targeted enrichment was built up in around 8 hours. This was achieved by

participants drinking between 12 and 16, ∼50 ml doses of 70% D2O/30%

H2O every ∼30 minutes, with the total amount of D2O consumed adjusted

according to the participant’s body weight, so that an enrichment of around

1.5% was produced. The participants subsequently drank ∼50 ml of D2O

each morning over the six-week study period to maintain a ∼1.5% enrich-

ment. Similar enrichment levels and durations have been used in recent

studies [106–108] with no adverse events reported. However some partici-

pants experienced a brief period of dizziness during the initial loading phase

due to the rapid rise in body water enrichment [106].

4.2.1 Initial Loading

Two of the participants (A and B) were scanned during the initial 8-hour

loading period to monitor the time-course of changes in the concentration

of 2H in the brain. A scanning protocol of ∼15 minutes’ duration was per-

formed before dosing and then again after 30, 90, 150, 210, 270, 360, 420

and 540 minutes. The protocol comprised, a 1H scout scan for planning,

followed by acquisition of 2H pulse-acquire spectra from the whole head

and then from a 2-cm-thick axial slice positioned over the lateral ventri-

cles. Both used the following scan parameters: α = 90◦, 2048 samples,
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BandWidth (BW) = 3000 Hz, repetition time TR = 1 s and 64 averages

(acquisition time Tscan = 64 s). We then acquired axial, MEGE 2H images

(20 averages, Tscan = 453s, FOV = 288 × 288 × 80 mm3, 6 × 6 × 10

mm3 voxels, α = 33◦, TR = 62 ms, five echoes, TE = 8.9 ms and ∆TE

= 8.4 ms. Axial 1H GE images (Tscan = 232 s, 32 slices, FOV = 288 ×

288 × 80 mm3, 3 × 3 × 2.5 mm3 voxels, TE = 5.9 ms, TR = 39 ms) were

also acquired. The scanning protocol was repeated 17 days after the initial

loading to obtain comparative data at steady-state enrichment.

The spectroscopy measurements made before loading provided an es-

timate of the signal from naturally abundant deuterium in water: scaling

subsequent measurements then allowed the absolute HDO concentration

to be estimated at each time-point. The HDO concentration in the body

was also estimated from the ratio of the total imbibed D2O volume to

an estimate of total body water using the participant’s height, weight,

age and gender [1]. The temporal variation of HDO concentration in the

brain was monitored by plotting the amplitude of the single peak in each

non-selective and selective spectrum against the time since the first heavy

water dose. The peak amplitude was obtained by fitting the complex data

to a Lorentzian line shape in the frequency domain using non-linear least

squares fitting.
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Figure 4.1: Regions of interest used for following the time-course of signal

change during D2O loading. Black = Superior Cistern (SC); Red = lateral

ventricle; Blue = brain (GM, WM and CSF); Green = background noise.

We used the image data to track the changes in 2H signal from different

tissue compartments. The 2H images acquired at each time-point were

summed over the five echoes to form a single image data set. Then using

both the 2H and 1H images, regions of interest (ROI) were formed for a

background region, general brain tissue, the lateral ventricles and for a

region of high signal intensity thought to arise from blood vessels and CSF

in the superior cistern (SC). Examples of the Region Of Interest (ROI)s

used are shown in Fig. 4.1. The signal intensity in each region was plotted

against time from the first heavy water dose. The SNR in images acquired

before loading was too low to make good estimates of NA signal strength,

so values were normalized to the signal measured in the superior cistern

ROI at the last time point of the initial loading period. All analysis was

performed using MATLAB (Release 2020b, The MathWorks, Inc., Natick,

MA, United States). Saliva samples were obtained and measured by gas
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chromatography–mass spectrometry (GCMS) from Participant A and B,

as part of the parent project.

4.2.2 Relaxation Time Measurements

2H relaxation times for water in CSF, GM, and WM were calculated from

data acquired during the six-week loading period using the dual-tuned

2H/1H coils. In each imaging session, 2H 3D sagittal MEGE images were

acquired (voxels = 6 × 6 × 10 mm3, FOV = 288 × 288 × 240 mm3, slices

= 24) at a range of TR values, along with 1H 3D MEGE images (voxels =

3 × 3 × 5 mm3, FOV = 288 × 288 × 240 mm3, slices = 48, 15 TEs with

TE1 = 2.5 ms, ∆TE = 2.34 ms, and TR = 41 ms).

2H MEGE data from Participants A and B were acquired with five

echoes (TE1 = 4.3 ms, ∆TE = 8.4 ms), α = 60° and TR = 68, 136, 272

and 544 ms, with 8, 4, 2 and 1 averages so that Tscan = 487 s for each

image. 2H MEGE data from participants C and D was acquired with six

echoes (TE = 4.3 ms; ∆TE = 8.4 ms) and one additional TR value (TR

= 816 ms; Tscan = 730 s; 1 average). The number of TE and TR values

were increased for participants C and D to improve fitting quality. The 2H

scanning sessions were performed twice on Participants C and D.

In a separate scanning session using the Nova coil, 1H Magnetization

Prepared - RApid Gradient Echo (MPRAGE) images (0.7 mm resolution)

and 1H 3D MEGE images (3 × 3 × 5 mm3 voxels, 15 echo times, TE1 = 2.5

ms, ∆TE = 2.57 ms, and TR = 41 ms) were acquired from each participant.

These images were used for image segmentation and estimation of the 1H

T∗
2 values.

For calculation of 2H relaxation time maps, we first estimated the vari-

ation of flip angle (α) over the image volume by summing the images across

TEs, at each TR, and then fitting the resulting image data voxel-wise to a

saturation recovery curve (i.e., fitting signal variation with TR for α, R1,

and signal amplitude). The resulting flip-angle maps were smoothed by

averaging over 5 × 5 × 5 voxel neighbourhood and the α-values used as
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Table 4.1: Parameters and constraints used in the Matlab fmincon fitting

routines, (a) shows the parameters used to obtain the initial flip-angle (α)

map and (b) shows the parameters used in the main fitting routine to obtain

relaxation rates. Average indicates the average of the masked brain image,

and Asmooth indicates the amplitude value from the smoothed map that was

created after the flip-angle fitting.

a fixed variable in dual-fitting the variation in signal intensity Si,j across

TRi and TEj values. The absolute difference between the model and the

obtained data was found and minimised, the mathematical form of this

expression is given here

r =

nTR∑
i=1

nTE∑
j=1

∣∣∣∣A sinα(1− exp(−R1TRi)

1− cosα exp(−R1TRi)
∗ exp(−R∗

2TEj)− Si,j

∣∣∣∣2 (4.1)

r is the calculated value that is to be minimised. The Matlab fmincon

command was used to perform the minimisation, 1H R∗
2 maps were obtained

by similar fitting to the exponential signal decay with TE in the 1H MEGE

data acquired using the Nova coil. The parameters and constraints used in

the fmincon fitting are given in Table 4.1.

To evaluate the relaxation times in different compartments, we seg-
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mented the 1H MPRAGE data using FSL FAST [109] and transformed

the resulting GM, WM and CSF masks to the space of the 2H relaxation

time maps. Following brain extraction using FSL BET [110] and bias field

correction, an affine matrix was obtained from image co-registration using

FSL FLIRT [111, 112] which transformed the 1H MEGE data acquired

using the dual-tuned coil to the 1H MEGE Nova Medical coil data, along

with an affine matrix for the 1H MEGE to MPRAGE transformation. Im-

age co-registration was linear, with six degrees of freedom and used the

correlation ratio cost function [113]. The MEGE data were summed across

echoes and repetition times before co-registration.

The brain-extracted MPRAGE image was segmented to create binary

masks for GM, WM and CSF using FSL FAST [109]. These masks were

then transformed to the 2H space using the previously obtained affine ma-

trices and the outer regions of the CSF mask were manually removed so

that the majority of the CSF mask come from the lateral ventricles. The

new masks were binarized at a value of 0.6 for each tissue to ensure that

each mask contained at least 25 voxels for averaging. The binarized masks

were applied to the relaxation maps for calculation of mean relaxation times

for CSF, GM and WM.
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4.3 Results

4.3.1 Loading

Figure 4.2: 3D MEGE 2H image data from Participant C. Images produced

by summing over six TE values and five TR values. Voxel size = 6 × 6

× 10 mm3, in-plane FOV = 288 × 288 mm2, Tscan = 485 s for each TR

value.

Figure 4.2 shows example 2H 3D sagittal images obtained by summing

the 2H MEGE data for a single (fully loaded) subject over TE and TR

values, during the steady-state loading period. The resulting images, which

predominantly show T∗
2 contrast, clearly depict the brain anatomy and

have a similar appearance to T∗
2-weighted,

1H images. The CSF in the

ventricles and at the cortical surface appears hyperintense, while regions

of white matter where there is little partial-voluming with CSF, such as in

the corpus callosum, appear hypointense. Figure 4.3 shows the variation of

image intensity with TE and TR in a central sagittal slice. The slower T∗
2

decay of the CSF signal compared with that of the GM and WM signals is
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evident, along with the signal saturation at reduced TR, and the reduction

of contrast at low TE and TR values. In Fig. 4.4, example 2H images

acquired from participants A and B at different dosage times during the

initial loading process are shown. As dosage increases, so does the overall

SNR. The ROIs that were used to analyse the loading in different brain

tissues are outlined in Fig. 4.1 (for participant A). Since the background

MEGE image is obtained after the final dose for Subject A the tissues being

segmented are easily discerned in the 2H images. However, for the lower

dosage images this is not the case, which is why the ROI’s are defined on

the anatomical 1H image.

Figure 4.3: 3D MEGE 2H image from one slice from Participant D. Images

are displayed with TE value varying horizontally and TR-value varying

vertically. Voxel size = 6 × 6 × 10 mm3, in-plane FOV = 288 × 288

mm2, Tscan = 485 s for each TR value.

The qualitative increase in signal during the loading period in Fig. 4.4

is shown more quantitatively in Fig. 4.5, which plots the 2H concentration

University of Nottingham Daniel Cocking



Page 76 Chapter 4. Scanning post Heavy Water Loading

time course obtained from the spectroscopy data, along with the steady-

state values measured after 17 days of loading. The average signal from

each ROI during loading is shown in Fig. 4.6 scaled to the signal measured

in the SC at the last time point, in the brain along with the steady-state

values measured after 17 days of loading. Plotted values from Figs. 4.5

and 4.6 also show the 2H concentration estimated from the cumulative D2O

dose and estimated total body water volume, for comparison. The results

from GCMS analysis of saliva samples are also plotted here for comparison.

Figure 4.4: 2H images acquired from two participants at different times

during the initial, 8-hr heavy water loading period. The time since the first

dose is indicated above each image and the cumulative dose of heavy water

is indicated below. A single axial slice spanning the lateral ventricles is

shown. The images shown are formed from the average over five echoes

(TE1 = 8.9 ms, ∆TE = 8.4 ms) and have a reduced in-plane FOV of 204

× 204 mm2.

4.3.2 Relaxation Times

Figure 4.7 shows sagittal and axial relaxation rate maps from two partici-

pants, with the dominant feature in the 2H maps being the reduced R∗
2 and

R1 relaxation rates in the ventricles. The elevated R∗
2 values seen in deep

grey matter structures in the 1H maps are not evident in the 2H maps.

Scatter plots of the voxelwise T1 and T∗
2 relaxation times and the proton

and deuterium T∗
2 relaxation times, across four subjects are shown in Fig.
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4.8. Table 4.2 reports the average and standard deviation of the 2H T1 and

T∗
2 values, along with 1H T∗

2 values measured measured in GM, WM and

CSF in the four participants. These values were calculated by applying the

binarised segmentation masks to the relaxation maps.

Figure 4.5: Time course of the concentration of deuterium in the brain

estimated from the 2H spectroscopy measurements (red=from 2 cm slice

at level of lateral ventricles; blue= whole head). Percentage estimated by

scaling by the signal measured at NA (assumed to be 0.015%). The orange

blocks indicate the concentration estimated from the cumulative D2O dose

and body weight. The measurements made at steady state (after 17 days of

loading) are shown in the box at the far right. Measurements from saliva

samples are given in the light-blue line.
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Figure 4.6: Time course of average signal change in image ROIs

(red=lateral ventricle; blue=brain tissue; black=SC; green=background

noise) in two participants. Signals from all compartments are scaled by

the SC signal at the final measurement time-point. Scaled signals measured

at steady state (after 17-days loading) are shown in the box at the far right.
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Figure 4.7: 2H R∗
2 and R1 maps are shown along with 1H R∗

2 maps in sagittal

(a) and axial (b) format. Maps show five central slices from Participants

C and D. Relaxation maps were calculated from MEGE data equivalent to

that displayed in Fig. 4.3. The elevated R∗
2 in iron-rich deep GM structures

is evident in the lower slices of the 1H maps (red arrows), but is not seen in

the 2H maps. The images shown have a reduced FOV of 204 × 204 mm2.
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Figure 4.8: Scatter plots of the voxelwise deuterium T1 and T∗
2 relaxation

times (a) and the voxelwise proton and deuterium T∗
2 relaxation times (b).
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Table 4.2: Average and SD of 2H (T∗
2 and T1) and

1H (T∗
2) relaxation times

in CSF, GM, and WM for different participants and visits. These values

were produced by averaging over segmented relaxation time maps, similar

to those shown in Fig. 4.7. Average values and standard deviations across

participants are also shown.

4.4 Discussion

The results shown in Figs. 4.2 and 4.4 indicate that 2H images of 6 × 6 ×

10 mm3 voxel size with a useful SNR can be acquired in ∼7.5 minutes at 7T

with a head-sized bird-cage coil, when participants have been deuterium-

enriched to ∼1.5% concentration (∼100 times NA). After summing over

echo times these images (Fig. 4.4) showed SNR ∼16 in brain tissue in

the steady-state condition (after 17 days of loading), the contrast in these

images is dominated by T∗
2-weighting with the CSF appearing hyperintense

relative to grey and white matter.

The measured relaxation times were reasonably consistent across the six

measurements (Table 4.2), with CSF having significantly higher T1 and T∗
2

values than GM or WM (p < 0.007 for two-sample t-test). The measured

T1 and T∗
2 values were consistently higher in GM than in WM, but the

differences did not reach statistical significance (T1: p = 0.21; T∗
2: p =

0.08). The relatively coarse resolution of the 2H images made it difficult to

avoid the effects of partial voluming, particularly of CSF and GM, and the

limited range of TE and TR values reduced the accuracy of measurement
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of the long T1 and T∗
2 values in CSF. The average values of the relaxation

times are consistent with values reported from non-localised measurements

of HDO signals in human [6, 22, 114], cat [26] and rat [5, 6] brain.

Focusing on human brain measurements, De Feyter et al. [6] reported

HDO T1 of 346 ± 5 ms at 4 T, while Ruhm et al. [114] measured 362 ±

6 ms at 9.4 T – values which lie between the values for CSF (508 ms) and

GM/WM (318/285 ms) measured here at 7 T. As expected, the measured

2H T1-values are significantly shorter than the corresponding 1H values at

7 T [115], due to the quadrupolar relaxation of 2H. The long T1 of HDO in

CSF relative to GM/WM will lead to greater saturation in the CSF signal

in short CSI measurements used for DMI (for example Ruhm et al. used TR

= 155 ms [114]) which needs to be considered when quantifying signals from

other 2H-labelled metabolites using NA HDO signals. Bi-exponential T2

decay was previously identified at 4 T [6] and 7 T [37] using non-localised

spin echo measurements: at 7 T large (small) pools were found to have

relaxation times of 29 ± 1 (412 ± 40) ms, respectively [37], consistent with

our identification of short and long T∗
2 values in GM/WM (32/30 ms) and

CSF (90 ms).

The TE-summed MEGE images in Figs. 4.2 and 4.4 show contrast that

is dominated by T∗
2-weighting, with the CSF appearing hyperintense rela-

tive to grey and white matter, as is the case in T∗
2-weighted

1H images. A

notable difference between the 1H and 2H R∗
2 maps (Fig. 4.7) is that deep

GM structures which appear with elevated R∗
2 in

1H maps due to their high

iron content [115] do not appear hyperintense in the 2H maps. This is a con-

sequence of the dominance of quadrupolar, rather than dipolar, relaxation

in the case of 2H. The 1H R∗
2 maps also show larger regions of hyperinten-

sity near the frontal sinuses due to the greater field-inhomogeneity-related

intra-voxel dephasing resulting from the higher γ of 1H. Signals from struc-

tures outside the brain (apart from the eyeball) are only evident in the 2H

images acquired with the shortest TE (Fig. 4.3) most likely because of the

very short T∗
2 of HDO in muscle [104, 116].
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Both the imaging and spectroscopy results shown in Figs. 4.5 and

4.6 show that changes in HDO concentration on the order 0.1% can be

readily monitored and tracked, with spectroscopy data being obtained in

one minute. At an estimated concentration of 0.5% 2H, the ratio of signal

to background noise varied from ∼2.7 (brain) to ∼3.1 (SC) and these values

increased approximately linearly with concentration as expected (Fig. 4.6)

to steady state levels over the 8-hour loading period. The normalised values

here are not normalised for flip-angle here. The concentrations estimated

from the 2H spectra are in reasonably good agreement with the values

calculated from the cumulative D2O dose and body mass (Fig. 4.5).

In addition, the signal amplitudes measured from ROIs in the brain

have similar time-courses maintaining relatively constant ratios, dictated

mainly by differences in T∗
2-weighting and water fraction in the different

brain regions (Fig. 4.6). It is also important to note that as subject C

stopped loading (after ∼350 minutes) a reduction in the rate of increase

in 2H concentration is evident in both Figs. 4.5 and 4.6, on the scale

of minutes. This implies that the 2H MR measurements are robust and

that the dispersal kinetics of deuterium following oral ingestion of D2O are

rapid throughout the body on the timescale of the measurements. This

is consistent with previous measurements based on blood sampling which

indicate that the half-life of absorption into blood is around 12 min, with

similar time constants for dispersal into other body water compartments

[117, 118].

In our experiments the participants came out of the magnet bore be-

tween measurements, leading to the potential for changes in signal intensity

due to variation of the slice position. Nevertheless the 2H signals tracked

the monotonically increasing dose and the values measured at maximum

dose were similar to those measured 17 days later during the steady state

loading period. Although both participants had approximately the same

weight and target D2O dose, Participant B was only able to ingest 600 ml

during the initial loading. The deuterium concentration measured from
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Participant A was consequently higher at the end of the loading period.

The rest of participant B’s loading was completed over the following four

days, along with the daily 50 ml top-up and similar concentrations were

measured from the two participants in the steady state (Fig. 4.5). The

tracked GCMS analysis of saliva samples during loading is given in this

figure. The saliva samples do not follow the deuterium concentration by

body-weight estimates as closely as the spectroscopy measurements as well

as being much more variable The GCMS measurements of the saliva at the

end of the loading was 1.51% ± 0.09%, and 1.53% ± 0.17%, respectively

for participants A and B.

Rapid increases in body water enrichment can lead to feelings of dizzi-

ness and nausea. These symptoms can occur at relatively low enrichments

while equilibrium has not yet been achieved, and are thought to result from

temporary effects on the vestibular system due to density changes in the

semi-circular canals of the inner ear [119]. The rapid loading was required

for the parallel study, but a more gradual increase in heavy water uptake

could be used for future MR-loading experiments to minimise these effects.

4.5 Conclusion

2H MR measurements at 7T have been successfully used to track the in-

crease in concentration of 2H in brain during D2O loading to 100 times NA,

in four human participants. Gradient echo images with an SNR of 16 and

a voxel volume of 0.36 ml could be acquired in 7.5 minutes. 2H T1 and

T∗
2 relaxation times from water in GM, WM and CSF have also been mea-

sured at 7T. These relaxation times can be applied in research protocols

using the NA 2H signal from water for calibration and concentration cal-

culations. This lays the ground work for further studies involving ingested

D2O in order to measure lipid turnover in Chapter 6. In future work we

aim to track uptake from a single D2O dose on a shorter time scale, using

faster, interleaved acquisition of 2H images and spectra.
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Chapter 5

Comparing glucose-d2 and

glucose-d7 in DMI

5.1 Introduction

DMI is a MRSI method that enables substrates and metabolic products

that are labelled with the non-radioactive hydrogen isotope 2H, to be

mapped in vivo. The scientific impact of 2H and usage in the real world has

increased greatly since its existence was first theorised [18], and it was not

long before its potential for biological applications was recognised [19, 20].

Of particular interest is the use of glucose as the administered labelled pre-

cursor molecule, as this can provide a direct probe of glucose metabolism.

Whilst the most common current uses for 2H for in vivo NMR measure-

ments involve deuterated glucose, initially it was D2O that was ingested

to elevate 2H levels for use in NMR [25, 28], particularly to investigate

lipid metabolism. The most useful forms of deuterated glucose are those

whose carbon-bonded hydrogen atoms in the first and sixth positions have

been replaced by deuterium because these substitutions are the only ones

that are transferred to pyruvate, and then to either lactate (Lac) or to

a combination of glutamate and glutamine (Glx) via the TCA cycle in

the mitochondria. For this reason, [6,6’-2H2]-glucose has been a common
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choice of labelling (isotopologue), providing twice the number of 2H labels

as would [1-2H]-glucose, and this form of labelled glucose has been used in

many in vivo studies ranging from preclinical work [5, 120] to demonstra-

tion in humans [6, 37]. Lac and Glx as well as non-metabolised deuterated

glucose and water (NA plus an additional amount caused by label-loss dur-

ing various processes) become detectable via either choice of labelling. The

detected Lac and Glx provide information about the tissue’s propensity to

metabolise glucose via glycolysis or the oxidative phosphorylation pathway,

and thereby an important clinical potential of DMI is identified, since many

tumour cells exhibit an increased tendency for glycolysis. This manifests

in higher than usual lactate production; the well-known Warburg effect [7].

2H NMR measurements following labelled glucose ingestion or injection

allow information on downstream metabolite concentrations to be quan-

tified to obtain metabolic flux measurements, without the use of ionising

radiation. In contrast PET scans using FDG involve ionising radiation and

only provide information on glucose uptake. Besides the effect of cancer and

other disease states, brain metabolism is also altered locally, albeit tem-

porarily, as part of normal function. This might occur when a part of the

brain is activated by a task or stimulus, such as by visual stimulation. For

example it has been previously shown many times that there is metabolic

activation in the visual cortex following visual stimulation [121, 122]. Lac-

tate increases [35, 123, 124], and glucose decreases [125] in the visual cortex

following visual stimulation have been measured using 1H MRS. 13C [126]

MRS has been used to measure TCA-related changes during activation in

the visuall cortex, and 31P MRS has been used to measure signal changes

in lactate, phosphocreatine and inorganic phosphate in the visual cortex

during stimulation[35]. Glc signals are not present in these measurements.

It is important to note that significant increases in glutamate (2%) and

decreases in glutamine (8%) have also been shown during activation [125].

In its simplest form, DMI is relatively straightforward to implement us-

ing a pulse-acquire CSI sequence, usually without the need for water sup-
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pression because of the low concentration of naturally occurring deuterated

water. In most cases, DMI spectra are also simpler to analyse than pro-

ton spectra. If using glucose as the labelled substrate, there are just four

metabolites to consider: water (HDO), glucose (Glc), Glx, and Lac. This

relative simplicity can be regarded as a positive attribute in the context

of potential clinical translation. However, the generally low SNR of DMI

is not a favourable characteristic, and means that data is often acquired

with low spatial resolution, often with voxels of around 8 ml [22, 38] in vol-

ume; the smallest reported voxel size to date in humans is 2.97 ml [36], in

measurements made at a high magnetic field strength of 9.4 T. Low SNR

and spatial resolution can potentially be improved upon by performing

DMI scans based upon indirect detection using 1H MRSI [36, 79, 127, 128].

This has the benefit of not requiring deuterium-specific hardware, but this

comes at the expense of often requiring a more complex acquisition scheme

and post-processing analysis. Another method of increasing SNR in DMI

is to implement de-noising during post-processing analysis. This has been

shown to improve SNR in MRSI using low rank approximations [84]. Sim-

ilar techniques using Tucker decomposition [89, 91] have been applied to

DMI data with notable SNR improvements [75, 129].

Other labelled compounds than glucose-d2 have also been used to inves-

tigate in vivo metabolism in conjunction with DMI in animal experiments.

For example [6,6’-2H2]-fructose has been used to investigate liver cancer

[41]. Fructose was found to have a similar spectral appearance as the glu-

cose, with slightly different kinetics. Intravenous injection of deuterated ac-

etate ([2H3]-acetate) has been used to investigate myocardial metabolism

[130] and tumour metabolism [6], where acetate accumulation and Glx

changes were tracked.

One important way of increasing the 2H signal is to use a form of deuter-

ated glucose with a larger number of 2H labels. Since there are twelve hy-

drogen atoms in the glucose molecule, all twelve could potentially be sub-

stituted with 2H atoms. However, atoms in the hydroxyl groups exchange
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Figure 5.1: The chemical structure of glucose-d2 (left) and glucose-d7, where

D indicates deuterium atoms and each number refers to a different carbon

atom position.

rapidly with the surrounding water and therefore are not usually useful in

metabolic applications. The seven other locations in which the 2H atoms

are directly carbon-bonded are less labile and potentially useful labelling

sites, yielding the form [1,2,3,4,5,6,6’-2H7]-glucose (glucose-d7). Compared

with [6,6’-2H2]-glucose (glucose-d2), the
2H spectrum of glucose-d7 should

contain a factor of 7/2 times more components, many of which overlap due

to the broad linewidths of 2H, thus producing a gain in SNR. An exam-

ple 2H high-resolution NMR spectrum of 100mM of glucose-d7 dissolved in

H2O obtained at 9.4 T, showing the overlapping spread of peaks, is shown

in Fig. 5.2 which was performed by Dr. Galina Pavlovskaya.

However, glucose-d7 is over eight times more expensive compared to

glucose-d2, per gram purchased. The 2H atoms in the C1 and C6 positions

(in the absence of label-loss) will be transferred to lactate or Glx molecules

[131], producing a gain of 3/2 in the Glx signal. A similar gain is expected

for Lac. Therefore, it is expected that the use of glucose-d7 will increase

the SNR and reliability of detected signals for Glc, Glx, and Lac, compared
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Figure 5.2: 2H spectrum of 100mM of glucose-d7 dissolved in H2O obtained

at 9.4T. Also, showing 2H spectra for distilled water and oil obtained for

reference. Figure created by Dr. Galina Pavlovskaya.

to using glucose-d2. In addition, the four remaining 2H labels in the posi-

tions C2, C3, C4 and C5 of glucose-d7 are transferred directly or indirectly

to water during glycolysis, and will therefore contribute to an increased

HDO signal [13, 132]. The HDO (deuterated water) signal increase that

is a result from metabolism has been shown to be directly proportional

to the increase in downstream metabolites (Glx and Lac) [13], which im-

plies that regular non-spectroscopic imaging of the HDO signal increase

could be used as a measure of the Warburg effect, potentially providing

improved spatiotemporal resolution compared to MRSI techniques. The

path of metabolism taken by glucose-d2 and glucose-d7 is outlined in Fig.

5.3, including the label-loss to deuterated water.
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Figure 5.3: The metabolism followed by glucose-d2 and glucose-d7 outlining

the number of 2H labels present in each metabolite indicated by red circles

and the number in the centre. The larger circle represents the 2H from the

C6 and C6’ labels.

Daniel Cocking University of Nottingham



5.2. Methodology Page 91

5.2 Methodology

The primary aim of this study is to measure the difference in vivo metabo-

lite signal/concentration changes for HDO, Glc, Glx and Lac in the brains

of healthy human participants following ingestion of glucose-d2 or glucose-

d7. This the first instance of glucose-d7 being used with human subjects.

Each participant drank 250 ml of water containing 0.75g/kg of of dissolved

labelled glucose. All the glucose was purchased from CK isotopes and is

microbiological/pyrogen tested. The glucose-d2 cost ∼£16 per gram whilst

glucose-d7 cost ∼£130 per gram. CSI scanning, de-noising and a sophisti-

cated and robust fitting routine was used to track the change in metabolite

signals. Also, the possibility of detecting differences in metabolite concen-

trations due to an applied visual stimulus was investigated.

5.2.1 Particicpants

Scanning was performed on a 7T Achieva scanner (Philips Healthcare),

operating at 45.8 MHz for 2H. A 26.4 cm inner-diameter, dual-tuned 1H/2H

birdcage RF coil (Rapid Biomedical) was used for 2H measurements and

acquisition of anatomical 1H images. Ethical approval was received from

the Faculty of Medicine and Health Sciences Research Ethics Committee

(ref. no. FMHS 306-0621) at the University of Nottingham to recruit 15

healthy participants for this study. Informed consent was received from all

participants who were only recruited if they had: a Body Mass Index (BMI)

< 25 kg/m2 (or less than 27 kg/m2 for males whose waist circumference

was <94 cm), had a normal heart rate and blood pressure, a blood glucose

concentration of <7.8 mM (finger-prick test), an age between 18 and 60

years, and no significant medical conditions or issues related to safety in the

MR scanner. As participants are being given extra glucose it is important

to minimise the risk of hyperglycaemia, which is why participants that

are at risk of developing type-2 diabetes are excluded. Older participants

and those taking oral medication are excluded as their metabolism can be
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Table 5.1: The parameter details for each of the scans used in this study.

Note that the averages for CSI are acquisition weighted, and that the ‘Bulk’

spectra is non-localised.

altered. At the screening visit, participants were informed whether visual

stimulation would be applied and that at least an eight hour fast would be

required on the day of scanning. Blood glucose status was checked using

a second blood glucose level test (finger-prick) that had to be <5.6 mM.

For those receiving glucose-d2 (n=8), 5 experienced a visual stimulus. For

those receiving glucose-d7 (n=7), 4 experienced a visual stimulus.

5.2.2 Scan Protocol

Scanning for each participant was split into two parts, the baseline NA

scanning before the glucose drink (lasting approximately 20 minutes) which

was used for quantification and calibration, and the 90-minute scanning

session after the glucose drink was ingested. The drink was consumed

in a maximum of eight minutes. Baseline measurements included a 1H

scout scan for planning; a 1H MPRAGE scan (FOV: 224 × 224 × 140

mm3, 1.4 mm isotropic voxels, TR: 7.1 ms, TE: 2.6 ms, Tscan: 353 s);

a non-localised 2H spectrum (16 averages, TR: 1000 ms, TE: 1.1 ms, α:

90◦, BW: 3000 Hz, 2048 samples, with a scan duration of 17 s); a slice-

selective 2H spectra, acquired from a 2-cm-thick axial slice positioned over

the lateral ventricles, using 128 averages, TR: 1000 ms, TE: 1.9 ms, α:
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Figure 5.4: Schematic of the scanning protocol that was used in this study.

Above the box the three main steps for recruitment are outlined, in the

yellow box the details of the study day are listed. The study day starts with

a blood-glucose test before NA and post ingestion scanning.

90◦, BW: 3000 Hz, 2048 samples with a Tscan: 129 s and a 3D 2H CSI

covering the whole brain (FOV: 180 × 180 × 120 mm3 , 15 mm isotropic

voxels, TR: 230 ms, TE: 2.4 ms, α: 62◦, BW: 1200 Hz, 256 samples,

with a Tscan: 670 s) acquired using 6 acquisition-weighted [133] averages.

All the NA scans were performed in the absence of visual stimulation and

after these data were acquired the participant was then brought out of

the scanner and consumed the glucose drink. This contained 0.75g/kg

(bodyweight) of either glucose-d2 or glucose-d7 powder purchased from CK

Isotopes Ltd. (microbiological/pyrogen-tested product) and Merck Life

Science UK Ltd. (endotoxin-tested product) dissolved in 250 ml of water

at room temperature. The participant was allowed to consume this in their

own time, and when they indicated that they were ready for the second

scanning session (∼30 minutes later), were guided back into the scanner.

In the second session, the two 1H scans were repeated, followed by five

or six repeats of the three 2H scans. In the event that the participant

needed to exit the scanner for a short period and re-enter, the 1H scans

were repeated before continuing with the 2H scans. If the participant was

to be visually stimulated, the display was activated during the CSI scans

University of Nottingham Daniel Cocking



Page 94 Chapter 5. Comparing glucose-d2 and glucose-d7 in DMI

only and quiescent otherwise.

Visual stimulation was produced via an 8 Hz flashing, black and white,

radial checkerboard, similar to what has been used previously [124]. The

visual display was projected onto a screen that the participants could ob-

served by wearing prism glasses while lying in the scanner. Most of the par-

ticipants who experienced visual stimulation (three that ingested glucose-d2

and four that ingested glucose-d7) were shown a checkerboard flashing pat-

tern that was active for 50 seconds followed by 10 seconds of rest (red cross

on a grey background). However, two participants (both of whom ingested

glucose-d2) experienced a checkerboard flashing pattern that was active for

30 seconds followed by 30 seconds of a red cross on a grey background.

Participants who received no visual stimulation were asked to close their

eyes during the scanning session. In all cases, the scanner room lights were

turned off.

5.2.3 Image and spectral processing

The 1H MPRAGE images were converted to a NIFTI format using MRI-

croGL (www.nitrc.org), and bias-field corrected using FSL-FAST [109].

Each corrected MPRAGE image was then brain extracted using FSL-BET

[110] which also bias-field-corrected the image and removed any neck vox-

els. The fractional intensity threshold was allowed to vary between sub-

jects along with the gradient in the foot-head direction. This was done

to ensure the brain extraction was optimised for each participant. The

MNI-152 brain image dataset with 2 mm isotropic voxels (distributed with

FSL [134]) was linearly registered to each image using FSL-FLIRT [111,

112] and twelve degrees of freedom. The MNI-152 brain image was then

non-linearly registered to the same image to obtain the warp-field using

FSL-FNIRT [135], with the affine matrix from the linear registration used

as an initial guess. The warp-field was then used to non-linearly regis-

ter probabilistic maps of the frontal and occipital lobes from the MNI-152

atlas to the MPRAGE space. The maps were subsequently binarised to
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Figure 5.5: Flowchart outlining the steps used to analyse the 1H MPRAGE

images and obtain the ROI Masks. The case-sensitive FSL commands are

included in brackets.
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obtain ROI masks. These regions were chosen to test whether contrast in

metabolite signals/concentrations could be detected with participants who

were visually stimulated. A flowchart that outlines the analysis steps for

the 1H MPRAGE images and the construction of the masks can be seen

in Fig. 5.5. A flowchart that outlines the steps used to analyse all the

2H CSI data can be seen in Fig. 5.6. It is important to note that ‘sepa-

rate/group fit parameters’ is where the individual metabolite parameters

that are grouped/separate form a single set of amplitude, phase, linewidth

and chemical shift for each metabolite .

A noise spike that affected each voxel at the same frequency position

was visible. In some of the spectra the spike which generally only affected

one data point in each spectrum most likely arose from baseline error. To

correct this spike the data points on either side of corrupted point were

averaged together and the spike was replaced with this value.

Apodisation and smoothing techniques have been shown to affect metabo-

lite quantification in MRSI [81], which is why it was chosen to not apodise

when analysing the data. Low-rank denoising has been shown to be able to

use the similarities in temporal/spatial information to denoise, better than

for single voxel denoising [3, 81]. Tucker decomposition also known as a

HOSVD is an extended version of the simpler SVD, which is then followed

by a low rank approximation. Here only the largest singular values persist,

and the rest are replaced with zeros, therefore when reconstructed the data

is similar except only the most prominent features persist. This works as

a de-noising method as the noise will be represented as smaller singular

values and will hence be removed, only leaving the metabolite peaks as

described in section 2.4.2. This can be performed in either the frequency

or the time domain.

Here, each CSI data-set was denoised in the time-domain using a Tucker

decomposition [91] with a compression matrix size of [64 6 6 4] (spectral and

3 spatial dimensions). The core matrix size was chosen by simulating 3D in

vivo 2H CSI spectra for HDO, Glc and Glx resonances. To reflect the form
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Figure 5.6: Flowchart outlining the steps used to analyse the 2H CSI spec-

tral data (including de-noising). The dotted green box represents the pre-

processing steps for the 2H data, the dotted red box describes the application

of the 1H mask and the dotted purple box describes the fitting of each spec-

tra.
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Figure 5.7: 3D simulated spherical (A) and hollow-spherical (B) signal

distributions used to simulate DMI data, for testing different core matrix

sizes when de-noising.

of in vivo data, the amplitude distribution for water and glucose followed

a spherical pattern (Fig. 5.7A) whilst the amplitude distribution for Glx

followed a hollow-sphere (Fig. 5.7). Then by varying the core matrix size

in a single direction (whilst keeping the others the same) and fitting the

spectra, it is possible to compare the signal distribution for each metabolite

at each compression size. An example of this can be seen in Fig. 5.8 as

the dimensions of the core matrix in the FID sample direction are varied,

with the amplitudes for HDO, Glc and Glx being displayed. A choice

is then made for the compression in the selected direction that does not

modify the overall distribution for each metabolite whilst still de-noising

the data. This is then repeated for each of the other spatial directions until

an optimal compression matrix size is obtained. The resulting compression

matrix size (relative to total data size) is similar to compression matrix

sizes that have been previously used with DMI [75, 129] and 13C studies
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Figure 5.9: CSI simulated data (blue) and the corresponding fits (red) for

a single slice overlayed onto the sphere from Fig. 5.7A. A is the results

before de-noising and B is the results after a Tucker decomposition with a

core matrix of [64 6 6 4]. Here the SNR in the highlighted voxels increases

from ∼7.5 to ∼16.5, by dividing the peak height of the spectra by the square

root of mean squared noise regions either side of peaks of interest.

[3]. The effect of de-noising using a Tucker decomposition with this core

matrix size can be seen in Fig. 5.9.

With low SNR datasets it can be possible to bias the data using de-

noising. One way to overcome this is to simulate your data and apply

varying levels of de-noising which can help choose rank reduction. This

was performed with our dataset which helped motivate the choice of rank

reduction, which is why de-noising was only applied to each CSI and not

in addition with a fifth domain of time. It was found that any level of

de-noising in this domain smoothed the metabolite change curves, when

compared to individual CSI de-noising. To avoid biasing the Lac peak

(because of its low SNR) the simulated data had no true Lac peak present,

therefore any presence of Lac above the noise floor in the amplitude maps

would indicate too much of a rank reduction. It was found that a rank of

eight in the spectral domain and ranks below four in the spatial domain
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were too small. This can be seen in Fig. 5.8.

Table 5.2: Prior knowledge used in OXSA-AMARES [71, 73] to fit the

individual CSI datasets after glucose-d7 ingestion, which includes the pa-

rameters chemical shift, linewidth, amplitude and phase. The acronyms are

defined as LB:Lower-Bound, UB:Upper-Bound and IV:Initial-Value. The

α and β subscripts represent the different glucose anomers, and the super-

script represent different carbon positions on the glucose. N/a refers to

non-applicable meaning the parameter is not used with this metabolite, this

is because it is grouped to something else or is not grouped to any other

metabolite. The ‘G’ column shows which peaks are grouped for each param-

eter.

The FIDs were fitted using an adapted version of the OXSA-AMARES

MATLAB toolbox [71, 73], which requires prior knowledge for each of the

metabolites, the values used for glucose-d7 can be seen in Table 5.2. In pre-

vious studies that have used glucose-d2 ingestion, the glucose spectrum has
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been fitted as a single peak at 3.8 ppm, since the chemical shift difference

between the multiple resonance lines are usually not discernible due to the

relatively broad linewidths and low SNR. However, this is not the case for

glucose-d7 [136] which has a larger number of spectral lines with a larger

range of chemical shifts. Therefore, the spectrum needs to be modelled

more accurately, taking into account the contribution from each deuterium

label for both anomers (α and β). The chemical composition of the glucose

stays the same for the different anomers, but the location of the hydroxyl

group can swap with the 1H on C1. When dissolved in water 1/3 of glucose

will exist in the α form whilst 2/3 will exist in the β form [137].

Here, Glc is fitted as a sum of 14 peaks due to the number of label

positions for both anomers. For consistency, this approach was also imple-

mented when analysing the glucose-d2 data, which resulted in 4 lines being

fit for Glc. The 2H chemical shifts of the Glc, Glx, and Lac resonances

are assumed to be the same as those of the 1H chemical shifts [136] and

were implemented in the fitting as relative shifts to the water peak [120] at

4.8 ppm. When constructing the prior knowledge file the inputted initial

values are shifted from the reference, ie. are from 0 which is 4.8 ppm in

this case. The glucose peaks were fitted assuming a common scaling fac-

tor; all glucose peaks have the same phase, other than the peaks from the

C1 position which have a different phase due to large differences in chem-

ical shift. The linewidths of peaks from the same anomer share the same

value. For HDO, Glx, and Lac, only single components were assumed, with

independent amplitudes, phases, and linewidths.

Due to the additional prior knowledge the fitting routine takes approx-

imately 2 to 3 times longer for the glucose-d7 analysis compared to the

glucose-d2 analysis, the exact times can vary depending on the SNR for each

metabolite during the time-course, approximate average time per spectrum

to obtain fit parameters for glucose-d2 and glucose-d7 CSI data respectively

are ∼0.16 s and ∼0.32 s (with default optimisation). The increased com-

plexity of the fitting means it is less likely to accurately fit the FID however
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Figure 5.10: Schematic diagram of the approach used to obtain the 2 MRSI

data in this study.

by narrowing the linewidth constraints and using more accurate initial es-

timates, as well as lowering the tolerance of the fit (increasing iterations

and function evaluations and lowering the function and step tolerance) the

fit is found to overlay the data accurately as seen in Figs. 5.11 and 5.15.

The amplitude and phase values for each metabolite peak at each voxel

position were converted to complex amplitudes and interpolated to the

same resolution as the MPRAGE image. These maps were then averaged

over the whole-brain, occipital lobe, and frontal lobe ROI (using the bi-

narised segmentation maps) to obtain ROI-averaged amplitudes for each

metabolite for each CSI data-set. This provided amplitude time-courses

as a function of time relative to glucose ingestion. These values were then

either quantified into concentration values, normalised or corrected for the

effect of T1 differences and used as ratios between the two different types

of glucose.
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5.2.4 Concentration calculations

Concentrations Cm for each metabolite m were determined by Dr. Robin

Damion using the following equation

Cm =
Am

kEmNm
, (5.1)

where Am is the FID amplitude of the metabolite, Nm is the number

of effective 2H labels per metabolite molecule, Em is the attenuation factor

given by

Em =
1− exp(−TR/Tm

1 )

1− exp(−TR/Tm
1 ) cosα

(5.2)

where Tm
1 is the longitudinal relaxation time of the metabolite, TR is

the repetition time, α is the flip angle, and k is a scaling constant. This

constant, which is found to be ROI-dependent, is calculated by using the

average NA water amplitude within a given ROI. This was calculated

from the CSI data acquired before glucose ingestion assuming an isotopic

percentage for deuterium of 0.015% [138], a concentration of pure water at

55.4 M, a factor of 2 because of the two hydrogen atoms in water, and an

estimate of the percentage of water in each ROI. Cortical GM and WM

were assumed to be 84% and 69% water [139]. The occipital and frontal

ROIs were assumed to be comprised of 40% GM and 60% WM, resulting

in a water content of 75%. The whole brain ROI was assumed to be 10%

CSF, 36% GM, 54% WM, resulting in 77% water content.

Table 5.3: Assumptions made for the brain tissue and overall water com-

ponents or each ROI.
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Once k had been estimated for each ROI, metabolite concentrations

were calculated via Eq. 5.1, with knowledge of the 2H label numbers,

Nm. The effective number of 2H labels depends on whether glucose-d2 or

glucose-d7 was ingested and, for Glx and Lac, also depends on label-loss.

To account for label-loss, we have assumed the effective number of labels

for water, Glc, Glx, and Lac is 1, 2, 1.2, and 1.7, respectively for glucose-

d2 [140]. For glucose-d7, we have assumed 1, 7, 0.9, and 1.3 (estimated

[141] assuming glutamine and glutamate are present in approximately equal

amounts).

Longitudinal relaxation times for Glc, Glx and Lac were assumed to be

67 ms, 139 ms, and 297 ms, respectively [6], independent of ROI, number

of 2H labels, and whether glucose-d2 or glucose-d7 was the metabolic pre-

cursor. For water (HDO), the T1 relaxation times were assumed to be 510

ms, 320 ms, and 290 ms for CSF, GM, and WM, respectively [105].

Table 5.4: The effective number of labels (accounting for label loss) for

HDO, Glc, Glx and Lac. As well as assumed T1 relaxation times, ‘***’

is listed as the values have been found to be tissue-dependent (510 ms, 320

ms, and 290 ms for CSF, GM, and WM, respectively [105]).

5.3 Results

Figure 5.11 shows spectra acquired from a 2-cm thick axial slice positioned

over the lateral ventricles in two participants before and after ingestion of

a similar amount per bodyweight glucose-d2 or glucose-d7. The spectra are

displayed with the same signal intensity axis scale so that the greater am-
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Figure 5.11: Stacked selective spectra from a 2-cm-thick slice over the lat-

eral ventricles from individual participants who had ingested glucose-d2 (a)

or glucose-d7 (b). (c and d) Last spectra obtained during scanning with

timepoints of ≈108 and ≈125 minutes after ingestion, for glucose-d2 and

glucose-d7 respectively. Corresponding fits are shown for each spectra, along

with separated contributions from each metabolite and the residuals after fit-

ting.
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Figure 5.12: Average time-courses of normalised metabolite signals taken

from the slice selective spectra from all participants who ingested glucose-d2

(blue, 8 participants) and glucose-d7 (pink, 7 participants). A moving aver-

age over a number of the nearest points equal to the number of participants,

with error bars representing the moving standard deviation. Time = 0 in-

dicates the pre-ingestion scans, the HDO result is used for normalisation.

plitudes of the signals following glucose-d7 ingestion are evident, especially

for the HDO. Single spectra obtained ∼108 minutes and ∼125 minutes af-

ter glucose-d2 and glucose-d7 ingestion, respectively, are also shown, along

with the fits, and the individual contributions to the fit from HDO, Glc,

Glx and Lac. Glc signals include contributions from both anomers (α and

β) and each label position. Glucose-d7 produces a broader peak, centred

around 3.7 ppm, compared to glucose-d2, and there are additional reso-

nances at 5.2 and 4.6 ppm from the C1 deuterium of the two anomers in

the glucose-d7 spectra. The HDO, Glx and Lac signals show no obvious

differences in linewidths and chemical shift position between glucose iso-

topologues or times after glucose ingestion. No obvious peak is visible above

the noise floor in the residual spectrum, indicating the fitting performed

well; notably this is true for the more intricate Glc from glucose-d7.
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The overall time-courses obtained from analysing all the slice-selective

spectra for all participants who ingested glucose-d2 and glucose-d7 can

be seen in Fig. 5.12. It is important to note that no line broaden-

ing/apodisation or de-noising technique has been applied here prior to

fitting. The data is normalised to the NA HDO signal obtained prior to

ingestion and the increase in reported signal for each metabolite can clearly

be seen here. The Lac signal here could arise from lipids as it has the same

chemical shift as the CHD of fatty acid chains, however it is not expected

to see any 2H incorporation into lipids from the labelled glucose.

Axial and sagittal slices from denoised 3D CSI data from two partici-

pants, averaged over six scans are shown in Figs. 5.13 and 5.14, with the

fits to each voxel. Figure 5.13 shows data from a subject who ingested

glucose-d2, while Fig. 5.14 shows corresponding data from a subject who

ingested glucose-d7. The spectral data is overlaid on the bias-field-corrected

1H MPRAGE image. A spectrum and the corresponding fit from the voxel

highlighted (red) in both the axial and sagittal view are also shown. The

spectra are similar in appearance to those displayed in the slice-selective

spectra of Fig. 5.11. Interpolated and overlaid, axial, amplitude maps of

each of the metabolites from one axial slice are also shown in Figs. 5.13

and 5.14. The FID amplitude values, for each metabolite, are obtained

from fitting the averaged CSI data after denoising using OXSA-AMARES

[71, 73].

Figure 5.15 shows participant-averaged metabolite time-courses (non-

averaged data are shown in Fig. 5.16). These plots were generated by

calculating the running average of the time-ordered data from all partici-

pants in the glucose-d2 or glucose-d7 cohorts, with a variable window size

that always includes a number of points equal to the number of partic-

ipants included in the particular data-set. This is shown in Fig. 5.15

with the errorbars being equal to the standard deviation over the number

of measurements in the running average. Here, for each participant, the

metabolite signals are normalised to the HDO signal at NA obtained before
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Figure 5.13: Axial and sagittal slices from a 3D CSI data set (FOV: 180

x 180 x 120 mm3, 15 mm isotropic resolution) acquired from a participant

who had ingested glucose-d2. Spectra were averaged over six scans and then

denoised using a Tucker decomposition and are overlaid on the correspond-

ing slice of the MPRAGE image acquired after ingestion. Experimental

data (purple) and fit (yellow) are shown for each voxel. The spectrum from

the highlighted voxel is shown in detail in the plots shown upper right. Am-

plitude maps for each metabolite are also shown, with the colour axis being

shared with Fig. 5.14.

University of Nottingham Daniel Cocking



Page 110 Chapter 5. Comparing glucose-d2 and glucose-d7 in DMI

Figure 5.14: Axial and sagittal slices from a 3D CSI data set (FOV: 180

x 180 x 120 mm3, 15 mm isotropic resolution) acquired from a participant

who had ingested glucose-d7. Spectra were averaged over six scans and then

denoised using a Tucker decomposition and are overlaid on the correspond-

ing slice of the MPRAGE image acquired after ingestion. Experimental

data (purple) and fit (yellow) are shown for each voxel. The spectrum from

the highlighted voxel is shown in detail in the plot shown upper right. Am-

plitude maps for each metabolite are also shown, with the colour axis being

shared with Fig. 5.13.
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Figure 5.15: Average time-courses of normalised metabolite signals for the

occipital lobe, frontal lobe, and the whole brain from participants who in-

gested glucose-d2 (blue, 8 participants) and glucose-d7 (pink, 7 participants).

A running average over a number of the nearest points in time equal to the

number of participants was calculated, with error bars representing the stan-

dard deviation over the points in the running average. Figures made by Dr.

Robin Damion.
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ingestion of glucose. The maximum in the averaged Glc is clearly visible

and occurs between 50 and 100 minutes after glucose ingestion. In these

plots, it is evident that all metabolite amplitudes from glucose-d7 ingestion

are larger than those from glucose-d2. It appears the Lac signal does not

reach a plateau in the glucose-d7 occipital lobe time-course compared to

the frontal and whole-brain region. However, this is most likely random

as the other metabolites time-courses do not vary in the other metabolites

and the error on the Lac is high.

The same data, converted to concentrations are shown in Fig. 5.17.

These concentrations have been corrected for label-loss, so that the values

estimate the concentrations of deuterated molecules that would be observed

if no label-loss occurred. The attenuation factor in the concentration calcu-

lation corrects for flip-angle and T1 relaxation. The water content for each

tissue is also corrected for: more details on the concentration calculation

can be found in Section 5.2.4. As expected, the averaged concentrations

of HDO, Glx, and Lac are clearly different between the glucose-d2 and

glucose-d7 cohorts, with the glucose concentrations appearing similar.

To provide a clearer depiction of the relative metabolite signal ampli-

tudes arising from glucose-d2 and glucose-d7 ingestion, Fig. 5.18 shows

plots of the ratios of metabolite signals measured from the two glucose iso-

topologues: Amplitude(glucose-d7) / Amplitude(glucose-d2). To calculate

the ratio between the averaged glucose-d2 and glucose-d7 signals, the data

needs to cover similar points in time. Therefore, the glucose-d2 data is

interpolated to the same time series data as the glucose-d7 data. The error

bars are derived from the error bars (standard deviations) of the numera-

tor and denominator using the standard method of combining independent

errors of a quotient.

The NA values have been subtracted from the HDO measurements to

produce a ratio of the HDO increases above NA. Although there is con-

siderable variability, focusing on the whole-brain ROI (which should have

the best SNR), it appears that the ratios are converging to approximately
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Figure 5.16: Normalised metabolite signal amplitude time-courses for each

participant for glucose-d2 (top) and glucose-d7 (bottom) for each ROI: the

occipital lobe, frontal lobe, and the whole brain. The results at time = 0 are

the results from the pre-ingestion scanning, the HDO results here are used

for normalisation. Graphs made by Dr. Robin Damion.
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Figure 5.17: Average time-courses of metabolite concentrations from the oc-

cipital lobe, frontal lobe, and the whole brain from participants who ingested

glucose-d2 (blue, 8 participants) and glucose-d7 (pink, 7 participants). More

details on the concentration calculation can be found in Section 5.2.4. A

running average over a number of nearest points in time equal to the num-

ber of participant was calculated, with error bars representing the standard

deviation over the points in the running average. Figure made by Dr. Robin

Damion.
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Figure 5.18: Normalised ratios of signal amplitude for each metabolite fol-

lowing glucose-d7 and glucose-d2 for the same regions in Fig. 5.17. The

glucose-d7 data is interpolated (after the moving average in Fig. 5.17. is

applied) to the same time-course as the glucose-d2 data before the ratio is

calculated. The amplitude of the errorbars are calculated from the standard

deviations of the numerator and denominator using the standard method

of combining independent errors of a quotient. Figure made by Dr. Robin

Damion.
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constant values, such that for HDO, Glc, Glx, and Lac, the ratios are 5.5 ±

2.5, 3.5 ± 1.0, 1.6 ± 0.4, and 1.5 ± 0.4, respectively. It has been previously

suggested that HDO production from the metabolism of glucose-d7 can

be used as a biomarker, that the ratio ∆HDO/(Glx+Lac) of T1-corrected

signal amplitudes (where ∆HDO is the increase in labelled water above

NA) has a quasi-stable value of 2.5 [13], calculated by taking account of

label-loss from Glx and Lac, and label-gain to HDO.

This value comes from the production of the differing production routes

of pyruvate, and how 2H is incorporated into the methyl group of pyruvate.

One of the final steps of the formation of pyruvate from glucose is the for-

mation of two three-carbon molecules glyceraldehyde 3-phosphate (GA3P)

and dihydroxyacetone phosphate (DHAP), DHAP is then converted into

another GA3P and both eventually form pyruvate. During both of these

routes alanine aminotransferase (ALT) can influence the loss of 2H labelling.

By summing the the HDO, Glx and Lac produced from the two possible

routes where ALT is involved and not involved. The ratio of HDO/(Glx +

Lac) is then found to be 20/8 = 2.5. Further details can be found in the

paper that first calculated this ratio [13]. The data can then be normalised

based on data that looks at 2H and 1H exchange and accounts for the 2H

loss in the formation of Glx and Lac [140].

This ratio is shown in Fig. 5.19 as well as similar plots for Glc, Glx, and

Lac, for both glucose-d2 and glucose-d7. The plots of ∆HDO/(Glx+Lac)

for glucose-d7 appear to also show a quasi-stable region, although at values

<2.5. Plots for Glx/(Glx+Lac) appear to show long-time convergence to

approximately 0.8 which is similar to what has been shown previously [76],

for both glucose-d2 and glucose-d7. However, Glc/(Glx+Lac) plots show

global maxima at approximately 30 – 70 minutes, which occurs earlier than

the maxima of glucose in the plots of Figs. 5.15 and 5.17.

No effect of visual stimulation could be discerned, either in comparison

to participants who did not undergo visual stimulation as can be seen in

Fig. 5.20 or in comparing metabolite accumulations between frontal and
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Figure 5.19: Ratio of each metabolite signal to the sum of downstream

metabolites (Glx and lactate) for the same regions shown in Fig. 5.17. The

glucose-d7 data is interpolated (after the moving average in Fig. 5.17. is

applied) to the same time-course as the glucose-d2 data before the ratio is

calculated. The amplitude of the errorbars are calculated from the standard

deviations of the numerator and denominator using the standard method

of combining independent errors of a quotient. Figure made by Dr. Robin

Damion.
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Figure 5.20: Average time-courses of metabolite concentrations from the oc-

cipital lobe, frontal lobe, and the whole brain from participants who ingested

glucose-d2 and had no visual stimulus (blue) and those who were visually

stimulated (light-blue) along with those who ingested glucose-d7 and had

no visual stimulus (light-pink) and those were visually stimulated (dark-

pink). A running average over a number of nearest points in time equal to

the number of participants was calculated, with error bars representing the

standard deviation over the points in the running average. Figure made by

Dr. Robin Damion.

occipital lobes as can be seen in Fig. 5.17. An increase in metabolite

concentrations, due to an increased metabolism, is expected in the occip-

ital lobe compared to the frontal lobe as the visual cortex lies within the

occipital lobe.

5.4 Discussion

2H spectra and CSI data were acquired from fifteen participants, before,

and then at 5 or 6 time points after, they had consumed either glucose-d2

or glucose-d7 measurements lasted around 90 minutes, with nine of these
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participants experiencing visual stimulation during the CSI scans. In all

spectra, after glucose ingestion, deuterated water (HDO), non-metabolised

deuterated glucose, and Glx were detected for both glucose isotopologues.

Lac was also detected in most spectra but was present in lower concen-

trations, particularly for glucose-d2, and was generally more challenging

to detect, although average time-courses from all participants revealed an

unambiguous increase of signal at the lactate frequency (see Figs. 5.15 and

5.17).

Compared to the CSI data, slice-selective deuterium spectra can be

acquired in a much shorter time and the higher SNR can provide a more

reliable analysis if the magnetic field homogeneity over the slice is good

enough to provide a reasonable linewidth. Such spectra are displayed in

Fig. 5.11, showing their time evolution from NA to over 100 minutes after

glucose ingestion. HDO (4.8 ppm), glucose (approximately 3.8 ppm), and

Glx (2.4 ppm) are clearly visible in these spectra, with amplitudes being

generally larger for the spectra of the participant who ingested glucose-d7,

especially for the HDO peak. Although possessing a very low SNR, a peak

at 1.3 ppm is just visible in some of these spectra and, again, generally

appears to be larger in the glucose-d7 spectra. The fact that it is larger in

the glucose-d7 spectra suggests that it is a result of lactate accumulation but

it could also contain a NA lipid component arising from the skull. Examples

of spectral fits are shown in Fig. 5.11 for the last time-point spectra in the

two displayed data sets. Here it can be seen that spectral components,

including the anomeric decomposition of the two glucose isotopologues,

have been well fitted with small residuals.

CSI SNR can be improved by increasing the number of averages as op-

posed to acquiring multiple CSI data sets at different time points. However,

by acquiring metabolite time-courses the time point at which the signal

from glucose (and other metabolites) is largest can be found. Time-course

data can also be used to model the metabolite time-courses. Metabolic

modelling has previously been attempted with pre-clinical data [5, 40, 74,
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75], and recently modelling been used with human data where glucose-d2

was ingested orally [36], as opposed to intravenous infusion which is used

in animal models. An estimate of the data quality that would have been

obtained if only a single CSI was acquired with a higher number of averages

can be obtained by combining several of the CSI acquisitions into single

data-sets. Figures 5.13 and 5.14 demonstrate the result of doing this for

glucose-d2 and glucose-d7 data where six consecutive post-glucose-ingestion

CSI acquisitions are combined. This would approximately correspond to a

single acquisition with 36 averages for a total scan duration of 57 minutes.

This duration assumes the full use of acquisition-weighted averaging [133].

Without this, it would take 125 minutes. The spectra shown, from single

voxels in the averaged CSI data, have the same essential features as the

slice-selective spectra in Fig. 5.11; clear HDO, Glc, and Glx peaks, with

small low-SNR peaks where Lac is expected. In this case, it is less likely

that these peaks contain a large lipid contribution, which suggests they

arise from lactate.

The resolution of the CSI data acquired here is too low to be able to

differentiate GM and WM in the cortex after interpolation. ROI-averaged

metabolite amplitudes from individual participant data sets were often

noisy and their underlying time-dependence could be obscured (see Fig.

5.16). This was more often the case for participants who ingested glucose-

d2, whose metabolite amplitudes were lower, but was also an issue for

the Lac signal for both glucose isotopologues. Averaging the data over

all participants, however, as presented in Fig. 5.15, delivered a clearer

picture of the temporal accumulation of the deuterated metabolites. The

glucose time-courses clearly reach a maximum within the timeframe of the

experiments, and HDO, Glx, and Lac, all unambiguously show increasing

amplitudes over time. The increases in HDO and Glx are as expected from

many previous studies, but the observation of an increase in Lac is less

common, although it has also been previously reported [76, 114].

No significant difference for any metabolite (HDO, Glc, Glx, and Lac)
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was seen between participants that had a visual stimulus applied and those

that did not. One could compare the metabolism in the frontal lobe and

the occipital lobe, however there was also a difference between the signals

from these regions in participants who did not have visual stimulus applied.

Because the time-course goes from no detectable signal in Glc, Glx and Lac

to a detectable signal it is difficult to compare any other changes above

the inter-participant variability which can be larger than 10%. And this

variability scales with increased signal from glucose-d7, which leads to larger

standard deviations. However, it is easier to see metabolite changes in

response to visual stimulus using other nuclei such as 13C, 31P and 1H as

there are already baseline signals making changes easier to detect. Also,

even after a long period, the Lac signal is still difficult to detect and fit, so

changes in Lac signal amplitude are difficult to detect.

One of the reasons for the large inter-participant variability across all

subjects is the evident ‘decrease’ between NA and the first two time points

in all metabolite concentrations, most evidently in HDO. This is because

at early time points the metabolism has not had long enough accumulate

increased concentrations that would dominate the variability arising from

small differences in head position after repositioning in the scanner. The

low SNR of the anatomical 1H MPRAGE scan that was acquired could also

mean that the ROIs could be better defined and represent the regions more

accurately. This is backed up by the largest ROI of the whole brain suffering

from this effect the least. Availability of a more sophisticated multi-channel

RF coil providing improved SNR for 1H and 2H measurements would help

mitigate this problem and allow better definition of ROIs.

One of the main benefits of DMI is the ability to quantify downstream

metabolites such as lactate which has been shown to be a useful tool in

investigating tumour malignancy [142]. Therefore, the increase in Lac from

glucose-d7 can be useful in future studies. However, the eight times price

increase of glucose-d7 compared to glucose-d7 along with the increase in

analysis difficulty makes glucose-d2 more clinically viable. With this being
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said if the relationship between glycolytic activity and HDO increase was to

be investigated further the use of glucose-d7 could prove to be an invaluable

tool in research and in the clinic. It has been shown possible to synthesise

deuterated glucose with five labels that is cheaper than both glucose-d2 and

glucose-d7 [42]. This would make DMI more clinically viable. However,

a lot of the complexities of the analysis would not be removed which are

mitigated by increases in SNR, therefore it would not be advisable to reduce

the dosage to further save on costs.

The differences in the signals in the glucose-d2 and glucose-d7 datasets

are similar to what has been theorised from animal models [13]. The pre-

dicted values are sensitive to exact amounts of label-loss due to 1H - 2H

exchange. The increase in HDO signal that is generated from the label

loss has been quantified to be approximately six times in glucose-d7 data

compared to glucose-d2 data. It has already been shown that the increase

in HDO for glucose-d7 is an appropriate measure for metabolism, as the

glucose consumption is directly correlated HDO production. However, the

reported ratio between HDO and Glx + Lac signals is higher in the litera-

ture (∼2.5) than compared to this study (∼1.5) Fig. 5.19. The difference

in ratio could come from the difference in infusion techniques, or it could

result from differing amount of label loss in the human and rat brain.

5.5 Conclusion

This Chapter reports the first in vivo studies of human participants using

glucose-d7 to track metabolism in the brain. 2H CSI data was acquired

over ∼90 minutes and changes in metabolite (HDO, Glu, Glc and Lac)

were tracked over time and compared to results obtained following similar

ingestion of glucose-d2. De-noising in post-processing was used to enhance

SNR for each dataset, acquisition based averaging is also used and could

be extended to increase SNR further at the expense of the number of time

points measured. Glucose-d7 has been shown to offer an opportunity to
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improve the visualisation of tumour metabolism in vivo for patients, by

increasing the signal of all available metabolites compared to glucose-d2.
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Chapter 6

Evaluating the Feasibility of

Monitoring Lipid Turnover

using Heavy Water Loading

and 2H Magnetic Resonance

6.1 Introduction

Adipose tissue (more commonly known as body fat) is key for energy stor-

age and can be found either under the skin (subcutaneous fat) or around

internal organs (visceral fat) as well as in bone marrow, in breast tissue

and around muscles. The cells that make up this tissue are known as

adipocytes. They store energy as TriacylGlycerols (TG), and the break-

down/turnover of adipocytes and TG is thought to be a good indicator

of metabolic health and homeostasis. Adipose tissue growth is possible

through enlargement of existing adipocytes (hypertrophy) as well as by in-

creases in pre-adipocyte and adipocyte numbers (hyperplasia). Adipocyte

death is also a vital part of the TG turnover [143]. The differences between

these processes in adipose tissue provides vital information on metabolic

health [144]. It was originally thought that increases in adipocyte count
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only occur during childhood and adolescence [145], and that changes in

weight in adulthood are due to adipocyte size changes. However, new

studies now show this is not the case [146], indicating the importance of in

vivo studies into adipose tissue turnover.

In vitro methods using cell cultures can be used to assess adipose/lipid

turnover and can provide information about specific adipocyte growth and

death [147]. However, results from cell culture experiments do not necessar-

ily provide insight into the turnover of lipids in tissue in the human body.

One of the reasons for using in vitro methodology is that the half-life of TG

in vivo in humans has been found to be ∼six months [97], which can make

it difficult to measure. However, lipid turnover can be measured by using

2H labelling through D2O ingestion and invasive tissue sampling (biopsy),

with the analysis being performed using mass spectrometry and application

of Mass Isotopomer Distribution Analysis (MIDA) [97, 99, 143, 148]. Fol-

lowing heavy water loading, 2H makes its way into the glycerol moiety and

fatty acid chains of triglycerides during lipid formation (lipogenesis) mak-

ing it possible to measure TG synthesis [99]. Using this method differences

in the TG synthesis rate between healthy and insulin-resistant individuals

[149] and between different races [150] have been evaluated. However, the

need for biopsy restricts the range of tissue sites that can be sampled (e.g.,

making it difficult to sample visceral fat) and causes patient discomfort.

Heavy water loading has previously been utilized in conjunction with mag-

netic resonance imaging and spectroscopy (MRI/MRS) allowing in vivo

measurement of enhanced 2H MR signals from water in humans and from

water and fat in animals [102, 105]. The enrichment of 2H into HDO that

can be measured using MRI or MRS has been shown to follow physiological

estimates and can therefore be accurately predicted [105]. The enrichment

into lipids measured using invasive techniques is much slower [97, 143] but

can also be predicted [143].
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6.2 Theory

The 2H MR signal that arises from naturally occurring HDO in vivo is

∼0.015% (NA). Water turnover in the body involves a balance between

water loss through urinating, breathing and sweating and water replen-

ishment through what we eat and drink. The amount of water turning

over each day can be written as L. As has already been shown it is pos-

sible to increase the in vivo 2H abundance by ingesting extra 2H in the

form of heavy water (or an aqueous solution of heavy water). The new 2H

abundance in a day (At+1 as a percentage) can then be estimated using

an iterative calculation, and is relative to a participants total body water

(BW) volume as shown here

At+1 = At +
L[NA− At]

BW
+

D

BW
(6.1)

where the abundance in the previous day is given as At, and the amount

of 2H consumed in the day is D. This equation is useful when the extra 2H

is ingested on a daily basis, the change in 2H abundance with respect to

time (dA/dt) can then be calculated as a differential equation shown here

dA

dt
=

L[NA− A]

BW
+

D

BW
(6.2)

It is noted that L/BW is the water turnover relative to body weight which

can be considered as a rate constant (λw). We can estimate λw ∼ 3/41,

assuming 3 L of fluid turnover and a typical BW of 41 L. It can be beneficial

to look at the change in 2H abundance as a multiplicative change compared

to NA (E = A/NA). The differential equation then becomes

dE

dt
= λw(1− E) +

D

BW · NA
(6.3)

Once the loading period ends (D = 0), Eq. 6.3 can be simply solved. Here

the enrichment E exponentially decays from E0, the enrichment at the end

of loading, to natural abundance (E = 1 at t = ∞ and E = E0 at t = 0),

with a time constant λw. The solution is shown empirically here
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E = (E0 − 1) exp(−λwt) + 1 (6.4)

To calculate the enhancement of 2H in water, accurate estimates for L and

BW are needed. It is difficult to accurately determine L as it depends

on an individual’s lifestyle, however BW can be estimated from known

formulae. Lines of best fits have been found that relate total body-water

to anthropometric measurements (height (H), weight (W ), age (A) and

gender) [1], equations for the relationships are found here for males

BW(litres) = 2.447−0.09516A(years)+0.1074H(cm)+0.3362W (kg) (6.5)

and for females here

BW(litres) = −2.097 + 0.1069H(cm) + 0.2466W (kg) (6.6)

Data from lipid turnover studies looking at the 14C content of fat show

that the rate of lipid storage is ∼16 kg/year (44g/day) [151, 152], which

gives a time constant (tf ) for lipid turnover of ∼397 days. This estimate

assumes a healthy 70 kg individual with a body fat content of 25%, but the

value varies depending on the individual’s weight, age and height. By mak-

ing some assumptions about the incorporation of 2H from water into fat we

can use the value of tf to estimate the concentration of 2H in fat during and

after a period of heavy water loading. The enhancement of the 2H concen-

tration in fat relative to natural abundance depends on the rate constant

(λf = 1/tf ) the number of days of heavy water loading (t), the level of

water enhancement (E) and the fraction (f) of H atoms incorporated into

CH2/CH3 groups from water in newly formed fat. It has been found that

∼20% of stored lipids arise from De Novo Lipogenesis (DNL), compared to

triglycerides recycled from fatty acid breakdown. In the case of triglyeride

recycling H atoms in CH2/CH3 groups do not exchange with water but in

the case of DNL 1/3 of the H atoms in CH2/CH3 groups come from water,

and 2/3 are derived from the metabolite NADPH [153]. Conservatively the
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fraction (f) of H atoms in CH2/CH3 derived from water can therefore be

approximated to a conservative value of 5%. It is important to note that

the H in NADPH can undergo catalytic exchange with water which can

boost enhancement. If the water enhancement E is approximated at ×100

for 28 days, and assuming a range of f of 5-20% this gives an enhancement

of 35-140%. This enhancement should theoretically be detectable using 2H

MRS in vivo [25].

Assuming the water 2H enhancement E is constant and equal to E0 the

enhancement of 2H in lipids (S) after time t can be estimated using the

assumed values for λf and f and the following analytical expression

S = 1 + f(E0 − 1)(1− exp(−λf t) (6.7)

However, this is not usually the case as often the loading regime will

often involve a changing concentration of 2H in water. For example, during

rapid loading participants can experience periods of dizziness and nausea

[119], and to mitigate this issue, the volume of heavy water consumed

per day can be varied during the loading period [97, 105]. Therefore, a

more generalised differential equation (Eq. 6.8) is used to estimate the en-

hancement in fat, which is calculated iteratively and numerically using the

temporally varying water enhancement E(t). Now changes in the loading

regime can be accounted for before and after the cessation of the loading

period. Example loading regimes, HDO enhancements and corresponding

signal enhancements in lipids are shown in Fig. 6.4 according to

dS

dt
= λf (f(E(t)− 1) + 1− S) (6.8)

Solutions of Eq. 6.8 are used to predict the enhancement of lipid sig-

nal that should be detected using 2H MRI/MRS, leading to an estimated

increase in fat signal of 30-40%. This level of enhancement should be de-

tectable and could therefore inform on metabolic health.

As a precursor to tracer studies we explored the deuterium spectrum

obtained from the lower leg at NA in four healthy human participants,
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characterising the T1 and T∗
2 relaxation times of the two spectral lines and

demonstrating that measurements are feasible at 3T magnetic field strength

on a clinical scanner using a transceive, surface RF coil. We also evaluate

whether 2H MR at 3T in conjunction with D2O loading could be used for

non-invasive monitoring of lipid turnover in human subjects as an alterna-

tive to a methodology that uses D2O loading in conjunction with invasive

biopsy. Three different healthy male participants were loaded for approx-

imately four weeks and scanned weekly or fortnightly for approximately

sixteen weeks using 2H CSI imaging.

6.3 Methodology

6.3.1 NA Scanning

T1 relaxation times of HDO and lipid signals were measured in vivo at 3T

in the calf of in four different healthy human participants [116]. Scanning

was performed on a 3T scanner (Philips Achieva) using an in-house built

surface coil (5 cm diameter) tuned to the deuterium resonance 19.6 MHz.

The surface coil was placed under the calf muscle of the left leg. Non-

localised Inversion Recovery (IR) spectra were acquired at NA, using a 900

Hz bandwidth adiabatic hyperbolic secant inversion pulse followed by an

inversion delay and then a non-selective RF pulse of 90◦ nominal flip angle.

Inversion times were τ : 5, 10, 20, 40, 80, 160, 320, 1000 ms, for a fixed

TR: 1200 ms (time between adiabatic pulses). FIDs were collected with

512 samples, NSA: 128, BW: 3000 Hz. FIDs were truncated, zero-filled to

512 points, and line-broadened using a 5 Hz exponential filter.

The data was analysed using code written in MATLAB (MathWorks,

Natick, USA). Spectra acquired with a surface coil over a large volume can

show peaks with different phases due to the averaging of various RF factors

over spatial distributions which are different for the molecules producing

the spectral peaks. Therefore, a global zeroth-order phase-correction can-
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Figure 6.1: 1H images of the calf (FOV: 128 × 128 × 192 mm3) also

showing the position and extent of the 2H surface coil. Left image: mid-

sagittal slice. Right image: mid-axial slice. Figure made by Prof. Richard

Bowtell.

not be applied. Instead, the complex spectra were fitted to a sum of two

complex Lorentzian lineshape functions employing independent phases for

each spectral peak, as well as independent values of amplitude, frequency,

and R∗
2. The inappropriateness of a simple phase-correction and the fact

that the phases are functions of inversion time (other than the usual phase-

shift at the null-point) mean that the inversion-recovery curve also needs to

be analysed as a complex function for each resonance as this allows phase

to vary with τ and TR. The complex equation used for fitting is shown

here

M(τ) = α− β exp(− τ

T1

) + (β − α) exp(−TR

T1

) (6.9)

where M(τ) is the complex magnetization (determined by the spectral

amplitude and phase) and τ is the inversion time, while B and α are com-

plex coefficients. The T∗
2 relaxation times for each peak were obtained from

the fit of the Lorentzian and averaged over all inversion delays, the T1 re-
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Figure 6.2: In vivo spectra obtained during an inversion-recovery experi-

ment. At varying inversion times (τ) ranging from 5 to 1000 ms which are

given in the legend, in milliseconds.

laxation time was found from the fit of the IR curve for each peak. Two

peaks were consistently measured in all spectra. The chemical shift sepa-

ration of these peaks was measured to be 3.55 ± 0.12 ppm. An example of

the spectra that were acquired at different inversion times can be seen in

Fig. 6.2.

Results

The larger peak in Fig. 6.2 corresponds to the HDO present in the calf,

whilst the second, smaller peak originates from the CHD groups in adipose

tissue (body fat). After correcting for applied line-broadening, mean T∗
2

values were obtained for HDO of 8.2 ± 1.6 ms, and 14.0 ± 2.5 ms for lipids

(n=4, see Table 6.1). Figure 6.2 shows a set of spectra acquired during

an IR experiment. All spectra were globally shifted in reference to the

spectrum of longest inversion time. Figure 6.3 shows the complex spectral

amplitudes and the fits to Eq. 6.9, for the two peaks (HDO and lipids).

Mean T1 values were found to be 199 ± 34 ms for HDO and 56 ± 10 ms
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Figure 6.3: An example of the complex amplitudes and the fitted curves for

water and lipids as a function of inversion time, τ .

for lipids (n=4, see Table 6.1).

6.3.2 Fat Measurements by D2O Loading

The second study involved measuring 2H signals from the calf and ab-

domen in three different healthy male participants who underwent 28-days

of drinking a mixture of heavy and regular water (D2O/H2O: 70/30%). Fig.

6.4 shows the loading schedules that participants followed, plus estimates

of the expected changes in water and fat signals over 120 days. During

loading the most D2O that was ingested on a single day was 150 ml. This

slowing down of initial ramping of 2H enrichment compared with the regime

used in Chapter 4 meant that side effects of the loading were reduced. No

reports of dizziness or nausea were reported during initial loading. Using

the equations described in Section 6.2 we find that the 2H signal from wa-

ter, increases to approximately 100×NA in the loading period and then

decreases after loading ceases, halving in amplitude every ∼6 days (Fig.

6.4). The fat signal rises more slowly to a maximum of 1.3-1.4 ×NA and

then slowly decreases, as also shown in Fig. 6.4.
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Table 6.1: 2H relaxation times of HDO and lipid signals from the calf, and

the measured chemical shift separation. Errors on values are the standard

deviations obtained from the covariance matrix of the fitting. SD is the

sample standard deviation.

Figure 6.4: (A) Loading regimes followed by the three subjects (S1, S2 and

S3): volume of 70% D2O/30% H2O ingested per day. (B) Estimated signal

enhancement in water signal relative to NA. (C) Estimated signal enhance-

ment in fat relative to NA. These values were estimated using individual

subject’s weight, height, and age, assuming 3.75 litre water turn-over per

day, lipid half-life of 270 days [151, 152]; 5% of hydrogen atoms in fatty

acid chains of new lipids derived from water [99].
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Figure 6.5: Example of the coil positioning for the surface coil used to obtain

data from the abdomen. Vitamin/oil pills can be seen on the side of the

coil which were used as anatomical landmarks.

Scans were performed on the same 3T scanner equipped with different

in-house built 2H surface coils (5 cm-diameter for calf; 12 cm for abdomen,

more information about the RF coils can be found in chapter 3). Mea-

surements were made before loading, to characterise NA signals, and then

every ∼14 days during/after loading for a further 8 sessions. Anatomical

landmarks were used to position the coils as far as possible over the same

region for each scan (under the calf/adjacent to the right abdomen near

the liver). An example of the coil positioning used for obtaining data from

the abdomen can be seen in Fig. 6.5. Here, the distance from the top

of the head to the coil and from the top of the head to the end of the

table is measured to characterise the coil position. Before loading started

and at the end of the loading period, subjects were scanned multiple times

in a session with inter-scan repositioning to allow estimation of fractional

signal variation due to positioning errors. A short TR of 50 or 70 ms was

used to maximise the SNR of the signal from fat, based on the relaxation
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Table 6.2: The imaging and spectroscopic scan parameters used to investi-

gate fat signal increases following D2O loading, for both regions (calf and

abdomen). 3D CSI measurements were also obtained with a TR of 70 ms.

time measurements previously made at NA (see Table. 6.1). A full list of

scan parameters can be found in Table 6.2. Some of the scan parameters

changed when a TR of 70 ms was used, instead of a 50 ms TR.

Code written in MATLAB (MathWorks, Natick, USA) using the OXSA-

AMARES [73] toolbox was used to fit the signal from each voxel to a

model incorporating water and fat peaks; in the calf, the water signal was

modelled as a doublet with equal amplitudes (due to quadrupolar splitting)

[104]. HOSVD [91] with a core matrix of [16 5 5 5] was applied to the 4D

data to improve SNR. Water peaks were fitted with a chemical shift ∼4.8

ppm with a lipid peak at ∼1.3 ppm. Both sets of peaks shared the same

phase in fitting. To produce single measures of signal enhancement with

reduced sensitivity to FOV-positioning, we averaged fat and water signal

amplitudes over ROIs (3 × 3 × 3/3 × 5 × 3 voxels covering 45 × 45 × 60 /

60 × 100 × 60 mm3 for the calf/abdomen) positioned relative to the voxel

with maximum water signal (i.e., over the centre of the surface coil) to

obtain a water value, and shifted 1 voxel closer to subcutaneous fat (right

for abdomen, posterior for calf) to obtain a lipid value, as shown in Figs.

6.6 and 6.7.
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Figure 6.6: 3D CSI spectra in a single axial slice in the calf plus OXSA-

AMARES fits with different scalings, overlaid on corresponding 1H GE im-

ages. Data was acquired from Subject 1 at four time-points: (A) at NA

before loading (t=0 days); (B) at peak loading (t=20-days) where the only

peak visible is from HDO; (C) after loading had ceased at t=72 days; (D) at

t=113 days. ROI for signal averaging for water (blue) and fat (orange), are

shown in (A). The fat ROI was displaced by one voxel towards the surface

coil to maximise sensitivity to subcutaneous fat. The peak with the higher

chemical shift (appearing furthest left) the other peak is from lipids.
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Figure 6.7: 3D CSI spectra in a single sagittal slice in the abdomen plus

OXSA-AMARES fits with different scalings, overlaid on corresponding 1H

GE images. Data was acquired from Subject 1 at four time-points: (A)

at NA before loading (t=0 days); (B) at peak loading (t=20-days) where

the only peak visible is from HDO; (C) after loading had ceased at t=72

days; (D) at t=123 days. ROI for signal averaging for water (blue) and

fat (orange), are shown in (A). The fat ROI was displaced by one voxel

towards the surface coil to maximise sensitivity to subcutaneous fat. The

peak with the higher chemical shift (appearing furthest left) the other peak

is from lipids.
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6.4 Results

Figures 6.6 and 6.7 show 3D-CSI-data acquired from Subject 1 (single

transverse/sagittal slice from the calf and the abdomen respectively, over-

laid on 1H GE images) at four different time-points. A fat peak is seen in

superficial voxels spanning subcutaneous fat close to the surface coil in the

NA images (Figs. 6.6 and 6.7A), along with a water peak, which appears

over a wider spatial extent and is broadened by quadrupolar splitting in

calf muscle (Fig. 6.6).

Superficial fat signals are also evident post-loading (Figs. 6.6 and 6.7

C,D), but during loading are swamped by the ∼100× larger water signal

(Figs. 6.6 and 6.7B) making them indistinguishable in appearance and in

fitting. A robust and reliable fit to the fat signal could only be achieved at

times >50 days when the water signal had decreased to <10×NA (indicated

by significantly elevated Cramer-Rao lower bound values at t<50 days).

Figures 6.8 and 6.9 show the temporal variation of the ROI-averaged

fat and water signals in calf and abdomen, respectively. As predicted from

simulations (Fig. 6.4B) an increase in water signal to nearly ×100 NA is

evident, with a lower enhancement in Subject 3 who loaded less (Fig. 6.4A).

Although the fat signal shows significant early enhancement (t < 50 days)

this tracks the water enhancement and is likely due to poor spectral fitting.

Based on the predicted long-term elevation of fat signal (Fig. 6.4C), we

focused on the average fat signal enhancement at times > 50 days where

fitting was robust (Fig. 6.10).

6.5 Discussion

6.5.1 Comparing other Relaxation Times

From our measurements of the lipid signal’s 3.55 ppm chemical shift rel-

ative to water, it most likely originates predominantly from deuterium in

methylene groups (-CH2-) of fatty acids, consistent with signals observed
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Figure 6.8: Plots of the temporal variation of the ROI-averaged 1D CSI

water and fat signal amplitudes scaled by the measurement at NA for the

three subjects. (A) water in Abdomen; (B) fat in Abdomen; (C) water in

Calf; (D) fat in Calf. The vertical black line indicates the end of the 28-day

loading period. Fat signals are only well characterised by the fitting at t>

50 days (outside green box) when the water signal is < 10xNA. Error bars

derived from the relative error measured from repeated experiments at NA.

Amplitude increase is relative to a baseline of 1.
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Figure 6.9: Plots of the temporal variation of the ROI-averaged 3D CSI

water and fat signal amplitudes scaled by the measurement at NA for the

three subjects. (A) water in abdomen; (B) fat in abdomen; (C) water in

calf; (D) fat in calf. The vertical black line indicates the end of the 28-day

loading period. Fat signals are only well characterised by the fitting at t>

50 days (outside green box) when the water signal is < 10×NA. Error bars

derived from the relative error measured from repeated experiments at NA.

Amplitude increase is relative to a baseline of 1.
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Figure 6.10: Average and standard errors of the fat signal enhancement

relative to NA at times of more than 50 days after the start of loading.

Values are show for calf and abdomen for the three subjects. P-values for

single-sided t-test for difference from NA are also reported.

previously in proton MRS [154] and in agreement with most previous in

vivo 2H measurements [102]. In studies that administered D2O to normal,

obese, and diabetic mice, a peak from the deuterated water and a second

peak assumed to be CHD groups from adipose tissues were observed [25,

102], and the position of the CHD peak was in the approximate range of

chemical shifts of 3.4 ± 0.4 ppm lower than the water resonance. Similarly,

experiments on rats produced a lipid signal at approximately 3.4 ppm below

the water peak [155]. In contrast, during experiments on the hind limbs of

mice with tumour xenografts [90], an HDO peak was observed along with

a second peak at 2.8 ppm below the water position. It was suggested [90]

that this peak arose from cholesterol (or esters of), which may be actively

synthesised in many tumour cells.

Previous deuterium T1 measurements in muscle water produced values

of 130 ± 7 ms (mouse, 9.2 MHz, 25◦C) and 160 ± 2.4 ms (rat, 13.7 MHz,

ex vivo) [156]. Our measured values are higher, possibly due to the higher

in vivo temperature. A previous measurement of the “CHD group” found

T1: 34 ± 4 ms (mouse abdomen, 30.7 MHz, in vivo) [25], which is smaller

than the value measured here. Our longer value could be a consequence of

reduced accuracy caused by incomplete inversion of the lipid magnetization

because of its short relaxation time [157].
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6.5.2 Fat Changes

Previous research in animal models indicated that increases in fat are still

observable ∼20 days after loading cessation, although substantial changes

in the fat signal occur prior to this point [25], which is supported by this

work. Therefore, during our measuring period of > 50 days fat signal

should still be increased. Fat signal was increased relative to NA in 5 of the

6 measurements and the increase reached statistical significance (P<0.05)

in three measurements (Fig. 6.10). These results provide encouraging

evidence that 2H MR can be used to detect the increased deuteration of

subcutaneous fat resulting from lipid turn-over during long-term heavy

water loading.

The wider linewidths of the HDO signals in the calf compared to the

liver are due to quadrupolar splitting induced by anisotropic order in the

muscle [104], while motion averaging in the liver tissue mitigates this effect.

This disparity makes detecting fat changes in the calf more challenging, as

the fat peak is more likely to be contaminated by the broader peak from

the large HDO signal. The main experimental challenges were in quanti-

fying fat signals in the presence of large water signals and in reproducibly

positioning the surface RF coils in repeated experiments. To optimize lipid

signal detection in the calf, a smaller coil was used, which is more sensitive

to subcutaneous fat, while a 12 cm coil was employed in the abdomen.

6.5.3 Potential Improvements

Previous research has demonstrated the feasibility of using inversion recov-

ery sequences to null the HDO signal which leads to more reliable measures

of changes in the fat signal [102], especially when a dominant HDO signal

is still present. If the HDO peak was nulled well enough consistently,

spectroscopy would not be needed and imaging sequences tuned to the 2H

resonance of lipid could be implemented. This could potentially result in

higher SNR or higher resolution. This can also be achieved post-processing
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through a similar technique that has been used to de-noise MRSI data,

Hankel Lanczos singular value decomposition. This technique is similar to

HOSVD except now the single values that contribute the most are removed,

which reduces SNR. However, this approach can remove overlapping water

peaks and has been commonly used in 1H spectroscopy [88, 158].

In future work, higher field could be used to provide better spectral sep-

aration of fat and water signals and 3D-printed, individualised coil holders

would allow more reproducible coil positioning. This study utilized lower

levels of 2H loading compared to previous research (2% abundance of 2H

compared to 10%). Studies focused on body composition employ a similar

level of heavy water loading to what was used in this study. The results

of a similar study could also be combined with better 1H measurements

to exclude any change in fat signal amplitude over the experimental time

period.

By making all the above improvements it could be possible to detect

visceral lipids as well as obtain earlier time-points which would mean func-

tional/kinetic modelling could be employed to distinguish different cohorts

of participants. Cohorts could include insulin resistant individuals [159]

and between races [150] which have already been investigated using the in-

vasive D2O loading methodology. These studies would allow comparisons

to be made for using in vivo MRI/MRS methodology vs invasive biopsy

methodology and hopefully therefore provide this new methodology with

efficacy.

6.6 Conclusion

Water (HDO) and lipids (probably triglycerides) were identified in the in

vivo spectra from the human calf. T1 and T∗
2 relaxation times were also

measured and were consistent with literature values. Despite poor signal-

to-noise ratio at NA and the use of a surface coil for transceive, it was

shown that such measurements are possible in a reasonable time period
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(approximately 30 minutes), suggesting that tracer-based metabolic studies

of, e.g., triglyceride synthesis and turnover are possible in humans, and in

such experimental conditions.

This study marks the first instance of heavy water loading being em-

ployed to track lipid signals in human participants in vivo using MRI/MRS

as well as without the need for biopsy. While it has been demonstrated that

measuring and fitting fat peaks following D2O loading in humans is possi-

ble, further refinement of HDO signal suppression would enhance accuracy

in tracking these signals. Refinement could include higher field strength,

improved coil positioning and implementation of water suppression.
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Chapter 7

Quadrupolar Effects using

Heavy Water

7.1 Introduction

2H possesses an electric quadrupolar magnetic moment (Qdeuteron = 0.286

fm2e) because its nuclear spin (I=1) is larger than 1/2 [160]. This not only

shortens the the relaxation times of 2H relative to 1H, but also introduces

line splitting which is somewhat similar to the effect of J-coupling or dipolar

interactions. The magnitude of separation in the formed doublet is depen-

dent on the effect of ordering on the time-averaged direction of the local

electric field gradient, with respect to the magnetic field that is experienced

by the 2H nucleus [161, 162]. When performing MRSI, each voxel will con-

tain information from multiple different tissue/water compartments which

can therefore complicate spectral appearance due to the superposition of

ordered (anisotropic) and disordered (isotropic) signals. The low available

MR signal due to the low 2H NA (0.015%) means that quite often stud-

ies looking into quadrupolar effects are performed at high field [104] and

[163]/or [164] high 2H abundances using D2O loading. Double quantum fil-

tering (DQF) can be used to simplify the spectral behaviour by eliminating

the signals from isotropic compartments [165, 166]. However this generally
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reduces the available SNR.

As originally outlined in Chapter 2, spherical tensors are important

when describing the quadrupole moment in 2H. Since 2H has a spin I = 1,

no rank greater than two can be reached, therefore the only multi-quantum

coherence level that can be achieved is the double quantum coherence rep-

resented by the T±2
2 tensors, which only arise in an anisotropic medium.

Use of DQF suppresses the single quantum coherences (T±1
1 ) leaving only

signal from the T±2
2 tensors in anisotropic regions. The use of DQF to

measure measure the anisotropy of tissues and fluids in the body such as

intervertebral disc tissue [163], brain water [167] and elastin [168] can reveal

vital information about tissue structure in health and disease e.g. degen-

erative disc disease [163]. Sodium (23Na) is an example of other spin >

1/2 nuclei (I = 3/2) where multiple-quantum filtered (MQF) scans have

been implemented. MQF scans have been used to invesigate 23Na changes

in the intracellular sodium environment, and such measurements have the

potential to provide a marker of compromised ionic homeostasis in ischemia

[169].

7.1.1 Aims

In this work, healthy human participants ingested D2O to increase their 2H

abundance. The dependency of quadrupolar splitting frequency on angular

orientation of skeletal muscle in a magnetic field was then measured, using

CSI data acquired from the forearm and the calf at 3T with an in-house

built saddle coil and Helmholtz coil, respectively. Bulk and CSI data were

also obtained with DQF and the effect of muscle orientation on DQF signal

was also explored.
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7.2 Theory

7.2.1 Quadrupolar Splitting

The quadrupolar moment interacts with the local Electric Field Gradients

(EFG) which can be represented as a combination of up to six electric

potential tensor elements. These can be simplified to three principal axis

elements (Vxx, Vyy and Vzz). By definition the sum of these elements is 0,

as the EFG is a traceless tensor. Vzz is defined as the largest element and

is usually specified as the EFG at the quadrupolar nucleus (Vzz = e · q)

[170]. The difference between Vxx and Vyy scaled by Vzz is referred to as

the asymmetry parameter (η).

η =
Vxx − Vyy

Vzz

(7.1)

By considering the time-independent Hamiltonian (HQ) of the quadrupolar

interaction it is possible to find a mathematical expression in the generalised

form

HQ =
eQ

4I(2I − 1)
[V0(3Iz

2 − I2) + V±1(I∓Iz + IzI∓) + V±2I∓
2] (7.2)

V0, V±1 and V±2 are the three complex principal axis elements combined

to create new elements, that represent the total EFG. Q is the (scalar)

quadrupole moment, e is the charge of an electron, I∓ is the nuclear spin

raising and lowering operators, Iz is the nuclear spin operator in the z-

direction and I is the spin quantum number.

When considering the rotational transformation from the molecule’s

fixed reference frame to the laboratory fixed reference frame [161], along

with an assumed value of η = 0 (uniaxiality), the total Hamiltonian simpli-

fies for 2H (I = 1) [165]. The form of this equation, now using its simplified

principal axis elements is

H = −gβNI ·H0 +
eQ(3 cos2(θ)− 1)

8
Vzz(3Iz

2 − I2) (7.3)

where g is the g-factor, βN is the nuclear magneton, H0 is the magnetic

field, and θ is the angle between the electric field gradient and the magnetic
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field. The perturbed energy levels can be calculated using the simplified

total Hamiltonian. The first term describes the Zeeman interaction, whilst

the second describes the quadrupolar interaction. There is an associated

energy difference and therefore a frequency difference between states m =

−1 and 0 and 0 and 1 of

νQ(θ) =
3

2

(
e2qQ

h

)(
3 cos2(θ)− 1

2

)
(7.4)

where the Residual Quantum Coupling (RQC), which gives the magnitude

of the splitting, in this case is given in the first part of this equation

ωQ/2π =
3

2

(
e2qQ

h

)
(7.5)

This derivation shows that as a result of the quadrupolar magnetic

moment interacting with the EFG, a splitting is observed that is caused

by the perturbation of the energy levels. The frequency magnitude of this

splitting effect is given by the RQC and depends only on the orientation

of the deuterated molecules with respect to the applied magnetic field (Eq.

7.4). In an isotropic structure this splitting effect is not visible due to

averaging resulting from molecular motion. In an anisotropic medium such

as the skeletal muscle fibres in the calf, the quadrupolar splitting is at a

maximum and equal to the RQC value when the muscle fibres are oriented

parallel to the magnetic field (θ = 0◦). The splitting effect can also be

nulled (νQ = 0) if the muscle fibres are oriented at the magic angle θ =

54.74◦ (cos2 θ = 1/3) to the magnetic field.

Therefore it is possible to measure the RQC constant from these NMR

spectra which provides information on the anisotropy of the medium being

investigated.

It is also possible to look at the ordering of muscle fibres by measuring

the frequency splitting due to dipolar coupling from 1H spectroscopy. This

has been found to be related to the alignment of muscle fibres to the applied

B0 field [171].
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Figure 7.1: The coherence pathway and the RF pulse sequence used for

DQF acquisition. Noting that the tensor T q
k includes information on the

rank (k) and on the coherence (q), which is indicated on the right side. The

phase cycling of the last pulse (ϕ) is x, y, -x, -y and the receiver phase (θ)

is x, -y, -x, y.

7.2.2 Quantum Filtering

A pulse sequence that can be used to suppress single quantum coherences

and measure signals using from double quantum coherences is shown in Fig.

7.1 [165], where the pulse angles and the wait times are shown below. It is

important that the correct phase cycling is used here to suppress unwanted

coherences [172]. The transmit phase cycle for the last pulse is x, y, −x, −y

and the receive phase is cycled as x, −y, −x, y for this sequence

π/2− τ/2− π − τ/2− π/2− t1 − π/2− t2 (Acquisition) (7.6)

This phase cycle suppresses the single quantum coherences and pre-

serves the double quantum coherences meaning only the DQF signal is

measured. The obtained FID appears as two anti-phase Lorentzian lines

separated by the RQC. If this separation is small the presence of two reso-

nances can be difficult to identify, as the Lorentzian-lineshapes will overlap.

An example DQF spectrum with corresponding fitting can be seen in Fig.

7.2.
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Figure 7.2: DQF spectrum from an axial 2 cm slice of the lower leg, ac-

quired with τ = 6.5 ms. The plots show the fitting of the two independent

Lorentzians to an anti-phase DQF doublet. The imaginary part of the spec-

trum (absorption) is shown in (a), the real part (dispersion) is shown in

(b). The fitting produces a value for the splitting of νq = 27.7 Hz, and mean

T ∗
2 = 11.3 ms. In each case the fits to the two signal components are also

shown separately. Figure by Dr. Robin Damion.

The amplitude of the DQF FID follows a damped sinusoid of the form

A sin(2πνqτ) exp(−2τ/T2) (7.7)

Here T2 is the transverse relaxation time, A is the signal amplitude, νq is

the splitting frequency and τ is known as the creation time and is the time

between the first two π/2 pulses. The form of the signal described in Eq.

7.7 assumes perfect application of the flip angles shown in Fig. 7.1 and

that the signal is on-resonance. The coherence transfer pathway with the

changing tensor terms can be seen in Fig. 7.1.

Therefore, by performing spatial DQF measurements on a part of the

body can inform on the ordering of the tissue present. It has been shown

already that the expected quadrupolar splitting in Hz using muscle fibre

angles measured using diffusion tensor imaging (DTI) of the calf, approx-

imately agree with splitting frequencies directly measured from 2H MRSI

measurements [104]. As the overlapping frequencies can be hard to separate
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at lower fibre angles and at lower field strengths, DQF offers an alternative

method to measure tissue ordering. Which is explored in this chapter.

7.3 Scanning

Measurements for this work were obtained in two separate investigations

that both used the ingestion of D2O to increase the 2H concentration. The

initial investigation was setup to look at 2H enrichment in skeletal muscle

(see Chapter 4), however in initial experiments quadrupolar splitting was

observed across the muscles of the calf (most notably in the tibialis anterior

muscle). This motivated us to investigate the effect of quadrupolar splitting

in skeletal muscle, quickly in the first investigation and more seriously in

the second investigation. The first investigation was used to formulate

the second study and improve the parameters chosen and to develop aims.

Different loading routines were used in each investigation and both took

place at different times. Due to the use of different loading routines the 2H

abundances were different in different subjects and experiments, but the

exact SNR was not important for either investigations, as long as it was

good enough to allow useful data to be obtained in a reasonable time frame.

The loading routine for the first investigation was the same as was used in

Chapter 4, and the loading routine used for the second investigation was

the same as in Chapter 6. Here only results from the second investigation

are shown.

All data was acquired using a Philips 3T Achieva scanner. All 1H

anatomical scans were performed using the built-in body coil using a 3D

GE sequence. 2H data was obtained using in-house built coils details of

which can be found in Chapter 3 of Chapter 2.

7.3.1 Quadrupolar Splitting

During the second main study, after the initial D2O loading period was

completed and the participants 2H enrichment had reached a steady state
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level. 2H 3D CSI data were acquired with 10 × 10 × 10 mm3 voxels, FOV =

120× 120× 50 mm3, TR = 500 ms, TE = 6.2 ms, BW = 750 Hz, samples =

256 and NSA = 2 in the forearm of three healthy human participants using

an in-house built Helmholtz coil. Images were acquired in each subject

with the forearm at 10 different angles approximately ranging from 0◦ to

90◦ to the field.

In order to ensure that the forearm was always in the centre of the field,

that a large enough range of angles were covered and that each participant

was as comfortable as they could be. Each participant was removed from

the scanner between acquisitions of data at different angles, which is why

commonly scanning ran over two days. The protocol for each angle included

acquisition of a 1H scout scan and GE anatomical images, two bulk spectra

and finally a 3D CSI.

Whilst this study was similar to what was performed in the initial

investigation, one of the major improvements made was in the analysis

routine. It is difficult to estimate the angle of muscles of the forearm

relative to the magnetic field. Here a paper printout of a compass at-

tached to the top of the coil helped us to orient the arm in the scanner.

In the initial work the angle used in the analysis was estimated from the

1H scout scan. Here the angle of the arm was calculated by measuring

the angle of the ulna bone using the Mango software (downloaded from

https://mangoviewer.com/download.html), which was found to be differ-

ent from the angle estimated from the compass, as well as the angle used

when planning the scanning. The angle two different members of the group

used Mango to calculate the angles of one participants forearms at all an-

gles acquired, and it was found that the largest difference between angles

rounded up to 2◦. Therefore, this value was used as the error on the angle

calculation. Screenshots of using Mango to calculate four angles is shown

in Fig. 7.3.

Zero-order phase correction was applied to all spectra, as well as de-

noising through using HOSVD [91] with a compression core matrix of [64, 6,
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Figure 7.3: Screenshots of the Mango software being used to calculate the

angle of the ulna bone in one participant at what was supposed to be 0◦ (a),

30◦ (b), 50◦ (c) and 90◦ (d). But was calculated to be 11◦ (a), 38◦ (b), 62◦

(c) and 89◦ (d).
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6, 3] (spectral, followed by three spatial dimensions). A binarised mask with

the same spatial resolution as the CSI data was then constructed, following

thresholding of 35% of the maximum spectral signal (the mask was then

filled in using imfill). The OXSA-AMARES [73] toolbox in Matlab was used

to fit three Lorentzian peaks to each masked voxel. These comprised of a

central peak due to any signal from isotropic compartments plus a doublet

due to quadrupolar splitting in any anisotropic compartments. Each peak

in the doublet has the same linewidth and amplitude and all peaks are fit

with the same phase. The initial estimate of the separation of the doublet

varied depending on the angle of the arm in the scanner. The separation

of the doublet was converted from ppm to Hz and then the values, along

with the angle of the arm relative to the magnetic field, was fitted to Eq.

7.4.

7.3.2 Double Quantum Filtering

Bulk DQF 2H non-localised spectra were acquired from a 2-cm axial slice

of the forearm in three healthy human participants. Hard pulses were used

in combination with OVS for slice selection. Spectra were obtained via an

anti-phase DQF sequence [165] whereby the peaks of the doublet acquire

a relative phase of 180◦ to one another. DQF spectra were acquired for a

range of values of the creation time, 1 ≤ τ ≤ 36 ms with, TR = 1000 ms,

TE = 0.58 ms, BW = 3000 Hz, samples = 1024 and NSA = 56.

2H 2D CSI data were also acquired from single slices in both the lower

leg and forearm, using OVS for slice selection with the anti-phase DQF

sequence (DQF-CSI) with τ = 5 ms. Each voxel for the CSI was 10 × 10

mm2 in-plane, TR = 1000 ms, TE = 2 ms, samples = 256, bandwidth =

750 Hz, NSA = 8 with a slice thickness of 2 cm. 1H scout and 3D GE (2 mm

isotropic voxels, TR = 20 ms, TE, 2.1 ms, FOV = 128 × 128 × 192 mm3,

NSA = 1) anatomical images were also obtained, along with 2H 2D Single

Quantum Filtered (SQF)-CSI data with the same scan parameters as the

2H 2D DQF-CSI scans. The forearm measurements were then repeated
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with the arm at a range of angles (0◦, 30◦, 60◦ and 90◦) to the B0 magnetic

field.

The non-localised spectra were apodised using a 5 Hz exponential line-

broadening filter to increase SNR, whilst the CSI data was de-noised using

a Tucker decomposition [91] with a core matrix of [32, 6, 6, 2] (time, two

spatial and angular dimensions respectively) to increase SNR. All DQF

spectra were fit using the OXSA-AMARES [73] toolbox in MATLAB, us-

ing two Lorentzian peaks with 180◦ phase difference, equal linewidths and

equal amplitudes. Automatic zeroth-order phase correction was also ap-

plied to each spectra. Then signal amplitudes from four voxels from the

volar compartment of the forearm were averaged across each subject and

all angles and the spectra compared.

7.4 Results

Figure 7.4 shows individual slices from 3D CSI data acquired from the lower

leg and forearm, with the limb approximately aligned with the B0-direction.

The fitting is performed on a voxel-wise basis and is the same over the

whole ROI and uses the OXSA-AMARES toolbox [73] implementing prior

knowledge, and the data has been de-noised. The splitting map has not

been interpolated here, and can be seen to the follow the general trend

in the underlying anatomical image. Doublets can be observed in many

voxels, with residual quadrupolar splittings of 20 to 40 Hz. An increase in

the splitting in the Tibialis Anterior (TA) muscle can be seen here, with

more homogeneity of splitting values present in the forearm.

Figure 7.5 shows how the CSI spectra from the forearm change as the

limb is oriented at different angles to B0. It can be seen that as the fore-

arm is angled close to the magic angle (54.74◦) the quadrupolar splitting

vanishes.

Figure 7.6 plots the averaged quadrupolar splitting frequencies against

angle of the ulna with respect to the applied field. A fit to the expected
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Figure 7.4: Example slices from 3D CSI of the lower leg (upper panels) and

forearm (lower panels), showing spectra (left) and maps of the magnitude

of splitting (right). Fits are in blue, CSI data in red. In both cases the limb

was approximately aligned with the field.
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Figure 7.5: CSIdata from slices of the forearm acquired at two different

angles (9◦, approximately along the field (upper) and 59◦ (lower), close to

the magic angle) to B0 (left panels). Averaged spectra are shown for all

angles in the right panel. Quadrupolar splitting is evident in the 9◦ CSI

data, but not seen in the 59◦ CSI data. The average spectra are consistent

with quadrupolar splitting that varies with 3 cos2 θ− 1 as shown in Eq. 7.4.
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Figure 7.6: Average quadrupolar splitting frequencies as a function of fore-

arm angle to B0, fitted to the form of Eq. 7.7. Data points are the average

splitting over the forearm in each 3D CSI data set, with data acquired at

10 different angles to the field from 3 subjects. Vertical error bars show

standard deviation of the splitting over the volume. Horizontal errorbars

are ± 2◦ due to rounded highest difference between two people analysing the

data.

variation in Eq. 7.4 provided an average value for the splitting amplitude

across all voxels and participants of 32 ± 1 Hz.

Non-localised DQF spectra from the forearm of three participants are

plotted as a function of creation time (τ) in Fig. 7.7. The biggest differ-

ences between participants visible here is the presence of signal at larger τ

values. It is expected that the amplitude of the DQF signal varying with

τ will follow Eq. 7.7. Where the amplitude of the DQF and the splitting

frequency which can be found by fitting the amplitudes to Eq. 7.7, has

been shown to be larger in compartments that interact with more ordered

structures [173]. Doing this has also been used to show that increased tem-

perature increases the ordering of the water surrounding elastin ex vivo, by
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looking at the splitting frequency and amplitude of fitting [168].

Figure 7.8 shows a comparison of 2D pulse-acquire CSI and DQF-CSI

data along with fits for the lower leg, highlighting spectra in individual

voxels in the TA and soleus muscles. With the amplitude

2D DQF CSI spectra for the lower leg at two different angles, (a) 11◦ and

(b) 65◦, along with fits are shown in Fig. 7.9. The SNR in data acquired

at the angle closer to the magic angle is notably smaller compared to the

lower angle CSI, however fitting was still accurate even in the lower angle

data. Also shown are the four voxel ROIs that are used for comparison in

Fig. 7.10.

In Fig. 7.10 a change in DQF amplitude is obvious across each subject

and across all angles with minimums being in the angle closest to the magic

angle which is consistent with Eq. 7.7. The SNR is notably lower in subject

three’s spectra compared to subjects one and two, however it still exhibits

the same behaviour with fitting still being possible.

7.5 Discussion

7.5.1 Quadrupolar Splitting

The residual quadrupolar splitting of the HDO spectrum, seen in Fig. 7.4,

is evidence of local ordering of the tissue, which been previously observed

in muscle, tendon, cartilage, and nerves [104, 162, 165, 166]. All measure-

ments of angular dependencies in this work were made on the forearm due

to ease of scanning at multiple specific angles. Other work has performed

similar scanning on the lower leg and found magnitude of splittings for

different muscle groups. That work was based on NA 2H signals, but used

higher field strength (7T) and measurements at just two different angles

(0◦ and 45◦) [104]. The splitting map observed in the calf in Fig. 7.4 is

similar to what has been found previously at ∼0◦. Because of the inhomo-

geneous spatial splitting in the lower leg, separate ROI’s for each muscle
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Figure 7.7: DQF spectra obtained from a 2 cm axial slice across the fore-

arm (aligned approximately with B0), as a function of the anti-phase DQF

sequence creation time, τ . Dispersion mode spectra are shown for three

subjects, so that the anti-phase doublets produce a symmetric spectrum with

maximum amplitude at the centre frequency. The average values of νq found

from fitting to these doublets are 36 ± 7 Hz (top), 31 ± 5 Hz (middle), and

36 ± 5 Hz (bottom).
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Figure 7.8: Slices of the lower leg from a CSI sequence (left) and a DQF-CSI

(τ : 5 ms) sequence (right), highlighting selected spectra from two voxels: TA

(orange), soleus (green).

Figure 7.9: 2H 2D DQF CSI obtained from the same subject’s forearm using

a Helmholtz coil at two different angles to the field, (a) 11◦ and (b) 65◦.

The yellow boxes show the ROI used to compare spectra in Fig. 7.10.
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Figure 7.10: Four 2H spectra averaged together for four angles across three

subject’s forearms, obtained from DQF-CSI spectra stacked on top of each

other. Angles relative to the B0 field were measured from the orientation

of the ulna bone.

group had to be used when comparing splitting values. This is not neces-

sary in the forearm (as can be seen in Fig. 7.4) which is why only a single

ROI is used here. In the calf the largest splitting arises in the TA muscle

group, probably because the fibres of this muscle align closely [104] with

the B0-direction with leg along the field. However this could also indicate a

more ordered environment in which the water resides in the TA. Separate

ROI analysis in the main three forearm muscle groups (mobile wad, dorsal

and volar compartments) would have been interesting to see if any small

difference was present. However, due to the large voxels and low SNR from

using the built-in body coil for the anatomical images, it was difficult to

identify the different muscle groups from the 1H images.

Due to the low spatial resolution of the CSI scans realistically there

is a combination of separated doublets and single peaks present which is

represented by a three-peak fit. A three-peak fit could be used to fit all

voxels as long as each peak is fully resolved, this is often not the case here

as the linewidth is often larger than the separation. Therefore in some
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cases a three-peak fit is not ideal, which is why the condition of lowest

sum of squared residuals is used to choose the apropriate fit. The OXSA-

AMARES MATLAB toolbox has already been shown to improve fitting

by use of prior knowledge. This has led to increased reliability in fitting

here which allows the use of more consistent three-peak fitting in the time

domain.

Improving the fitting, de-noising or the change in angle determination

(FOV box angle or the angle of the ulna) has increased the fitting accuracy

to Eq. 7.4 in Fig. 7.6. It can not be categorically stated which is most

responsible for the increased accuracy of fitting. However, due to the fact

the angle of the ulna can be significantly different to the angle of the FOV

box, it is suspected that this is the driving force for the increase in fitting

accuracy.

7.5.2 DQF

As is seen with the DQF filtered CSI data it can be difficult to identify

where the regions of maximum DQF signal are present due to the lack of

discrimination of the anti-phase peaks.

However, in Fig. 7.8 an increase in the signal in the TA and gas-

trocnemius muscle and a decrease in the soleus muscle is visible which is

consistent with separation maps from pulse-acquire SQF results in Fig. 7.4.

This confirms that the strength of DQF signal depends on the degree of

tissue ordering, as the magnitude of the quadrupolar splitting has already

been shown to depend on tissue ordering in Eq. 7.4.

Increasing the number of τ values in investigation two to what is used

in Fig. 7.7 in a similar range to what has been used previously, a more

complete evolution of the DQF signal in the forearm is possible. By using

OXSA-AMARES [73] more reliable and accurate fitting is possible even at

larger τ values with lower SNR. From having a more complete model extra

features are visible in the amplitude changes in Fig. 7.7, such as extra

signal that is not an exponential decay, as shown in Eq. 7.7.
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By using the forearm as opposed to the calf, the partial voluming of

multiple splittings is minimised. The τ evolution in Fig. 7.7 has not been

modelled in detail as it is clear that a more complicated model is needed,

involving off resonance and flip angle effects. Difficulties in fitting this data

arise from poor flip angles due to RF inhomogeneity, off resonance effects

and contributions from multiple splitting frequencies [165].

Whilst the signal evolution with τ could not be correctly modelled, the

angular response of DQF signal has been explored in Fig. 7.10. A full

response curve similar to Fig. 7.6 was not possible as only four angles have

been measured. However, it is enough to see that the data approximately

follows Eq. 7.4 with minimum signal around the magic angle (54.74◦) and

maximum with a straight arm (0◦ to the B0 field).

7.5.3 Future and Limitations

These are the first results using 2H for in vivo DQF spectroscopy in human

subjects, and as such there are areas for improvement and developing the

technique further. By using dual-tuned coils it would be possible to acquire

high resolution anatomical 1H images as well as 2H data, which would

allow improved segmentation and ROI analysis. In this case it would allow

separation of specific muscle groups and DQF signals to be identified. An

improved RF coil with multiple channels for the 2H would also increase

SNR, which would allow for better spatial resolution, and reduce effects

from multiple quadrupolar separations.

On the topic of RF coil improvements, if the B0 field strength is in-

creased say from 3T to 7T this would decrease the individual peak linewidths.

Whilst the splitting frequency does not vary with field strength, minimised

linewidths means the peaks will be better resolved which can lead to im-

proved fitting. The SNR will also improve with field strength, and there-

fore scan time can potentially be reduced, which could lead to improved

dynamic scanning.

Whilst the HDO DQF peaks overlap which creates one strong central
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signal, a DQF imaging sequence could be used instead of a spectroscopic

sequence. This would reduce scan time which could allow for more aver-

aging to improve SNR, improve spatial resolution on CSI acquisitions or

acquire more dynamic data ie. with more angles or more τ values.

7.6 Conclusion

Here the first in vivo 2H DQF datasets from human subjects have been

reported. These will potentially allow crucial information on the order-

ing of local tissue to be obtained. Experiments have been performed at

a clinical field strength of 3T which shows that in the future (with more

improvements to study protocol). This technique could be used to inves-

tigate effects of diseases that have so far only been shown on ex vivo data

[163, 165, 166, 168]. The quadrupolar separation has also been quantified

in different muscle groups in the lower leg and in the calf as a whole, as

well as the angular dependence on this behaviour. By improving the RF

coil used, increasing the field strength and using imaging sequences this

technique shows potential for uncovering useful information about tissue

ordering.
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Conclusion

In this thesis MRI and MRSI tuned to the 2H resonance at 3T and 7T

have been used to explore some important 2H MR parameters such as

T1 relaxation times. The metabolic behaviour of 2H glucose has also been

investigated in vivo using DMI at 7T. Due to this work not being performed

on human scanners in vivo at the SPMIC previously, some of the hardware

used, such as RF coils, were in-house built and the details of designing and

building of these coils have also been described here. 2H MRSI with 2H

glucose is now being used to investigate metabolic diseases such as brain

cancer due to the increased CNR from metabolite concentration maps.

The aim of this work is to successfully lay the ground for future studies

at the SPMIC to investigate brain tumours in patients using DMI at 7T

in vivo. At the time of writing this conclusion the first DMI scan was

performed in a patient with a brain tumour using ingestion of glucose-d7

at 7T in vivo, which was performed by our group at the SPMIC. In a

preliminary analysis, the data has been fitted using the OXSA-AMARES

toolbox [73] (Fig. 8.1), metabolite fitting amplitudes have been obtained

and tracked over time and can be seen in Fig. 8.3, Fig. 8.4 and 8.5. The

overlayed heatmap on Fig.8.1 represents the location of the tumour, on

each slice of the MPRAGE the tumour is manually segmented and the

masks are averaged over all slices that cover the CSI slice (ten slices). A

value of one in the heatmap means that the voxel is present in the tumour
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Figure 8.1: Final 2H CSI data acquired in ∼12.5 minutes (purple) along

with corresponding fits (yellow). In tumour voxels (red) and contralateral

voxels (blue). Along with an overlayed heatmap that represents the location

of the tumour averaged over ten slices that cover the CSI slice, each indi-

vidual slice has a mask value of one.

University of Nottingham Daniel Cocking



Page 168 Chapter 8. Conclusion

in all ten slices, and a value of zero means that the voxel is not present in

the tumour in any of the slices. It is important to note that the mask here

is not drawn by a trained radiographer, instead it is drawn by the author

and assessed by a clinical doctor (Dr. Milo Hollingworth).

Figure 8.2: Average metabolite maps from the post-ingestion scans from

the slice indicating the tumour.
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Figure 8.3: Stacked spectra along with corresponding from the contralateral

voxels (left) and of the voxels that cover the tumour region (right). Each

spectra is obtained by averaging the three spectra in each ROI, the fitting

here is performed before the averaging.

Decreased Glx was found in tumour voxels compared to contralateral

voxels along with increased lactate in the three last scans. This resulted in

a statistical increase in Lac/Glx in tumour voxels which is visible in Fig.

8.6, 0.5 ± 0.2 compared to 0.2 ± 0.2 p<0.05, the time-course of this ratio

is visible in Fig. 8.5. Average metabolite maps from the post-ingestion

scans are visible in Fig. 8.2. These are promising preliminary results as it

has been recently shown that there is a correlation between PET imaging

in Alzheimers patients and the increase in Glx using DMI [174].
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Figure 8.4: Average fitting amplitudes for each metabolite (HDO, Glucose

(Glu), Glx and Lac) over the contralateral (red) voxels and the tumour

(blue) voxels. For the Natural Abundance Scan (1) and the post-ingestion

scans (2 to 6).
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Figure 8.5: The time-course of the average ratios of fitting amplitudes of

Lac/Glx for the voxels covering the tumour (blue) voxels and the contralat-

eral (voxels). The error here is the propagated error from the standard

deviations used in Fig. 8.4.

University of Nottingham Daniel Cocking



Page 172 Chapter 8. Conclusion

Figure 8.6: Box plots for the average Lac/Glx ratios in the tumour and the

contralateral voxels indicating an increase in the tumour region (p<0.05).

For the final three post-ingestion scans where the Glx and Lac signals

appear to have reached a steady state.

8.1 Chapter Overviews

To obtain a complete understanding of this relatively new technique (DMI)

it is important to describe the background and history of the technique.

This is done in Chapter 1. The basic biology underlying metabolism and

the pathways that 2H in a labelled compound that is ingested will take

through the body are also described. The historic use of 2H in MR research

is described in this chapter, spanning its discovery, to its use in heavy water

in the 1980’s in animal models and its current, most popular use in the form

of 2H labelled glucose.

The physics that underpins the development of the experimental work

in this thesis is outlined in Chapter 2. Initially this describes how NMR

data is obtained, going from a microscopic to a macroscopic picture. Most

MRI and MRS research is performed by tuning to 1H, therefore the differ-

ences involved in tuning to the quadrupolar nucleus 2H are explained here.
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MRSI techniques are used throughout the work described in this thesis,

so the acquisition of MRSI data is explained in detail and the different

approaches that can be used to obtain this data are explained. The math-

ematical approach to analysing 2H spectra is also detailed in this chapter,

along with strategies for improving the intrinsically low SNR. Finally the

theory behind building RF coils is described here, along with details on the

electrical components.

To accurately design and optimise scanning protocols it is important to

know the physical properties of the compound being scanned. One of the

most important of these is the T1 relaxation time, which is a key factor in

selecting the TR and the flip angle used in measurements. Measurements of

the T1 relaxation times of deuterated water in vivo in CSF, GM and WM

at 7T are described in this chapter. Participants who were undertaking a

study into cell proteomics ingested heavy water, giving rise to a hundred

fold increase in the 2H concentration. MEGE images with a range of TR’s

were acquired allowing joint analysis of signal variation with TE and TR to

provide values of T∗
2 and T1. These results were used to improve the accu-

racy of later concentration quantification and to improve later study/scan

designs. Two of the participants were also scanned when they first began

ingesting heavy water at regular intervals so that the time course of the

increase in 2H levels could be explored, the results were found to be similar

to estimates derived from simple dilution.
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Figure 8.7: Time-course from the five centre averaged sagittal slices of a

healthy human brain in vivo, during the steady-state of D2O loading, ac-

quired using an EPI acquisition with 75 dynamics, tuned to the 2H reso-

nance at 7T.

To demonstrate the potential of 2H imaging a 2H EPI acquisition has

been used for faster scanning during heavy water loading, allowing 75 3D

image dynamics to be acquired in 48 minutes of scanning (∼38 s each). A

healthy human participant was scanned at 7T with a FOV = 288 × 288 ×
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240 mm3, voxel size = 6 × 6 × 10mm3, TR = 250 ms, TE = 13.8 ms, flip

angle = 70◦, 75 dynamics, EPI factor = 23. The participant was taking

part in the studies in Chapter 6 and 7 at the time of scanning and therefore

followed the loading regime outlined there. The participant had completed

the initial loading and was in the steady-state period. Immediately prior

to scanning their 50 ml daily top-up was ingested. Traces of heavy water

in the mouth and throat can be seen in the first few dynamics of Fig. 8.7.

The data was de-noised using a Tucker decomposition with a core matrix

size of [24, 24, 12] afterwards the slices shown were averaged over the centre

five sagittal slices. Each individual slice is shown after averaging all the

temporal dynamics in Fig. 8.8, here no de-noising is applied.

Figure 8.8: Individual sagittal slices of a healthy human brain in vivo, dur-

ing the steady-state of D2O loading, using an EPI acquisition averaged over

all 75 dynamics, tuned to the 2H resonance at 7T.

Before any work on patients can be undertaken it is important that ini-

tial measurements that involve healthy human participants are performed.

This ensures that scanning protocols can be optimised for comfort and that

the required scan time can be minimised. Such measurements are described
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in Chapter 5. Healthy participants ingested glucose-d2 or glucose-d7 and

concentration maps were subsequently obtained for HDO, Glc, Glx and lac-

tate. The change of signal and concentration with time was characterised

and a considerable gain in SNR when using glucose-d7 versus glucose-d2

for each metabolite was demonstrated.

Investigation of lipid metabolism can provide useful insights in studying

metabolic diseases including diabetes, currently one of the most popular

methods for such investigations involves performing invasive biopsies fol-

lowing heavy water ingestion. Chapter 6 reports the first results using

2H-tuned MRSI to investigate increased lipid signals following ingestion of

D2O. Statistically significant increases in the lipid 2H signal from two out

of three participants in the abdomen and in 1 out of 3 in the calf were

shown. This work is very new and therefore there are many ways in which

a study like this can potentially be improved. These include use of water-

suppression during scanning and/or post-processing. the first T1 relaxation

time measurements at 3T of HDO in skeletal muscle and of deuterated lipid

are also reported in this chapter.

One of the different characteristics of 2H compared to 1H is its quadrupo-

lar moment which can cause spectral broadening/splitting in ordered tissue

such as the muscle. The magnitude of quadrupolar splitting in both the

forearm and the calf was quantified in different muscle groups (where pos-

sible) in Chapter 7 and the relationship between the DQF signal and split-

ting magnitude was explored. The evolution of DQF with varying creation

time (τ) was also investigated. This was made possible due to the increased

SNR obtained from participants ingesting D2O. This is the first time DQF

measurements have been attempted using 2H resonance in humans in vivo.

Accurate time-course analysis was not possible here due to potential flip

angle errors and partial voluming, therefore this needs further exploration.
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8.2 Future Directions

A common theme throughout the whole thesis is the use of some element

of de-noising. Whilst apodisation/line-broadening has already been shown

to be useful for increasing SNR it can be problematic in causing over-

lap of spectral lines and can also negatively impact quantification. To

avoid this issue HOSVD is used throughout this thesis for improving SNR

and has been shown to be pivotal in improving fitting accuracy. To the

author’s knowledge there are currently no guidelines in the MR commu-

nity on the specific level of rank-reduction that should be applied during

multi-dimensional de-noising, such as with HOSVD. Other researchers in

multi-nuclear MRS who have implemented HOSVD have given limited jus-

tification for the rank-reduction that they have used and have generally

cited previous work that has often done the same [3, 75, 129]. It would

be beneficial to the field if there was more of a focus on HOSVD as a de-

noising tool (as opposed to just a data reduction tool) and how far this

method can be pushed without sacrificing spatial/temporal/spectral infor-

mation. The factors that can affect HOSVD performance also need to be

further explored. For example, reshaping data matrices so that all spatial

dimensions are combined into one dimension would allow the use of SVD

rather than HOSVD. This approach would also reduce the dimensionality

of time-course data making further decomposition computationally simpler.

It is important to note that whilst this thesis shows how to obtain

and analyse in vivo 2H data, this work only sets the foundation. As has

been pointed out PET is used for clinical studies but only provides lim-

ited metabolic information. 2H has the potential to provide more infor-

mation. However, this first has to be shown in patient studies, as the

usefulness of this technique can not truly be proven until direct compar-

isons are made with current clinical work. Whilst 2H glucose and Glx are

important metabolites in the investigation of brain tumours, arguably the

most important metabolite is lactate. Currently it is difficult to optimise
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a scan for imaging lactate as signal levels do not reach far above the noise

level in scans of healthy participants. Brain tumours cause a significant in-

crease in the lactate produced which can be detected using 2H [175]. Other

metabolic diseases such as AD and PD also impair metabolism, which has

been shown through PET imaging[15, 16], and therefore could potentially

benefit from 2H scanning. It is important to optimise/reduce scan time as

patients will struggle with extended periods in an MR scanner.

One of the difficulties when trying to track 2H incorporation into lipids

after D2O ingestion is the overlap of signals. When only one peak in a spec-

trum is visible this means standard imaging approaches can be used to map

the distribution of that specific signal. If the increased HDO signal was able

to be nulled only the lipid would be visible, therefore if the same sequence

was used to acquire image data more rapid acquisitions could potentially

be achieved, this would improve participant/patient comfort whilst scan-

ning or averaging can then be used to increase SNR. However, for this to

be possible almost near perfect water suppression is needed which can be

difficult to achieve. In the DQF spectra the data suffers from low SNR

as well and only has one signal present, therefore this sequence could be

made into an imaging sequence which could potentially result in smaller

voxels which would hopefully reduce effects from partial voluming. There-

fore in the future it would be beneficial to the field if more applications of

2H imaging as opposed to spectroscopy, could be developed when 2H spec-

tra are sparse. This has been implemented already using steady-state free

precession (SSFP) combined with an adapted version of Iterative Decompo-

sition of water and fat with Echo Asymmetry and Least-squares estimation

(IDEAL) [176]. In doing this they have shown an increase in SNR when

compared to the conventional CSI acquisition. It’s important to note that

this is more technically challenging in DMI experiments due to the multiple

metabolite peaks being present beyond the expected three-peaks in IDEAL

analysis.
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8.3 Closing Remarks

In this thesis it has been shown that it is not only possible to obtain in

vivo 2H spectroscopic information in a reasonable time frame, in humans,

as well as 2H MRI and MRSI at 7T. Whilst recently the use DMI in MR

research is becoming more widely popular, this thesis has shown the wide

potential of uses for 2H and why this nucleus is becoming more popular.

I hope this thesis helps push clinical strategies away from either ionising

and/or invasive procedures and helps open up a pathway to more 2H MR

research and into a place where 2H capabilities comes as standard in all

clinical scanners.
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