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Chapter 1

Introduction

1.1 Motivation

Physical systems of all kinds and scales display a tendency to thermalize,

from few atoms [1], to black holes [2, 3]. While an axiomatic study of ther-

modynamics started centuries ago, it was not until the advent of quantum

mechanics that it became a built-in feature of the underlying theory and

shown to emerge even at sizes well below the thermodynamic limit and in

non-equilibrium situations [4].

Given the non-deterministic nature of quantum mechanics, thermal en-

sembles can be considered as intrinsic random objects; this has given new

perspectives to centuries-old information paradoxes such as Maxwell’s de-

mon [5]. A random ensemble, in this case, is defined as a set of possible

states for the system with corresponding probabilities: a measurement can

specify in which of these states the system is. Classically, the statistical

nature of the ensemble is due to the lack of information on the state of

the system; in this case the second law of thermodynamics does not allow

to gain information on the system without some external work. In quan-

tum mechanics, statistical ensembles are the most complete description of

physical objects and no more information can be obtained on the system
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1.1. MOTIVATION

without altering its state; this intrinsic uncertainty was formalized by Bell’s

inequality which has been experimentally verified [6, 7].

Thus quantum mechanics, in the formalism of density matrices, provides a

natural framework to study thermalization: a pure state defined on both

some system S and environment E

|Ψ(t)⟩E,S = U(t) |Ψ(0)⟩E,S (1.1)

can be studied locally in S by tracing out the environment E and defining

a reduced density matrix

ρS(t) = tr
E

[
|Ψ(t)⟩⟨Ψ(t)|E,S

]
, (1.2)

which allows one to compute the expectation value of any observable lo-

calized in S. Since the reduced density matrix ρS is positive1, it can be

diagonalized with positive eigenvalues

ρS =
∑

i

pi |ψi⟩⟨ψi|
∑

i

pi = 1. (1.3)

Crucially, these eigenvalues pi sum to 1 and so ρS can be interpreted as a

classical ensemble where each state |ψi⟩ has an associated probability pi.

At late times, the reduced density matrix (1.2) will relax to a constant

ensemble. The Shannon entropy of the corresponding distribution of {pi}

S[{pi}] = −
∑

i

pi log(pi) (1.4)

measures how "ergodic" the final distribution of pi is and corresponds to

the microscopic thermodynamical definition of entropy for a thermal distri-

bution of probabilities. However, the state in (1.2) is defined at all times,

well before it relaxes to some constant ensemble: the Shannon entropy of

the time dependent eigenvalues pi(t) can then be studied as a dynamical

quantity, which quantifies the ongoing thermalization process of the sub-
1this is because the partial trace is a completely positive, trace-preserving map
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1.1. MOTIVATION

system out of equilibrium. This quantity is called entanglement entropy

and is the most widely used measure to quantify the quantum correlations

in the system: in a basis independent fashion, it can be expressed as the

Von Neumann entropy of ρS, namely

S[ρS] = −tr [ρS log(ρS)] ; (1.5)

where it is understood that the function x log(x) is extended by continuity

in 0 and is thus well defined and bounded in [0, 1].

Together with the entanglement entropy of the state, it is convenient to de-

fine a family of entanglement measures, called Rényi entropies or α−entropies.

They are dependent on a parameter α and defined as

S(α)[ρS] =
1

1− α
log
(
tr [ραS]

)
; (1.6)

the reason for introducing this family of entropies is two-fold: on the one

hand, they are a valuable tool to analytically find expression for the Von

Neumann entropy via the so-called replica trick [8]; on the other hand,

they have some useful properties on their own. For example, they obey the

following inequalities [9]

m− 1

m

n

n− 1
S(m) ≤ S(n) ≤ S(m) n > m, (1.7)

which shows, for example, that the scaling law in the subsystem size of all

Rényi entropies with index n > 1 is the same [10, 11, 12].

The thermodynamic interpretation of the entanglement entropy as a state

function is attained at long times when the system converges to some static

ensemble, after a thermodynamic limit. Formally one needs to take the

following order limits in order to define thermal relaxation [13, 14, 15]:

lim
t→∞

lim
L→∞

ρS(t) = ρstat, (1.8)
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where S is a subsystem with a size kept constant, while L is the size of the

whole system (subsystem + environment E) which is instead taken to be

infinitely large. It is crucial take the long time limit after the thermody-

namic limit ; this is because a long time limit on any finite-sized quantum

system is not well defined, as the system would be quasi-periodic in time

due to the unitary evolution [16]. The state is expected to relax to the

Generalized Gibbs Ensemble (GGE) [17, 18, 19, 13, 20, 21, 22, 23], which

is built using local and quasi- local charges of the system:

ρGGE ∝ exp

(
−
∑

i

βiQi

)
. (1.9)

More precisely, for a many-body system, a local charge is an operator which

can be written as sum of other operators which have a finite support (for a

spin system, finite support means the operator is the identity everywhere

but on a finite number of sites)

Q =
∑

x

qx, supp(qx) < +∞, (1.10)

while a quasi-local one is an operator that can be approximated up to

exponentially small correction with a local operator. Quasi-local charges

where discovered in the context of the XXZ spin chain [24] and proved

crucial for an accurate representation of the steady state [25].

1.2 From ground state to many-body dynam-

ics

A crucial ingredient for a system to thermalize, is to have enough degrees

of freedom, in order for ergodicity to emerge; in principle one would have

to have infinitely many degrees of freedom, in order to take the thermody-

namic limit L → ∞ as in Eq. (1.8). This is the main obstacle to obtain
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1.2. FROM GROUND STATE TO MANY-BODY DYNAMICS

a precise description of the dynamics and makes it an exceedingly hard

problem already at the classical level. In classical physics, it is well known

that the three-body problem is not exactly solvable, while the two body

one is only solvable because it can be reduced to a one-body problem us-

ing momentum conservation. It is then clear that having infinitely many

degrees of freedom makes dynamics extremely difficult to obtain. At the

quantum level, there are exponentially more degrees of freedom, thus even

numerical approach to the problem are generally unfeasible with classical

computers; this is one of the aspects of quantum advantage.

Only some special classes of problems can be reasonably dealt with a clas-

sical computer: an example is the characterization of the ground state of a

local, one dimensional Hamiltonian. The underlying reason for this is that

gapped Hamiltonians have a ground state with a low entropy [26, 27, 28]; in

particular, the entropy is said to follow an area law, meaning it scales with

the size of its boundary with the rest of the system. For one dimensional

system, this means that the entropy saturates, as boundaries between in-

tervals are just points.

More rigorously, a favourable (i.e. logarithmic or constant) scaling of the

Rényi entropies S(α) with α < 1 implies that algorithms that use Matrix

Product states (MPSs) to find the ground states, i.e. Density Matrix Renor-

malization Group (DMRG) algorithms [29, 30] have a polynomial scaling

in the error tolerance requested. This implies that even some gapless sys-

tems that can violate the area law requirement, can be efficiently simulated

as long as the Rényi entropies scale logarithmically in the system size. In

particular, for Conformal Field Theories, a general result [31] shows that

the entanglement entropy of a subsystem of size l, assuming the system is

in the ground state, has Renyi entropy which grow logarithmically in the

system size:

S(n) =
n+ 1

n

c

6
log

(
l

a

)
, (1.11)
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1.2. FROM GROUND STATE TO MANY-BODY DYNAMICS

where c is the central charge of the theory and a is a cut-off length. Mov-

ing away from the ground state to the study of the dynamics from generic

initial conditions, entanglement generically experiences a linear phase of

growth, making simulability with MPSs only feasible at very short times

and exponentially hard in general. Despite this, algorithms using an MPS

decomposition (such as Time Evolving Block Decimation - TEBD) of the

state at short times are still the most powerful tools at our disposal to in-

vestigate short times dynamics numerically; TEBD will be briefly presented

in Section 1.3.

As for analytical toy models of many-body dynamics, very few examples

are known and most require that the dynamics is non-interacting (i.e. the

Hamiltonian is a quadratic form). A class of systems which is amenable

to some analytic treatment (although with some limitations) is the one of

integrable systems.

Integrable systems have a number of local conserved charges that scales

with the size of the system. However, while for free systems it is rather

straightforward to diagonalize the Hamiltonian and find the energy spec-

trum, in the case of interacting integrable systems one has to solve a system

of non-linear equations whose number is extensive in the system size. Even

if this task can be done numerically for moderate sizes [32], exact results are

much harder to obtain. The Bethe equations can be solved in the thermo-

dynamic limit under certain assumptions (namely the "string hypothesis"

which assumes that solutions to the Bethe Equations form "string patterns"

at finite densities [33] ) in order to obtain the so called "thermodynamic

Bethe Ansatz", which allows to access the thermodynamics of the system,

rather than the dynamics. Moreover, while integrability provides a useful

example of many-body dynamics, the fact that the underlying Hamiltonian

has many conserved charges suggests it may belong to a different univer-

sality class from a chaotic dynamics without many conservation laws. An

example of chaotic system which can be analytically studied is the SYK

model [34] [35]; in order to work out the dynamics, here it is introduced an
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average over the interaction terms and, in high enough dimensions, a mean

field approach allows for exact results.

1.3 Quantum circuits

One the one hand, as stressed in the previous section, accessing many

body dynamics is an extremely difficult task; on the other, finite size nu-

merics and partial analytical results in recent years, suggest that out of

equilibrium quantum matter can present very exotic phenomena, placing

its understanding among the key questions of modern theoretical physics

[36, 37, 38, 39, 40].

This highlights the need for simple, treatable toy models that can offer

analytical insights and model different universality classes [41].

In recent years quantum circuits have gained popularity as a possible candi-

date to achieve this task: they can used to describe fully chaotic [42, 43, 44]

but also charge conserving dynamics [45, 46, 47, 48, 41]. The underlying

idea of a quantum circuit is to evolve a spin chain with a discrete time

evolution, implemented with local gates. Such systems can be thought as

obeying a stronger version of the Lieb-Robinson bound [49, 50] where one

has a hard cut-off for the tails outside the light-cone instead of an expo-

nential suppression.

The setting of circuits arises very naturally in numerical simulations of -

local Hamiltonians. A popular approach for this is the one followed by

TEBD algorithms [51]; the starting point is that a generic Hamiltonian

with two site interaction (renormalizing the sites one can always make the

range of the interaction fall into this category) can be broken down in two
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parts:

H =
∑

i

Vi,i+1 = He +Ho (1.12)

He =
∑

i

V2i,2i+1 Ho =
∑

i

V2i−1,2i, (1.13)

where, crucially, each term within He commutes with itself (and the same

goes for Ho), so that they are easily exponentiated

eiH
et =

∏

j

eiV2j,2j+1t eiH
ot =

∏

j

eiV2j−1,2jt. (1.14)

Choosing a control parameter N for the approximation, the time evolution

up to time t can be written as

eiHt =
(
eiH

t
N

)N
=
(
ei(H

e+Ho) t
N

)N
≈
(
eiH

e t
N eiH

o t
N

)N
. (1.15)

The crucial insight here is that, for N large enough, Hausdorff formula

yields

ei(H
e+Ho) t

N ≈ eiH
e t
N eiH

o t
N ei[H

e,Ho] t2

2N2 ≈ eiH
e t
N eiH

o t
N (1 +O(1/N2)). (1.16)

This means that the final error in the approximation scales as O(1/N)

showing that for N large enough one can obtain an exact evolution. The

approximate formula in (1.15) is a quantum circuit: representing a gate

acting on sites j, j + 1 as

eVj,j+1
t
N =

j j + 1

, (1.17)
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1.3. QUANTUM CIRCUITS

Eq. (1.15) can be represented as

ei(H
e+Ho) t

N ≈

(1.18)

where we have 2N layers of gates which is also called the depth of the

circuit. These gates are very close to the identity matrix for large values

of N . The idea of quantum circuit is to instead lift this constraint and

choose generic matrices for time evolution. This setup is rather similar to

experiments with superconducting junctions, see e.g. [52, 53, 54]; here the

discrete dynamics of qubits is obtained through the application of unitary

operations (gates), measurements, and feedback.

Moving the gates away from the identity opens up for some new classes

of solvable dynamics, which can offer insight and intuition for the typical

behaviour of gates, while preserving locality and unitarity in the evolution

(although one can generalize this to include monitoring and measurements,

which break unitarity [48, 54, 55] ). There are two main strategies employed

in order to obtain analytically treatable circuits, which can also be used in

conjunction.

The first one is to introduce some average over the gates, considering them

as noisy, and assuming that typical realization of the circuit behave sim-

ilarly to the averaged one. The gates are taken from a certain ensemble,

usually the one for which each gate evolving a circuit as in the diagram

(1.15) is extracted randomly from the unitary group U(d2) with a proba-

bility density equal to the Haar measure, where d is the local Hilbert space
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dimension on each site [42, 56, 43, 57, 44, 47]. The second approach is to

require additional constraints on the gate, apart from unitarity, which in

turn enables for crucial simplifications in the diagrams representing time

evolution [58, 59, 60, 61, 62, 63, 64, 65]; examples include the class of dual

unitarity circuits, which will be covered more in details in Chapter 1.4 and

are the main focus of this thesis, as well with its generalizations [66, 67, 68],

and some cellular automata, as the famous Rule 54 [69, 70], which can be

used for a quantum dynamics starting from non-classical initial states, or

the Floquet quantum East model [64, 71].

Explicit results for Haar-random circuits can be obtained for quantities

that involve two replicas of the gate, such as the second moment of the

reduced density matrix for a subsystem

Z(2) = tr
[
ρ2A
]
, (1.19)

or out of time correlation functions (OTOCs), defined as

Oα,β(x, t) = 1− 1

dL
tr
[
σα(x, t)σβ(0, 0)σα(x, t)σβ(0, 0)

]
, (1.20)

where σα
α=1,...,d2−1 is an orthonormal basis of traceless hermitian operators

such that

(σα)2 = 1d2 (1.21)

(for d = 2 a possible choice are the standard Pauli matrices) and L is

the number of sites in the system. The idea is that both (1.19),(1.21)

require two copies of the unitary operator U defining the forward time

evolution, together with two for the backward one (which corresponds to

U†). Alternatively, the evolution of these copies can be thought as a single

copy evolved with a replica gate that includes four layers [41]:

V ⊗ V ∗ ⊗ V ⊗ V ∗ V ∈ U(d2), (1.22)
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where V is a single gate acting on two qudits as represented in (1.17). This

replicated, or folded, gate can be averaged over the Haar measure, assuming

noise is uncorrelated in space and time, effectively reducing the degrees of

freedom on a single site from d4 to 2, since the only non-vanishing elements

of the averaged gate corresponds to the two possible pairing of the forward

copies with the backward ones.

This maps the circuit to an Ising-like statistical model (where the two pair-

ings can be thought of as the two spin configurations), where the quantity

of interest (such as the one in (1.21),(1.19) ) is mapped to a partition func-

tion [42, 43, 44, 72]. Similarly to Ising, the leading contributions come

from large domains of equal pairing, and the non-trivial part of the parti-

tion function can be thought of as some free energy cost at the interface

between different domains.

Interestingly, one can extend this picture, which is exact only performing

an average on the gates, to specific instances of gates, noting that fluctua-

tions from the generic behaviour are suppressed in the scaling limit [73, 74],

obtaining the so called membrane picture for the entanglement dynamics.

The membrane picture postulates the existence of a function En[v] which

specifies the free energy density at the interface between large domains

corresponding to different pairings of replicas. In the case of a 1 + 1 di-

mensional system, the membrane between domains is a line (indeed E is

also called line tension ) and has only a local degree of freedom, its slope

v, while in larger dimensions one has more angles to specify. The function

E [v] satisfies generic constraints [74]: it must be convex, meaning that

E [v1λ+ (1− λ)v2] ≤ λE [v1] + (1− λ)E [v2], λ ∈ [0, 1] (1.23)

and its Legendre transform must correspond to the local rate of entropy

production

Γ[s] = min
v

{
E [v]− sv

seq

}
∂S

∂t
= seqΓ

[
∂S

∂x

]
, (1.24)
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where seq corresponds to the maximal entanglement density, which is equal

to log(d) for a spin chain of qudits of local dimension d.

A useful quantity to measure the spreading of operators is the butterfly

velocity, which defines, at a given value of t, the light-cone x ∈ [−vBt, vBt]
in which the OTOC (defined in Eq. (1.21) ) is finite (meaning it is not

exponentially suppressed): it can be extracted from the line tension with

a self consistency equation

E2[vB] = vB, (1.25)

while the entanglement growth for a Rényi entropy starting from a low

entangled initial state is

vEn = min
v

En[v]. (1.26)

Equation (1.26) already gives a quantitative prediction: it implies that, in

a scaling regime, the rate of growth of entanglement should converge to

the same values, regardless of the initial state chosen, which is different to

what is expected for non-chaotic systems, such as free or integrable systems

[20, 75, 76, 77, 78].

An explicit expression for the line tension is extremely hard to obtain for

a clean system; for dual unitary circuits, for example, it is constant and

extremal for all values of v [73]. In the work in Chapter 4 we provide a

different example of E [v] for a clean system evolved with a generalized dual

unitary circuit and verify the constraints in (1.23),(1.25),(1.26); in this case

the line tension is not constant and has a V shape.

We also mention that the membrane approach to compute entanglement

has also been successfully applied to holographic theories [79, 80].
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↑ ↑ ↑↓ ↓ ↓ ↓ ↓ ↓

Absorbing boundary

t

↑ ↑ ↑↓ ↓ ↓ ↓ ↓ ↓

t

Figure 1.1: Entanglement dynamics using the membrane approach: the
subsystem (spin up) corresponds to a different pairing of replicas than
the rest (spin down). The bottom line represents the initial state and is
essentially an open boundary with no interaction (energy cost) for any
pairing. At short times, the free energy is minimized such that the domain
of spin up touches the initial state; the size of the boundary separating the
domains scales with t, implying a linear growth for the entanglement; at
later times instead the free energy is minimized by wrapping the subsystem
(in red ) with a domain corresponding to the other pairing (blue), showing
saturation in entanglement.

1.3.1 Entanglement growth for a subsystem: Mem-

brane vs Quasiparticle picture

The membrane theory provides a quantitative prediction for the entangle-

ment dynamics from a quantum quench. A sketch of its prediction in the

simplest case of a finite, connected subsystem is reported in Fig. 1.1. In-

dependently on the value of the line tension, the qualitative prediction is

clear: there is an initial regime of linear growth of entanglement, which

then saturates.

Interestingly, this is the same behaviour predicted by the quasiparticle

picture [81], another powerful tool used to understand the entanglement

spreading in many-body quantum systems after a quench, which was de-

veloped in the context of integrable systems and conformal field theories.

The idea is that entanglement is generated by initially entangled local pairs

of quasiparticles that then move ballistically in both directions (to conserve

momentum). One can imagine these as forming a sort of Bell pair state,

with the two qubits moving in opposite directions and spreading correla-
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t

A ĀĀ

Figure 1.2: Entanglement dynamics at early times according to the quasi-
particle picture for entanglement between a subsystem A and the rest of
the system Ā. The trajectories of pairs moving, originating from the initial
state (bottom edge) are represented with dashed lines. In orange there is
an example of a pair not contributing to the entanglement for this choice
of bipartition. At later time the number of pairs connecting A with Ā
saturates.

tion throughout the system. Counting the number of pairs connecting a

subsystem with the other quantifies the entanglement; an intuitive picture

of this behaviour is present in Fig. 1.2.

The quasiparticle prediction can be made quantitative within the context of

integrable systems [13, 82] by using the Yang-Yang entropy to express the

contribution from each pair of quasiparticle, and the velocity of excitations

to quantify their velocity, obtaining the explicit formula

Sn(t) = 2t

∫

2|v(λ)|t<ℓA

v(λ)s(λ)dλ+ ℓA

∫

2|v(λ)|t>ℓA

s(λ)dλ, (1.27)

where the integration is over quasiparticle species.

Crucially, both approaches, although coming from very different perspec-

tives, bear the same qualitative results in the geometry of a finite sized

interval immersed on a large environment. However, the two pictures de-

scribe very different systems: the membrane picture is understood to work

for chaotic ones, where destructive interference essentially forces the domi-

nant configurations of diagrams to be pairings of replicas, while the quasi-

particle should hold for systems with a large number of conserved quantities

which propagate at some finite speed.

A change in the geometry of the subsystem can instead give a different

qualitative result depending on the "picture" adopted. The simplest case

is the one of a subsystem A made of two intervals of sizes ℓA, separated

by a large enough distance x; at early times, when the two parts of A are

16



1.4. DUAL UNITARY CIRCUITS

causally disconnected, we have again a generic initial linear growth followed

by saturation. This saturation, as per the minimal cut idea in Fig. 1.1,

is preserved at later times according to the membrane picture, while the

quasiparticle picture predicts a drop in the entanglement of A at times

t ∈
[
x

vqp
,
x+ ℓA
vqp

]
, (1.28)

where vqp is the speed of quasiparticle propagation, due to the fact that

some quasiparticle pairs now end up on the two intervals making up the

subsystem A and thus not contributing to the entanglement.

Divergence from the quasiparticle approach was first noted in the context

of Holographic Conformal Field theories (CFT) [83]. These special class of

CFTs display some chaotic features while maintaining conformal invariance

[84, 85, 86, 87]; rational CFTs (such as the critical point of Ising model)

instead behave as "integrable" and show agreement with the quasiparticle

picture and are generated by a finite number of primary operators. In the

work in Chapter 6 we provide rigorous result that agree with both these

pictures in the context of Dual unitary circuits. Namely, we show that

a quantum quench from the same, simple initial state, behaves according

to each of the two predictions depending on whether the Dual Unitary

gate is chaotic (meaning that we extract randomly from an ensemble) or

has conserved charges, in the aforementioned geometry of two intervals

separated by a large enough distance.

1.4 Dual Unitary circuits

The most well known example of exactly solvable, clean, interacting quan-

tum circuit is the one made of Dual Unitary gates [65, 58]. In this Thesis,

the focus will be on these gates implemented in a brickwork fashion, as

17



1.4. DUAL UNITARY CIRCUITS

depicted in (1.18), although other geometries are possible [60, 88]. In this

section, a brief, non-exhaustive overview of the results obtained so far for

such circuits is presented.

A dual unitary gate U is defined as a gate that retains unitarity after a

spacetime swap of indexes:

⟨i, j| Ũ |k, l⟩ = ⟨i, k|U |j, l⟩ (1.29)

UU † = U †U = 1d ⊗ 1d = Ũ Ũ † = Ũ †Ũ . (1.30)

This spacetime duality was first observed in the many-body evolution op-

erator of the kicked Ising model at a special point [89] and allowed for

calculation of quantities such as the spectral form factor [56] and entan-

glement growth [90] . Then, Refs. [65, 58] noted that the duality held

at the level of a single gate, allowing for the definition of the full class of

Dual Unitary circuits [58]. A full parametrization of Dual Unitary gates is

known for qubits [58], although there are known families in arbitrary local

dimension [91, 92, 93, 94, 95], a complete classification in arbitrary local

dimension is thought to be an exceedingly hard task [94].

A generic dual unitary gate does not have conserved quantities, and as such

the only local operator which commutes with time evolution is the identity

matrix; the GGE (1.9) is thus just the infinite temperature state. In [96] a

special class of solvable initial states was introduced, and it was shown that

they thermalize to the infinite temperature state in the shortest possible

time for a connected subsystem. In turn, this shows that, for such states,

the entanglement velocity

vE =
S(t)

2t log(d)
, (1.31)

is equal to the largest possible value, 1, in the initial growth phase. In fact

the converse also holds true: a quantum circuit with maximal entanglement
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1.4. DUAL UNITARY CIRCUITS

growth must be dual unitary [97]. In the work presented in Chapter 2, we

extended these results on the entanglement growth rate to a quench from

a generic state, choosing noisy dual unitary gates. Noise can be introduced

on a dual unitary gate by adding one- site unitaries on each leg:

U → (u− ⊗ v−)U (u+ ⊗ v+) u±, v± ∈ U(d2), (1.32)

and then averaging the unitaries with the Haar measure. Among other

noteworthy dynamical properties of generic dual unitary evolution, there

are correlation functions, which only propagate along the light-cone, and

have a generic exponential decay [58], the spectral form factor, which has

the same expression of the one obtained for random matrices [98], and the

butterfly velocity which is maximal and equal to the speed of light vB = 1

[99].

More exotic quantities have also been investigated, such as quantum state

designs [100, 101], quantum scars [102], temporal entanglement (Chapter

3 and [103] ) and scrambling [104]; interestingly, Dual Unitary gates have

also been implemented with real-world quantum computers [105, 106].

In the work presented in Chapter 5 we showed the general construction of

dual unitary gates with commuting, conserved charges, with support on

one site, finding notable differences with some of the previous results ob-

tained for chaotic dual unitary gates. In particular, we showed how one

can extend the class of solvable states in order to accommodate for the new

charge structure, finding in general a slower entanglement growth vE < 1,

and, surprisingly, we found, in some cases, a two-step thermalization pro-

cess for a single, connected, interval.

States now thermalize to a non-trivial GGE ensemble, and correlation func-

tions of local operators do not, in general, decay exponentially, according

to the classification presented in [58], showing that even just within the

context of Dual Unitary gates, one can have quite different dynamics.

19



Chapter 2

Growth of entanglement of

generic states under dual-unitary

dynamics

2.1 Summary

In this work, we consider a quantum quench under dual unitary dynamics

from a state which is not solvable. In order to obtain an explicit result, we

introduce some noise on the gates, uncorrelated in time and space.

Similar noise for dual unitaries was introduced also in previous works [104]

to compute different quantities, although here it was generalized to arbi-

trary local Hilbert space dimension d.

Interestingly, even though a generic parametrization of dual unitaries in

arbitrary dimension is not known, after averaging two replicas of gates

(meaning four layers, since a replica contains both the gate and the com-

plex conjugate), the resulting gate has only one free parameter, which is

known as the entangling power of the gate [93]. We show that in every di-

mension, for high enough entangling power, the entanglement growth from

any pair- product initial state is the maximal one for almost all realizations
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2.1. SUMMARY

of the gate. Moreover, we show that there are explicit examples of dual

unitary gate with entangling power in the range required for the bound,

and we generalized the latter in the case of a quench from an MPS initial

state.

As it will be clear from the results in Chapter 5, introducing an average is

not only a useful technical trick, but it is necessary to rule out dual unitary

gates with conserved charges, for which entanglement growth depends on

the initial state.
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Dual-unitary circuits are a class of locally interacting quantum many-body systems displaying unitary dynam-
ics also when the roles of space and time are exchanged. These systems have recently emerged as a remarkable
framework where certain features of many-body quantum chaos can be studied exactly. In particular, they admit
a class of “solvable” initial states for which, in the thermodynamic limit, one can access the full nonequilibrium
dynamics. This reveals a surprising property: when a dual-unitary circuit is prepared in a solvable state the
quantum entanglement between two complementary spatial regions grows at the maximal speed allowed by
the local structure of the evolution. Here we investigate the fate of this property when the system is prepared
in a generic pair-product state. We show that in this case, the entanglement increment during a time step is
submaximal for finite times, however, it approaches the maximal value in the infinite-time limit. This statement
is proven rigorously for dual-unitary circuits generating high enough entanglement, while it is argued to hold for
the entire class.

DOI: 10.1103/PhysRevB.107.174311

I. INTRODUCTION

The evolution of quantum entanglement gives a universal
and unifying characterization of nonequilibrium dynamics in
a wide range of quantum many-body systems ranging from
lattice models to relativistic field theories [1–4]. Whereas the
analysis of specific local observables is clouded by a plethora
of system- and observable-specific effects, the evolution of
entanglement over large scales does not depend on such
inessential details and returns a clear portrait of the full (gen-
eralized) thermalization process [5,6]. Whenever a quantum
many-body system with local interactions is prepared in an
out-of-equilibrium state with low entanglement, and then let
to follow its own unitary evolution, the entanglement between
different spatial regions is observed to grow in time, signaling
the proliferation of quantum correlations. In the course of
this process, the entanglement entropy of a given subsystem
is transformed into thermodynamic entropy and eventually
saturates to a time-independent value indicating the onset of
relaxation [5,7–10]. Unless specific competing mechanisms
are introduced—such as disorder [11–13], confinement [14],
or local measurements [15–17]—the entanglement grows lin-
early in time, irrespective of the nature of the system dynamics
[5,6,10,18–33].

The linear growth of entanglement naturally defines a
velocity—known as entanglement velocity [6,23,31]—which
is obtained dividing the slope of the growth by the density

Published by the American Physical Society under the terms of the
Creative Commons Attribution 4.0 International license. Further
distribution of this work must maintain attribution to the author(s)
and the published article’s title, journal citation, and DOI.

of stationary entropy. The entanglement velocity is the key
emergent parameter of the thermalization process: it gives in-
formation on when subsystems start approaching stationarity
and, at the same time, determines the feasibility of classical
simulations of the quantum dynamics [34–37]. While it is
clear that the entanglement velocity depends on geometry
and couplings of a given system [10,28,38], it is less obvious
whether it also depends on the initial configuration. One might
expect that the dependence on the initial configuration should
be mild, and all configurations leading to the same stationary
state are characterized by the same entanglement velocity:
some numerical observations supporting this expectation have
been presented in Ref. [25]. On the other hand, the entan-
glement velocity describes a truly out-of-equilibrium regime
taking place prior to relaxation and when a full scrambling of
quantum information has yet to take place. For free systems,
for instance, initial configurations leading to the same station-
ary state can have different entanglement velocities [19]. The
same is expected for interacting integrable systems, where a
formula for the entanglement velocity [10,38] is only known
for a special class of initial states [39,40]. These examples
show that, at least for integrable models, the entanglement ve-
locity contains more information than the stationary state and
the intuitive expectation discussed above fails. For quantum
chaotic systems, however, the question is still open.

Here we analyze this question in the context of chaotic
“local quantum circuits,” i.e., chains of qudits evolved by
discrete applications of local unitary operators. These systems
are useful idealizations of generic quantum matter and, over
the last few years, have helped understanding information
spreading [6,25,28,31,41–44], spectral statistics [45,45–55],
and thermalization [26,32,51,56] in quantum many-body sys-
tems. Specifically, here we consider a particular class of local
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quantum circuits known as “dual unitary circuits” [57], which
are defined by the property that their bulk dynamics remain
unitary also when exchanging the roles of space and time. The
most remarkable feature of these systems is that, despite being
quantum chaotic, they allow for exact calculations of many
relevant many-body quantities [27,50,58–69]. Surprisingly,
even the very quantum chaotic nature of dual-unitary circuits
can be rigorously proven [45,49].

Dual-unitary circuits admit a class of “solvable” initial
states [25,26], whose dynamics can be characterized exactly
in the thermodynamic limit [25,26,65,70]. When evolving
from solvable states dual-unitary circuits display maximal
entanglement growth, namely they show the largest entan-
glement growth compatible with the local structure of the
time-evolution [25,26]. In fact, it has been recently shown
in Ref. [71] that such a maximal growth is only attainable
in dual-unitary circuits. For generic initial states, however,
dual-unitarity does not provide any obvious simplification and
exact calculations fall out of reach. In addition, many of the
special features of the dynamics of solvable states, including
the maximal growth of entanglement, are observed to disap-
pear in finite-time numerical experiments [25,26,65].

Here we show that, remarkably, some exact statements can
be made also for generic initial states. In particular, we con-
sider the entanglement evolution from “generic pair-product
states,” i.e., nonsolvable states written as products of arbitrary
two-site states, and show that the entanglement velocity is
maximal for almost all dual-unitary circuits. Therefore it is
almost always independent of the initial configuration.

To find these results, we introduce space-time-dependent
noise that preserves dual-unitarity and show that the en-
tanglement velocity averaged over the noise approaches the
maximal value for large times. We then prove that this im-
plies asymptotic maximality of the entanglement velocity for
each realization. Our statements are established rigorously for
circuits made of dual-unitary gates with high enough “entan-
gling power,” which measures how much a gate can entangle
two qubits. These include dual-unitary gates constructed with
complex Hadamard matrices [72] and four-leg perfect tensors
[73,74]. We also we present a constructive way—supported
by numerical checks—to extend them.

The rest of this paper is laid out as follows. In Sec. II,
we introduce the systems and initial states considered in this
work. In Sec. III, we introduce the entanglement velocity,
which is the quantity of interest, and review its calcula-
tion for dual-unitary circuits evolving from solvable states.
Section IV contains our main results: we begin by introducing
the space-time dependent noise and show how maximality
on average implies maximality for each single realization. In
Sec. IV A, we bound from below the averaged entanglement
entropy with a function depending on the gates solely through
their entangling power. Then, in Sec. IV B, we prove maxi-
mality on average for circuits made of gates with large enough
entangling power, while in Sec. IV C, we argue that the proof
can be extended to all dual-unitary circuits, and in Sec. IV D,
we present some supporting numerical evidence. Finally, in
Sec. IV E, we show that our result is robust if one considers
more general low-entangled initial states. Our conclusions and
final remarks are reported in Sec. V. The four Appendixes
contain a number of complementary technical points.

II. SETTING

A one-dimensional local quantum circuit is a chain of 2L
qudits—with d internal states—where the evolution occurs
in discrete time steps and describes local interactions. In
particular, considering circuits where the time evolution is
implemented in the so called “brickwork” geometry, we write
the unitary operator evolving the system from time t to time
t + 1 as

U (t ) = U2(t ) · U1(t ), (1)

where we introduced

U1(t ) =
⊗
x∈ZL

Ux,t , U2(t ) =
⊗

x∈ZL+ 1
2

Ux,t+1/2. (2)

The operator Ux,t acts nontrivially, as the d2 × d2 unitary
matrix U (x, t ), only on the qudits at positions x and x + 1/2.
The matrices {U (x, t )} are known as “local gates” and encode
the physical properties of the system. In particular, whenever

U (x, t ) = U, ∀x, t, (3)

the evolution operator is invariant under two-site shifts in
time and space. We will refer to this case as a space-time
translational invariant quantum circuit.

Note that in Eq. (2), we labeled sites by half integers and
assumed periodic boundary conditions so that the (half-odd)
integers x and x + L denote the same site. We also remark that
the form (1) of the time-evolution operator implies that there
is a strict maximal speed for the propagation of correlations.
This means that any pair of local operators ax and by evolved
up to time t satisfy

[ax(t ), by(t )] = 0, |�x� − �y�| > 2vmaxt, (4)

where �•� denotes the ceiling function (smallest integer larger
or equal to the argument). Moreover, our choice of units
implies a maximal speed vmax = 1.

We consider a particular class of local quantum circuits
called dual-unitary circuits [57]. Their defining property is
that they are generated by local gates that remain unitary under
a particular reshuffling which corresponds to switching space
and time. More precisely, defining a matrix Ũ with elements

Ũ( j,l );(i,k) = U(i, j);(k,l ), i, j, k, l = 0, . . . , d − 1, (5)

where we set (i, j) = i ∗ d + j, we require

U †U = UU † = I, Ũ †Ũ = ŨŨ † = I. (6)

Whilst the first condition is the standard unitarity requirement
for the local gate, the second one is imposing that the gate acts
as a unitary matrix also when the roles of space and time are
swapped. These constraints admit solution for all local Hilbert
space dimensions d � 2, however, a full parametrization is
only known for d = 2 [49,57,62,72,75,76]. It is also useful to
recall that, even though some of the solutions to (6) are inte-
grable [59,62,76,77], i.e., generate evolution operators with an
extensive number of local conserved charges, the integrable
instances can only form a lower dimensional sub-manifold
of the total manifold of dual-unitary circuits. This can be
intuitively understood by noting that the two equations (6) are
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left invariant by the transformation

U �−→ u+ ⊗ u− · U · v+ ⊗ v−, (7)

with u+, . . . , v− arbitrary elements of the group of d × d uni-
tary matrices, which we denote by U (d ). This transformation
is generally enough to break any nontrivial conservation law.
In other words, dual unitary circuits are generally noninte-
grable or quantum chaotic.

A. Entangling power

A feature of the local gate U which will prove to be im-
portant in the following is its entangling power. The latter is
a measure of the average entanglement produced by U when
acting on Haar-random product states, see, e.g., Ref. [78]. In
particular, as shown in Refs. [78–80], for dual-unitary circuits
it can be expressed as

p = d4 − tr[(Ũ t2 (Ũ t2 )†)2]

d2(d2 − 1)
, (8)

where (·)t2 denotes the partial transpose with respect to the
second qudit. From (8), one can immediately verify that p is
invariant under (7).

As we recall in Appendix A, the entangling power (8)
fulfils

0 � p � 1. (9)

The lower bound is attained when Ũ t2 (Ũ t2 )†/d2 is a rank-1
projector. This happens when, up to the transformation (7), U
coincides with the SWAP gate. Namely, it merely swaps the
states of the two qudits it acts on, generating no entanglement.
Instead, the upper bound is attained for

Ũ t2 (Ũ t2 )† = (Ũ t2 )†Ũ t2 = I. (10)

To understand this condition it is useful to think of U a state
of four qudits with amplitudes {U(a1,a2 );(a3,a4 )}. In this lan-
guage, Eq. (10) means that the subset formed by the first and
fourth qudits is maximally entangled with its complement.
Recalling that the gate U also fulfils (6), we see that also the
subsets formed by first and second and first and third qubits
are maximally entangled with their complements. In fact, in
the state defined by U any bipartition of the four qudits has
maximal entanglement with its complement. Gates generating
states with this property are called perfect tensors [81] or
2-unitary gates [82]. Perfect tensors with four entries exist for
every local Hilbert space dimension strictly larger than d = 2
[73,74] and, therefore, for d > 2, the upper bound p = 1 can
be attained. Instead, for d = 2 the maximal value that p can
attain is [57]

p = d

d + 1
, (11)

and, up to (7), it is attained by local gates of the form

U(i, j),(k,l ) = δilδ jk exp

(
i
2π i j

d

)
. (12)

The family (12) of dual-unitary gates has been constructed
in Ref. [72] using complex Hadamard matrices. Here, for
brevity, we call it the “Hadamard family.”

B. Quantum quench

To study the out-of-equilibrium dynamics of the circuits
we consider a standard quantum quench protocol: we prepare
them in a nonequilibrium state |�0〉 and let them evolve
according to their time-evolution operator. In particular, we
consider generic “pair-product” states of the form

|�0〉 = 1

dL/2

L⊗
x=1

⎛⎝ d−1∑
i, j=0

mi; j |i, j〉
⎞⎠, (13)

where {|i〉}d
i=0 is a basis of the local Hilbert space and matrix

m, with elements mi; j , fulfils

tr(mm†) = d, (14)

which ensures that |�0〉 is normalized to one. Apart from this
condition, the matrix m is completely generic.

Although the family (13) does not represent the most
general low-entangled state, it contains many physically rele-
vant points—in particular it contains all translational invariant
product states—and it is complex enough to show generic
behavior. In most of the paper, we focus on this family to
reduce to a minimum the technical complications, while in
Sec. IV E, we show that our techniques can be applied to more
general families of matrix product states leading to qualita-
tively similar results.

The evolution quantum circuits can be conveniently repre-
sented graphically. One depicts the local gates as a four-leg
tensors

U(i,j);(k,l) =

i j

k l

, (15)

and the initial state matrix m as a two-leg one

mi; j =
ji
. (16)

When it does not lead to confusion the indices can be dropped
to represent the actual tensor instead of its elements. For
instance, (6) are conveniently represented as

(17)

(18)

where we introduced the diagram

U† = . (19)
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Instead, the state at time t is depicted as

Ut Ψ0 = , (20)

where we took L = 4 and t = 2, we represented the matrix
multiplication from bottom to top and we conveniently de-
picted the space-time translational invariant case with periodic
boundary conditions. The representation in Eq. (20) makes it
clear why this particular way of applying local gates is called
brickwork geometry.

III. ENTANGLEMENT GROWTH

In this paper, we are interested in the evolution of
the entanglement between a contiguous block of 2LA qu-
dits, A = {x1, x1 + 1/2, . . . x2}, and its complement, Ā =
{1/2, . . . , L} \ A, in the state (20). In particular, we will focus
on the regime where the entanglement typically grows linearly

in time [5,6,10,18–33], i.e.,

2vmaxt � LA � L − LA. (21)

Since we are considering systems with local interactions, the
entanglement between A and Ā is produced starting from the
boundaries between the two sub-systems. In the regime of
interest, the two boundaries between A and Ā are causally
disconnected and give identical contributions.

To quantify the entanglement of the bipartition we compute
the reduced density matrix

ρA(t ) = trĀ[U t |�0〉〈�0|U−t ] (22)

and evaluate its Rényi entropies

S(α)
A (t ) = 1

1 − α
ln tr[ρA(t )α], α ∈ R. (23)

Note that S(α)
A (t ) is nonincreasing in α

S(α)
A (t ) � S(β )

A (t ), α � β, (24)

and its liming value for α → 1 corresponds to the celebrated
entanglement entropy

lim
α→1

S(α)
A (t ) = −tr[ρA(t ) ln ρA(t )] ≡ SA(t ), (25)

which is a bona fide measure of bipartite entanglement [1].
To analyze Rényi entropies in the regime (21) we note that

the reduced density matrix can be represented as

ρA( t) =
1

d2t+LA
, (26)

where we used the two-site product form of the initial state
(13), the normalization (14), the unitarity of the gates U , and
we introduced the diagram

m† = . (27)

Using the representation (26) and employing the unitarity
relations (17) one can readily show that if

2t < |�x2� − �x1�|, (28)

the traces of powers of the reduced density matrix ρA(t ) fac-
torize as follows:

Tr[ρA(t )α] = Tr
[(

C†
2tx2

C2tx2

)α]
Tr

[(
C†

2tx1
C2tx1

)α]
. (29)

Here txi = t − {xi} ({•} ≡ �•� − • is the fractional part) and
Cx is a dx × dx matrix corresponding to the following diagram

[Cx]a;b =
1

d
x
2

bx

b1

ax

a1

,

...... (30)

where q j denotes the jth digit of q in base d . Thanks to the
unitarity of the local gates, we have the condition

Tr[Cx C†
x ] = 1, ∀x. (31)
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To simplify the notation, from now on, we assume x1, x2 to
be integers. Plugging (29) into (23), we can express the Rényi
entropies as

S(α)
A (t ) = 2

1 − α
ln Tr[(C†

2tC2t )
α], (32)

where the factor of 2 occurs because the two independent
boundaries between A and Ā give the same contribution.

Since Cx C†
x is Hermitian, positive definite, and fulfils (31),

it is easy to find a bound for the powers of its trace. To see this,
we diagonalize the matrix and express the above conditions in
terms of its eigenvalues λi as follows:

λi � 0,

N∑
i=1

λi = 1, (33)

where N = dx is the dimension of the vector space on which
the matrix acts. The constraints (33) on generic real numbers
lead to the following bound:

1

N α−1
� Tr[(C†

x Cx )α] =
∑

i

λα
i � 1. ∀α � 1. (34)

Using this in (32), we find

0 � S(α)
A (t ) � 4t ln d, ∀α � 1. (35)

The lower bound is reached when C†
x Cx is a projector on

a one-dimensional space, while the upper bound is attained
when it is maximally mixed, i.e.,

Cx C†
x = 1x

dx
, (36)

where 1x is the identity matrix on x qudits.
We are now in a position to introduce the quantity of

interest in this paper, i.e., the entanglement velocity, which
quantifies the asymptotic growth of entanglement in the out-
of-equilibrium regime (21). In our setting, this quantity is
defined as the ratio between half of the asymptotic slope
of the entanglement entropy and the density of entropy of
the stationary state—the additional factor of two is included
to isolate the entanglement growth from a single boundary
between A and Ā. More formally, for a circuit without local
conservation laws, we have

vE ≡ lim sup
t→∞

lim
LA→∞

lim
L→∞

SA(t )

4t ln d
. (37)

Note that in (37), we used that the circuit has no local conser-
vation laws to find the density of its thermodynamic entropy
(2 ln d) and we introduced the limit superior rather than the
regular limit to make sure that vE always exists. Analogously,
we can introduce entanglement velocities for all Rényi en-
tropies

vE,α ≡ lim sup
t→∞

lim
LA→∞

lim
L→∞

S(α)
A (t )

4t ln d
, vE,1 = vE. (38)

Using (24) and (35) we find the following general bound

0 � vE,β � vE,α � 1, β � α. (39)

Note that, up to now, we did not use the dual-unitarity of the
gates at any point in the reasoning and, in fact, our discussion
applies to any chaotic local quantum circuit. This is because

generic matrices m “break” the special dual-unitarity property
of the local gates, preventing any direct simplification. On
the other hand, as we shall now see, for a special class of
compatible matrices, dual-unitarity immediately leads to an
explicit expression for S(α)

A (t ).
Let us consider a subclass of pair-product states (13) char-

acterized by unitary matrices m, i.e., matrices fulfilling the
diagrammatic relations

(40)

Repeatedly applying (40) and (18), we can fully contract the
tensor network

C †x Cx =
1

dx
, (41)

and find

C†
x Cx = 1x

dx
. (42)

Pair-product initial states with this property are part of a larger
family of exactly treatable states, generically in MPS form,
called solvable states [26].

We see that, for solvable pair product states, C†
x Cx takes the

maximally mixed form (36), therefore the entropies saturate
the bound (35), i.e.,

S(α)
A (t ) = 4t ln d, ∀α, (43)

or, equivalently, all entropies have the maximal increment over
a time step

	S(α)
A (t ) ≡ S(α)

A (t ) − S(α)
A (t − 1)

4 ln d
= 1, ∀α. (44)

This condition characterizes all solvable states for large
enough subsystems [26]. A particular consequence of this is
also

vE = 1. (45)

The goal of this paper is to show that, even if hidden, an effect
of dual-unitarity is also present for generic initial states. As
a consequence, even if (44) does not hold at finite times, the
entanglement velocity remains maximal.

IV. ENTANGLEMENT VELOCITY FROM GENERIC
PAIR-PRODUCT STATES

Our strategy to treat generic initial states is to introduce
space-time-dependent noise and to show that our statements
hold for arbitrary distributions of the noise. More specifically,
we consider a space-time translational invariant, dual-unitary
circuit characterized by a local gate U , and insert uncorre-
lated Haar-distributed U (d ) noise at each space-time point
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through the transformation (7). Note that the family of ran-
dom dual-unitary gates produced in this way is the direct
generalization for generic d of the family introduced in in the
case d = 2 [83].

In this random setting, it is natural to consider the averaged
Rényi entropies

S̄(α)
A (t ) = 1

1 − α
E[ln tr(ρA(t )α )], (46)

where E[·] is the average over the set of unitaries

u ≡ {u(τ, x)}τ=1/2,1,...,t ;x=1/2,1,...,L ∈ U 4Lt (d ), (47)

and U x(d ) denotes the direct product of x copies of U (d ).
Analogously, we define the averaged entanglement veloci-

ties as

v̄E,α ≡ lim sup
t→∞

lim
LA→∞

lim
L→∞

S̄(α)
A (t )

4t ln d
, v̄E = v̄E,1. (48)

With these definitions at hand, we are now in a position to
state our main objective. Our goal is to prove the following
property.

Property 1. For all states of the form (13)

v̄E = 1. (49)

Before approaching the proof, let us analyze its implica-
tions. Recalling the bound in Eq. (39) we see that this property
implies that the average entanglement velocity is maximal for
any initial state (13). Since we find our bound saturated on
average, we intuitively expect the entanglement velocity to
be maximal for almost every choice of the unitaries u, i.e.,
in the nonrandom case. To make this statement more precise,
consider the function f whose limit superior for t → ∞ is the
entanglement velocity

f (t, {u±(t, x)}, {v±(t, x)}) ≡ lim
LA→∞

lim
L→∞

SA(t )

4t ln(d )
. (50)

Note that, for any choice of the gates, we have

f (t, {u±(t, x)}, {v±(t, x)}) ∈ [0, 1]. (51)

Here we make this function depend on an semi-infinite square
grid of gates, labeled by (x, t ), with t = 1, 2, . . . ∞ and x =
−∞, . . . ∞ (at finite times t it actually depends only on a
finite subset of such gates). This function is measurable for
any t because it is continuous [84]: its associated measure
� is the product of the Haar measures, we call them �loc,
of each unitary u(t, x). Importantly, the measure � is fixed
and does not depend on t because it is a countable product of
Haar measures on the semi-infite square grid described above.
Since f is positive and measurable for any t , we can apply
Fatou’s lemma [84] and exchange the order between limsup
and integral∫

d� vE =
∫

d� lim sup
t→∞

f � lim sup
t→∞

∫
d� f = v̄E = 1,

(52)

where, in the last equality, we used property 1. Using the
bound (51), we then find∫

d� vE = 1. (53)

Since this saturates the bound on the velocity, it is implied
that, for almost all choices of gates, the entanglement velocity
is 1, i.e.,

v̄E = 1 ⇒ vE ≈ 1. (54)

Here the symbol ≈ indicates that the equality holds for almost
all choices of gates.

Importantly, the statement (53) has strong implications also
for the nonrandom case. Indeed, for any given nonrandom
distribution of the one-site gates u—for instance, one that
is uniform in space and time—one can consider adding an
arbitrary small distribution of “noise.” Namely, one modifies
the one-site gates as

u(ε)(τ, x) := u(τ, x) · w(ε)(τ, x), (55)

where, for each (τ, x), wε (τ, x) is a unitary matrix extracted
at random from an ε−ball centered on the identity matrix.
We emphasize that this ball is taken to have unit measure.
For instance, one can take wε (τ, x) distributed according to
a Gaussian measure

d�loc �→ d�
(ε)
loc =

d2−1∏
a=1

1√
2πε

exp

(
−1

2

θ2
a

ε2

)
dθ, (56)

or a box measure

d�loc �→ d�
(ε)
loc =

d2−1∏
a=1

1

2ε
�(ε − |θa|)dθ, (57)

where θ = {θa}d2−1
a=1 are the Euler angles specifying wε (τ, x).

The choice (55) implies that, by choosing small enough
ε, one can make u(ε)(τ, x) arbitrarily close to u(τ, x). Then,
Eq. (53) guarantees that for every ε > 0 the entanglement
velocity averaged over u(ε)(τ, x) is maximal, i.e., it is maximal
when we get arbitrarily close to the nonrandom case.

In the upcoming subsections we prove property 1. In
Sec. IV A, we show that S̄A(t ) can be bounded from below
in terms of a function depending on the gates only through the
entangling power of U . In Sec IV B, we show that for

p � p̄(d ) ≡ d2 − 1

d2

(
1 − 1√

2d + 2

)
, (58)

this bound leads to a rigorous proof of property 1. In particu-
lar, recalling Sec. II A and noting that

p̄(d ) <
d

d + 1
< 1, (59)

we prove that property 1 holds for perfect tensors and for the
Hadamard family (cf. Eq. (12)) while in Sec. IV C, we argue
that property 1 can be extended to all p except for a neighbor-
hood of p = 0. Instead, in Sec. IV D, we present numerical
evidence supporting the claim that vE is one for concrete
individual realizations of the noise. Finally, in Sec. IV E, we
show that similar statements can be made for a more general
class of initial states in MPS form.

A. Bound on S̄A(t )

We aim to bound S̄A(t ) in the regime (21) by a function
depending on the local gates only through p. We begin by
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using (24) and (35) which give

S̄(2)
A (t ) � S̄A(t ) � 4t ln d. (60)

Noting now that the function

f (x) = −2 ln x (61)

is convex, we have

−2 ln P2t � S̄(2)
A (t ), (62)

where we introduced the averaged purity for the matrix C†
x Cx

Px ≡ E[Tr[(C†
x Cx )2]]. (63)

Putting all together, we have

−2 ln P2t � S̄A(t ) � 4t ln d. (64)

To conclude, we show that Px depends on the local gates
only through their entangling power. To this end, we note that,
since u are independently distributed at each space-time point,
the average E[·] factorizes on each separate gate. This allows
us to adopt a convenient tensor-network representation for Px,
which is obtained by folding the four diagrams for Cx,C†

x ,Cx,
and C†

x on top of each other and averaging (see Ref. [83]
for a more detailed explanation of this “folded” diagrammatic
representation)

(65)

where we introduced the vectors

1

d i, j,k,l
δij δkl ijkl ,

1

d i, j,k,l
δil δjk ijkl ,

(66)

and the averaged gate

W = = (P P ) (U r U ) r 2(P P ) . (67)

Here ⊗r denotes the tensor product over replicas rather than
spatial sites, and the operator

P = E[(v ⊗r v∗)⊗r 2] v ∈ U (d ), (68)

is a projector on a two-dimensional space spanned by the vec-
tors (66) (see, e.g., Appendix G of Ref. [41] for an elementary
proof). Note that these states are linearly independent but not
orthogonal, indeed

(69)

Since P is a projector, we used

P2 = P, (70)

to apply it also on the initial state matrix. Namely, we defined
the averaged initial state matrix as

n = = P (m r m ) r 2P. (71)

The above discussion implies that all wires in (65) carry
a two-dimensional vector space spanned by | 〉 and |�〉. Al-
most all matrix elements of W and n in this basis are fixed
solely by dual unitarity (6) and the normalization condition
(14) and are hence independent of the specific U and m. The
only exceptions are

= 1 − p +
p

d2
,

c

d
, (72)

where the second equation defines the parameter c, which
characterizes the averaged initial state matrix. In Appendix B,
we show that c takes values in [1, d] and it is equal to one only
when the initial state is solvable.

Considering, for instance, the orthonormal bases

(73)

where we introduced the state

=
d −

d2 − 1
, (74)

we explicitly find

W =

⎡⎢⎢⎢⎢⎣
1 0 0 0

0 0 1 − p p√
d2−1

0 1 − p 0 p√
d2−1

0 p√
d2−1

p√
d2−1

1 − 2p
d2−1

⎤⎥⎥⎥⎥⎦ (75)

and

n =
⎡⎣ 1 c−1√

d2−1
c−1√
d2−1

1 − 2(c−1)
d2−1

⎤⎦. (76)

Since W bares dependence on the gate only through p, the
same holds for Px. We also stress that, since the averaged gate
is symmetric and parity-invariant, we did not include a mark
in its graphical representation.

B. Rigorous proof of property 1 for p � p̄(d )

In this section, we make use of the bound (64) to prove
property 1 for p > p̄(d ) (cf. (58)). To this end, we introduce
the following lemma.

Lemma 1. For p � p̄(d ) and any state (13), there exist
A, B � 0 such that

dxPx � A + Bx. (77)

The choice B = 0 can only be made for initial solvable states
satisfying (40).

Equations (77) and (64) imply

1 − ln(A + 2Bt )

2t ln d
� S̄A(t )

4t ln d
� 1. (78)
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Taking the infinite-time limit and using the bound (39), we
obtain

vE = 1, (79)

which proves property 1. Note that using lemma 1 one can
also prove

vE,α = 1, α � 2, (80)

by combining (62), (24), and (35).
To prove lemma 1, we derive a simple recursive relation for

Px. We begin by noting that the dual-unitarity conditions (6)
imply

(81)

and

(82)

Moreover, we have

= +
c − 1

d2 − 1
, (83)

= +
c − 1

d2 − 1
, (84)

where we introduced

=
d −

d2 − 1
. (85)

We now have all the fundamental ingredients for deriving
the desired recursive relations. Using (84) in the bottom right
corner of (65), telescoping (82), and using (69), we find

Px = 1

d
Px−1 + c − 1√

d2 − 1
Qx, (86)

where we introduced

(87)

and Q1 = 〈 |�〉 = √
d2 − 1/d . Applying now (83) to the

bottom left corner of (87) and then telescoping (81), we have

Qx = 1

d
Qx−1 + c − 1√

d2 − 1
Rx, (88)

where

(89)

To close the recursive system formed by (86) and (88), we
now seek a bound for Rx. In particular, a bound of the form

|Rx| � C

Dx
, (90)

for some C > 0 and D > d , leads to

Qx � α

dx
+ β

Dx
, (91)

Px � γ

dx
+ (c − 1)α√

d2 − 1

x

dx
+ δ

Dx
, α, β, γ , δ ∈ R, (92)

which immediately imply (77).
To find the bound in Eq. (90), we view Rx as the matrix

element of

[M1]a;b =
bx−1

......

b1

bxax

ax−1

a1

, (93)

between the vectors

[v1]b =
bx

...

b1

, (94)

and

[w1]a =

ax

ax−1

a1

.

...
(95)

Employing the Cauchy-Schwartz inequality, we then obtain

|Rx| = |〈v1|M1|w1〉| � ‖M1‖∞
√

〈v1|v1〉
√

〈w1|w1〉. (96)

Let us now consider separately the three factors on the right-
hand side. Since the gates are the average of dual-unitary
gates, the operator norm of the dual averaged gate W̃ , with
elements

[W̃ ](ab) ;( cd)

a c

b d

, (97)

is one. Therefore we have nontrivial contributions to the norm
of M1 only from the initial state row. This gives

‖M1‖∞ � ‖n‖x−2
∞ =

(
d + c

d + 1

)x−2

, (98)

where the identity

‖n‖∞ = d + c

d + 1
, (99)

is proven in Appendix B.
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Equation (98) is the key simplification provided by dual-
unitarity in the current setting. Even though the bottom
boundary of the tensor network (93) is “generic,” the dual-
unitarity of the bulk tensors implies that its operator norm
is bounded by a number that scales with the number of
tensors on its edge. This should be contrasted with the non-
dual-unitary case, where the dual gate W̃ has operator norm
greater than one [85], and, therefore, the operator norm of
M1 scales with the total number of tensors composing it. In
summary, because of dual-unitarity, Eq. (98) shows an “area
scaling” rather than a “volume scaling.” As we now see, for
large enough entangling power p such an area scaling can be
counter-balanced by the other two terms in (96), leading to the
bound (90).

To treat the second factor in (96), we introduce the matrix

T2 = , (100)

so that we can write

v1 v1 = x − 1 = T x−1
2 ,

(101)

where we used the fact that the averaged gate is real. As shown
in Appendix D, the vector |��〉 is an eigenvector of T2 with
eigenvalue

λ(p) = (1 − p)2 + p2

d2 − 1
. (102)

Therefore we have

〈v1|v1〉 = λ(p)x−1〈 |��〉 = λ(p)x−1 d2 − 1

d2
. (103)

Proceeding analogously (cf. Appendix D), we find

〈w1|w1〉 = λ(p)x−2. (104)

Finally, putting all together, we obtain the following bound:

|Rx| �
(

d + 1

d + c

)2
√

d2 − 1

d2λ(p)3

(
d + c

d + 1

)x

λ(p)x (105)

�
(

d + 1

d + c

)2
√

d2 − 1

d2λ(p)3

(
2d

d + 1

)x

λ(p)x, (106)

where we used that c � d . Choosing p such that

λ(p)
2d

d + 1
<

1

d
, (107)

we then find the bound (90). Solving for p we find that (107)
is indeed satisfied for all

p � p̄(d ). (108)

This concludes the proof.

C. Extension to p < p̄(d )

An obvious strategy to generalize our proof is to extend
lemma 1 to p � p̄(d ). To this end, a simple observation is
that, for small enough values of c, one can use the tighter
bound (105) for |Rx|. The latter grants the validity of lemma
1 whenever (

d + c

d + 1

)
λ(p) <

1

d
. (109)

Recalling that c � 1 (cf. Appendix B), we find that this bound
can be satisfied for some c only if

p > p̃(d ) ≡ d2 − 1

d2

(
1 − 1√

d + 1

)
. (110)

In fact, the bound (109) can be easily refined. For instance,
instead of Eq. (96), we can consider

|Rx| �
√

〈w2|w2〉
√

〈v2|v2〉||M2||, (111)

with |w2〉, |v2〉, defined with an extra row of gates, i.e.,

v2 = . (112)

Comparing this with (94), we see that the norm 〈v2|v2〉
involves the matrix T4. One can directly verify that the
eigenvalue of T4 contributing to this norm corresponds to an
eigenvector with support 4 and it is strictly smaller than λ(p).
This results in an immediate improvement of the bound. In
fact, this procedure can be repeated considering increasingly
“thicker” states |wx〉, |vx〉 for any x � 2 and leads to a system-
atic improvement.

The fact that the bound on Rx can be improved is also sug-
gested by numerical evidence. For instance, in Fig. 1, we show
the behavior of Rxdx as a function of time for d = 5. We see
that the exponential decay (90)—which implies the validity
of Lemma 1—is clearly shown by our numerical evaluations
for p > 0.3, which should be compared with p̄(5) ≈ 0.68
and p̃(5) ≈ 0.57. From the trend in the numerical data, it is
reasonable to expect that, upon accessing larger values of x,
the same decay would be observed for all p �= 0. A different
indication is shown in Fig. 2, which suggests that

	 ln Px ≡ ln Px−1 − ln Px, (113)

approaches 1 for all values of p except for a neighborhood of
p = 0. Consistently with lemma 1 the leading corrections at
large x appear to be ≈x−1.
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FIG. 1. Remainder dxRx [cf. (89)] for c = 2.5, d = 5, and sev-
eral values of p. The exponential decay (90) with D > d covers much
more values than the range p � 0.62, for which our rigorous bound
(109) applies. The dotted line on the bottom indicates the limit of the
numerical accuracy.

D. Numerical results for single realizations

In this section, we provide numerical evidence support-
ing the claim that vE is maximal for essentially any single
realization of the gates (47). For our numerical experi-
ments we consider dual-unitary quantum circuits with a
two-dimensional local Hilbert space. In this case, the most
general local gate can be written as

U(i j);(kl ) =
2∑

i′, j′,k′,l ′=1

exp(iJδi′ j′ )u+ i;i′u− j; j′v+ k;k′v− l;l ′ , (114)

where {v±, u±} are fixed U (2) matrices and J ∈ [0, π/2]. The
angle J is in one-to-one correspondence with the entangling

FIG. 2. Increment of the indicator 	 ln(Px ) in Eq. (113) per step
for an initial state corresponding to c = 2.5 and d = 5. The quantity
is expected to saturate at the averaged velocity value as x → ∞.
Note that our rigorous analytic bound (109) applies only if p � 0.62.
Assuming dxPx ∼ A + Bx even for p > 0.62, we expect, for large x,
	 ln Px ∼ 1 − 1/(x ln d ).

FIG. 3. 	S(2)
A (t ) as a function of t−1 for a system prepared in

a generic pair product state specified by the matrices (116) with
θ = 0.35 and evolved with a homogeneous dual-unitary quantum
circuit with local gate (114), with fixed {v±, u±} (their explicit form
is reported in Appendix E) and different values of a [related to J
through (115)]. This quantity saturates at the Rényi-2 entanglement
velocity vE,2 as t → ∞. Assuming that for large times S(2)

A (t ) ∼
−2 ln P2t , we expect the various plots to reach asymptotically the
line 1 − 1/(2t ln(d )) (black).

power [57]. Specifically, using the definition (8), we have

p = 2
3 cos(J )2. (115)

In the following we use p, rather than J , to keep consistency
with the previous sections. The initial state matrix is instead
taken of the form

mi; j = (1 − δi j ) sin(θ ) + δi j cos θ. (116)

Focussing on a space-time translationally invariant circuit,
i.e., a circuit where the local gate is the same at each space-
time point, we compute the Rényi entropy S(2)

A (t ) for t � LA/2
by numerically constructing the matrix Cx [cf. (30)] and using
(32). This direct approach allows us to reach values of x up
to 14. Note that, due to the fast growth of entanglement in
dual-unitary circuits, this is more efficient than tensor network
methods based on the truncation of the time-evolving state,
e.g., TEBD.

A representative example of our results is presented in
Fig. 3, where we report 	S(2)

A (t ) [cf. Eq. (44)] as a function
of the inverse time. Our results suggest that at large times
	S(2)

A (t ) approaches 4 ln d with power law corrections that,
as observed in the averaged case, are larger for smaller values
of p. This implies

vE,2 = vE = 1, (117)

in accordance with our expectations.

E. More general initial states

In most of this paper, we considered for simplicity the
family of pair-product states (13). However, our approach
can be applied more generally. For instance, as a nontrivial
example let us consider a family of MPS that are generic fixed
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points of the RG flow [86], i.e., they can be written as

|�0〉 = 1

d
L
2

∑
a j∈Zd

tr[Za1,a2 Za3,a4 . . . Za2N−1,a2L ]|a〉, (118)

where {Za,b} are χ × χ matrices such that

X ≡ 1

d

∑
a,b

Za,b ⊗ (Za,b)∗ = |L〉〈R|, (119)

with

|L〉 =
χ∑

i=1

|i, i〉, |R〉 =
χ∑

i=1

λi|i, i〉,
χ∑

i=1

λi = 1, (120)

and λi > 0. Generalizing the discussion of Secs. IV A and
IV B, in Appendix C, we show that for

λ(p)χ

(
d + 1

d − 1
+

√
d + 1

d − 1

)
<

1

d
, (121)

Property 1 holds for all the MPS (118).

V. DISCUSSION

We studied the asymptotic growth of entanglement in
dual-unitary circuits prepared in generic low-entangled states.
These states are generally nonsolvable: they break the unitar-
ity of the evolution in space and their entanglement dynamics
cannot be accessed using the standard dual-unitarity-based
approaches [25,26]. Moreover, as opposed to solvable states,
they display a submaximal entanglement increment at short
times.

By introducing dual-unitarity-preserving random noise we
showed that, surprisingly, the entanglement dynamics of
generic states remain exactly tractable for large times: one can
still make exact statements for individual realizations of the
noise, possibly excluding a subset with zero measure. In this
way, we proved that for a class of dual-unitary circuits with
large enough entangling power the growth-rate of entangle-
ment approaches the maximal value as time increases—i.e.,
their entanglement velocity is always maximal irrespective
of the initial conditions. We showed that this maximally en-
tangling class exists for any number d of local degrees of
freedom as it includes the Hadamard family of dual-unitary
gates introduced in Ref. [72]. Moreover, for d � 3 it also
contains four-leg perfect tensors [73,74,87–89]. In fact, we
presented analytical and numerical arguments suggesting that
all dual-unitary circuits with nonzero entangling power belong
to this class.

Our results established an even tighter connection between
dual-unitarity and maximal entanglement growth. While
Ref. [71] recently showed that if there exists an initial state
for which the asymptotic entanglement rate is maximal, then
the circuit is dual unitary, here we showed that in generic
dual-unitary circuits every initial state eventually approaches
maximal entanglement growth. In this respect, our results
show that dual-unitary circuits are the hardest quantum cir-
cuits to simulate with classical computers [34–37] making
of them the optimal test bed for investigations on quantum
supremacy in the nonequilibrium dynamics [90].

A natural question is whether our “generality”
assumption—the fact that we excluded a zero-measure set of
gates—is necessary or not. Namely, do we need to exclude
some special dual-unitary gates (e.g., the integrable ones)
or any dual-unitary circuit generates maximal entanglement
growth at large times? This would establish whether quantum
chaos is an essential ingredient to produce the observed
initial-condition independence of the entanglement velocities
or dual unitarity alone suffices.

Finally, we stress that the methods developed here provide
a systematic way to investigate quenches from generic initial
states in dual-unitary circuits. Interesting questions that one
can tackle with them include (deep) thermalization timescales
in dual-unitary circuits [25,26,65,70], and multiunital quan-
tum channels [91], or the “temporal entanglement” scaling in
chaotic quantum circuits [92] (see also Refs. [77,93–95]). The
latter question is currently under investigation [96].
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APPENDIX A: BOUNDS ON THE ENTANGLING POWER
OF DUAL-UNITARY GATES

The values that the entangling power p can take are
bounded by the unitarity of the matrix. To see this, consider
tr[(Ũ t2 (Ũ t2 )†)2] in the definition (8): the unitarity of the matrix
fixes the value of

tr[Ũ t2 (Ũ t2 )†] = tr[ŨŨ †] = d2. (A1)

Applying (34) to the matrix Ũ t2 (Ũ t2 )†

d2 , we find

tr[(Ũ t2 (Ũ t2 )†)2] ∈ [d2, d4] ⇒ p ∈ [0, 1]. (A2)

In particular, the case

tr[(Ũ t2 (Ũ t2 )†)2] = d2 (A3)

is attained if and only if Ũ t2 is unitary, having all eigenvalues
with magnitude 1. This request, together with the dual uni-
tarity conditions (6), means that U is unitary for any choice
of couples of in/out indexes. Tensors with this property are
known as 4-leg perfect tensors and they exist for all d > 2
[73,74]. There is, however, a nonexhaustive class of dual
unitary gates which is well defined in any dimension [62]

U(i j),(kl ) = δilδ jk exp(iJi j ), (A4)

with Ji j being any set of d2 real numbers. In terms of Ji j , we
can write

tr[(Ũ t2 (Ũ t2 )†)2] =
∑

i, j,k,l

exp[i(Ji j + Jkl − Jil − Jk j )]. (A5)

As before, we can express the right-hand side as a matrix trace∑
i, j,k,l

exp[i(Ji j + Jkl − Jil − Jk j )] = d4 tr[(ξξ †)2], (A6)
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with

ξi j ≡ exp(iJi j )

d
⇒ Tr[ξξ †] = 1. (A7)

Using again (34), we find

tr[(Ũ t2 (Ũ t2 )†)2] ∈ [d3, d4] ⇒ p ∈
[

0,
d

d + 1

]
. (A8)

The choice Ji j = 0, which corresponds to a swap gate, gives
p = 0. Instead, the choice

Ji j = 2π i j

d
, (A9)

corresponding to the Hadamard familyconsidered in Sec. IV,
gives

p = d

d + 1
. (A10)

We also note that, since the value of p depends continuously
on Ji j , there must exist gates corresponding to all values in the
range

p ∈
[

0,
d

d + 1

]
. (A11)

Finally, we remark that this range is exhaustive in d = 2, since
any dual unitary gate can be expressed as in Eq. (114).

APPENDIX B: AVERAGED INITIAL STATE MATRIX

Considering the averaged form of the initial state matrix in
the basis {| 〉, | 〉}, we have

n =
⎛⎝ 1 c−1√

d2−1
c−1√
d2−1

1 − 2 c−1
d2−1

⎞⎠, (B1)

with

c = 1

d
tr((m†m)2). (B2)

We can bound the values that the constant c can take noting
that the matrix m is subject to the constraint

tr(m†m) = d. (B3)

Therefore we can use (34) on m†m /d with N = d , α = 2,
finding

c ∈ [1, d]. (B4)

The matrix (B1) is Hermitian and, therefore, its operator norm
coincides with the norm of its maximal eigenvalue. Comput-
ing it explicitly, we find

λmax = 1 − c − 1

d2 − 1
+

√(
c − 1√
d2 − 1

)2

+
(

c − 1

d2 − 1

)2

= 1 − c − 1

d2 − 1
(1 −

√
d2 − 1 + 1) = d + c

d + 1
. (B5)

In summary, we have

‖n‖∞ = c + d

d + 1
∈

[
1,

2d

d + 1

]
. (B6)

APPENDIX C: INITIAL STATES IN MPS FORM

Consider an MPS which is a generic fixed point of the RG
flow, i.e., it obeys Eqs (119), (120). This means we can write

X †X = 〈L|L〉|R〉〈R| (C1)

implying that

||X ||∞ =
√

〈R|R〉
√

〈L|L〉 � √
χ. (C2)

We can repeat the steps of Sec. IV B finding recurrence
relations for PMPS

x ,QMPS
x —the analogues of (65) and (87)—

and bounding RMPS
x —the analog of (89)—by means of the

Cauchy-Schwartz inequality. In order to do so, we find the
operator norm of the matrix representing the folded MPS after
averaging over the local unitaries.

We begin by noting that the average restricts the upper in-
dices (a1, a2, a3, a4) and (b1, b2, b3, b4) of the doubly folded
tensor

Za1,b1 ⊗ (Za2,b2 )∗ ⊗ Za3,b3 ⊗ (Za4,b4 )∗, (C3)

to the subspace spanned by

| 〉 = δa1,a2δa3,a4

d
(C4)

and

|�〉 = δa1,a4δa3,a2

d
. (C5)

We call Z̃ the resulting tensor.
Grouping the indices (a, i) and (b, j), the tensor Z̃a,b

i, j can be
seen as a matrix of dimension 2χ × 2χ , acting on the vector
space V◦,• ⊗ Vχ , where V◦• is the space spanned by (C4) and
(C5), and Vχ = Cχ is the auxiliary space of the MPS. Our
task is to find the operator norm of this matrix. To this end,
we write it as

Z = Z Z
Z Z

, (C6)

and bound its norm as

Z ∞ ≤ max Z ∞, Z ∞ + Z ∞. (C7)

Using Eqs. (119) and (C2), we find

Z ∞ = Z ∞ = X ∞)
2
≤ χ. (C8)

Consider now the nth norm of Z̃ � (where n is taken to be
even): we can write it as

Z n = Tr (An A †n A n A
†
n )

1
n , (C9)

where we defined the matrix

(An)a,b ≡ d− n
2 Tr

⎡⎣ n/2∏
i=1

Za2i−1,b2i−1
(
Za2i,b2i

)†

⎤⎦. (C10)

Here ai = 1, . . . d and the trace is taken over the auxiliary
space. Moreover, we have that

Tr(AnA†
n) = Tr[(XX †)

n
2 ]. (C11)
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The matrix AnA†
n is Hermitian and acts on a dn-dimensional

vector space, this means that

Tr(AnA†
nAnA†

n)

Tr[(XX †)
n
2 ]2

∈ [d−n, 1], (C12)

Taking the limit n → ∞, and using Eq. (C2), we find

(C13)

Using Eqs. (74), (C13), and the triangular inequality, the
norms of the submatrices are bounded as

Z ∞ ≤ χ
d + 1
d − 1

Z ∞ ≤ χ
d + 1
d − 1

, (C14)

finally, Eq. (C7) implies

||Z̃||∞ � χ

(
d + 1

d − 1
+

√
d + 1

d − 1

)
. (C15)

Using this result, we finally obtain condition (121).

APPENDIX D: TWO-SITE TRANSFER MATRIX

Consider the transfer matrix T2 in Eq. (100): using the
explicit expression for the averaged gate (75) (which has the
same form in the square states basis), we see that its explicit
form in the basis

(D1)

reads as

T2 =

⎛⎜⎜⎝
1 0 0 0
0 1 − p 0 0
0 0 1 − p 0
0 0 0 (1 − p)2 + p2

d2−1

⎞⎟⎟⎠, (D2)

allowing us to immediately compute

v2 v2 = T x −12

= λ (p) x −1 =

= λ (p) x −1
d2 − 1
d2

.

(D3)

TABLE I. Parameters for the one-site unitaries used to produce
the data in Fig. 3.

θ φ α

u− 0.774764 5.531527 4.534001
u+ 2.521203 3.352128 4.712387
v− 1.768693 0.704289 5.567499
v+ 0.251880 1.607363 5.823117

Similarly, the transfer matrix

T2
′ = (D4)

can be put in the same form under a unitary change of basis
{�,�} → { , }, allowing us to find

w2 w2 = T x −2
2

= λ (p) x −2

= λ (p) x −2 ,
(D5)

where we used the notation for the arc state

= + . (D6)

APPENDIX E: DETAILS OF THE NUMERICS

In Fig. 3, we plotted the numerical evaluation of the
Rényi-2 entropy for different values of the parameter p. We
implemented the gates defined in Eq. (114), where the uni-
tary matrices u±, v± ∈ U (2) are obtained from a random
Haar uniform extraction. Those matrices are kept fixed while
varying the value of J (or p, which are connected through
Eq. (115)). The explicit parametrization implemented is the
following:[

cos(α) + i sin(α) cos(θ ) i sin(α) sin(θ )e−iφ

i sin(α) sin(θ )eiφ cos(α) − i sin(α) cos(θ )

]
.

(E1)

The values used to produce Fig. 3 are reported in Table I.

[1] L. Amico, R. Fazio, A. Osterloh, and V. Vedral, Entanglement
in many-body systems, Rev. Mod. Phys. 80, 517 (2008).

[2] P. Calabrese, J. Cardy, and B. Doyon, Entanglement entropy in
extended quantum systems, J. Phys. A: Math. Theor. 42, 500301
(2009).

[3] P. Calabrese, Entanglement and thermodynamics in non-
equilibrium isolated quantum systems, Physica A 504, 31
(2018).

[4] N. Laflorencie, Quantum entanglement in condensed matter
systems, Phys. Rep. 646, 1 (2016).

[5] P. Calabrese and J. Cardy, Evolution of entanglement entropy
in one-dimensional systems, J. Stat. Mech. (2005) P04010.

[6] A. Nahum, J. Ruhman, S. Vijay, and J. Haah, Quantum Entan-
glement Growth under Random Unitary Dynamics, Phys. Rev.
X 7, 031016 (2017).

[7] J. M. Deutsch, H. Li, and A. Sharma, Microscopic origin of
thermodynamic entropy in isolated systems, Phys. Rev. E 87,
042135 (2013).

[8] W. Beugeling, A. Andreanov, and M. Haque, Global charac-
teristics of all eigenstates of local many-body hamiltonians:
participation ratio and entanglement entropy, J. Stat. Mech.
(2015) P02002.

[9] V. Gurarie, Global large time dynamics and the generalized
gibbs ensemble, J. Stat. Mech. (2013) P02014.

174311-13



ALESSANDRO FOLIGNO AND BRUNO BERTINI PHYSICAL REVIEW B 107, 174311 (2023)

[10] V. Alba and P. Calabrese, Entanglement and thermodynamics
after a quantum quench in integrable systems, Proc. Natl. Acad.
Sci. USA 114, 7947 (2017).

[11] G. D. Chiara, S. Montangero, P. Calabrese, and R. Fazio, Entan-
glement entropy dynamics of Heisenberg chains, J. Stat. Mech.
(2006) P03001.
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Chapter 3

Temporal entanglement

3.1 Summary

In this paper we consider the folding algorithm introduced in [107] to sim-

ulate the time evolution of local observables in extensive systems. We

quantify the approximability of a key element of this algorithm, the In-

fluence matrix [108], by an MPO, computing its operatorial entanglement.

Initially we work on a generic unitary circuit and assume the membrane

picture holds, in order to obtain explicit results in terms of the line tension.

In the second part of the paper we focus instead on Dual Unitary circuits

and, using the explicit expression for the line tension, we find an compute

their temporal entanglement, finding a volume law scaling for the entan-

glement entropy, and an area law scaling for higher Rényi entropies. Even

though we predict the scaling for the entanglement entropy of the influence

matrix, as corroborated by numerical simulation, a precise relation between

this quantity and approximability of the influence matrix is stilll lacking.

38
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The concept of space evolution (or space-time duality) has emerged as a promising approach for
studying quantum dynamics. The basic idea involves exchanging the roles of space and time, evolving the
system using a space transfer matrix rather than the time evolution operator. The infinite-volume limit is
then described by the fixed points of the latter transfer matrix, also known as influence matrices. To
establish the potential of this method as a bona fide computational scheme, it is important to understand
whether the influence matrices can be efficiently encoded in a classical computer. Here we begin this quest
by presenting a systematic characterization of their entanglement—dubbed temporal entanglement—in
chaotic quantum systems. We consider the most general form of space evolution, i.e., evolution in a generic
spacelike direction, and present two fundamental results. First, we show that temporal entanglement always
follows a volume law in time. Second, we identify two marginal cases—(i) pure space evolution in generic
chaotic systems and (ii) any spacelike evolution in dual-unitary circuits—where Rényi entropies with index
larger than one are sublinear in time while the von Neumann entanglement entropy grows linearly. We
attribute this behavior to the existence of a product state with large overlap with the influence matrices. This
unexpected structure in the temporal entanglement spectrum might be the key to an efficient computational
implementation of the space evolution.

DOI: 10.1103/PhysRevX.13.041008 Subject Areas: Quantum Physics,
Quantum Information,
Statistical Physics

I. INTRODUCTION

The first two decades of the new millennium witnessed
extraordinary experimental progress inmeasuring dynamical
properties of quantummany-body systems. Experiments are
now able to probe, for instance, local relaxation of isolated
systems [1–3] and out-of-equilibrium transport [4–8] over
surprisingly long timescales. Theoreticians, however, can
very rarely provide independent predictions to compare with
these experiments, especially concerning dynamics beyond
intermediate timescale. Indeed, characterizing a quantum
many-body system out of equilibrium, or even simulating its
state on a classical computer, remains to date a formi-
dable task.
The situation is slightly more favorable in one dimen-

sion, where one can use an extension of the celebrated
DMRG algorithm [9,10] to provide a faithful representation

of the time-evolving quantum state [11]. The initial state is
represented as a matrix product state (MPS), and a suitable
evolution algorithm (e.g., (time-dependent)Density Matrix
Renormalization Group [12,13] or Time-Evolution Block-
Decimation [14,15]) finds an MPS approximation of the
state at time t for a given level of accuracy. The problem,
however, is that the amount of resources required for such
an approximation grows exponentially with the entangle-
ment of the state and, in the absence of localization or other
ergodicity-breaking mechanisms, the latter builds up very
quickly as time elapses. In practice this means that one
needs an exponentially growing amount of resources for an
accurate representation of the state. This “entanglement
barrier” is physical and cannot be avoided whenever one
tries to characterize the whole quantum state. The key
question, however, is whether or not it is necessary to
simulate the evolution of the whole quantum state to
compute its experimentally accessible properties, e.g., its
correlation functions.
In the course of the past decade several algorithms have

been proposed to circumvent the fast entanglement growth
of nonequilibrium states [16–26]. The common theme is to
sidestep the problem by exploiting the fact that one is
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typically only interested in the correlation functions of
special observables, for instance, those that are local in
space. A promising one, which motivates our work, is the
so-called “folding algorithm” or “transverse folding algo-
rithm” proposed in Ref. [26] (see also Refs. [27–31]),
whose main idea is to evolve the system in space, rather
than in time. Taking the one-point function in Fig. 1 as an
example, this means that one has to contract its tensor-
network representation horizontally, by means of an appro-
priate space transfer matrix rather than vertically using the
time evolution operator. The name of the algorithm derives
from the fact that this operation becomes much more
efficient when considering the “folded representation” of
the correlator, i.e., when folding the tensor network around
the center as shown in Fig. 1(b), which doubles the local
degrees of freedom but keeps the correlations short-ranged.
Physically, the vertical column of tensors beneath the
observable implements the unitary evolution of the sub-
system of interest—the one where the observable acts—
while the sections on its two sides encode the nonunitary
action exerted on the subsystem by the rest of the system,
i.e., the environment. For instance, in the example of Fig. 1
the system is a single spin (or qudit). Inspired by the
Feynman-Vernon influence functional approach [32],
Ref. [33] proposed to dub “influence matrices” the portions
of the tensor network describing the action of the envi-
ronment. Note that when the environment becomes very

large, the influence matrices become equal to the left and
right fixed points of the space transfer matrix T t; see Fig. 1.
The idea of exchanging space and time to describe

infinite systems at finite times proved to be very successful
and over the past few years has found interesting applica-
tions to the study of spectral statistics and quantum chaos
[34–39], entanglement dynamics [40–43], impurity prob-
lems [44], and even full-counting statistics of many-body
observables [45] and Loschmidt echo [46–48]. When
considered as a computational tool for computing correla-
tion functions, however, the folding algorithm has an
important limitation: it can only deal with cases where
the operator insertions break the translation symmetry in a
single spatial point, i.e., one-point functions and, more
generally, autocorrelations. In this way one cannot access,
for instance, generic two-point functions—such as those
needed to compute transport coefficients [49–51]—as they
feature two operators separated in both time and space.
Another outstanding question concerns the computa-

tional complexity of the folding algorithm. Namely, how
hard it is to implement this algorithm on a classical
computer for increasingly large times. To answer this
question one needs to understand what features of the
influence matrices have to be retained to correctly describe
expectation values of local operators and what is the
amount of resources required to do so. An intuitive estimate
can be obtained by studying their entanglement, dubbed
“temporal entanglement” [28,52]. Indeed, roughly speak-
ing, if the latter does not grow too fast one can efficiently
approximate the influence matrices with matrix product
states for arbitrarily high fidelity [55,56]. Following
Refs. [28,33], one can argue that temporal entanglement
should be small for generic systems. Indeed, the dephasing
caused by the environment tends to align corresponding
spins in the forward and backward copies (cf. Fig. 1)
producing configurations that are diagonal and hence
classical. Although plausible, this picture can be proven
only in a few special cases. These include certain special
chaotic quantum systems—dual-unitary circuits [57]—
prepared in a special family of initial states [40,58] and
in certain special classes of integrable models [30,59–62].
In generic cases the temporal entanglement is observed to
grow in time, even though its growth appears slower than
that of spatial entanglement [26,33].
In this work we fill both the aforementioned gaps: (1) We

extend the folding algorithm to compute generic two-point
functions and (2) we characterize the scaling of temporal
entanglement in generic quantum many-body systems.
The main idea for extending the folding algorithm is to

embed the two operators in the same system defined on a
timelike surface, or path, γ, see the illustration in Fig. 2, and
evolve it in the orthogonal spacelike direction. In a
relativistic field theory one can imagine to implement
our construction by boosting to a reference frame where
the operators are measured at the same position and then

(a)

(b)

FIG. 1. (a) One-point function of the local operator a after a
quantum quench and its tensor-network representation. Forward
and backward time sheets are, respectively, depicted in red and
blue. (b) The same one-point function of (a) after folding: in the
folded tensor network the number of local degrees of freedom is
doubled and the white circles at the top of the tensor network
denote a loop. The gray shaded box highlights the space transfer
matrix T t (acting from left to right on a lattice of t sites).
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use the usual folding algorithm. This setup allows us to
treat generic two-point functions, and also gives the option
to optimize the evaluation of one-point functions by
varying the path on which the influence matrices are
evaluated. Note that the extreme case of a timelike surface
corresponding with the light cone edge has been considered
in Ref. [63] and, for this case, Ref. [62] characterized the
complexity of the corresponding influence matrices for
integrable dual-unitary circuits.
To characterize the scaling of temporal entanglement, we

compute the entanglement entropies of the generalized
influence matrices hLγj and jRγi across contiguous bipar-
titions of γ. We, respectively, denote them by

SðαÞL;AðγÞ and SðαÞR;AðγÞ; ð1Þ

for subregion A and Rényi index α. Our findings are
summarized in Table I.
Overall we find that the temporal von Neumann entropy

(α ¼ 1) always grows linearly in time after a quench from a
generic initial state. Nevertheless, we find cases in which
Rényi entropies with index α > 1 (higher Rényi entropies
from now on) grow sublinearly. In particular, the higher
Rényi entropies of vertical influence matrices (the regular
ones) in any chaotic system are logarithmic in time, while
those of any influence matrix in a dual-unitary circuit are

bounded by a constant. In these cases the slope of growth of
von Neumann entropy is strictly smaller than that of regular
state entanglement. These statements are proven analyti-
cally for dual-unitary circuits, while in the case of generic
circuits they result from the combination of entanglement
membrane theory [64,65] and numerical observations.
The observed linear growth of von Neumann entangle-

ment entropy rules out an efficient high-fidelity approxi-
mation of the influence matrices via matrix product states
[56]. Our findings, however, suggest that there are physi-
cally relevant cases where the temporal entanglement
spectrum displays a strong separation of scales: There
are a few large (at most linearly decaying) Schmidt values
and many exponentially small ones. This remarkable
structure might be the key for an efficient implementation
of the folding algorithm.
In the following subsection, we sketch the key steps to

obtain the scalings in Table I and discuss their conse-
quences. A complete description of our setup begins in
Sec. II.

A. Summary of approaches and results

We consider generic quantum many-body systems with
local interactions modeled by local brickwork quantum
circuits [66]. This is a class of locally interacting systems in
discrete time that has recently played a key role in under-
standing many-body quantum dynamics. The enormous
complexity of the latter implies that the theoretical descrip-
tion, or even the mere numerical simulation, of quantum
matter out of equilibrium is practically possible only in the
short-time regime. Brickwork quantum circuits simplify the
picture by imposing strictly local interactions over a finite
time step and give rare examples where local observables
and information theoretical quantities can be determined at
all times. The results obtained in these systems, for
instance, through random averaging [64,67–70] and/or
space-time duality [40,58,63,71–77], have significantly
advanced our understanding of universal properties of
the dynamics. Applications include, for instance, operator
dynamics and information spreading [64,67–70,78–80],
statistical properties of the spectrum [34–39,81–84], and,
more broadly, thermalization [58–60,83,85–87]. We also
note that quantum circuits are vital tools for experimental

FIG. 2. Generalized influence matrices on a temporal slice γ.
The (anti)slope of the path γ is vγ ¼ Δx=t. When vγ ¼ 0, they
correspond to the regular influence matrices. A one-point or two-
point function can be evaluated by contracting the left state hLγj,
some relevant operators inserted along the path, and the right state
jRγi. The temporal entanglement is the larger among the
entanglement of hLγj and that of jRγi for a partition A; Ā on a
temporal slice.

TABLE I. Scaling of the temporal entanglement. We take the second Rényi entropy as a representative of higher
Rényi entropies. The maximum is taken over L, R states and the possible contiguous regions A on γ for a given slope
vγ . All the circuits have a brickwork architecture (see Sec. II). Only vertical cuts or dual-unitary circuits give
sublinear growth in higher Rényi entropy. Italic font denotes analytical results (obtained by membrane picture or
exact calculation), bold font denotes numerical evidence.

max½Sð1ÞL;AðγÞ; Sð1ÞR;AðγÞ� max½Sð2ÞL;AðγÞ; Sð2ÞR;AðγÞ�
Generic circuit (vγ ≠ 0) ∼t ∼t
Generic circuit (vγ ¼ 0) ∼t ≲ log t
Generic dual-unitary circuit ∼t ∼1
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simulation of quantum systems and quantum computation.
For instance, they can be used to demonstrate quantum
advantage [88–91], to perform randomized benchmarking
[92–95], randomized measurements [96–101], shadow
tomography [102–104], and, more generally, to study
nonequilibrium dynamics of Floquet systems [105,106].
The structure of these circuits look like a Suzuki-Trotter

[107,108] approximation of (local) Hamiltonian evolution,
but the unitary gates are not necessarily infinitesimal in
time or close to the identity: They can be arbitrary unitaries
(see the detailed illustration of our setup in Sec. II).

To understand the behavior of SðαÞL=R;AðγÞ in generic
circuits, we take the gates forming the brickwork structure
to be independent Haar random matrices. By averaging
over the random gates the calculation of entanglement
related quantities is mapped into that of the free energy of a
statistical mechanical model of emergent spins [64,65]. In
particular, we find that the averaged temporal purity,

exp
�
−Sð2ÞL=R;AðγÞ

�
; ð2Þ

is the difference of free energies of the same statistical
model subjected to different boundary conditions. By
minimizing the free energies we find domain-wall con-
figurations that give (cf. Sec. IV)

exp
�
−Sð2ÞL=R;AðγÞ

�
≃ e−v

ð2Þ
TE t log d; ð3Þ

where the linear coefficient vð2ÞTE ≥ 0 is determined by the
line tension EHðvÞ of the membrane separating the different
domains. The line tension is an intrinsic function of the
membrane, which, in translational invariant systems (at
least after disorder average), only depends on the space-
time slope v. Although the explicit expression is compli-
cated, we have a useful condition,

vð2ÞTE ¼ 0 ⇔ EHðvγÞ ¼ EHð0Þ; ð4Þ

where vγ is the antislope [109] of the path γ; see Fig. 2.
Equation (3) results in a lower bound of the typical

growth rates of the temporal entanglement entropies. In
particular, we have

Sð1ÞL=R;AðγÞ ≥ vð2ÞTE logðdÞt;

Sðα>1ÞL=R;AðγÞ ≥
1

2
vð2ÞTE logðdÞt: ð5Þ

In fact, following Ref. [69], we argue that this conclusion
can be applied to generic Floquet circuits even in the
absence of randomness. In this case the entanglement
dynamics is still described by an emergent statistical
mechanical model and the tension of the associated
membrane can be determined perturbatively, dressing the

membrane tension of the Haar random circuit [69]. In
practice this means that one can apply Eq. (5) without the
average by replacing EHðvÞ by EðvÞ. Therefore, for generic
Floquet circuits and generic paths γ, the temporal entan-
glement entropies with Rényi index α ≥ 1 grow linearly in
time [110].
Equation (4), however, also suggests that there are two

interesting marginal cases where temporal entanglement
entropies can be sublinear.

(I) Constant line tension, i.e.,

EðvÞ ¼ const: ð6Þ

(II) Vertical path, i.e.,

vγ ¼ 0: ð7Þ

Condition (I) provides a very stringent constraint. Indeed,
invoking general properties of the line-tension function
[111], one can conclude that a constant line tension has
to be equal to one. This in turn implies amaximal growth rate
of the regular spatial entanglement after a quantum quench
in the circuit. As shown in Refs. [69,112], circuits with this
property have to be dual unitary.
On the contrary, condition (II) does not involve the line-

tension function; it only requires the temporal surface to be
vertical (i.e., it holds for regular influence matrices). This
means that, intriguingly, the vanishing of the linear coef-
ficient at vγ ¼ 0 should occur for generic circuits.
The two marginal cases (I) and (II) are studied in detail in

Secs. V and VI. There we show that in both cases higher
Rényi entropies (α > 1) display a sublinear growth in time.
Nevertheless, their von Neumann entropy (α ¼ 1) grows
linearly (second and third rows of Table I). Namely, one
cannot evaluate the scaling of von Neumann entropy via a
replica trick as the replica limit does not commute with the
large-time limit. Interestingly, a similar discrepancy in the
scaling of Rényi entropies was also observed in
Refs. [113,114] for the behavior of the “regular” spatial
entanglement in circuits with conservation laws.
At the level of entanglement spectrum the mechanism

driving the observed sublinear scaling is the same in both
cases (I) and (II): the influence matrices have large overlap
with a product state of the form jΨ0

Ai ⊗ jΨ00̄
Ai on A and Ā.

Then, an immediate application of Eckart-Young’s theorem
[115] implies that the reduced density matrices,

ρL;γ;A ¼ trĀðjLγihLγjÞ
khLγjk2

; ρR;γ;A ¼ trĀðRγihRγjÞ
kjRγik2

; ð8Þ

have at least one slowly decaying eigenvalue. This eigen-
value determines the slow growth of higher Rényi entro-
pies. Meanwhile, we find exponentially many other
eigenvalues of ρL=R;γ;A that decay exponentially fast with
time t. This produces a linearly growing entanglement
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entropy Sð1ÞL=R;AðγÞ. Figure 3 shows the separation of scales
in the entanglement spectrum of the temporal state in two
representative examples.
In this situation onemight be inclined to conclude that the

singular states corresponding to the large Schmidt values
represent the dominant part of the state. The linear growth of
the vonNeumann entropy, however, excludes the possibility
of constructing a high-fidelity approximation of the state by
keeping a polynomial number of Schmidt eigenvectors.
Nevertheless, if the objective is to only approximate special
observables, for instance, the one-point function tr½ρ0axðtÞ�,
the answer might be different. More generally, it is interest-
ing to ask how much physically relevant information can be
extracted faithfully from the first few Schmidt eigenstates in
cases with such a strong separation of scales.We leave these
questions to future research.
The rest of this paper is laid out as follows. In Sec. II we

introduce the precise setting considered in this work. In
Sec. III we discuss the folding algorithm and explain its
extension to nonvertical cuts. In Sec. IV we determine the
scaling of temporal entanglement in generic quantum
circuits using the entanglement-membrane approach of
Refs. [64,65,69]. The two marginal cases with sublinear
growth of higher Rényi entropies are analyzed in Secs. V
and VI. In particular, in Sec. V we discuss the scaling of
temporal entanglement in dual-unitary circuits evolving
from generic initial states, while in Sec. VI we study the
scaling of regular temporal entanglement, i.e., of the

influence matrix on the vertical cut, in generic circuits.
In Sec. VII we compare the growth of temporal entangle-
ment and that of regular state entanglement. Our conclu-
sions and final remarks are reported in Sec. VIII.

II. SETTING

We consider the quantum dynamics generated by local
quantum circuits acting on a chain of 2L qudits (d internal
states) placed at half integer positions. These circuits
have nearest-neighbor interactions, and are often dubbed
“brickwork” quantum circuits. The operator performing
one step of evolution alternatively evolves the even and odd
sublattices:

U ¼ U1U2: ð9Þ

Here we introduced

U1 ¼ ⨂
x∈ZL

Ux;xþ1=2; U2 ¼ ⨂
x∈ZLþ1=2

Ux;xþ1=2; ð10Þ

with Ux;xþ1=2 acting nontrivially, as the d2 × d2 unitary
matrix U, only on the qudits at positions x and xþ 1=2.
The matrix U is known as “local gate” and specifies the
local interactions. Local gates can in principle be different
at each space-time point, i.e.

U ↦ Uðt; xÞ; ð11Þ

representing a disordered system undergoing aperiodic
quantum dynamics. In contrast, in the special case where
all local gates coincide, the quantum circuit constitutes a
clean (two-site shift invariant), periodically driven system.
A useful property of the local gate, which we use later to

identify quantum circuits with similar dynamical features,
is its entangling power. Roughly speaking, the latter is a
measure of the ability of the gate to entangle two qubits
[116]. Normalizing it to be in [0, 1], the entangling power
can be expressed as [116]

pðUÞ¼ d4þd2− trðURUR†Þ2− tr½ðUSÞRðUSÞR†�2
d2ðd2−1Þ : ð12Þ

Here UR indicates the gate obtained by rotating the original
gate U by a right angle

hljjURjkii ¼ hkljUjiji; i; j; k; l ¼ 0;…; d − 1; ð13Þ

and S denotes the SWAP gate,

hijjSjlki ¼ δi;kδj;l: ð14Þ

Here we are interested in the evolution of the system
for t > 0. At t ¼ 0 the system is prepared in a generic
“pair-product” state,

FIG. 3. Schmidt values λi for the bipartition of hLγj in two
subsystems of equal size for t ¼ 5. The y axis reports the number
of Schmidt values within a small bin centered on λi. The top panel
corresponds to the marginal case (I) [cf. Eq. (6)] while the bottom
panel corresponds to the marginal case (II) [cf. Eq. (7)].
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jΨ0i ¼
1

dL=2
⨂
L

x¼1

�Xd−1
i;j¼0

mijjii ⊗ jji
�
; ð15Þ

where fjiigd−1i¼0 is a basis of the configuration space of a
single qudit—the “local” Hilbert space. The matrixm, with
elements mij, fulfills

tr½mm†� ¼ d; ð16Þ

which ensures that jΨ0i is normalized to one. We consider
general pair-product states, rather than simple product
states, to keep the staggered structure of the brickwork
quantum circuit. Note that a product state is recovered by
the choice

mij ∝ δi;i0δj;j0 ; i0; j0 ∈ f0;…; d − 1g; ð17Þ

while generically one can think of Eq. (15) as a product
state which has been subject to half a step of evolution.
The evolution in a quantum circuit can be conveniently

illustrated using a tensor-network-inspired graphical rep-
resentation [117]. In particular, depicting the components
of the local gate and the initial state matrix as

ð18Þ

we can represent the state of the system at time t as follows:

ð19Þ

where we considered t ¼ 3. As illustrated in the above
diagram, we depicted the periodic boundary conditions by
connecting left and right boundaries, and used the con-
vention that when legs of different tensors are joined
together the index of the corresponding local space is
summed over. Moreover, we drop the indices to represent
the full vector rather than its components. We will use this
convention whenever it does not lead to confusion.
Let us consider the evolution of the reduced density

matrix of a finite region A. Representing it diagrammati-
cally, we have

ð20Þ

where we took A ¼ f1; 3=2; 2; 5=2g and introduced a
diagrammatic representation for the Hermitian conjugate
of the local gate,

ð21Þ

and the complex conjugate of the initial state matrix,

ð22Þ

Using this representation we can depict the unitarity of the
local gate with the following diagrammatic relations

ð23Þ

To simplify the diagrams it is convenient to fold them in
two. In particular, folding the blue part of the circuit
underneath the red one, we can represent the reduced
density matrix in Eq. (20) as follows,

ð24Þ

where we introduced the double gate,
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ð25Þ

the double initial-state matrix,

ð26Þ

the loop state,

ð27Þ

and, finally, the shorthand notation,

jAj ≔ ðno of sites in AÞ: ð28Þ

In the above equations ⊗r denotes the tensor product
between different copies or replicas of the time sheet
(different from⊗which is the one between different spatial
sites in the same copy).
In this folded representation, the unitarity relations (23)

are depicted as

ð29Þ

Moreover, since the double gate is itself unitary, we also have

ð30Þ

where we introduced

ð31Þ

III. GENERALIZED FOLDING ALGORITHM AND
GENERALIZED TEMPORAL ENTANGLEMENT

A standard class of observables in quantum circuits are
correlation functions of local operators. In particular, let us
focus on nonequilibrium dynamical two-point functions of
the form

Cabðx1; x2; t1; t2Þ ¼ tr½ρ0ax1ðt1Þbx2ðt2Þ�; ð32Þ

where we took t2 ≥ t1 ≥ 0, ax ≔ axð0Þ and bx ≔ bxð0Þ are
local operators, and ρ0 ¼ jΨ0ihΨ0j is the initial state
[cf. Eq. (15)]. Note that Eq. (32) contains nonequilibrium
one-point functions as a special case that is obtained by
setting ax ¼ 1.

In fact, the upcoming discussion will also be applicable
to the case where ρ0 is the infinite-temperature state, which,
in generic situations, is the only stationary state of the
system. In this case the correlation takes the following
equilibrium form:

Ceq
abðx1; x2; tÞ ¼ tr½ax1bx2ðtÞ�: ð33Þ

Because of the strict light cone structure of the quantum
circuit, the correlation function (32) is nontrivial (i.e.,
causally connected) only if [see Fig. 5(b)]

j⌈x1⌉ − ⌈x2⌉j ≤ t1 þ t2: ð34Þ

while Eq. (33) only if

j⌈x1⌉ − ⌈x2⌉j ≤ t: ð35Þ

For the sake of definiteness from now on we assume
x2 < x1 and x1; x2 ∈ZL, while to lighten the notation we
drop the dependence of the correlation on x1, x2, t1, t2.
Considering this case we can represent Eq. (32)

diagrammatically as

ð36Þ

where, for simplicity, we assumed that ax and bx act
nontrivially only on one site, we depicted them as

ð37Þ

and set

ð38Þ

Let us now illustrate how the diagram (36) can be evaluated
using the folding algorithm of Ref. [26]. The starting point
is to represent it in terms of transfer matrices “in space.”
Namely, one introduces three different transfer matrices
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ð39Þ

so that the diagram (36) can be written as

Cab ¼ tr½T 1 � � � T x2−1T
ðbÞ
x2 T x2þ1 � � �

T x1−1T
ðaÞ
x1 T x1þ1 � � � T L�; ð40Þ

where we consider the generic case of nontranslational
invariant circuits. We remark that the space transfer
matrices in Eq. (39) are matrix product operators
(MPOs) with finite bond dimension χ ¼ d2.
The next step is to note that unitarity can simplify

products of transfer matrices. To illustrate this point, let us
write down the product of 2t2 transfer matrices [T x in
Eq. (39)]. In diagrams it takes the following form:

ð41Þ

Unitarity [cf. Eq. (30)] allows us to cancel all the gates
above the red dashed lines and propagate the bullets to the
legs crossing the dashed lines. We therefore have the
following rank-1 decomposition,

T y1 � � � T y2t2
¼ jRy1ihLy2t2

j; ∀ yj; ð42Þ

where we introduced the following vectors on the folded
time lattice,

ð43Þ

ð44Þ

This means that, for L > x2 − x1 þ 2t2, Eq. (51) can be
written as

Cab ¼ hLx1−1jT ðaÞ
x1 T x1þ1 � � � T x2−1T

ðbÞ
x2 jRx2þ1i: ð45Þ

This representation sheds light on the physical interpreta-
tion of the two vectors hLxj and jRxi. These objects encode
the effect of the rest of the system on the subsystem of
size x2 − x1 where ax and bx act. Since their role is
analogous to that of the influence functional of Feynman
and Vernon [32], they have been dubbed “influence
matrices” [33]. Note that in the translational invariant case
one can use Eq. (42) to show that hLxj and jRxi are the
unique fixed points, i.e., eigenvectors corresponding to
eigenvalue one, of the space transfer matrix T (which is x
independent in translational invariant circuits).
The representation (45) is the main instrument of the fold-

ing algorithm. Assuming that one can find an efficient MPS
representation for the influence matrices (see Sec. III B),
Eq. (45) gives a way to compute two-point functions as
matrix elements of an MPO—the product of x2 − x1 þ 1
space transfermatrices—between twoMPSs. Since the bond
dimension of the MPO is bounded by d2ðx2−x1þ1Þ, this
operation can be performed efficiently for small distances
x2 − x1. On the other hand, the computation becomes rapidly
unfeasible when the distance increases. This represents a
serious limitation as, for instance, two-point functions for
arbitrary distances fulfilling Eq. (34) are needed to compute
transport coefficients in linear response [49–51]. To circum-
vent this problem we propose an alternative method for
contracting the diagram in Eq. (36): Instead of contracting it
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in the space direction, we contract it in a more general
spacelike direction such that the two points lie on the same
timelike surface; see the macroscopic-scale illustration in
Fig. 2; an example in terms of the associated tensor network
is depicted instead in Fig. 4. The only relevant macroscopic
feature of the timelike surface is its the space-time slope vγ .
A more precise lattice definition is given in Sec. III A, while
in Sec. III B we discuss the computational complexity of
encoding the influence matrices in an MPS.

A. Generalized folding algorithm

For a precise definition of the generalized folding algo-
rithm it is useful to distinguish between twodifferent regimes:

(I) 0 ≤ x2 − x1 ≤ t2 − t1,
(II) t2 − t1 < x2 − x1 ≤ t2 þ t1.

Note that regime (II) only arises out of equilibrium: the
equilibrium correlation in Eq. (33) exists only in the regime
(I). Moreover, regime (I) is also the only regime arising for
nonequilibrium one-point functions.

1. Regime (I)

In this regime there exists a path γ̃ connecting a and b
that is entirely contained in the causal light cone emanating

from a; i.e., it goes from a to bwithout ever “turning back.”
We call this kind of paths timelike paths, because all the
space-time points they reach are causally connected.
To specify γ̃ we start from the gate below b and move

down in discrete jumps; see Fig. 5(a). At each jump we
reach one neighboring gate: either the one at southeast or
the one at southwest. Using the variable γ̃i ¼ � to keep
track of whether on the ith step we jump on the left or on
the right, we can represent the path by means of the
following sequence,

γ̃ ¼ fγ̃1;…; γ̃Ng; ð46Þ

where N ¼ 2ðt2 − t1Þ − 1 is the length of the path. For
instance,

γ̃ ¼ f−;þ;þ;þ;þg ð47Þ

is the path depicted in red in Fig. 5(a). The path γ̃ can be
extended to a path γ that reaches the initial state by
concatenating it with another timelike path ˜̃γ from
ðx1; t1Þ to ðy; 0Þ for some y∈ ½x1 − t; x1 þ t�. The total
length of the path γ, i.e., the total number of jumps, is
then 2t2. For instance, in the example of Fig. 5 one can
consider

γ ¼ f−;þ;þ;þ;þg ○ fþ;−;þg; ð48Þ

where ○ denotes the composition operator. The average
slope of a given path γ is given by

vγ ¼
1

jγj
Xjγj
i¼1

γi; ð49Þ

where jγj is the length of the path. As mentioned before, vγ
is the only bit of information required for a coarse grained
description of the path.
Since the path γ does not turn back, we can use it to

“slice” the diagram of the correlation function. Namely, we

FIG. 4. Folded tensor-network representation of a dynamical
two-point function of two operators a and b after a quantum
quench. The tensor network can be contracted using nonvertical
transfer matrices that follow the timelike path γ and propagate in
the spacelike direction orthogonal to γ. The two different transfer
matrices used are highlighted in the boxes.

(a) (b)

FIG. 5. Diagrammatic representation of the path to contract correlation functions. Panels (a) and (b) depict examples of paths used in
the contraction of the correlation functions in the regimes I and II, respectively. Dashed lines help to identify the transfer matrix and time
slices to cut open the diagram.
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subdivide it in a number of timelike slices by cutting the
bonds in a direction parallel to γ (see the black dashed lines
in Fig. 5) and connect them with suitably defined transfer
matrices. In particular, for the configuration in Fig. 5(a) the
transfer matrices are given by

ð50Þ

In this way we can write Eq. (36) as

Cab ¼ tr½T γ;1 � � � T γ;x1−1T
ðabÞ
γ;x1 T γ;x1þ1 � � � T γ;L�: ð51Þ

This expression can again be simplified using the unitarity
of the gates. In particular, we again have

T γ;y1 � � � T γ;y2t2
¼ jRγ;y1ihLγ;y2t2

j; ∀ yj; ð52Þ

where we introduced the generalized or “boosted” influ-
ence matrices:

ð53Þ

ð54Þ

Therefore, for L > 2t2, we find

Cab ¼ hLγ;x1−1jT ðabÞ
γ;x1 jRγ;x1þ1i: ð55Þ

As opposed to Eq. (45), this expression can always be
efficiently contracted if hLγ;xj and jRγ;xi admit an efficient
MPS representation.

2. Regime ðIIÞ
In this regime there is no timelike path connectinga andb.

This means that we cannot embed both a and b in the same
“thin” transfer matrix as done in Eq. (55). The best strategy
in this case is to slice the diagram (36) using transfermatrices
corresponding to the path γ̄ ¼ γlc ○

˜̃γ, where

γlc ¼ fþ; � � � ;þg ð56Þ
is the fastest path allowed by causality (i.e., on the edge of
the light cone) and ˜̃γ is an arbitrary timelike path between the
initial state and a [cf. Fig. 5(b)]. Repeating the above
analysis we find that for L > x2 − x1 þ t2 þ t1 the correla-
tions can be expressed as

Cab ¼ hLγ̄;x1−1jT ðaÞ
γ̄;x1T γ̄;x1þ1 � � �

T γ̄;x2−t2þt1−1T
ðbÞ
γ̄;x2−t2þt1 jRγ̄;x2−t2þt1þ1i; ð57Þ

where we introduced

ð58Þ

We see that the expression (57) involves the product of

n ¼ x2 − x1 − t2 þ t1 þ 1 ð59Þ

transfer matrices, which means 0 ≤ n ≤ 2t1. This has two
immediate implications. First, the representation (57) gives
an advantage over Eq. (45) because it involves fewer transfer
matrices. Second, when both x2 − x1 and t1 are large the
contraction of Eq. (57) becomes inefficient.

B. Generalized temporal entanglement

In extreme summary, the upshot of the previous sub-
section is that an efficient representation of the generalized
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influence matrices does indeed lead to an efficient compu-
tational scheme for the calculation of correlation functions
in many physically relevant cases [118]. This motivates us
to investigate whether an efficient representation of the
generalized influence matrices is possible. In particular,
here we assess whether these objects admit an efficient
MPS representation by computing their entanglement. This
is the fundamental question to which the rest of this paper is
devoted.
The entanglement of the influence matrices is computed

in three steps.
(i) We define reduced density matrices corresponding

to an arbitrary nondisjoint bipartition AĀ of the
lattice along the path γ:

ρH;γ;A ¼ trĀ
jHγ;xihHγ;xj
kjHγ;xik2

; H ¼ L;R: ð60Þ

(ii) We compute their Rényi entropies,

SðαÞH;AðγÞ≔SðαÞðρH;γ;AÞ; H¼L;R; α∈R; ð61Þ

where we introduced the function

SðαÞðρÞ ≔ 1

1 − α
log tr½ρα�: ð62Þ

(iii) We maximize them over all possible bipartitions AĀ
where A is a contiguous region.

Before proceeding we note that

ρL;γ;AðWÞ ¼ ρR;γ̄;AðW0Þ; ð63Þ

where we highlighted the dependence on the double gate
(25), introduced

ð64Þ

and denoted by γ̄ ¼ f−γ1;…;−γ2t2g the mirror image of
the path γ with respect to the vertical line passing through b.
In the following we will use this relation to focus only on

the entanglement properties of one of hLγ;xj and jRγ;xi: the
remaining case can be easily inferred from Eq. (63) upon
replacingW withW0. Therefore, from now on we will only
look at the entanglement of hLγ;xj, and, to lighten the
notation, we set

ρL;γ;A ↦ ργ;A; SðαÞL;AðγÞ ↦ SðαÞA ðγÞ: ð65Þ

Moreover, we also drop the dependence of hLγ;xj on the
point x at which it is computed, i.e.,

hLγ;xj ↦ hLγj: ð66Þ

IV. TEMPORAL ENTANGLEMENT
IN GENERIC UNITARY CIRCUITS

In this section we specify the unitary gates in Eq. (18) to
be (independent) Haar random matrices. We consider the
temporal entanglement of the state in Eq. (53) for a typical
realization of the disorder and in the long time limit. In our
analysis we focus on initial states in product form; i.e., we
take m as in Eq. (17). Indeed, we expect that the choice of
the initial state, as long as it is short-range entangled, does
not affect the general scaling of entanglement in a random
circuit.
The use of the Haar random unitaries follows from the

philosophy of randommatrix theory. By dispensing with all
system-specific details, these strongly chaotic gates allow
for analytic calculations while retaining the universal
properties of entanglement in strongly interacting systems.
Recently, there have been various applications of random
unitary circuits to explain aspects of quantum chaos and
other nonequilibrium features of generic quantum systems;
see, for instance, Refs. [64,67,82,119–125] and the review
[66] for a more comprehensive list of references.
The (Rényi) entanglement in a random unitary circuit is

described by a statistical mechanical model written in terms
of permutation degrees of freedom [65,111,126]. The
von Neumman entropy is at the replica limit of the model.
The permutations originate from pairings of the unitary
evolution with its time reversal. To be more specific, let us
consider the example of the nth Rényi entropy, with
N ∋ n ≥ 2, of ρAðtÞ: the regular density matrix reduced
to a subregion A [cf. Eq. (20)]. In each copy of the time-
evolved reduced density matrix ρAðtÞ, there is one forward
and one backward time sheet [cf. Eq. (24)]. Therefore, in
total, there are n forward and n backward time sheets.
When performing random averaging over the gates, each
copy of a given gate and its Hermitian conjugate are paired
in a fashion similar to the Wick theorem of the free fields.
The boundary conditions for the Rényi entropies are
domain walls between different types of pairings. If we
view the pairings as spin degrees of freedom, the effective
statistical mechanical model describing the entanglement is
in the ordered phase, and the domain wall continues to
exist in the bulk, possibly splitting in a cascade of more
elementary domain walls. The (Rényi) entanglement
entropy is given by the free energy of these generically
interacting domain walls. All these microscopic details can
be encoded in a coarse grained line tension of the domain
wall, which gives rise to the growth rate of entanglement in
the long time limit.
In the upcoming subsections we obtain the general

scaling of temporal entanglement in three steps
(1) We show that the boundary conditions to evaluate

the purity of hLγj correspond to domain walls in the
statistical problem (Sec. IVA).

(2) Averaging over the random unitary gates, we show
that the minimal-energy configurations are those
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where the domains penetrate in the bulk. Minimizing
the free energies by means of the line-tension
formalism we find a linear growth of temporal
entanglement (Sec. IV B).

(3) Recalling the arguments of Ref. [69] we infer that
the domain-wall picture can be applied also to a
single realization of random circuit (without averag-
ing) or, equivalently, to systems without randomness
(Sec. IV C).

A technical note: in the upcoming calculations we consider
the state hLγj, with the (anti)slope v ≥ 0; see Fig. 7. Indeed,
the v ≥ 0 condition gives rise to nontrivial domain-wall
configurations. In the case v < 0 our analysis can be
applied to jRγi.

A. Boundary conditions for temporal entanglement

The expression of the nth Rényi entropy contains n
copies of the forward and backward evolution by the
circuit. The pairings emerge naturally on the boundary
when contracting copies of these circuits to evaluate Rényi
entropies, with or without random averaging.
Let us illustrate this idea in the example of the purity

tr½ρ2AðtÞ� of the quantum state ρAðtÞ; see Fig. 6(a). To form
the reduced density matrix ρAðtÞ, we take partial trace in
each copy of ρðtÞ. The partial trace operation is denoted as a
contraction of the corresponding indices from the forward
and backward copies of the circuit. Multiplying two copies
of ρAðtÞ and taking the trace, we obtain the SWAP con-
traction in region A. In this quantity, there are two copies of
the unitary gate U and two copies of U�. There are two
ways to contract them, which we denote as 1 and
(12) permutations:

ð67Þ

The top boundary thus has a domain-wall boundary
condition between 1 and (12) permutations.
Temporal entanglement is defined for an “operator state,”

namely a state in the folded space. Therefore, the ket itself
involves a forward and a backward evolution: see, e.g.,
Eq. (53). The permutation boundary conditions are the
same if we were to consider an operator state on a spatial
slice, which have been computed explicitly in Ref. [80]. For
completeness, we repeat the derivation for the second
Rényi entropy for the operator state hLγj. The boundary
conditions involve permutations in the symmetric group S4.
The purity of a subregion on the temporal slice is

trAðtrĀðjLγihLγjÞ2Þ
hLγjLγi2

: ð68Þ

Here we choose the initial product state in the diagrams to
be normalized to 1, which is different from the m state in
Eq. (18). To be consistent with the random circuit literature,

we choose to normalize the boundary condition as shown in
Fig. 6 for upward pointing legs. For downward pointing
legs, we use permutations normalized as the loop state as in
Eq. (27). The temporal Rényi-2 entropy thus has two terms,

Sð2ÞA ðγÞ ¼ − logðtrA½trĀðjLγihLγjÞ2�Þ þ 2 logðhLγiÞ; ð69Þ

where the second term is twice the Rényi-2 entropy of AĀ.
The boundary conditions for the first term is shown in
Fig. 6(b).

B. Entanglement in terms of domain-wall line
tension: Disorder average

In Fig. 6, we see that pairings (permutations) emerge
naturally as boundary conditions when evaluating entan-
glement-related quantities. In fact, in quantum chaotic

(a)

(b)

FIG. 6. Permutation boundary conditions for (a) the state purity
tr½ρ2AðtÞ� and (b) the operator purity trA½trĀðjLγihLγjÞ2�. The dots
at the bottom represent a generic product initial state. Red gates
are forward evolution u; blue gates are backward evolution u�.
(a) The top boundary conditions implement the partial trace, the
matrix multiplication of ρA with itself and the trace in Ā. Right:
region A has boundary condition 1, region Ā has boundary
condition (12). (b) The top boundary conditions are permutation
elements in S4. They are, respectively, given by 1, (12)(34), and
(14)(23). We consider a general contiguous partition. The ratio of
size jAj and the total size jAj þ jĀj is set to be r∈ ½0; 1�.
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systems these pairings are also the dominant degrees of
freedom in the interior of the multilayer unitary evolution.
One simple way to introduce pairings in the bulk is through
random averaging of the gate over Haar ensemble. Indeed,
the latter are the only degrees of freedom surviving the
average.
Taking the purity diagram in Fig. 6(a) as an example,

each four-layer gate after random averaging can only give a
tensor of 1 or (12) as the output at its bottom legs. Hence we
can label the gate with “spin” variables taking values in 1 or
(12). The 1 and (12) can form contiguous domains
connecting to the 1 and (12) on the boundary. We label
a general domain wall between a pairing σ on the left and a
pairing μ on the right as σ−1μ. The domain wall between 1
and (12) is thus 1−1ð12Þ ¼ ð12Þ. Because of constraints
from unitarity and locality of the interactions, this (12)
domain wall can only wander within the light cone and
cannot branch. The entanglement is the free energy, or
tension, of the domain wall. Since disorder fluctuations are
negligible over large enough scales, the system is asymp-
totically translationally invariant and the domain wall
macroscopically should be a straight line. Using v to
denote the inverse of the domain wall’s slope, we can
write the Rényi entropy at leading order as

− log tr½ρ2AðtÞ� ≃ seqmin
v
EHðvÞt; ð70Þ

where � � � denotes the average over Haar random gates,
EHðvÞ is the line tension of a domain wall in the Haar
random circuit [127],

EHðvÞ ¼
log d2þ1

d þ 1þv
2
log 1þv

2
þ 1−v

2
log 1−v

2

log d
; ð71Þ

and seq is the infinite temperature equilibrium entropy log d
(we recall that d is the local Hilbert space dimension). For a
generic product initial state, the domain-wall end point at
the bottom is not fixed and the Rényi entropy is obtained by
minimizing over different slopes.
Since the random circuit is left-right symmetric after

disorder averaging, the minimum in Eq. (70) is taken at
v ¼ 0, i.e., a vertical line; see Fig. 7(a). This gives a linear
growth where the line tension is the entanglement growth
rate, which is called entanglement velocity [128].
Let us now consider the entanglement of the operator

state hLγj. In particular, we consider the following averaged
version of it:

S̄ð2ÞA ðγÞ ≔ − log trA½trĀðjLγihLγjÞ2� þ log ðhLγjLγiÞ2: ð72Þ

As noted above, this quantity involves permutations in S4.
In this case the leading contribution is again given by
suitable domain walls; however, differently from before

these domain walls will involve multiple elementary
transpositions.
For instance, let us consider the second term on the right-

hand side of Eq. (72):

F2ðtÞ ≔ − log ðhLγjLγi2Þ: ð73Þ

The boundary condition is 1 on subsystem B and (12)(34)
on subsystem AĀ [cf. boundary conditions of the first term
in Fig. 6(b)]. Hence it has two commutative domain walls at
the intersection of B and AĀ. These two domain walls are
independent; each of them go vertically down to the bottom
[Fig. 7(b)] and give a contribution of EHð0Þt. And thus the
second term corresponds to twice the state Rényi entropy:

F2ðtÞ ≃ 2seqEHð0Þt: ð74Þ

The boundary conditions of the first term in Eq. (69)
contain four domain walls. There are two commutative
transpositions (14)(23) at the tip of the diagram (cut
between B and AĀ), and other two transpositions (13)
(24) at the entanglement cut between A and Ā. The two
transpositions (14)(23) alone are independent, so are (13)
(24). If the two sets do not meet at an intermediate time
slice before reaching the bottom boundary, we can sepa-
rately minimize their free energies. The equilibrium con-
figuration is that all the domain walls go down vertically
[Fig. 7(c)], giving total free energy,

(a) (b)

(c) (d)

FIG. 7. Domain-wall configurations for puritylike diagrams.
(a) Domain wall for purity trðρ2AÞ. The single domain wall [a
transposition (12)] undergoes a random walk down to the bottom
boundary. The size fluctuation is

ffiffi
t

p
, which is subleading to t and

ignored in other panels. (b) Domain walls for ðtrρ2AÞ2. The two
transpositions are independent. (c) Configurations when the two
sets of domain wall dot no interact. (d) The two sets of domain
wall meet in a middle time slice. The three segments have time
duration t1, t2, and t0, and antislopes v1, v2, and 0 respectively.
The antislope of the right edge of the triangle is v. The green
vertex represents the fusion. It can have a nontrivial weight, but
only affects the free energy by an Oð1Þ amount.
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F1;vertðtÞ ≔ − log ftrA½trĀðjLγihLγjÞ2�g
≃ 2seqEHð0Þtþ 2seqEHð0Þð1 − rÞt; ð75Þ

where r∈ ½0; 1� is the ratio of size jAj and total size
jAj þ jĀj. The difference with F2ðtÞ in Eq. (74) is then
EHð0Þt: This gives us the following upper bound,

S̄ð2ÞA ðγÞ≲ 2ð1 − rÞEð0Þt: ð76Þ

If the two sets meet in the middle, the domain walls can
fuse to different permutations according to the group
multiplication rules. For example, if (13)(24) and (14)
(23) completely fuse together, the domain wall becomes
ð13Þð24Þ × ð14Þð23Þ ¼ ð12Þð34Þ. We see that the number
of domain walls reduces to two, thus reducing the energy
cost. For this reason a configuration like the one displayed
in Fig. 7(d) can compete for the minimal free energy.
We now set up the minimization problem assuming the

two sets to have (anti)slope v1 and v2 before they meet in
the middle. After the fusion, the resulting domain wall (12)
(34) is composed by two independent components. They
cost free energy 2EHð0Þt0 for the remaining duration of t0.
The vertex can have a nontrivial weight, but, as long as it is
not zero, it only brings in a Oð1Þ correction and can be
neglected when considering the leading order free energy in
the long time limit. The geometry is depicted in Fig. 7(d).
Therefore, we can write the free energy as

F1;Yðt; t0Þ ≃ 2seq½EHðv1Þt1 þ EHðv2Þt2 þ EHð0Þt0�; ð77Þ

where t0, t1, and t2 are the duration of the two sets of
domain walls and satisfy the geometric relations. The
subscript Y denotes the merging configuration.

v1 ¼
x
t1
; v2 ¼

x − rvγt

t2
: ð78Þ

To parametrize time, we set

t0 ¼ r0t; t1 − t2 ¼ rt; t1 þ t0 ¼ t; ð79Þ

where r∈ ½0; 1� is the ratio of size jAj with respect to
jAj þ jĀj, and r0 ∈ ½0; 1 − r� is the portion of the merged
domain wall. r0 ¼ 0 corresponds to merge at the bottom;
r0 ¼ 1 − r corresponds to taking v1 ¼ vγ , i.e., merge
immediately when available. To minimize F1ðt; t0Þ, we
first fix t0 and vary x. The implicit x derivative gives

E0
H

�
x
t1

�
þ E0

H

�
x −

vγrt

t2

�
¼ E0

Hðv1Þ þ E0
Hðv2Þ ¼ 0: ð80Þ

For a reflection symmetric system the physical solution is

v1 ¼ −v2; ð81Þ

namely, the two sets of domain walls in Fig. 7(d) meet
symmetrically from left and right toward each other.
The minimization with respect to t0 depends on the

explicit form of the line-tension function. In particular, an
explicit calculation for the case of the random circuit line
tension EH is carried out in Appendix A. The resulting
expression of mint0 F1;Yðt; t0Þ is piecewise continuous in v
and depends on d. Nevertheless, it is still linear in t
[cf. Eq. (A6)]. Combining with the linear bound in
Eq. (76), we conclude that in a Haar random circuit,

S̄ð2ÞA ðγÞ ≃ seqv
ð2Þ
TE;Ht: ð82Þ

where the temporal Rényi entanglement velocity vð2ÞTE;H > 0.

The explicit expressions of vð2ÞTE;H for Haar random circuit
can be found in Eq. (A12).

C. Typical circuit without averaging

In this subsection, we argue that the line-tension for-
malism discussed above can be applied to the calculation of
temporal entanglement in generic chaotic circuits without
introducing disorder averaging. The recipe is to replace
EHðvÞ with a “dressed” line-tension function EðvÞ charac-
terized by the following general properties [111],

EðvÞ ≥ jvj; E00ðvÞ ≥ 0; EðvÞ ¼ Eð−vÞ; ð83Þ

where the last one follows from the parity symmetry of the
system.
The basic arguments follow Ref. [69], where the concept

of line-tension function is generalized to nonrandom
circuits and we will briefly recall them here. The key
observation is that the pairings between a unitary gate and
its Hermitian conjugate continue to dominate the configu-
ration sum, or “path integral,” that determines the Rényi
entropies. Indeed, these are real positive quantities that do
not suffer from phase cancellation. A single domain wall,
such as (12), will be dressed by nonpairing degrees of
freedom, but only perturbatively to have an Oð1Þ width.
Our problem is slightly more complicated than the one

discussed in Ref. [69] because the contributions generating
temporal entanglement involve composite domainwalls [for
instance, a domain wall (123) can appear]. Nevertheless,
the two sets of domain walls (14)(23) and (13)(24) have the
same dressed line-tension function EðvÞ when they do not
interact. Indeed, (14)(23) can be mapped to (12)(34) by
relabelling the third and fourth copies of the unitary and its
complex conjugate—it is a symmetry of the multireplica
dynamics if we look at the patch of (14)(23) alone. The
symmetry no longer holds when the two sets of domain
walls meet each other and interact. This process, however,
only dresses the interaction vertex in Fig. 7(d), which
introduces an order Oð1Þ correction to the free energy.
Below the interaction vertex, the two sets of domain walls
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fuse to (12)(34), which again has the same line-tension
function EðvÞ. This justifies the use of a single line-tension
function EðvÞ to characterize the scaling of the temporal
Rényi-2 in Eq. (69).
Specifically, following the steps discussed in the pre-

vious section, we obtain

Sð2ÞA ðγÞ ≃ seqv
ð2Þ
TEt; ð84Þ

where the temporal Rényi entanglement velocity is deter-
mined by

vð2ÞTE ¼ min½ min
r0 ∈ ½0;r�

F ðr0Þ; 2ð1 − rÞEð0Þ�: ð85Þ

The parameters r0 and r are defined in Eq. (79) and

F ðr0Þ ¼ 2½E½v1ðr0Þ� − Eð0Þ�ð1 − r0Þ ð86Þ

þ2E½v1ðr0Þ�ð1 − r0 − rÞ: ð87Þ

In this case, the remaining minimization over r0 cannot be
performed explicitly as the minimum depends on the
precise form of the line tension. However, we can show
that for Eð0Þ > 0,

min
r0 ∈ ½0;r�

F ðr0Þ ¼ 0 ⇔ EðvγÞ ¼ Eð0Þ; ð88Þ

which implies generic linear growth of the temporal
Rényi-2 entropy apart from marginal cases.
We begin to prove this property by noting that the two

terms in Eqs. (86) and (87) are both non-negative,

½E½v1ðr0Þ� − Eð0Þ�ð1 − r0Þ ≥ 0;

E½v1ðr0Þ�ð1 − r0 − rÞ ≥ 0; ð89Þ

in the relevant range r0 ∈ ½0; r�, because of the convexity
and parity of line-tension function. Indeed, these two
properties imply that the function is either constant or
has a unique local minimum in v ¼ 0, i.e.,

EðvÞ ≥ Eð0Þ > 0; ∀ v: ð90Þ

In fact, the above inequality indicates that Eq. (89) can both
be zero for generic r only if r0 ¼ r and

EðvγÞ ¼ Eð0Þ: ð91Þ

Noting that the reversed implication is obvious, we con-
clude the proof.
In fact, due to the general properties (83) of the line-

tension function, Eq. (91) admits solution only in two
cases: either constant line-tension function [Eq. (6)] or

vγ ¼ 0 [Eq. (7)]. These are the two marginal cases
mentioned in Sec. I A.

V. TEMPORAL ENTANGLEMENT IN CHAOTIC
DUAL-UNITARY CIRCUITS

In this section we consider the first of the two marginal
cases identified in Eq. (91): the one in which the line-
tension function is constant. As discussed in Sec. I A
[cf. the discussion around Eq. (6)], this situation can only
be realized when the local gates forming the time evolution
operator in Eq. (10) are dual unitary [57]. In terms of our
diagrammatic representation, the dual-unitarity condition
means that the gates fulfill

ð92Þ

in addition to the standard unitarity conditions (23).
Without additional fine-tuning, the gates fulfilling
Eqs. (23) and (92) are quantum chaotic [35,57,71].
Imposing the condition (92) enables one to make

a number of exact statements concerning dynamics
and spectral properties of the quantum circuit
[34,35,38,40,58,62,63,71–73,75,76,78,79,85,86]. In par-
ticular, dual-unitary circuits have been shown to admit a
class of “solvable” initial states for which one can compute
exactly the full time evolution of any local subsystem [58].
For solvable initial states the generalized influence matrices
hLγj and jRγi [cf. Eqs. (54) and (53)] take the following
product form:

hLγj ¼ h○j⊗jγj; jRγi ¼ j○i⊗jγj; ð93Þ

where j○i is the loop state of Eq. (27). This form immedi-
ately implies a strictly vanishing temporal entanglement.
Here, however, we are interested in the behavior of

temporal entanglement for generic, nonsolvable, initial
states. Specifically—recalling that for the family of initial
states Eq. (15) considered here the solvable instances
correspond to the cases where the matrix m is unitary
[77]—we consider the case where m is not unitary.
Since the time evolution in a chaotic system should not

depend on the initial configuration, one might expect that
the behavior of solvable states is somewhat representative
of the generic situation. Namely, that the temporal entan-
glement is always small for dual-unitary circuits. In fact, as
we now discuss, this intuition turns out to be incorrect:
Even though higher temporal Rényi entropies are bounded
by a sublinear function of time (in agreement with our
entanglement-membrane analysis of the previous section),
the von Neumann temporal entanglement entropy is
always linear for non-fine-tuned dual-unitary circuits.
In the upcoming subsections we show these facts by
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analyzing separately the cases of higher Rényi entropies
and von Neumann entropy.
For simplicity, in the main text we consider paths γ ¼ AĀ

with constant slope vγ . This means that the slope is the same
in both A and Ā. This assumption is lifted in Appendixes B
and Cwherewe present the most general form of our results.

A. Bound on temporal higher Rényi entropies

In this subsection we show that higher temporal Rényi
entropies are sublinear in time, in agreement with the
entanglement membrane analysis of the previous section.
More precisely, we prove the following bound,

Sðα>1ÞA ðγÞ ≤ α

α − 1
log

�
dτAPðτ=2Þ
PðτĀ=2Þ

�
; ð94Þ

where A, Ā correspond to a contiguous bipartition of the 2t
legs of the influence matrix,

ð95Þ

τA (τĀ) is the number of up-pointing legs in A (Ā) fulfilling

τA þ τĀ ¼ ð1þ vγÞt≡ τ; ð96Þ

while

PðtÞ ¼ tr½ρ½0;∞ÞðtÞ2� ð97Þ

is the purity of the “regular” reduced density matrix
ρ½0;∞ÞðtÞ [cf. Eq. (24)] corresponding to a half-infinite
subsystem ½0;∞Þ with open boundary conditions.
To prove Eq. (94) we proceed in two steps, which are

detailed in Appendix B.
Step 1. General bound on higher Rényi entropies.—We

take advantage of the unitarity of the gates and of the
Eckart-Young theorem [115] to bound the temporal Rényi
entropies in terms of the norm of the state hLγj:

SðαÞA ðγÞ ≤ α

α − 1
log

�hLĀjLĀi
hLγjLγi

�
: ð98Þ

Step 2. Dual-unitary case.—Specializing the treatment to
the dual-unitary case we can relate hLγjLγi to the spatial
purity [cf. Eq. (97)]. In particular, we find

hLγjLγi ¼ dτPðτ=2Þ: ð99Þ

Plugging it into Eq. (98) we obtain Eq. (94).
The physical interpretation of Eq. (94) is immediate: in

dual-unitary circuits the growth of higher temporal Rényi
entropies is controlled by that of spatial purity. If the initial
state is solvable, then the purity is minimized to d−2t and
the temporal entanglement is zero. For more general,
nonsolvable states the purity is no longer strictly d−2t,
but—since dual-unitary circuits maintain a maximal entan-
glement velocity [77]—it can only acquire subexponential
corrections. This implies that all higher temporal Rényis are
sublinear in time.
To make further progress we introduce the following

assumption.
Assumption 1.—For any generic dual-unitary circuit

evolving from a non solvable state, we have

PðtÞ ≃ Ct
d2t

; ð100Þ

where ≃ denotes the leading order in the asymptotic
expansion for large times and C > 0 a time independent
constant.
The scaling in Eq. (100) can be proven by averaging each

dual-unitary gate of the circuit over random single qubit
rotations of its legs (see Ref. [77] and Appendix D). Thus,
we expect it to hold for typical dual-unitary circuits: This is
in agreement with our numerical investigations, as shown
in Fig. 8 for some representative examples.

FIG. 8. Evolution of d2tPðtÞ − d2ðt−1ÞPðt − 1Þ as a function of t
for homogeneous dual-unitary circuits with different entangling
power p [cf. Eq. (12)]. If the scaling (100) holds, this quantity
should saturate to the constant C=2. We considered d ¼ 2 and
parametrized the gates as described in Appendix E. Note that C
grows upon decreasing p: this is consistent with the fact that at
the noninteracting point p ¼ 0 the purity decays with an
exponent λ < 2 log d.
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As discussed in Appendix D we expect the case C ¼ 0 to
hold only for solvable initial states, for which PðtÞ ¼ d−2t

and the temporal entanglement is identically 0 for any
bipartition [58]. The discussion in Appendix D, however,
also shows that these states are “unstable” from the point of
view of purity scaling: for any arbitrary small perturbation
of a solvable state one has Eq. (100) with C > 0 and the
behavior of temporal entanglement is the one we dis-
cuss here.
Using Assumption 1 and considering an appropriate

scaling of the bipartition,

r≡ jAj
2t

< 1; ð101Þ

it is immediate to show that the higher Rényi entropies
saturate to a constant [129],

SðαÞA ðγÞ ≃ α

α − 1
logð1 − rÞ: ð102Þ

A direct numerical test of Eq. (102) is not straightfor-
ward as we have only access to short times. Therefore, we
can only consider gates for which the asymptotic form
Eq. (100) is attained early. With this restriction the bound
appears convincingly obeyed. For instance, in Fig. 9 we
consider a comparison between Eq. (102) and the four gates
of Fig. 8 with higher entangling power.

B. Linear growth of temporal entanglement entropy

In Sec. VA, we showed that the higher Rényi entropies
are bounded by a constant for any partition with ratio r < 1.
However, since Rényi entropies are nonincreasing func-
tions of the Rényi index, this result only provides a lower
bound for the temporal entanglement entropy, i.e.,

SAðγÞ ¼ lim
α→1

SðαÞA ðγÞ: ð103Þ

In this subsection, we show that SAðγÞ in a typical dual-
unitary circuit grows linearly in time for nonsolvable initial
states.
Denoting again by r the ratio between the number of legs

in region A and the total [cf. Eq. (101)], we can bound
SAðγÞ from above and below,

sðrÞt log d ≤ SAðγÞ ≤ sðrÞt log dþOðlog tÞ; ð104Þ

with the same function:

sðrÞ ¼
( ð1þ vγÞr2 r∈ ½0; 2

vγþ3
�

4ð1−rÞ½ð2þvγÞr−1�
1þvγ

r∈ ð 2
vγþ3

; 1�:
ð105Þ

The logðtÞmargin in Eq. (104) is subleading with respect to
the linear scaling of sðrÞt log d and therefore the latter
determines the long timescaling of SAðγÞ.
In the derivation of the upper bound, we only use

Assumption 1. For the lower bound, we additionally
employ Assumption 2.
Assumption 2.—The membrane picture of entanglement

holds for the second Rényi entropy of the state in Eq. (119).
This assumption is in line with general expectations from

the membrane theory [69] and can be verified numerically.
A representative example is reported in Fig. 10. We see that,
even though there are strong deviations for short times,
the numerical results seem to approach themembrane theory
predictions as time increases (see Appendix C 3 for a more
thorough discussion of the validity of this assumption).

FIG. 9. Growth of Sð∞Þ for the state Lγ , taken with vγ ¼ 1, for
gates of various entangling power p, compared with the asymp-
totic bound given by Eq. (102), for a fixed value of r ¼ 1=3.

FIG. 10. Slope of the entanglement entropy of the matrices ρk
as a function of k, for various values of l≡ Āþ k accessible
numerically. The dashed line represents the asymptotic profile of
the curve according to Eq. (123) as per Assumption 2. The path
chosen is the one at the edge of the lightcone.
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We sketch the proof in three steps.
Step 1. Reduction.—First we observe that the entangle-

ment of a state, for a given bipartition, is unaffected by the
action of unitary matrices acting locally on the two separate
bipartitions. Thanks to this observation and the dual
unitarity of the gates, we can consider a simplified version
of our state hLγj ↦ hLγ0 jwhere the new path γ0 corresponds
to the edges of the light cones of the two bipartitions (see
the detailed derivation in Appendix C 1). This is easily
understood graphically by looking at the diagram below
and noting that the area in red corresponds to matrices that,
when viewed horizontally, are unitary. Therefore, removing
them will not affect its entanglement.

ð106Þ

After this operation we end up with some bullet states on
the top of region A, which do not entangle with any other
part of the system: They can also be removed without
affecting the result.
To sum up, as far as the entanglement is concerned, we

can reduce hLγj to the following state,

ð107Þ

in which region A has τA ¼ ð1þ vγÞjAj=2 sites and region
Ā has jĀj sites.
Step 2. Lower and upper bounds.—We define τA þ 1

orthogonal projectors in region A:

P0 ¼ j○ih○j ⊗ j○ih○j ⊗ � � � j○ih○j ⊗ 1Ā;

P1 ¼ j○ih○j ⊗ j○ih○j ⊗ � � � ð1d2 − j○ih○jÞ ⊗ 1Ā;

Pk ¼ j○ih○j⊗τA−k ⊗ ð1d2 − j○ih○jÞ1⊗k−1
d2

⊗ 1Ā;

PτA ¼ ð1d2 − j○ih○jÞ ⊗ 1d2 ⊗ � � � 1d2 ⊗ 1Ā: ð108Þ

In words, the projector has three different actions, which we
highlight by different colors in the following graphical
equation:

ð109Þ

The kth projector Pk keeps the bottom k − 1 sites (blue)
intact, projects each of the top τA − k sites (red) to a bullet
state and the kth site (green) to the orthogonal complement
of the bullet state.
One can easily verify that the projectors are orthogonal

and form a complete basis, i.e.,

PiPj ¼ δijPi;
XτA
k¼0

Pk ¼ 1A ⊗ 1Ā: ð110Þ

These projectors decompose jLγ0 i into τA þ 1 states, which
are orthogonal in A. Namely,

trAðPijLγ0 ihLγ0 jPjÞ ¼ 0; i ≠ j: ð111Þ

The reduced density matrix,

ρĀ ¼ 1

hLγ0 jLγ0 i
trAðjLγ0 ihLγ0 jÞ; ð112Þ

is then written as a classical mixture of τA þ 1 reduced
density matrices,

ρĀ ¼
XτA
k¼0

pkρk; ð113Þ

where the classical probability is

pk ¼
trðPkjLγ0 ihLγ0 jÞ

hLγ0 jLγ0 i
; ð114Þ

and the reduced density matrices are

ρk ¼
trAðPkjLγ0 ihLγ0 jÞ
trðPkjLγ0 ihLγ0 jÞ

: ð115Þ

The concavity lower bound and mixing upper bound of
SðρĀÞ confine the von Neumann entropy to the following
interval:

XτA
k¼0

pkSðρkÞ≤SAðγÞ≤
XτA
k¼0

pkSðρkÞ−
XτA
k¼0

pk logpk: ð116Þ

The Shannon entropy of the classical probability pk is at
most logðτA þ 1Þ ∼Oðlog tÞ. Therefore, we conclude that

XτA
k¼1

pkSðρkÞ ≤ SAðγÞ ≤
XτA
k¼1

pkSðρkÞ þOðlog tÞ; ð117Þ

where we also removed k ¼ 0 from the summation
since Sðρ0Þ ¼ 0.
Step 3. Evaluation of

PτA
k¼1 pkSðρkÞ.—We evaluate pk in

Appendix C 2 using Assumption 1. The asymptotic expres-
sion reads as
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pk ¼
( 1

ð1þvγÞt k ≠ 0

jĀj
2t k ¼ 0:

ð118Þ

In Fig. 11 we compare this expression with the exact
numerical evaluation of pk for short times. We see that for
the cases where Eq. (100) holds at short times the agree-
ment is excellent.
According to Eq. (115), ρk can be viewed as the reduced

density matrix of the pure state,

ð119Þ

where the first τA − k sites are (projected by Pk to be) bullet
states, and we inserted on the kth site (counted from the
bottom of A) a projector indicated by a black square:

ð120Þ

By using the bound of Hilbert space dimension, we can
write

SðρkÞ ≤ min½2ðk − 1Þ log dþ logðd2 − 1Þ; 2jĀj logðdÞ�
≃ 2 minðk; jĀjÞ logðdÞ; ð121Þ

where we considered a scaling limit where k; jAj; t are taken
to infinity and the relative ratios kept constant. Plugging
back into Eq. (117) we find the following upper bound:

XτA
k¼1

pkSðρkÞ≲ 2 logðdÞ
ð1þ vγÞt

XτA
k¼1

minðk; jĀjÞ

≃
8t logðdÞ
1þ vγ

Z
rð1þvγÞ=2

0

dxminðx; 1 − rÞ

¼ sðrÞt logðdÞ: ð122Þ

Using Assumption 2, we can evaluate SðρkÞ using the
membrane picture, as detailed in Appendix C 3, to find

SðρkÞ ≃minðk; jĀjÞ2 logd: ð123Þ

This means that SðρkÞ saturates the trivial bound in
Eq. (121), leading to Eq. (104).
As for the bound in the previous subsection, an inde-

pendent numerical test of Eq. (105) is hampered by the fact
that our numerical investigations are restricted to short
times. At the accessible times SðρkÞ are typically far from
their asymptotic form and the Shannon entropy of pk is
non-negligible. This is demonstrated in Fig. 12 where we
plot the exact numerical evaluations of SAðγÞ and the lower
and upper bound in Eq. (116): the two bounds should
collapse for large times but are still rather far at the maximal
accessible times. To circumvent this complication, we plot
the difference of SAðγÞ at two subsequent time steps from
finite-time numerics and extrapolate to t → ∞. We find a
fair agreement with Eq. (105); see Fig. 13. Interestingly, the
finite-time effects seem not to affect the maximal slope of
the temporal entanglement entropy, which is in good
agreement with Eq. (105) even at short times; see Fig. 14.

FIG. 11. pk computed for various gates corresponding to
different entangling powers p, for a state hLγj with vγ ¼ 1, t ¼
7 and a bipartition corresponding to r ¼ 1=2. We show the
asymptotic behavior in black, according to Eq. (102) derived
from Assumption 1.

FIG. 12. Slope of the entanglement entropy as a function of the
ratio r, for various values of t accessible numerically, in the case
vγ ¼ 1. The lower and upper bounds are found evaluating
numerically Eq. (116).
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VI. TEMPORAL ENTANGLEMENT OF THE
VERTICAL STATE

In this section, we consider the second marginal case of
Eq. (91) in which the timelike surface is vertical ðvγ ¼ 0Þ
and the chaotic quantum circuit is arbitrary. Namely, we
look at the scaling in jγj ¼ 2t of the temporal entanglement
of the original influence matrix for generic circuits.
We find that higher Rényi entropies grow logarithmically

in time:

SðαÞA ðγÞ ∼ logðtÞ; α > 1: ð124Þ

We begin by showing the sublinear growth via a direct
application of the Eckart-Young strategy employed in
Appendix B 1. Specifically, we use the upper bound,

SðαÞA ðγÞ ≤ α

1 − α
log

½hLγjðjΨAi ⊗ jΨĀiÞ�2
hLγjLγihΨAjΨAihΨĀjΨĀi

≔
2α

1 − α
log rt; ð125Þ

by means of the overlap of the state hLγj and a factorized
state hΨAj ⊗ hΨĀj.
To find a product state with large overlap we employ the

membrane theory. Specifically, we consider the state

hΨAj ⊗ hΨĀj ¼ hLγ=2j ⊗ hLγ=2j; ð126Þ

which is depicted in Fig. 15(b). Assuming the circuit to be
Haar random, the norm of these states are determined by
the line tension at v ¼ 0 as follows,

hLγjLγi ∼ exp½−EHð0Þ logðdÞt�;
hΨAjΨAi ∼ exp½−EHð0Þ logðdÞt=2�;
hΨĀjΨĀi ∼ exp½−EHð0Þ logðdÞt=2�; ð127Þ

FIG. 13. Slope of the entanglement entropy for the state hLγj,
obtained by taking finite differences of SAðγÞ for two subsequent
time steps. Given the discrete nature of the states, only some
rational values of r are allowed at each time, so we interpolated
between those in order to take the difference. In blue, we show an
extrapolation of these data in the limit t → ∞, which we
ultimately compare with the asymptotic prediction, in black
[obtained from Eq. (105)]. The extrapolation is attained by
observing that, due to the logarithmic form of the corrections
to SAðγÞ, for large enough twe haveΔtSAðγÞ ≃ Aþ B=t, where A
is the desired asymptotic value. Then, we performed a linear fit of
the data in 1=t to estimate A.

FIG. 14. Maximal entanglement of the influence matrix on the
diagonal path γlc [cf. Eq. (56)] versus the length of the path jγlcj
for different values of the entangling power p. The entanglement
reported is the maximum attained among all the possible non-
disjoint bipartitions. The gates are parametrized as explained in
Appendix E. The asymptotic growth seems to be independent of
the entangling power. The initial p-dependent transient is larger
for smaller values of p. This is consistent with the fact that for
p ¼ 0 the gates are SWAPs and hLγlc j is a product state for all
initial states Eq. (15). The black dashed line corresponds to the
theoretical prediction of the growth, as in Eq. (105), plus an
arbitrary constant chosen for convenience.

(a) (b)

FIG. 15. (a) The vertical state. (b) A tensor product state on A
and Ā. The state is written as a tensor product of two vertical
states defined on a time lattice with half of the sites.
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where we recall [cf. Eq. (71)]

EHð0Þ ¼
logðd2 þ 1Þ − log 2d

log d
: ð128Þ

The average of the overlap is

hLγjðjΨAi ⊗ jΨĀiÞ ∼ exp½−EHð0Þ logðdÞt�: ð129Þ

The estimation in Eq. (129) relies upon evaluating the
random averaging in Fig. 16(c), where the region in which
the two states differ is only populated by the permutation 1.
Thus, the minimal free-energy configuration continues to
have a domain wall going vertically down. Combining
Eqs. (127) and (129) we find

r̄t ¼
jhLγjðjΨAi ⊗ jΨĀiÞjffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

hLγjLγi hΨAjΨAi hΨĀjΨĀi
q ¼ OðtαÞ; ð130Þ

The exponent α can be found by studying the subleading
contributions from the randomwalk of the domain wall. All
the domain walls in Fig. 16 are subject to the noncrossing
condition at the right boundary. If we view from bottom to
top, this is the random walk that first hit x ¼ 0 (the

coordinate of the right boundary) for t ¼ 0 (the final time
when viewing from bottom to top). The probability dis-
tribution for this process is known as the Lévy-Smirnov
distribution and reads as

pðxÞ ¼ x

t3=2
e−x

2=t: ð131Þ

The three independent averages inside the square root in the
numerator of Eq. (130) [one in Fig. 16(a), the other two in
Fig. 16(b)] correspond to a free boundary condition at the
bottom, each of which contributes a polynomial factor t−1=2

(integrate the Lévy-Smirnov distribution in x). For the
average of the overlap, the green region in Fig. 16(c)
represents the missing part in hψAjhψ Āj compared with
hLγj. It can only produce 1, which becomes the boundary
condition of the lower triangle and bottom rim of the top
triangle in Fig. 16(d) (the boundary condition for the
bottom rim after random averaging is j○i tensor product
with the vectorized density matrix of the initial state in the
folded space. Once we project this state in the space
spanned by 1 and (12), as prescribed by the Haar average
of the gates, it becomes j○○i, i.e., a 1 boundary). The
lower triangle contributes a t−1=2 factor as we argued above.
Instead, because of the 1 boundary condition at the bottom
rim, the domain wall in the top triangle is penalized by a
factor of 1=d when it further moves to the left. Thus the
domain wall is pinned to a slope of v ¼ 0. We end up with a
t−3=2 factor in the Lévy-Smirnov distribution for the pinned
domain wall. Putting it all together, we have

r̄t ≃
t−3=2t−1=2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

t−1=2t−1=2t−1=2
p ¼ t−5=4: ð132Þ

These random wall arguments can be made more precise by
solving a set of recursive relations of the averaged terms in
Eq. (130); see Appendix F. The prediction (132) is
compared with exact solution of the recursive relations
in Fig. 17. The power-law decay of r̄t suggests that also rt
in Eq. (125) should decay as a power law, leading
to Eq. (124).
On the other hand, a direct numerical evaluation is still

compatible with a linear growth in time of SAðγÞ; see
Fig. 18. Interestingly, we see that for certain choices of
gates the growth of temporal entanglement entropy is
slower than the lower bound for dual-unitary circuits
(see Sec. V B). This indicates that dual-unitary circuits
do not produce an extremal temporal entanglement growth.

VII. TEMPORAL VERSUS SPATIAL
ENTANGLEMENT

Having argued that temporal entanglement grows lin-
early after a quench in generic quantum circuits, the natural
question is whether its growth is faster or slower than that
of “spatial entanglement,” i.e., regular state entanglement.

(a) (b)

(c) (d)

FIG. 16. The domain-wall analysis that produces Eqs. (127)
and (129). (a) hLγ jLγi: the dominant configuration is one
domain wall going down vertically at equilibrium.
(b) ðhΨAj ⊗ hΨĀjÞðjΨĀi ⊗ jΨAiÞ: the two parts of the product
state factorize so there are two independent vertical domain walls
with half the size of (a). (c) hLγjðjΨAi ⊗ jΨĀiÞ: the green region
is where hLγ j and hΨĀj ⊗ hΨAj differ. It has only one copy of
u × u�, which, upon averaging, generates a patch of 1. The
domain wall will avoid the green region and goes down vertically.
(d) The green region after average provides the 1 boundary
conditions for the two dashed lines in (c) (see main text for the
bottom rim of the upper triangle; also see Appendix F). The top
triangle has a pinned domain wall ending at the rightmost point,
the bottom triangle still host a free random walk.
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This question can be addressed precisely in the case of
dual-unitary circuits. Indeed, for these circuits we have that
state entanglement grows at the maximal possible speed for
generic initial states [77], i.e.,

SspðtÞ ≃ 2t logd: ð133Þ

On the other hand, we can use our asymptotic result of
Sec. V B to see that

SAðγÞ≲max
r

SðrÞt ¼ ð1þ vγÞt
ð2þ vγÞ

log d ≤
2t
3
log d; ð134Þ

where in the first step we computed the maximum of
Eq. (105) and in the second we used that it is monotonic
in vγ .
Comparing Eqs. (133) and (134) we see that the temporal

entanglement is lower than the spatial entanglement for
every path γ. Our numerical investigations suggest that, for
small enough vγ , temporal entanglement grows slower than
spatial entanglement also in generic quantum circuits. For
instance, in Fig. 19 we report a comparison between the
entanglement of the vertical state (vγ ¼ 0) and that of the
regular time-evolving state for different times: We see that
the former has a consistently smaller growth rate for all the
gates considered. When the slope of the path is increased,
however, the growth of temporal entanglement appears to
match that of state entanglement. See, for instance, the
comparison between spatial entanglement and temporal
entanglement of the diagonal path (vγ ¼ 1) reported
in Fig. 20.

VIII. DISCUSSION

In this work we studied spacelike propagation
approaches to quantum nonequilibrium dynamics. The
main idea is to compute the time evolution of relevant
observables by exchanging the roles of space and time. For

FIG. 17. Polynomial decay of r̄t. According to Eq. (F29) we
show the asymptotic expected behavior∝ t−5=4 as a dotted line. In
the calculation we considered sites of local dimension d and an
initial product state.

FIG. 18. Growth of the entanglement entropy for the vertical
cut state hLγj, given random choices of the dual-unitary gate (kept
constant in space and time) with entangling power p. We
considered the contiguous bipartition AĀ of γ yielding the
maximum entanglement. The entangling power is computed
according to Eq. (5) in Ref. [130], which has been normalized
by a factor ðdþ 1Þ=ðd − 1Þ in order to have p∈ ½0; 1�. The black
line represents the growth of Sð1ÞA ðγÞ in dual-unitary circuits
[Eq. (105)].

FIG. 19. Comparison between the growth of spatial and
temporal entanglement along the vertical path for generic unitary
gates. The continuous lines report temporal entanglement of
unitary gates with different entangling power (normalized such
that p∈ ½0; 1�) while the dashed lines report the corresponding
state entanglement. The plot suggests a faster asymptotic growth
for the spatial entanglement.
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large enough volumes, the “dual system” living in the time
direction—also known as space-time swapped system
[43,45]—reaches (left and right) stationary states dubbed
“influence matrices” [33]. Since in many-body systems
characterizing a stationary state is often easier and more
efficient than characterizing a time-evolving state at inter-
mediate times, spacelike propagation approaches are par-
ticularly promising and are attracting an increasing amount
of attention [26–30,34,40–45,57–62,87,131,132].
Here we studied whether these ideas can be used to

devise an efficient computational scheme to access corre-
lation functions of local operators in generic systems. Our
starting point has been the “folding algorithm” of Ref. [26],
which uses the above idea to compute autocorrelation
functions of local operators in one-dimensional quantum
systems. The algorithm represents the time-evolving
expectation value as a two-dimensional tensor network
and proceeds by embedding the local operator in a system
on the vertical time lattice which is then evolved in the
space direction. To also access two-point functions between
causally connected operators, we generalized the folding
algorithm by considering propagation in a generic space-
like direction, i.e., in any direction in the two-dimensional
space-time forming an angle α smaller than π=4 with the
space direction. The idea is to consider the system on the
lattice along a timelike slice, or path, connecting the two
points and evolve it in the orthogonal spacelike direction.
We then investigated the efficiency of the generalized

folding algorithm by computing the scaling in time of
the temporal entanglement, i.e., the entanglement of
the influence matrices [28]. Performing a comprehensive
investigation in chaotic quantum circuits, we showed that for

generic spacelike evolutions (or states on timelike slice) the
entanglement of the influence matrices grows linearly in
time, preventing an efficient classical storing. However, we
also showed that the volume-law scaling of temporal
entanglement is much more subtle than one might expect
due to the nontrivial structure of the temporal entanglement
spectrum. Indeed, we found physically relevant cases where
it separates into a few large Schmidt values (decaying atmost
polynomially in time) and many small ones (decaying
exponentially). This means that the growth of temporal
entanglement cannot be characterized via a replica trick.
More specifically, we identified two cases where all

temporal Rényi entropies with index larger than one grow
sublinearly in time: (i) standard space evolution (the one of
the original folding algorithm of Ref. [26], where the
timelike surface is vertical) in generic quantum circuits and
(ii) any spacelike evolution in dual-unitary circuits. This
phenomenon is very similar in nature to the sub-ballistic
scaling of spatial Rényi entropies observed in circuits with
diffusive conservation laws [113,114]. As in the latter case,
the time-evolving state has large overlap with a product
state over a spatial bipartition of the system; in our case, the
influence matrices have large overlap with a product state
(which we identified) over a temporal bipartition of the
system. This means that the reduced density matrix has a
small number of slowly decaying eigenvalues controlling
the scaling of higher Rényi entropies.
On the other hand, we showed that the von Neumann

temporal entanglement entropy grows linearly in time in
both the cases (i) and (ii), but it has a strictly smaller rate
of growth compared to regular state entanglement.
Specifically, while for generic circuits we argued for a
linear growth based on the absence of physical constraints
and we characterized it numerically, for dual-unitary
circuits we were able to provide a closed form expression
for the slope of growth. This expression is always nonzero
and smaller than the slope of growth of state entanglement.
We stress that a strictly positive growth rate of temporal
entanglement in dual-unitary circuits is particularly sur-
prising because—due to their maximally fast dephasing
[58,83]—these systems are expected to be the chaotic
system generating the lowest temporal entanglement [33].
We also emphasize that, to the best of our knowledge, this
is the first analytical account of the noncommutativity of
replica and large-time limit generating different scalings of
Rényi entropies.
Combined with the results of Ref. [62], our findings

suggest that the behavior of temporal entanglement after a
quantum quench is a dynamical chaos indicator; i.e., it
discriminates between integrable and chaotic dynamics.
Indeed, while Ref. [62] provided evidence for a generic
sublinear scaling of temporal entanglement in integrable
models, here we showed that it grows linearly in chaotic
systems (modulo some generiticity assumption on the
initial state). This scenario is in agreement with the

FIG. 20. Comparison between the growth of spatial and
temporal entanglement along the diagonal path for generic
unitary gates. The continuous lines report temporal entanglement
of unitary gates with different entangling power (normalized such
that p∈ ½0; 1�) while the dashed lines report the corresponding
state entanglement.
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characterization put forward in Ref. [133], which proposed
volume-law spatiotemporal entanglement as the defining
feature of quantum chaotic systems. From this point of
view, temporal entanglement seems to behave similarly to
the operator space entanglement of local operators
[16,134–136]—another conjectured dynamical chaos indi-
cator [71,72,137,138].
Our work opens several directions for future research.

An obvious one is to understand whether it is possible to
exploit our findings on the structure of the temporal
entanglement spectrum to devise efficient computational
schemes. In particular, the fact that influence matrices have
a large product-state component might be used to extract
information on the large-time dynamics of certain special
observables.
Another compelling question is to confirm our numerical

observation that the von Neumann entropy of the standard
influence matrix grows linearly in time for generic circuits,
but its growth is slower than that of regular state entangle-
ment. Because of the noncommutativity of large-time and
replica limits this cannot be achieved by a direct application
of the entanglement membrane approach. Indeed, in this
case the membrane approach can only describe higher
Rényi entropies and not von Neumann: one cannot perform
the analytic continuation. One possible strategy is to use the
approach developed here for dual-unitary circuits: decom-
pose the reduced density matrix as a convex combination
and use data processing inequality and convexity of the von
Neumann entropy to bound it.
Finally, a further avenue for future research is to assess

the performance of our generalized folding algorithm in
nonergodic systems, like nearly integrable ones, where the
temporal entanglement grows slowly. This could provide a
very efficient way to extract numerically linear transport
coefficients and, more generally, characterize nonlinear
transport in such systems. For instance, it could be applied
to the characterization of anomalous transport in integrable
systems with non-Abelian charges [139].
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APPENDIX A: MINIMIZATION OF THE
FREE-ENERGY TERM FOR HAAR

RANDOM CIRCUIT

Here we explicitly carry out the minimization of
F1;Yðt; t0Þ with respect to t0 using the random circuit line
tension in Eq. (71). We recall that, setting v1 ¼ −v2 in
Eq. (77), we have

F1;Yðt; r0Þ
≃ 4seqt

h
EH(v1ðr0Þ)

h
1 − r0 −

r
2

i
þ EHð0Þ

r0
2

i
; ðA1Þ

where

v1ðr0Þ ¼
rvγ

2 − r − 2r0
∈
�

r
2 − r − 2r0

vγ; vγ

�
; ðA2Þ

and we use r0 ¼ t0=t∈ ½0; r�. The expression of the free
energy in this case is

F1;Yðt; r0Þ − F2ðtÞ ≃ 2seqt½fEH(v1ðr0Þ) − EHð0Þgð1 − r0Þ
þ EH(v1ðr0Þ)ð1 − r − r0Þ�: ðA3Þ

We now solve this final minimization using the explicit
random circuit line tension EH. We set the r0 derivative of
the above expression to zero,

EHð0Þ − 2EHðv1Þ þ 2v1E0
Hðv1Þ ¼ 0; ðA4Þ

and find that the equation is solved for v1 ¼ vd, where

vd ≔
d − 1ffiffiffiffiffiffiffiffiffiffiffiffiffi
d2 þ 1

p : ðA5Þ

The derivative ∂r0F1;Yðt; r0Þ is negative for v1 ∈ ½0; vdÞ and
positive for v1 ∈ ðvd; 1�. So v1 ¼ vd is the minimal for
v1 ∈ ½0; 1�. However, since v1 ∈ ½ðr=2 − rÞvγ; vγ�, depend-
ing on the choice of r, the free energy falls into three cases:

min
r0 ∈ ½0;r�

F1;Yðt; r0Þ − F2ðtÞ

≃ 2seqt

8>><
>>:

r½EHðvγÞ − EHð0Þ� vγ ∈ ½0; vdÞ
r½EHðvdÞ vγ

vd
− EHð0Þ vdþvγ

2vd
� vγ ∈ ½vd; 2−rr vd�

ð2 − rÞEHð r
2−r vγÞ − EHð0Þ vγ ∈ ð2−rr vd; 1�:

ðA6Þ

To obtain S̄ð2ÞA ðγÞ, we further compare this minimum with
the free energy of decoupled configurations in Fig. 7, i.e.,
2seqtð1 − rÞEð0Þ from Eq. (76).
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We first note that

ð2 − rÞEH

�
r

2 − r
vγ

�
− EHð0Þ ≥ ð1 − rÞEHð0Þ; ðA7Þ

due to EðvÞ ≥ Eð0Þ. So for the case of vγ ∈ ðð2 − r=rÞvd; 1�
the Y-shaped configuration can never dominate. Physically,
the minimal for the Y shape here corresponds to taking
r0 ¼ 0, which represents two tilted sets of domain walls
meeting at the very bottom. Its free energy can always be
lowered if all the domain walls go down vertically.
Then we compare the expression for vγ ∈ ½vd; ð2 −

rÞvd=r� and 2seqtð1 − rÞEð0Þ. Setting

r

�
EHðvdÞ

vγ
vd

− EHð0Þ
vd þ vγ
2vd

�
≤ ð1 − rÞEHð0Þ; ðA8Þ

gives vγ ≤ ð2 − rÞv0d=r, where

v0d ≔
1

2

log d2þ1
2d

arctanhðvdÞ
: ðA9Þ

We have v0d ≤ vd and limd→∞ðv0d − vdÞ ¼ 0. For vd <
ð2 − rÞv0d=r to hold, we require r ≤ 2v0d=ðvd þ v0dÞ.
Finally, the case of vγ ∈ ½0; vdÞ. For the Y-shaped

configuration to dominate, we should have

r½EHðvγÞ − EHð0Þ� ≤ ð1 − rÞEHð0Þ: ðA10Þ

This requires r ≤ EHð0Þ=EHðvγÞ.
In summary, we conclude that Haar random circuits have

S̄ð2ÞA ðγÞ ≃ seqv
ð2Þ
TE;Ht; ðA11Þ

where

vð2ÞTE;H

¼

8>>>>>>>><
>>>>>>>>:

2r½EHðvγÞ−EHð0Þ� r≤ EHð0Þ
EHðvγÞvγ<vd

2ð1−rÞEHð0Þ r> EHð0Þ
EHðvγÞvγ<vd

2r
h
EHðvdÞvγvd−EHð0Þvdþvγ

2vd

i
r≤ 2v0d

vdþv0d
vγ≥vd

2ð1−rÞEHð0Þ r>
2v0d

vdþv0d
vγ≥vd:

ðA12Þ

APPENDIX B: RÉNYI ENTROPIES
IN DUAL-UNITARY CIRCUITS

In this appendix we present the detailed calculations
leading to the bounds on temporal higher Rényi entropies
discussed in Sec. VA.

1. Upper bound on temporal Rényi entropies
for generic quantum circuits

In this subsection we bound SðαÞA ðγÞ in terms of the norm
of the state hLγj. We begin by writing the Schmidt
decomposition of the state hLγj between the region A
and the rest Ā. Namely,

hLγjffiffiffiffiffiffiffiffiffiffiffiffiffiffiffihLγjLγi
p ¼

XminðdjAj;djĀjÞ

r¼1

ΛrhArjA ⊗ hBrjĀ; ðB1Þ

where fjAriAg and fjBriĀg are orthogonal states, while the
Schmidt values fΛrg fulfill

0 ≤ Λr ≤ � � � ≤ Λr−1;
XminðdjAj;djĀjÞ

r¼1

Λ2
r ¼ 1: ðB2Þ

The integer

n ¼ min f rjΛr ¼ 0g ðB3Þ

is referred to as the Schmidt rank of the state.
Next, we invoke the Eckart-Young theorem [115] to

bound from below the largest Schmidt value. To this end we
first recall the statement of the theorem
Theorem 1 (Eckart-Young).—The scalar product of an

unnormalized state jΦni of Schmidt rank n over the
bipartition BB̄ and a normalized state jΦki with rank
k < n fulfills the following lower bound,

jhΦnjΦkj ≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiXk
j¼1

Λ2
j

vuut ; ðB4Þ

where fΛrg are the Schmidt values of jΦni. The state
saturating the bound is unique up to a global phase and
reads as

jΦ�
ki ¼

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
k
j¼1 Λ2

j

q Xk
r¼1

ΛrjariB ⊗ jbriB̄; ðB5Þ

where fjariBg and fjbriB̄g are sets of orthogonal states.
This formulation of the Eckart-Young theorem can be

directly proven using the von Neumann trace inequal-
ity [140].
Using Theorem 1 we have that the largest Schmidt value

Λ1 of any state jΦni fulfills

Λ1 ≥ jhΦnjΦ1i; ðB6Þ

for any normalized product state jΦ1i. Specializing the
theorem to our case, we consider a bipartition of the 2t sites
in τA on the top and τĀ ¼ 2t − τA on the bottom halves.

TEMPORAL ENTANGLEMENT IN CHAOTIC QUANTUM CIRCUITS PHYS. REV. X 13, 041008 (2023)

041008-25



In particular, we fix

τA
2t

≡ r; ðB7Þ

and consider the following product state in this bipartition,

hL̃j ¼ h○j⊗τA ⊗ hLγĀ
j; ðB8Þ

where γĀ is the second part of the path γ, which comprises
τĀ steps. Using only the unitarity of the gates, it is
immediate to see that the scalar product of the state with
τA j○i states leads to a cancellation of the first τA diagonal
rows. Namely,

ðB9Þ

So that we find

Λ1 ≥
hLγjL̃iffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

hLγjLγihL̃jL̃i
q ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hLγĀ

jLγĀ
i

hLγjLγi

s
: ðB10Þ

This gives

max
A

Sð∞Þ
A ðγÞ ¼ − logΛ2

1 ≤ log
hLγĀ

jLγĀ
i

hLγjLγi
: ðB11Þ

Next, we use the known inequality [141],

SðαÞðρÞ ≤ α

α − 1
Sð∞ÞðρÞ; α > 1; ðB12Þ

fulfilled by the function in Eq. (62), to obtain Eq. (98).

2. Norm of hLγjLγi for dual-unitary circuits

Here we compute hLγjLγi in the special case of dual-
unitary circuits. Using the dual-unitarity relations for
double gates,

ðB13Þ

one can easily show that

ðB14Þ

where we introduced the diagonal path [cf. Eq. (56)],

γlc ¼ fþ;þ; � � � ;þg; ðB15Þ
with length τ ¼ ð1þ vγÞt and denoted by N τ the norm
of hLγlc j.
We now observe that the latter quantity is directly related

to spatial entanglement. Indeed, computing the purity of the
regular density matrix ρAðtÞ [cf. Eq. (24)] and choosing
A ¼ ½t − x;∞�, we find

PðtÞ ¼ 1

d2t
N 2t: ðB16Þ

Combining this equation with Eqs. (B14), (B11), and (B12)
we recover the bound in Eq. (94).

APPENDIX C: LINEAR GROWTH OF
TEMPORAL ENTANGLEMENT ENTROPY

IN DUAL-UNITARY CIRCUITS

In this appendix we present the detailed calculations
leading to the bound on temporal entanglement entropy
discussed in Sec. V B.

1. Reduction

Consider a generic bipartition of a state Lγ, γ ¼ γA ○ γĀ:

ðC1Þ

FOLIGNO, ZHOU, and BERTINI PHYS. REV. X 13, 041008 (2023)

041008-26



Now we observe that, since the entanglement is invariant
under local unitary transformations, the entanglement
between A and and Ā is not changed by the transformation,

hLγj ↦ hLγjðU†
A ⊗ U†

Ā
Þ; ðC2Þ

for any unitary matrices UA and UĀ acting, respectively,
only in A and Ā. We consider the transformations UA and
UĀ removing the largest number of gates; in the example
shown in Eq. (C1), this corresponds to

ðC3Þ

where ia=ja correspond to the ath digit of i=j in base d2.
The corresponding hLγ0 j state has the following form,

ðC4Þ

where we highlighted the new paths γ0A and γ 0̄A forming the
edge of hLγ0 j. This new state has now effectively τA ¼
jAjð1þ vAÞ=2 sites in the bipartition jAj, since the remain-
ing product bullet states are disentangled with the rest.

2. Evaluation of pk
Let us evaluate hLγ0 jPkjLγ0 i in order to compute

Eq. (114). We are considering states hLγ0 j as the one shown
in Eq. (C4), corresponding to a path (we ignore the bullet
states disentangled from the rest),

γ0 ¼ fþ;þ; � � � ;þg|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
τA

○ f−;−; � � � ;−g|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
jĀjð1−vĀÞ=2

○ fþ;þ; � � � ;þg|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
jĀjð1þvĀÞ=2

; ðC5Þ

of total length τA þ jĀj.
Graphically, it is easy to see that, using the unitarity of

the gates, any scalar product of the type hLγjðj○i⊗xÞ, where
the x bullet states are applied from the top, deletes the first x
main diagonal of the state hLγj:

ðC6Þ

ðC7Þ

where with γnx we indicate the path γ, where the first x
jumps have been deleted. Using the definition of the
projectors Pk in Eq. (108), we then find

hLγ0 jPkjLγ0 i
¼ hLγ0nτA−kjLγ0nτA−ki − hLγ0nðτA−kþ1ÞjLγ0nðτA−kþ1Þi; ðC8Þ

for k > 0, and

hLγ0 jP0jLγ0 i ¼ hLγ0nτA jLγ0nτAi: ðC9Þ

Finally, using Eq. (B14) and the shape of γ0 in Eq. (C5),
we find

hLγ0 jPkjLγ0 i ¼ N jĀjð1þvĀÞ=2þk −N jĀjð1þvĀÞ=2þk−1;

hLγ0 jP0jLγ0 i ¼ N jĀjð1þvĀÞ=2: ðC10Þ

Using again Eq. (B14), we also have

hLγ0 jLγ0 i ¼ N ð1þvγÞt; ðC11Þ

where we used the fact that

jAj 1þ vA
2

þ jĀj 1þ vĀ
2

¼ 1þ vγ
2

2t: ðC12Þ

Finally, usingAssumption 1, we find the asymptotic scaling,

hLγ0 jPkjLγ0 i ∼ C > 0; ðC13Þ

hLγ0 jP0jLγ0 i ∼ CjĀj 1þ vĀ
2

> 0; ðC14Þ

hLγ0 jLγ0 i ∼ Cð1þ vÞt; ðC15Þ
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which, putting back in the definition of pk in Eq. (114),
gives

pk ¼
8<
:

1
ð1þvγÞt k ≠ 0

jĀjð1þvγĀ Þ
2ð1þvγÞt k ¼ 0

; ðC16Þ

in the main text we considered a coarse grained constant
slope for the path γ, which corresponds to the substitution,
in Eq. (C16), vγA ¼ vγĀ ¼ vγ , that leads to Eq. (118).

3. Entropy of the state jLki
via membrane approach

In this appendix we use the entanglement membrane
approach to compute the second Rényi entropy of the state
in Eq. (119) which we call hLkj and repeat the expression
here:

ðC17Þ

The projector (black box) is 1d2 − j○ih○j. By using
the dual-unitary property, the action of the j○ih○j is
equivalent to replacing the left boundary state via a solvable
EPR state:

ðC18Þ

Therefore this is the part to be projected out. We decom-
pose the initial state on the bottom left of the diagram into a
component of the solvable state (EPR state) and a remain-
der term (box state):

ðC19Þ

From Eq. (C18), hLkj can be simplified to

ðC20Þ

We then closely follow the discussion of Sec. IV B. The
evaluation follows exactly as in Eq. (69) when the state hLγj
is replaced by hLkj; namely,

Sð2ÞðjLkiÞ ¼ F1ðxÞ − F2ðxÞ; ðC21Þ

with

F1ðxÞ ¼ − logðtrA½trĀðjLkihLkjÞ2�Þ; ðC22Þ

and

F2ðxÞ ¼ −2 log trðjLkihLkjÞ: ðC23Þ

Here A is the subsystem formed by the top τA sites (of
which the top τA − k sites are decoupled product states
though, so it is as if A contained only k sites for what
concerns entanglement calculations).
The calculation follows the same lines as the one

outlined in Sec. IV B with one main difference: since
the square state

ðC24Þ

in the bottom left corner of jLki is orthogonal to the loop
state j○i, its fourfold copy is orthogonal to the identity
permutation in S4. This means that the optimal domain-wall
configurations are not those reported in Fig. 7 but, instead,
look like those reported in Fig. 22. This gives

F1ðxÞ ¼ F2ðxÞ þ 2 minðk; jĀjÞ log d; ðC25Þ

where we used that for dual-unitary circuits the line tension
is equal to one. Plugging in Eq. (C21) and using the
monotonicity in α of the Rényi entropies we arrive
at Eq. (123).
In Fig. 21, we checked the validity of Eq. (123), by

comparing the maximum value of Sð1ÞðρkÞ as a function of
l≡ kþ jĀj (i.e., the number of sites defining the corre-
sponding Hilbert space) for vγ ¼ 1. From the membrane
theory [cf. Eq. (123)] we expect an asymptotic growth of
the peak to be equal to

sup
k;

kþjĀj¼const

minðk; jĀjÞ logðd2Þ ¼ kþ jĀj
2

logðd2Þ

¼ l logðdÞ: ðC26Þ

This prediction agrees with the data for the higher values of
the entanglement power p. For lower values of the
entangling power we expect the asymptotic form to arise
at larger system sizes. The growth rate of the sup in
Eq. (C26) is actually a necessary and sufficient condition
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for the validity of Eq. (123). This is because, using the
positivity of mutual information one has:

jSðρðlÞk Þ − SðρðlÞk−1Þj ≤ logðd2Þ; ðC27Þ

where we stressed for clarity that here we consider a density
matrix with l sites and a bipartition (on which entangle-
ment is defined) with k;l − k sites. Combining Eq. (C27)
with Eq. (C26), one must have

SðρlkÞ ¼ minðk;l − kÞ logðd2Þ þ oðkÞ þ oðlÞ; ðC28Þ

which is indeed Eq. (123).

APPENDIX D: ASYMPTOTIC BEHAVIOR OF PðtÞ
UNDER RANDOM DUAL-UNITARY GATES

In this appendix we characterize the asymptotic behavior
of the purity in dual-unitary circuits with random local

gates. In particular, following Ref. [77] we consider local
gates of the form

uþðτ; xÞ ⊗ u−ðτ; xÞ ·U · vþðτ; xÞ ⊗ v−ðτ; xÞ; ðD1Þ

whereU is a fixed two-site dual-unitary gate and u�; v� are
random single-site matrices ∈UðdÞ distributed independ-
ently in the space-time. In this setting, Ref. [77] proved
that if

pðUÞ ≥ d2 − 1

d2

�
1 −

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2dþ 2

p
�

ðD2Þ

[cf. Eq. (12)], then

dxEu½Pðx=2Þ� ≤ Aþ Bx; A; B ≥ 0; ðD3Þ

where Eu½·� is the average over u drawn from the full
U⊗4LtðdÞ group (Haar average).
Here we want to show that for nonsolvable states

dxEu½Pðx=2Þ� is bounded by a linearly growing function
also from below. Namely,

dxEu½Pðx=2Þ� ≥ Cx: ðD4Þ

Defining the convenient auxiliary quantity,

Mx ¼ dxPðx=2Þ − dx−1Pðx=2 − 1=2Þ; ðD5Þ

our goal is to show

lim
x→∞

Eu½Mx� ¼ Eu½M∞� > 0: ðD6Þ

This proves Assumption 1 in the random dual-unitary
setting.
First, we note that Eu½Mx� can be related to the function

Qx—introduced in Eq. (85) of Ref. [77]—as follows:

Eu½Mx� ¼ dx
c − 1ffiffiffiffiffiffiffiffiffiffiffiffiffi
d2 − 1

p Qx: ðD7Þ

Here the parameter c is defined in terms of the initial state
matrix m [cf. Eq. (15)]:

c ¼ 1

d
tr½ðmm†Þ2�∈ ½1; d�: ðD8Þ

In particular, the value c ¼ 1 corresponds to a unitary initial
state matrix m, i.e., a solvable initial state. In this case,
noting that Qx is finite for c ¼ 1, Eq. (D7) gives Mx ¼ 0.
This is the expected result for solvable states: the norm of
hLγj is equal to one and its increment Mt� is zero. From
now on we consider c > 1 and argue that in this case
Eu½Mx� is always strictly larger than zero.

FIG. 21. Entanglement entropy for the matrix ρk, obtained by
maximizing the value over all possible choices of k, keeping τ ¼
jĀj þ k fixed, for generic dual-unitary gates of different entan-
gling power, local Hilbert space dimension d ¼ 2, and vγ ¼ 1.

(a) (b)

FIG. 22. Domain-wall configuration giving the leading con-
tribution to Eq. (C22). (a) When k < jAj, the two domain walls
(14)(23) split into four domain walls ð12Þð34Þ × ð13Þð24Þ. Two
of them go to the left to contract with the orthogonal states. The
other two (12)(34) go to the right and cancel with the two domain
walls at the interactions of A and Ā. (b) The domain walls at the
tip do not split. They go to the left to contract with the orthogonal
states.
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We begin by noting that a direct application of Eq. (86)
of Ref. [77] gives

Eu½Mx� ¼ Eu½M�x0 þ
Xx

i¼x0þ1

Si: ðD9Þ

Here we introduced

Sx ¼ dx
c − 1ffiffiffiffiffiffiffiffiffiffiffiffiffi
d2 − 1

p Rx; ðD10Þ

where Rx is the function defined in Eq. (87) of Ref. [77].
Next, using Eq. (103) of Ref. [77] we conclude

jSxj ≤ Aax; ðD11Þ

where p is the entangling power of U [cf. Eq. (12)] and we
introduced

λ ¼ ð1 − pÞ2 þ p2

d2 − 1
; ðD12Þ

a ¼ dþ c
dþ 1

dλ; ðD13Þ

A ¼ ðc − 1Þ2
ðdþ cÞ2

dþ 1

d − 1

ffiffiffiffiffiffiffiffiffiffiffiffiffi
d2 − 1

d2λ3

s
: ðD14Þ

For high enough values of the entangling power,

p > p̄ðdÞ ¼ d2 − 1

d2

�
1 −

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2dþ 2

p
�
; ðD15Þ

it is immediate to verify that a < 1 for any value of c in the
range ½1; d�, which allows us to find an upper bound for
Eu½Mx�. Namely,

Eu½Mx� ≤ Eu½Mx0 � þ
X
i

jSij

≤ Eu½Mx0 � þ
A

1 − a
ax0þ1: ðD16Þ

This bound was first presented in Ref. [77]. Our goal here is
to bound Eu½Mx� also from below, showing that it is always
strictly larger than 0. To this end we combine Eqs. (D9),
(D11), and the triangle inequality to write

Eu½Mx� ≥ Eu½Mx0 � −
X
i

jSij

≥ Eu½Mx0 � − A
ax0þ1 − axþ1

1 − a
: ðD17Þ

For p fulfilling the bound (D15) one has a < 1. This
implies that, if we find an x0 such that

Eu½Mx0 � > A
ax0þ1

1 − a
; ðD18Þ

then

lim
x→∞

Eu½Mx� ¼ Eu½M∞� > 0: ðD19Þ

In order to get some intuition it is useful to consider two
limiting cases. First, we fix the values of x, p, d, and restrict
ourselves to a neighborhood of the solvable case, which
corresponds to c ¼ 1. We choose the neighborhood to be
small compared to the other parameters, so that we can treat
everything perturbatively around the lowest nontrivial order
of the solvable case:

c∈ ½1; 1þ ϵ�; ϵ ≪
1

x
; 1 − a: ðD20Þ

In this situation, it is easy to see that

Eu½Mx� ¼ Oðc − 1Þ; A ¼ O½ðc − 1Þ2�; ðD21Þ

which immediately imply the validity of condition (D18) if
c ≠ 1. This shows that some properties of the solvable case
are not stable under perturbations.
The other useful limit is d ≫ 1, which makes the

expressions (D14) and (D13) much easier to handle. We
consider Eu½M4� at leading order in d, expanded at the first
relevant order for 1 − p. We consider gates with entangling
power close to the one of the Hadamard gate, or larger,
meaning that

1 − p ⪅ Oðd−1Þ: ðD22Þ

The asymptotic expression at the lowest relevant order is

Eu½M4� ¼ ðc − 1Þ½1þ cð1 − pÞ� > ðc − 1Þ
¼ Oðd0Þ: ðD23Þ

Expanding Eqs. (D14) and (D13), we find

A ¼ ðc − 1Þ2
ðdþ cÞ2

d3

½ð1 − pÞ2d2 þ 1�3=2 ⪅ Oðd3Þ; ðD24Þ

a ¼ dþ c
d

ð1 − pÞ2d2 þ 1

d
¼ Oðd−1Þ: ðD25Þ

Putting together everything in condition (D18), we see
the left-hand side is Oðd0Þ and the right-hand side is
Oðd−2Þ, so the condition is respected. Finally, to address
the general case, we compute Eu½Mx0 � numerically for a
high value of x0, showing that the bound (D18) holds for a
nontrivial interval of entangling powers.
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In particular, we consider the case d ¼ 2. In this case, the
values of the entangling power p fulfilling the bound (D15)
are given by

2

3
> p > p̄ð2Þ ≈ 0.4438; ðD26Þ

where we used that for d ¼ 2 the maximal attainable value
of p is 2=3 [77].
Computing Eu½Mx� for x ¼ 20, we verify the inequality

(D18) holds for any c if we pick p in the interval

2

3
> p ≥ n̄ ≈ 0.47660548: ðD27Þ

Note that, to verify the equality for p close to p̄ðdÞ one
would need to consider arbitrarily large values of x0. Indeed
the denominator ð1 − aÞ−1 diverges at p ¼ p̄ðdÞ. As an
example, we show in Fig. 23 the value of Aax0þ1=ð1 − aÞ
versus Eu½Mx0 �, for x0 ¼ 20 as a function of c.

APPENDIX E: PARAMETRIZATION
OF DUAL-UNITARY GATES FOR
NUMERICAL EXPERIMENTS

To produce the data presented in plots involving dual
unitary gates (i.e., Figs. 8–14), we parametrized the gates as
in Eq. (D1), with fixed one-site unitaries u�; v�:

uþ ¼
�

0.204 − 0.971i −0.108 − 0.068i

0.125þ 0.0254i −0.524þ 0.842i

�
; ðE1Þ

u− ¼
� −0.279 − 0.921i 0.238þ 0.132i

−0.272þ 0.017i −0.649þ 0.710i

�
; ðE2Þ

vþ ¼
�−0.025 − 0.367i −0.921 − 0.127i

0.908 − 0.202i 0.005þ 0.368i

�
; ðE3Þ

v− ¼
�
0.380 − 0.321i 0.436þ 0.750i

0.807þ 0.318i 0.260 − 0.424i

�
; ðE4Þ

and two-site dual-unitary given by

UðpÞ ¼

0
BBB@

e−iJðpÞ 0 0 0

0 0 −ieiJðpÞ 0

0 −ieiJðpÞ 0 0

0 0 0 e−iJðpÞ

1
CCCA; ðE5Þ

where

JðpÞ ¼ arcsin

� ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 −

3p
2

r �
; ðE6Þ

and p∈ ½0; 1�. Using the definition of entangling power in
Eq. (12) one can immediately verify that

p½UðpÞ� ¼ p: ðE7Þ

APPENDIX F: RECURRENCE RELATION
FOR hLγjLγi

In this appendix we consider the Haar averages in
Eq. (130). A doubly folded averaged unitary is projected
on two-dimensional local vector space, spanned by the
normalized vectors

j○2i ¼
j1i
d

; j□2i ¼
jð12Þi
d

; ðF1Þ

where jð12Þi; j1i refer to the permutation vectors repre-
sented in Fig. 6(a).
Moreover, a Haar averaged unitary gate fulfills the

following relations:

ðF2Þ

Here, we choose a specific normalization for the initial state
such that

FIG. 23. Eu½Mx0 � and Aðax0þ1=1 − aÞ versus c for x0 ¼ 20,
p ¼ n̄, and d ¼ 2. Note the linear and quadratic growth around
c ¼ 1 according to Eq. (D21).
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ðF3Þ

We can define the quantity

ðF4Þ

with y ≤ xþ 1. It is immediate to see that

hLγtþ1
jLγtþ1

i ¼ At;tþ1: ðF5Þ

Using Eqs. (F2) and (F3), one finds the following recur-
rence relations:

Ax;y ¼

8>>><
>>>:

d2

d2þ1
ðAx−1;y−1 þAx;y−1Þ y ¼ xþ 1

d2

d2þ1
ðAx−1;y þAx;y−1Þ 0 < y ≤ x

ð 2d2

d2þ1
Þx y ¼ 0:

ðF6Þ

The treatment for the average hLγjjLγ=2i ⊗ jLγ=2i is
similar: the average corresponds to the diagram

ðF7Þ

The top diagram can be expressed again with recursive
relation, defining the quantity Bx;y:

ðF8Þ

which fulfills

Bx;y ¼

8>><
>>:

d2

d2þ1
ðBx−1;y−1 þ Bx;y−1Þ y ¼ x

d2

d2þ1
ðBx−1;y þ Bx;y−1Þ y < x

1 y ¼ 0:

ðF9Þ

Equation (130) can then be expressed in terms of these
quantities as (assuming a generic bipartition of the temporal
state at time t in t ¼ t1 þ t2)

r̄t ¼
Bt1;t1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
At2;t2þ1

pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
At;tþ1At1;t1þ1

p : ðF10Þ

Interestingly, we can map the recurrence relation (F6) in
a different problem. First, we slightly change normalization
by defining

Ax;y ¼ Ãx;y

�
d2

d2 þ 1

�
xþy

; ðF11Þ

then the quantity Ãx;y can be thought of as the number of
paths connecting the two black dots in the following grid,
without crossing the dashed line y ¼ xþ 2 and in the
minimum number of steps:

ðF12Þ

Each path gains a weight 1þ 1=d2 every time it touches the
top boundary and a factor 2 for every crossed red link of the
bottom boundary. To compute the asymptotic scaling of
this quantity we can ignore the 1þ 1=d2 weight, which
does not change the scaling for d large enough, since the
number of paths touching the top boundary exactly p times
is exponentially suppressed in p with respect to the total
number of paths, which balances the�

d2 þ 1

d2

�
p

ðF13Þ

weight (this holds for d > 1). This statement can be made
more precise using Theorem 2 of Ref. [142]. It is possible
to show then that the number of paths touching the
boundary p times is the following (the convention is to
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set a binomial coefficient to 0 if the top argument is lower
than the bottom one, or the latter is < 0):�

xþ y − p
x

�
−
�
xþ y − p
xþ 2

�
; ðF14Þ

so that, considering the appropriate weight for these paths,
and setting x ¼ y − 1 ¼ t (we ignore the weights for the
red links on the bottom for the sake of this argument), the
total is

Xt

p¼0

��
2tþ 1 − p

t

�
−
�
2tþ 1 − p

tþ 2

���
1þ 1

d2

�
p
: ðF15Þ

Studying the asymptotic scaling of this sum (using the
Stirling formula and approximating the sum with an
integral, expanded around the maximum), we can see
the scaling at leading order in t is unaffected as long as
d > 1. We can call an the number of paths connecting ðx; yÞ
to ðn; 0Þ, then we can write

Ãx;y ∼
Xx
n¼0

ðan − anþ1Þ2n; ðF16Þ

with

an ¼

8>><
>>:

ðxþy−n
x−n Þ − ðxþy−n

xþ3
Þ 0 ≤ n ≤ x; n ≤ y − 3

ðxþy−n
y Þ 0 ≤ n; n ≥ y − 2

0 n < 0; n > x:

ðF17Þ

In particular, we can rewrite Eq. (F10) as

Xx
n¼0

ðan − anþ1Þ2n ¼ a0 þ
Xx
n¼1

an2n−1; ðF18Þ

and find an asymptotic expression for an using Stirling’s
formula [we take ðx; yÞ ¼ ðt; tþ 1Þ]:

an2n−1∼
1

2
f

�
n
t

�
;

fðzÞ ¼ 2ztffiffiffiffiffiffiffi
2πt

p ð2− zÞð2−zÞt
ð1− zÞð1−zÞt

�
6

t
þ 2z− z2þO

�
z
t

��
: ðF19Þ

Finally, we can estimate the sum in Eq. (F18) with an
integral, computed with the saddle point approximation:

Xt

n¼1

an2n−1 ¼ O

�
t
Z

∞

0

fðzÞdz
�
: ðF20Þ

We expand log½fðzÞ� around its minimum z0, at the leading
orders in t:

z0¼
ffiffiffi
2

t

r
−
11

4t
þo

�
1

t

�
;

d logðfÞ
dz






z¼z0

¼O

�
1ffiffi
t

p
�
;

d2 logðfÞ
dz2






z¼z0

¼−tþoðtÞ;

log½fðz0Þ�¼ t logð4Þ− logðtÞþ1

2

�
log

�
4

π

�
−1

�
: ðF21Þ

Using the saddle point approximation, for large t we find

Z
∞

0

fðzÞdz ∼ 4t

t−3=2
2ffiffiffiffiffi
eπ

p
Z

∞

−
ffiffi
2

p e−x
2=2dx; ðF22Þ

which gives

At;tþ1 ¼ O

��
2d2

d2 þ 1

�
2t

t−1=2
�
: ðF23Þ

We can compute Bt;t with a similar approach: in this case
we need to consider the paths connecting a point ðx; yÞ to
the origin without crossing the line x ¼ yþ 1. As before,
we approximate this quantity by ignoring the weights
obtained touching the top boundary 1þ 1=d2. We can
then write

Bx;y ¼ O

��
d2

d2 þ 1

�
xþy Xx

n¼0

bn

�
d2 þ 1

d2

�
n
�
; ðF24Þ

where bn is the number of paths connecting ðx; yÞ to ðn; 1Þ:

bn ¼

8>><
>>:
ðxþy−n−1

y−1 Þ− ðxþy−n−1
xþ1

Þ 0≤ n≤ x;n≤ y− 2

ðxþy−n−1
y−1 Þ 0≤ n≤ x;n≥ y− 1

0 n< 0;n > x:

ðF25Þ

As before, we estimate the sum (F24) with an integral, in
the case ðx; yÞ ¼ ðt; tÞ:

Bt;t ¼ O

�
t
Z

∞

0

gðzÞdz
�
;

g

�
n
t

�
∼ bn

�
d2 þ 1

d2

�
n

;

gðzÞ ¼
�

d2

d2 þ 1

�
zt 1

t
ffiffiffiffiffiffiffi
2πt

p ð2 − zÞð2−zÞt
ð1 − zÞð1−zÞt ½4þ 2zþOðz2Þ�:

ðF26Þ

The difference with the previous case is that g0ðzÞ ≠ 0 in the
domain we are interested in, as long as d > 1. The
maximum value attained is gðz ¼ 0Þ; thus we can estimate
the integral expanding logðgÞ around z ¼ 0 at first order,
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Z
∞

0

gðzÞdz ∼ g2ð0Þ
g0ð0Þ ¼ Oð4tt−5=2Þ; ðF27Þ

finding the scaling

Bt;t ¼ O
��

2d2

d2 þ 1

�
2t

t−3=2
�
: ðF28Þ

Plugging Eqs. (F23)–(F28) into Eq. (F10), we find

r̄t ¼ Oðt−5=4Þ: ðF29Þ
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Chapter 4

Quantum information spreading

in generalized dual unitary

4.1 Summary

In this work, we consider a class of circuits introduced in [66] which obey

a strictly weaker condition than dual unitarity. We compute exactly two

quantities that characterize the spreading of information in the system:

the entanglement velocity (from a special class of solvable states) and the

butterfly velocity. We also show the explicit expression of the line tension

mentioned in Sec. 1.3, using it to re-derive the two previous velocities.

The shape of the line tension obtained is extremal meaning that is the

smallest possible one, after fixing the entanglement and butterfly velocity,

which pin its value at v = 0 and v = 1, respectively, and it is in general

non-constant, differing in this from dual unitary circuits. Moreover, we

show that the weakened condition on the gates forces the entanglement

spectrum to be flat.
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We study the spreading of quantum information in a recently introduced family of brickwork quantum
circuits that generalizes the dual-unitary class. These circuits are unitary in time, while their spatial
dynamics is unitary only in a restricted subspace. First, we show that local operators spread at the speed of
light as in dual-unitary circuits, i.e., the butterfly velocity takes the maximal value allowed by the geometry
of the circuit. Then, we prove that the entanglement spreading can still be characterized exactly for a family
of compatible initial states (in fact, for an extension of the compatible family of dual-unitary circuits) and
that the asymptotic entanglement slope is again independent on the Rényi index. Remarkably, however, we
find that the entanglement velocity is generically smaller than 1. We use these properties to find a closed-
form expression for the entanglement-membrane line tension.
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In recent years, quantum circuits have emerged as useful
effective models to understand generic quantum many-
body dynamics [1–13], and as concrete platforms for
quantum simulation [14–24]. From a theoretical point of
view their most appealing feature is that, contrary to generic
many-body systems in continuous time, their dynamics are
sometimes amenable to analytical descriptions. This is
particularly significant in light of the current lack of
computational approaches able to efficiently characterize
out-of-equilibrium quantum matter.
The approaches to obtain analytical insights in quantum

circuits can be divided in two groups. The first involves
introducing a certain degree of randomness in the system to
simplify treatment [2,5,25]. This approach is inspired by
random matrix theory [26] and has its most representative
example in Haar-random circuits [2], which led to several
important results on operator dynamics and information
spreading [2–6,9–11,25,27–36]. The second route, instead,
is to derive exact results for special classes of systems
obtained by imposing certain conditions on the elementary
quantum gates without affecting the nature of the dynamics
[8,37–42]. The appeal of this second approach is that it is
arguably more fundamental—it allows one to study truly
closed quantum many-body systems—and its most repre-
sentative example is that of dual-unitary (DU) circuits [8].

Importantly, the latter are not artificial theoretical abstrac-
tions: they can implement standard Floquet dynamics, e.g.,
the kicked Ising model [7,43], and have been implemented
in real-world quantum computers [44,45].
The defining property of DU circuits is that their

local gates remain unitary upon exchanging the roles
of space and time. This gives access to measures of
quantum information spreading and operator growth that
are notoriously hard to compute in general; see, e.g.,
Refs. [7,43,46–59]. Despite their solvability, DU circuits
are provably quantum chaotic [3,60] and display almost
generic dynamics. The only macroscopic effect of dual
unitarity is that it enforces maximal velocity for the
spreading of quantum correlations. Specifically, in DU
circuits both the velocity characterizing operator spreading
and the entanglement velocity of any state are equal to the
speed of light [46,50,51]. In fact, the second property
implies conversely the dual unitarity [61].
The fact that both scrambling and thermalization occur at

the fastest possible rate in DU circuits leaves a distinct mark
on the dynamics of quantum information. This is true even at
the coarse-grained levelwhere quantum information spread-
ing is described by the so-called entanglement membrane
[29,35,36] (see also [62,63]). DU circuits have been shown
to exhibit an extremal, constant membrane line tension [29],
rather than the general convex function observed numeri-
cally in generic systems [29], where scrambling and ther-
malization occur at different, submaximal rateswith the only
constraint that the former occurs before the latter. The
natural question is then whether the dual unitarity condition
can somehow be weakened, leading to a more generic, yet
solvable, quantum information flow.
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In this Letter we address this question by characterizing
the dynamics of quantum information in a class of “hier-
archical generalizations” ofDUcircuits recently proposed in
Ref. [64]. The idea is to construct a hierarchy of increasingly
weaker conditions, with dual unitarity being at the bottom as
the strongest one. Here, we consider the second level of the
hierarchy, DU2 from now on, and find the following results.
First, the operator-scrambling velocity continues to be equal
to 1 (in fact we show that this is true for all levels of the
hierarchy). Second, the entanglement velocity is still inde-
pendent of the Rényi index and can still be computed
exactly. It is, however, generically submaximal; we interpret
this by noting that the dual dynamics of the gate is propor-
tional to an isometry. This constrains the exchange of
correlations between different parts of the system and,
ultimately, reduces the entanglement growth. Finally, we
recover these results by computing the entanglement mem-
brane of DU2 and finding that it has nontrivial line tension.
To the best of our knowledge the one provided here is the
first explicit expression of a nonconstant line tension derived
in a clean, interacting system.
More specifically, we consider a one-dimensional quan-

tum circuit, made of 2L sites of qudits (quantum systems
with d internal states), with a discrete, local unitary evo-
lution. Neighboring sites are by definition at distance of 1=2
apart, and their positions, labeled by half-integers, take
periodic values on a ring of length L (0≡ L). A single time
step is determined by the unitary operator U ¼ UeUo with

Ue ¼ ⊗
x∈ZL

Ux;xþ1=2; Uo ¼ ⊗
x∈ZL

Ux−1=2;x: ð1Þ

Ua;b is a two site unitary gate that acts on sites a, b.
We consider a subclass of unitary gates fulfilling the

DU2 conditions [64]. These can expressed by defining a
spacetime-swapped gate Ũ as hkljŨjiji ¼ hljjUjkii. In
terms of these gates the DU2 condition becomes (cf. Fig. 1)

�
Ũ ⊗ 1d

��
1d ⊗ ŨŨ†��Ũ† ⊗ 1d

� ¼ ŨŨ† ⊗ 1d;�
1d ⊗ Ũ

��
ŨŨ† ⊗ 1d

��
1d ⊗ Ũ†� ¼ 1d ⊗ ŨŨ†; ð2Þ

where 1x is the identity on a space of dimension x. This
property is satisfied for DU gates where Ũ is unitary;

however, it admits also families of non-DU solutions [64].
Note that Eq. (2) implies the validity of the analogous
relations with Ũ† and Ũ exchanged [64].
Let us begin computing the speed of operator spreading,

i.e., the “butterfly velocity” vB. The latter can be quantified
by looking at the following OTOC

Oαβðx; tÞ ¼ 1 −
1

d2L
tr
�
σðαÞ0 ðtÞσðβÞx ð0ÞσðαÞ0 ðtÞσðβÞx ð0Þ�; ð3Þ

where fσðαÞgα¼1;…d2−1 are a basis for local traceless
hermitian operators [65]. In chaotic systems, this out-of-
time-order correlator (OTOC) approaches asymptotically 1
for jxj ≤ vBt, and 0 otherwise. In particular, Haar-random
circuits have vB ¼ ðd2 − 1Þ=ðd2 þ 1Þ [4,6], while DU
circuits vB ¼ 1 [46,47]. Note that the latter is the largest
possible vB because the strict causality encoded in Eq. (1)
assures Oαβðx; tÞ ¼ 0 for jxj > t.
To compute vB we use the strategy of Refs. [46,47].

Namely, we compute the limit x; t → ∞ with x− ¼ t − x
fixed: if Oαβðx; tÞ is nonzero in this limit we have vB ¼ 1

otherwise vB < 1 [66]. The limit is conveniently computed
writing 1 −Oαβðx; tÞ in terms of a suitable transfer matrix
and expressing its asymptotic scaling in terms of the
transfer-matrix fixed points. This procedure becomes par-
ticularly transparent by introducing a diagrammatic repre-
sentation, similar to the one used in tensor networks, where
one depicts single local gates as boxes with legs corre-
sponding to the qudits they act on; see, e.g., [8,43,47]. In
particular, since here we are interested in multireplica
quantities we consider a graphical representation of
“folded” quantum gates, i.e., tensor products of n replicas
of U and its conjugate,

ð4Þ

The Hilbert spaces associated to each leg have dimension
dn. For jxj < t one can express the quantity of interest in
terms of (4) as follows [67]:

(a) (b) (c)

FIG. 1. Graphical representations of unitarity (a), compatibility relations for the initial state [cf. Eq. (15)] (b), and DU2 conditions
[cf. Eq. (2)] (c).
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ð5Þ

Here, x� ¼ t� x, joined legs imply matrix product, and we
introduced a graphical representation for two different
index contractions that can be seen as states in the
replicated Hilbert space, i.e.,

j◯i ¼
Xd
ik¼1

ji1i1…inini; j□i ¼
Xd
ik¼1

jini1i1…ini; ð6Þ

where we used the shorthand notation ji1i2…i2ni≡
ji1i ⊗ ji2i ⊗ � � � ⊗ ji2ni. These states are neither ortho-
gonal nor normalized and one has h◯j□i ¼ d and h◯j◯i ¼
h□ j□i ¼ dn Similarly we set

j⬤αi¼ðαðαÞ⊗1dÞ⊗nj◯i; j■βi¼ðαðβÞ⊗1dÞ⊗nj□i: ð7Þ

For the sake of compactness, we suppressed the n depend-
ence from the lhs of Eqs. (6) and (7) because in the
diagrams the value of n is specified in the gates.
From the diagram (5) we see that 1 −Oαβðx; tÞ is

written as

1 −Oαβðx; tÞ ¼
1

dx−
h□…■βjTxþ

x− j⬤α…◯i; ð8Þ

where we introduced

ð9Þ

This matrix has maximal eigenvalue 1 fixed by unitarity
[46,47]. Therefore, in the limit of interest we can replace it
by

P
i jriihlij=hlijrii in Eq. (8), where hlij and jrii denote

respectively its right and left fixed points. Generically Tx−
has unique left and right fixed points guaranteed by
unitarity, i.e., j◯…◯i; h□…□j [this can be seen graphically
using the conditions in Fig. 1(a)]. The latter, however,
contribute with a 1 in the rhs of Eq. (8). Therefore, the
OTOC can have a nonzero value in the limit of interest only
if Tx has at least another nontrivial fixed point for some x−.
We now show that DU2 provides such an additional

fixed point. We consider x− ¼ 1 and employ Eq. (2)
(cf. Fig. 1) to show that

ð10Þ

are fixed points of T1. These vectors have nonzero overlap
with states orthogonal to j□i and j◯i, respectively, and
therefore contribute to the rhs of Eq. (8) for some α and β.
In particular, defining

j⬤i ¼ dj□i − j◯i; j■i ¼ dj◯i − j□i; ð11Þ

we have [68]

hlj■i ¼ h⬤jri ¼ d4
�
1 − 1

nΛ

�
; ð12Þ

where nΛ ¼ 1;…; d2 depending on the specific choice of
the DU2 gate. The case nΛ ¼ 1 corresponds to a trivial gate
with no entangling power, i.e., U ¼ u ⊗ v. Assuming
nΛ ≠ 1, we find that limt→∞Oαβðt − 1; tÞ ≠ 0 and the
butterfly velocity for DU2 gates is indeed maximal. This
reasoning can be extended to the full hierarchy of Ref. [64]
(focusing again on entangling gates) by considering

hlj ¼ h◯jðT1Þm−1; jri ¼ ðT1Þm−1j□i; ð13Þ

for gates at the mth level of the hierarchy. This is the first
main result of this Letter: all generalized dual-unitary
circuits have butterfly velocity pinned at 1. This property
shows that generalized dual-unitary circuits can never be
fully generic when it comes to operator spreading. A
maximal butterfly velocity, however, is not a very con-
straining feature by itself. Intuitively one can always think
of achieving it by applying enough steps of tensor network
renormalization to the quantum circuit [69].
Let us now move on to the calculation of the entangle-

ment velocity by looking at a quantum quench from
a class of initial states compatible with the DU2 property
[64]. The latter are expressed as two-site shift invariant
matrix product states (MPS) with bond dimension χ,
namely

jΨ0i ¼
1

dL=2
Xd
ik¼1

tr½M½i1i2�…M½i2L−1i2L��ji1…i2Li; ð14Þ

where the χ × χ matrices fM½a;b�g are chosen such that the
MPS transfer matrix

P
d
i;j¼1M

½i;j� ⊗ ðM½i;j�Þ� has maximal,
nondegenerate eigenvalue d, corresponding to eigenvectors
hΩLj and jΩRi. Moreover, the dχ × dχ matrices W with
elements hiajWjjbi ¼ hijMðabÞjji fulfill
�
Ũ ⊗ 1χ

��
1d ⊗ WW†Þ�Ũ† ⊗ 1χ

� ¼ ŨŨ† ⊗ 1χ ;�
Ũ† ⊗ 1χ

��
1d ⊗ W†WÞ�Ũ ⊗ 1χ

� ¼ Ũ†Ũ ⊗ 1χ ; ð15Þ
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see Fig. 1(b). These relations are solved by the initial states
compatible with dual unitarity introduced in Ref. [50];
however, these are not the only solutions. Note that (15)
also implies jΩRi ¼ ðhΩLjÞ† ¼

Pχ
i¼1 jiii.

Considering the evolution of the Rényi entropies of a
block A (of length LA), namely

SðnÞA ðtÞ ¼ 1

1 − n
logðtrA½ρnAðtÞ�Þ; ð16Þ

where ρAðtÞ is the state at time t reduced to A, and taking
the limit L → ∞ followed by LA → ∞ we obtain [68]

ð17Þ

where we introduced the following symbol for the tensor
product of n copies of W and W�,

ð18Þ

and the thicker line at the bottom corresponds to 2n copies
of the MPS’ auxiliary space.
The physical meaning of (17) is that for early times

(4t ≤ LA þ 2t ≤ L) the entanglement between A and the
rest is only produced at the two boundaries between the two
subsystems and the latter are causally disconnected [70].
Next we observe that, by repeated applications of the

DU2 property and the diagrammatic version of the com-
patibility condition (15) [Figs. 1(b) and 1(c)] we can
simplify the triangular diagram in Eq. (17) to

ð19Þ

This gives the following asymptotic entanglement velocity:

vðnÞE ≡ lim
t→∞

lim
LA→∞

lim
L→∞

SðnÞA ðtÞ
4t logðdÞ¼

logtr½ðŨŨ†=d2Þn�
2ð1−nÞlogðdÞ : ð20Þ

This result generalizes the one for DU circuits [7,50],

i.e., vðnÞE ¼ 1, which is recovered setting ŨŨ† ¼ 1d2 .
Remarkably, however, Eq. (20) continues to be n-
independent for all DU2 circuits. Indeed the spectrum of
the matrix ŨŨ† is constant for all DU2 gates [68].
Property 1.—For DU2 circuits the eigenvalues of ŨŨ†

are all either equal to 0 or to a positive constant Λ2.

Since the trace of ŨŨ† is fixed by the unitarity of U, the
dimension of the nontrivial eigenspace, nΛ ¼ 1;…; d2, is
such that nΛΛ2 ¼ d2. This allows us to rewrite Eq. (20) as

vðnÞE ¼ log
�
d
Λ

�
logðdÞ ¼

logðnΛÞ
2 logðdÞ ; nΛ ¼ 1;…; d2: ð21Þ

This exact expression represents our second main result
and, in contrast with that on the butterfly velocity, cannot be
directly extended to the full hierarchy of Ref. [64]: beyond
DU2 the triangular diagram in Eq. (17) does not simplify
and Property 1 does not hold. In fact, the validity of
Property 1 seems to be the key to solvability as it implies
that the spacetime-swapped gate Ũ is proportional to an
isometry. Consequently, when swapping space and time the
dynamics are unitary in a reduced subspace. This reduction
lowers the entanglement velocity, which can now attain
different discrete values (but not arbitrary ones as in the
generic case).
We now recover our exact results using the entanglement

membrane picture [29,35,36]. The idea of this approach is
to view the entanglement as the energy of a coarse-grained
curve (which depends only on its slope). Namely, one can
write a Rényi entropy as Snðx; tÞ ¼ minyðEnððx − yÞ=tÞ þ
Snðy; 0ÞÞ [35]. The function EnðvÞ can be computed by
evaluating the scaling limit of a suitable matrix element in
the replicated space [29]. More precisely, we have

ð22Þ

where ≃ denotes equality at leading order in t. The matrix
element on the rhs is typically very hard to evaluate
analytically and closed-form expressions have only been
found in the presence of randomness and for large d
[35,36,71], in the dual-unitary case [29], or for holographic
quantum field theories [72]. In our case, instead, the
calculation is straightforward: Eq. (22) can be explicitly
contracted using the DU2 property [cf. Fig. 1(c)] starting
from the top-left and bottom-right corners. A direct
application of Property 1 then leads to our third main result,

EnðvÞ ¼
�
jvj þ 1 − jvj

2

logðnΛÞ
logðdÞ

�
: ð23Þ

We see that EnðvÞ shows a nontrivial dependence on v but
is convex as it should be for consistency. Specifically, it is
generically linear in jvj and becomes constant only in the
DU case nΛ ¼ d2 [see Fig. 2(a)]. As shown in Ref. [72],
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this form maximizes the growth of the entanglement for
fixed vE and vB. This extremal form of the membrane is
again connected with the isometric nature of the spacetime-
swapped dynamics.
Equation (23) allows us to recover our exact results for

butterfly and entanglement velocities within the membrane
approach [35]: the solution to EðvÞ¼v is indeed v¼vB¼1

and vðnÞE ¼ Eðv ¼ 0Þ coincides with Eq. (21). In fact, the
membrane approach suggests that this result does not
depend on the initial state, as long as it is low entangled,
and should apply also for states that do not satisfy Eq. (15).
This is confirmed by our numerics; see Fig. 2(b).
In this Letter we presented an explicit characterization

of the quantum information flow in a class of unitary
circuits, dubbed DU2 circuits, that generalizes dual-
unitary circuits. We showed that although local operators
spread at the maximal speed and the entanglement
spectrum after a quench is asymptotically flat, the entan-
glement velocity is submaximal and its value depends on
additional properties of the gate. Finally, we showed that
these results can be recovered using the entanglement-
membrane approach by deriving an exact expression for
the line tension.
Our exact results put DU2 circuits forward as a general

class of chaotic, yet solvable quantum circuits characterized
by local and isometric space dynamics. Some immediate
questions for future research are to establish whether DU2
circuits enjoy the same degree of solvability as dual-unitary
circuits by investigating different properties (e.g., spectral
correlations or temporal entanglement) and whether one
can achieve some form of exact solvability by imposing
even weaker constraints on the space dynamics, perhaps
reducing its degree of locality. Another interesting gener-
alization would be to consider dynamics that are different
isometric evolutions in the time and space directions. This
could give possible new solvable families of circuits with
measurements.

Note added.—While this manuscript was being finalized,
we became aware of the related work [73], which will soon
appear on arXiv.
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Supplemental Material:
“Quantum information spreading in generalised dual-unitary circuits"

Here we report some useful information complementing the main text. In particular

- In Sec. I we compute explicitly the scalar products ⟨l| ⟩ = ⟨ |r⟩ in Eq. (12) of the main text.

- In Sec. II we characterise Rényi entropies at early times, i.e., for L ≥ LA + 2t ≥ 4t and prove Eq. (17) of the
main text.

- In Sec. III we show that the matrix Ũ Ũ† has flat spectrum.

- In Sec. IV we report the parameterisation used for our numerical experiments.

I. EXPLICIT CALCULATION OF THE SCALAR PRODUCT IN EQ. (12)

Consider the vectors |l⟩ and | ⟩ in Eqs. (10) and (11). Their scalar product can be compute by decomposing | ⟩

⟨l| ⟩ = d ⟨l| ⟩ − ⟨l| ⟩ = d 2 − 2 . (1)

The first term can be immediately simplified using unitarity and obtaining d4, while the second one can be written
in terms of Ũ as

⟨l| ⟩ = d4 − tr
[(
Ũ Ũ†

)2]
= d4

(
1− 1

nΛ

)
, (2)

where we used Eq. (23) to simplify the second term; identical considerations apply to ⟨ |r⟩.

II. ENTANGLEMENT DYNAMICS AT EARLY TIMES

In order to compute the Rényi entropy from Eq. (16), we can express the trace of the n-th power of the reduced
density matrix as a contracted network:

tr [ρnA] =
1

dnL
n

n n n n n n

n

n n n n n

n n n n nn nn n . . .. . .

=
1

dnL n

n nn n

n

n n

n n n n nn nn n . . .. . .

2t+ 1 2t+ 1

, (3)

where now the states |#⟩ , |□⟩ represent two different contractions in the space of replicas, defined as in (6). Equa-
tion (3) can be further simplified, by noting that the matrix MPS transfer matrix has an eigenvalue fixed by the
compatibility condition (15). Using the unitarity of the gate, it is easy to show that

n = dn n = dn , (4)
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where, due to the global replica symmetry, the same relation holds if we replace all the circles with squares. If we
assume this eigenvalue of the transfer matrix is nondegenerate and maximal, then we can further simplify (3) as

tr [ρnA] =
1

χndn(LA+2t+1) n

n nn n

n

n n

n n n n n

2t+ 1 2t+ 1

. (5)

Our last step consists into taking the scaling limit LA, t → ∞; keeping the ratio t/LA = const < 1/2, in such a way
that the two edges of the subsystem A are not causally connected. In this limit, the LA−2t−1 MPS transfer matrices
in between the two triangles in (5) can be substituted by the projector on their largest eigenvalue; explicitly we can
write

lim
m→∞

(
1

dn n

)m

=
1

χn
, (6)

which allows to simplify Eq. (5) as

tr [ρnA] =




1

χndn(2t+1)
n

n n

n

n

n

2t+ 1




2

, (7)

leading to Eq. (17).

III. SPECTRUM OF Ũ Ũ†

In this section we want to study the spectrum of Ũ Ũ†, where Ũ is obtained by a reshuffling of the indexes of the
gate U , explicitly

⟨kl| Ũ |ij⟩ = ⟨lj|U |ki⟩ . (8)

Since it is convenient to use diagrammatic calculus for our calculations here, we begin by introducing a few more
useful diagrams. We represent a single gate as

⟨kl|U |ij⟩ ≡
k l

i j

=




k l

i j




∗

. (9)

Therefore, unitarity and DU2 property (2) correspond to

= = = = . (10)

In fact, DU2 also implies

= = . (11)
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The matrix Ũ Ũ† is clearly Hermitian, so it can be decomposed into orthogonal eigenspaces, with eigenvalues Λ2 which
are the squared singular values of Ũ with associated projector PΛ. In formulae, this reads as

Ũ Ũ† = ≡
∑

Λ

Λ2PΛ (12)

Now consider the following quantity, obtained taking the partial trace of
(
Ũ Ũ†

)n

A = =
∑

Λ

Λ2n PΛ , (13)

Using Eq. (11) multiple times, we can rewrite Eq. (13) as

A =
1

d
. (14)

Next, using (the complex conjugate of) Eq. (11) we find

A =
1

d
=

1

d
=

=
1d

d

∑

Λ

Λ2ntr [PΛ] , (15)

where unitarity was used in the last step. Comparing Eqs. (13) and (15), we get immediately

PΛ =
tr [PΛ]1d

d
, ∀Λ . (16)

With a completely analogous reasoning we can also obtain

PΛ =
tr [PΛ]1d

d
, ∀Λ .. (17)

Now consider

B = =
∑

Λ

Λ2ntr [PΛ] (18)

Using Eqs. (10) m+ 1 times, we get

B =
1

d
, (19)

then, using Eq (11) m times (m = 1 in the diagram) we find

B =
1

d
, (20)
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where now we have n−m blue gates on the bottom and m+1 on top. Using Eqs. (13) and (16), we can simplify the
gates on top to write

B =
∑

Λ

Λ2(m+1)
tr [PΛ]

d2
=

=
∑

Λ,Λ′

Λ′2(n−m)
Λ2(m+1)

tr [PΛ] tr [PΛ′ ]

d2
. (21)

Combining Eqs. (18) and (21), we get

∀n,m
∑

Λ,Λ′

Λ′2(n−m)
Λ2(m+1)

tr [PΛ] tr [PΛ′ ]

d2
=
∑

Λ

Λ2ntr [PΛ] (22)

which implies there can be only one nonzero Λ. In turn, this implies

tr [PΛ] Λ = d2 tr
[
(Ũ Ũ†)n

]
= Λ2(n−1)d2 (23)

Substituting (23) in (20) and setting nΛ = tr [PΛ] this gives Eq. (21).

IV. PARAMETERISATION FOR NUMERICAL EXPERIMENTS

In order to produce the plots in Fig. 2, we used a DU2 gate with d = 2 and nΛ = 2, parameterized as follows

U = u0(v1 ⊗ v2), (24)

u0 =




eiπ/4 0 0 0
0 0 e−iπ/4 0
0 e−iπ/4 0 0
0 0 0 eiπ/4


 , v1/2 =

1√
2

(
eiα1/2 −e−iα1/2

eiα1/2 e−iα1/2

)
, (25)

where the αs have been fixed to the values α1 = 0.2, α2 = 0.3. The initial states chosen are random dimer states

|Ψ0⟩ =


∑

i,j

mij |i, j⟩




⊗L

, (26)

where the matrix mij is the normalized matrix whose elements, in the computation basis, are pseudo-random numbers
distributed uniformly in [0, 1].



Chapter 5

Non-equilibrium dynamics of

charged dual-unitary circuits

5.1 Summary

In this work, we show a general construction for dual unitary gates with

conserved charges. Since for these gates charge densities move ballistically,

starting from elementary charge (which we call solitons) one can always

build an exponential number of conserved charges in the system size. The

solitons allow to break the gates into generalized dual unitary blocks, which

can act on neighbouring qudits with different dimensions.

Moreover, we define and fully characterize charged initial states which be-

have similarly to the ones introduced for chaotic unitary gates [109] mean-

ing that again they have a maximal entanglement speed, although they

do not thermalize to the infinite temperature state. We also construct a

class of states solvable only on one side, which can only be defined in the

presence of conserved solitons, showing that it has a peculiar thermaliza-

tion dynamics for a single interval, with it being divided into two different

phases.

Finally, using the membrane picture in each charge sector, we compute the
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5.1. SUMMARY

entanglement and entanglement asymmetry dynamics from generic initial

states, showing again a two-step thermalization process. Our findings are

supported by numerical evidence.
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The interplay between symmetries and entanglement in out-of-equilibrium quantum systems is
currently at the centre of an intense multidisciplinary research effort. Here we introduce a setting
where these questions can be characterised exactly by considering dual-unitary circuits with an
arbitrary number of U(1) charges. After providing a complete characterisation of these systems we
show that one can introduce a class of solvable states, which extends that of generic dual unitary
circuits, for which the non-equilibrium dynamics can be solved exactly. In contrast to the known
class of solvable states, which relax to the infinite temperature state, these states relax to a family
of non-trivial generalised Gibbs ensembles. The relaxation process of these states can be simply
described by a linear growth of the entanglement entropy followed by saturation to a non-maximal
value but with maximal entanglement velocity. We then move on to consider the dynamics from
non-solvable states, combining exact results with the entanglement membrane picture we argue that
the entanglement dynamics from these states is qualitatively different from that of the solvable ones.
It shows two different growth regimes characterised by two distinct slopes, both corresponding to
sub-maximal entanglement velocities. Moreover, we show that non-solvable initial states can give
rise to the quantum Mpemba effect, where less symmetric initial states restore the symmetry faster
than more symmetric ones.
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I. INTRODUCTION

Understanding the non-equilibrium dynamics of inter-
acting many-particle systems, classical or quantum, has
been a key open question in theoretical physics for al-
most two centuries. Since the turn of the millennium,
however, an interdisciplinary research effort involving ex-
perts from condensed matter physics, quantum informa-
tion, and particle physics has started to crack the nut.

For instance, one aspect that made the study of many-
body systems out of equilibrium particularly hard is that

ar
X

iv
:2

40
7.

21
78

6v
1 

 [
co

nd
-m

at
.s

ta
t-

m
ec

h]
  3

1 
Ju

l 2
02

4



2

the standard probes used to analyse systems at equilib-
rium, like Hamiltonian gaps or correlation functions of
local observables, are either ill-defined or return obscure
non-universal information in the non-equilibrium setting.
Recent research, however, has finally identified a conve-
nient probe in quantum entanglement [1–7]. The latter
gives an observable-independent characterisation of the
correlations between the different finite parts of the sys-
tem and displays universal time evolution even in out-
of-equilibrium settings. For example, under very general
conditions on the microscopic dynamics, after a quantum
quench the entanglement between a finite subsystem and
the rest shows an irreversible linear growth followed by
saturation [8–20].

At the same time researchers began to find minimal in-
teracting models where the entanglement dynamics can
be characterised exactly [18–24]. These can be consid-
ered as the out-of-equilibrium analogues of the solved
models of statistical mechanics [25], and, just like their
equilibrium counterparts, they can be used to define and
characterise suitable universality classes for dynamical
behaviours. The aforementioned minimal models have
been found in the context of quantum circuits, i.e., many-
body systems in discrete space-time [18–22, 26–36], owing
to the more symmetric treatment of space and time pro-
vided by this setting. Specifically, there have been two
main strategies to find solvable quantum circuits. The
first is to introduce noise [27, 29, 30, 37] (see also Ref. [38]
and references therein). In this case one can compute the
average of relevant physical quantities by mapping them
to classical partition functions, which can sometimes be
solved exactly. The second is to impose additional con-
straints, or symmetries, on the dynamics [31, 39–45].
This second approach has the advantage of being more
fundamental — it does not require any external influence
— but the additional constraints can make these mini-
mal models non-generic. Remarkably, however, among
the constrained minimal models there are some exhibit-
ing, ergodic, i.e., generic, dynamics. The simplest class
with this property are dual unitary circuits [31], which
are constrained to generate unitary dynamics also when
the roles of space and time are exchanged.

Having obtained a blueprint of the thermalisation pro-
cess through the entanglement the research has now
shifted to seek more refined probes. A natural next step
has been to investigate the fluctuations of globally con-
served quantities within local subsystems, as they should
also show a universal dynamics, and their interplay with
the entanglement [46–53, 55, 56, 89]. For example, a
simple but instructive problem studied in this context is
that of symmetry restoration when a symmetric system is
prepared in a non-equilibrium initial state that explicitly
breaks the symmetry. This process can be characterised
in a universal way by measuring the distance between
the time-evolving state and its symmetrised counterpart
via the so called entanglement asymmetry [51] (see also
Refs. [53, 57–75]). This revealed, for instance, that a
symmetry can sometimes be restored more rapidly when

it is broken more by the initial state, providing a quan-
tum analogue of the famous Mpemba effect [76].

To sustain this effort it is again crucial to identify mini-
mal models where these questions can be studied exactly.
Some progress in this direction has been achieved in the
context of noisy quantum circuits [68, 72, 73], however,
for the case of clean systems the results are scarce. Essen-
tially, only existing partial results in this direction [77]
are for a class of Yang-Baxter integrable dual unitary
circuits [78, 79]. Here we introduce and characterise a
class of symmetric dual-unitary circuits class of quan-
tum circuits, which are chaotic in each symmetry sector.
We then use these systems to provide exact results on
the interplay between entanglement and charge fluctua-
tions. We do so by first introducing a class of initial states
with exactly solvable quench dynamics. This extends the
known class of solvable states of dual-unitary circuits [19].
We then study the dynamics of states that, instead, are
not solvable, by combining exact bounds with the en-
tanglement membrane theory. We prove that these two
classes of states show a qualitatively different entangle-
ment dynamics and that the latter can display the quan-
tum Mpemba effect.

The rest of the paper is laid out as follows. In Sec. II
we present a summary and a discussion of our main re-
sults. In Sec. III we report a systematic characterisation
of dual unitary circuits with U(1) charges for arbitrary
local Hilbert space dimension. In Sec. IV we introduce
the class of solvable states for charged dual-unitary cir-
cuits, which we dub “charged solvable states”. In Sec. V
we present an exact solution of the quench dynamics of
charged solvable states. In Sec. VI we instead study
the dynamics of non-solvable states while in Sec. VII we
discuss the dynamics of entanglement asymmetry. Our
conclusions are reported in Sec. VIII. The main text is
complemented by a number of appendices containing the
proofs of some of the theorems presented in the main text
and some explicit calculations.

II. SETTING AND SUMMARY OF THE
RESULTS

We consider brickwork quantum circuits, i.e., quantum
many-body systems defined on a lattice where the time
evolution is discrete and the interactions are local. A
step of time evolution is implemented by the many-body
unitary operator U constructed in terms of a two-qudit
gate U according to the following staggered pattern

U = UeUo, Ue =
L⊗

x=0

Ux,x+1/2, Uo =
L⊗

x=0

Ux+1/2,x . (1)

Here the sites are labelled by half integers, Ua,b acts on
the qudits located at a and b, and we denoted by 2L the
size of the system. Moreover, we take periodic boundary
conditions, so that sites 0 and L coincide, and indicate
by d the local dimension (number of states of each qudit)
on each site.
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FIG. 1. Graphical representation of the state of a G-
symmetric dual-unitary circuit in a given charge sector. Left-
moving (blue shades) and right-moving (red shades) legs have
generically different local dimensions. See Sec. III B for a de-
tailed explanation of the diagrammatic notation.

We take our local gate U be dual-unitary [31], mean-
ing that both U and Ũ — the gate corresponding to U
upon exchange of space and time — are unitary matrices.
More formally, the spacetime swapped gate Ũ is defined
through the following matrix element reshuffling

⟨ij| Ũ |kl⟩ ≡ ⟨jl|U |ik⟩ , (2)

and dual unitarity corresponds to requiring

UU† = U†U = 1d2 Ũ Ũ† = Ũ†Ũ = 1d2 , (3)

where 1x represents the identity operator in Cx. A quan-
tum circuit composed of gates with this property is typ-
ically referred to as dual-unitary circuit. Specifically, in
this work we consider dual unitary circuits with n inde-
pendent U(1) symmetries (hence having n independent
conservation laws with 1-local density). In fact, since
left and right moving charges are independent in dual
unitary circuits [80] (see also the review in Appendix A),
it is natural to consider independent symmetry groups
for left (ℓ) and right (r) movers. Therefore, we consider
circuits with a symmetry group given by

G = U(1)nℓ

ℓ × U(1)nr
r , (4)

where nℓ/r can take any value from 0 to d− 1 (since we
require our charges to commute with each other). The
lower bound corresponds to circuits with no symmetry,
while the upper bound to circuits with the maximal num-
ber of commuting 1-local charge densities.

In Sec. III we show that in G-symmetric dual unitary
circuits the local gate U can be decomposed in different
charge sectors as

U =

nr+1⊕

α=1

nℓ+1⊕

β=1

U (α,β), (5)

where the blocks U (α,β) have dimension d
(r)
α d

(ℓ)
β and

d
(ℓ/r)
α > 0 are such that

nr+1∑

α=1

d(r)α =

nℓ+1∑

β=1

d
(ℓ)
β = d . (6)

Note that U (α,β) implements unitary transformations
with different domains and codomains, i.e.,

U (α,β) : Cd(r)
α ⊗ Cd

(ℓ)
β → Cd

(ℓ)
β ⊗ Cd(r)

α . (7)

Since domain and codomain of U (α,β) are isomorphic,
however, one can still think of it as a square unitary
matrix. In fact, whenever U is dual unitary, also the
blocks U (α,β) are dual-unitary, meaning that both U (α,β)

and its space-time swapped counterpart are unitary.
In passing we note that unitary transformations with

different (but isomorphic) domain and codomain can be
used to define quantum cellular automata generalising
the concept of brickwork quantum circuits [81]. These
systems arise at the boundary of certain Floquet systems
displaying many-body localisation in the bulk [82–85],
and can be shown to generate a qualitatively different
quantum information spreading [86, 87]. Here we find
that the dual unitary version of these systems emerge
naturally in the charge sectors of G-symmetric dual uni-
tary circuits. A schematic representation of the state of
the system in a given charge sector is presented in Fig. 1.

Next, in Sec. IV, we show that for G-symmetric dual
unitary circuits one can extend the family of solvable
states introduced in Ref. [19]. We dub this larger family
charged solvable states and, in Sec. V, we present the ex-
act solution of their many body dynamics. We show that
in contrast with the solvable states of Ref. [19], which
always relax to the infinite temperature state, charged
solvable states relax to non-trivial generalised Gibbs en-
sembles. Their entanglement velocity, however, is still
maximal. Specifically, at the leading order the entangle-
ment entropy of an interval A of length LA is described
by the standard linear-growth/sharp relaxation form

SA(t) = 2smin(2t, LA), (8)

where 2s is the entropy density of the GGE. In fact,
we find that SA(∞) can be split into a “number” and
a “configurational” part, where the former measures the
average of the entanglement in the charge sectors and
the latter the fluctuations of the charge [88–90]. The
emergence of this splitting at infinite times is a typical
feature of quantum many-body systems with conserved
charges [52], however, in our case it takes a special form:
the number part of SA(∞) is extensive rather than loga-
rithmic in LA. One can understand this by noting that G-
symmetric dual unitary circuits have exponentially many
(in LA) charged sectors as opposed to the polynomi-
ally many occurring in generic systems with conservation
laws.

Then, in Sec. VI, we consider the dynamics of G-
symmetric dual unitary circuits from states that are not
charged solvable. Combining exact results with the en-
tanglement membrane approach [91, 92] we find that the
entanglement dynamics is qualitatively different from the
one described by Eq. (8) as it shows a two step relaxation.
More precisely, we find that left and right movers give
different contributions to the entanglement growth (they
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contribute equally for charged solvable states). Calling
their respective contributions s(r) and s(ℓ) and consider-
ing s(r) < s(ℓ) we have

SA(t) =





4ts(r) t ≤ LA/2

4ts
(r) − (2t− LA)s

(r)
num LA/2 < t ≤ tth

LA(s
(r) + s(ℓ)) t > tth

(9)

where s(r)num is the number entropy density of right movers
and the thermalisation time tth is fixed by continuity to
be

tth =
LA

2

(
1 +

s(ℓ) − s(r)

2s
(r) − s

(r)
num

)
. (10)

Eq. (9) implies that, for a given GGE entropy density
2s = s(r) + s(ℓ) non-solvable states show a slower (state
dependent) entanglement growth compared to the solv-
able ones. Namely their entanglement velocity is not 1
despite the circuit being dual unitary. Moreover, the
slope is the second phase is always lower than the one
in the first as long as s(r)num ̸= 0. This behaviour arises
because the charge structure acts as a constraint that
can create an imbalance on the amount of entanglement
available for left- and right-moving charges: While solv-
able states are forced to have no imbalance, non-solvable
ones are generically imbalanced and their thermalisation
process is slower. The occurrence of the second stage
of thermalisation is another interesting consequence of
the charge structure, this time in concurrence with the
non-integrable nature of the system. Indeed, this phase
corresponds to a time regime where a simple quasiparti-
cle picture would predict the entanglement to be already
saturated. The growth is only observed because the cre-
ation and destruction of quasiparticles generates a scram-
bling of quantum information. This scrambling, however,
cannot be maximal because all the creation/annihilation
processes have to conserve the charge. Therefore, the
slope in the second phase is generically smaller than in
the first. A schematic representation of the entanglement
growth from solvable and non-solvable states is reported
in Fig. 2, while a numerical simulation confirming this
picture is presented in Fig. 7 (cf. Sec. VIB).

Finally, in Sec. VII, we study symmetry restoration
in G-symmetric dual-unitary circuits. Namely, we quan-
tify how a non-symmetric initial state becomes gradually
more symmetric in the course of the time evolution. We
do so by computing the entanglement asymmetry ∆SA(t)
defined as the relative entropy between the reduced state
of A and its symmetrised version (cf. Sec. VII).

An interesting aspect of this process is the possible
occurrence of the quantum Mpemba effect, which means
that a symmetry is restored faster for states breaking it
more at t = 0 [51]. Its name is due to the conceptual sim-
ilarity that this process has with the “classical” Mpemba
effect, arising when hot water freezes faster than cold
water [76]. Since its first observation in Ref. [51] this
effect has been observed in a range of different physical

LA/2 tth

t

S
(t
)

FIG. 2. Entanglement growth of a finite, connected interval
of size LA from a charged solvable state (orange) and a generic
one (blue). Solvable charged states behave as those studied in
[19], meaning they thermalise at the fastest possible rate and
the entanglement saturates at t = LA/2. In the generic case,
instead, there is a secondary growth phase which is always
slower than the first.

settings [51, 53, 57–73], including trapped ion quantum
simulators [93]. Here we find that for non-charged solv-
able initial states in G-symmetric dual-unitary circuits
show the quantum Mpemba effect owing to their two step
relaxation process. In particular, we provide an explicit
example where the quantum Mpemba effect is controlled
by the number entropy of right movers: larger number
entropy implies larger initial asymmetry and faster relax-
ation.

III. G-SYMMETRIC DUAL UNITARY
CIRCUITS

In this work we are interested in dual-unitary circuits
with continuous internal symmetries. In other words, we
require the existence of extensive operators

Q =
∑

x∈Z2L/2

qx, (11)

with qx acting nontrivially only at site x, that commute
with U in Eq. (1).

In dual-unitary circuits, conserved charges as the one
in Eq. (11) split in two independent components sup-
ported respectively on integer and half-odd integer sites,
i.e.

Q(ℓ) =
∑

x∈ZL

q
(ℓ)
x+1/2, Q(r) =

∑

x∈ZL

q(r)x . (12)

Note that these operators are two-site shift invariant like
the time evolution operator. Moreover, we denoted the



5

two charges in Eq. (12) by the labels ℓ and r as their
densities are respectively left- and right-moving [80].

To see how this occurs we recall that, as a consequence
of charge conservation, the charge density obeys an op-
eratorial continuity equation of the form

U†qxU = qx − Jx+1/2 + Jx−1/2, (13)

where Jx is a local operator with support at most on two
sites starting at site x. For dual unitary circuits, however,
this operator takes the following special form [80] (for
completeness, we report a proof of the relevant facts in
Appendix A)

Jx =

{
−qx+1/2, x ∈ Z
qx−1/2, x ∈ Z+ 1/2

, (14)

meaning that the charge densities are simply shifted by
the time evolution

Uq(r)x U† =

{
qx+1, x ∈ Z
qx−1, x ∈ Z+ 1/2

, (15)

and the charges in Eq. (12) are independently conserved.
Operators evolving as in Eq. (15) have been referred

to as “solitons” [94] or “gliders” [95] in the literature and
their presence immediately implies that the circuit has far
more conserved operators than those in Eq. (12). Indeed
if the circuit admits a non-trivial soliton, for any given
ℓ ≥ 1 one can produce 2ℓ+1−2 independent charge densi-
ties with support on at most 2ℓ sites (cf. App. A), each of
which obeys (15). Physically, this happens because the
solitons are effectively “fragmenting” the dynamics of the
circuit in different charge sectors. The goal of this pa-
per is to characterise this fragmentation and investigate
its effects on the many-body dynamics. In the rest, we
will use the word “soliton” to designate the fundamen-
tal building block of these charge densities, that is those
with support on a single site.

Considering circuits with the symmetry group G (cf.
Eq. (4)) we then have mℓ = 1+nℓ independent left mov-
ing solitons and mℓ = 1+nℓ solitons. Indeed, Eq. (15) is
fulfilled by the charges associated to the U(1) symmetries
and, trivially, by the identity operator. Noting then that
Eq. (15) is linear in the charge density, we have that the
space of solitons on each site is a vector space. Therefore
we introduce the following bases of solitons

S(r/ℓ) = {σ(r/ℓ)
1 , . . . , σ(r/ℓ)

mℓ/r
}, (16)

where the subscript denotes the element of the basis
and we suppressed the position index x: unless explic-
itly stated position indices for solitons will be suppressed
from now on. This basis can be taken to be Hilbert-
Schmidt orthogonal.

The bases of solitons in Eq. (16) are characterised by
means of the following theorem, proven in Appendix B.

Theorem 1. In a dual unitary circuit with commuting
solitons supported on a single site one can always choose
a basis where the solitons are mutually orthogonal pro-
jectors. In addition, the bases in Eq. (16) can be taken
to be

S(r/ℓ) = {{Π(r/ℓ)
α }, {P (r/ℓ)

+,β , P
(r/ℓ)
−,β }}, (17)

where the two types of solitons, Πα and P+/−,β, respec-
tively fulfil

U
(
Π(r)

α ⊗ 1d
)
U† = 1d ⊗Π(r)

α ,

U
(
1d ⊗Π(ℓ)

α

)
U† = Π(ℓ)

α ⊗ 1d,
(18)

and

U
(
P

(r)
±,α ⊗ 1d

)
U† = 1d ⊗ P

(r)
∓,α,

U
(
1d ⊗ P

(ℓ)
±,α

)
U† = P

(ℓ)
∓,α ⊗ 1d.

(19)

Note that Eq. (18) implies that Π(ℓ)/(r)
α fulfil a stronger

version of Eq. (15): rather than being shifted by two
sites every time step they are shifted by one site each
half step of the evolution. Besides being shifted by one
site, the projectors P (r)

+,α and P (r)
−,α are swapped into one

another each half step. We also remark that, since the
set of solitons includes the identity operator, the basis in
Eq. (17) fulfils the following completeness relation

∑

α

Π(r/ℓ)
α +

∑

β

P
(r/ℓ)
+,β + P

(r/ℓ)
−,β = 1d . (20)

For the sake of simplicity here we only consider the case
of commuting solitons, i.e., circuits where the symme-
try group is abelian (this excludes, for example, circuits
made of SWAP gates as they have non-abelian symmetry
groups). Moreover, we restrict to solitons of the type Πα.
The latter is not a real restriction as the solitons of type
P±,α are mapped into Πα by “renormalising” the quan-
tum circuit, i.e., combining together two subsequent time
steps and two neighbouring qudits (see the discussion at
end of App. D 1 for an explicit example).

Under these conditions Theorem 1 implies that one
decompose the local gates in a number of blocks corre-
sponding to the charge sectors. Namely, using the com-
pleteness relations in Eq. (20), the strong soliton condi-
tion in Eq. (18), and the projector property of Π(ℓ/r)

α one
can write

U =
∑

α,β

(Π
(ℓ)
β ⊗Π(r)

α )U =
∑

α,β

U (α,β), (21)

where we introduced

U (α,β) ≡ (Π
(ℓ)
β ⊗Π(r)

α )U(Π(r)
α ⊗Π

(ℓ)
β ) . (22)

Note that domain and codomain of this transformation
are different. Specifically, we have

U (α,β) : Cd(r)
α ⊗ Cd

(ℓ)
β → Cd

(ℓ)
β ⊗ Cd(r)

α , (23)
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where we set

d(r/ℓ)α = tr
[
Π(r/ℓ)

α

]
. (24)

These spaces, however, are isomorphic. Moreover, using
Eq. (18) and the projector property of Π

(r/ℓ)
α one can

show that U (α,β) is a unitary transformation between the
two spaces, i.e.

(U (α,β))†U (α,β) = Π(r)
α ⊗Π

(ℓ)
β ,

U (α,β)(U (α,β))† = Π
(r)
β ⊗Π(ℓ)

α .
(25)

In fact, noting that

Ũ (α,β) = (Π(ℓ)
α ⊗Π

(r)
β )Ũ

= (Π(ℓ)
α ⊗Π

(r)
β )Ũ(Π

(r)
β ⊗Π(ℓ)

α ),
(26)

and using again Eq. (18) and the projector property of

Π
(ℓ)/(r)
α one can show that also Ũ (α,β) is unitary, i.e.

(Ũ (α,β))†Ũ (α,β) = Π
(r)
β ⊗Π(ℓ)

α ,

Ũ (α,β)(Ũ (α,β))† = Π(ℓ)
α ⊗Π

(r)
β .

(27)

Therefore, each one of the blocks on the r.h.s. of Eq. (21)
is a dual-unitary transformation. This provides a full
characterisation of G-symmetric dual-unitary circuits:
they are circuits in which the gate is decomposed in a
number of dual unitary blocks. The precise decompo-
sition depends on the soliton content of the circuit, and
the local spaces on which the blocks act can have different
local dimensions (d(r)α ̸= d

(ℓ)
α ).

Before proceeding with the study of the properties
of these circuits, in the two upcoming subsections we
present an example of explicit parameterisation of such
dual-unitary transformations and introduce a useful di-
agrammatic representation that will be extensively used
in the rest of the paper.

A. Explicit parameterisation of dual-unitary
transformations

A simple class of dual-unitary transformations can be
constructed following Ref. [96]. Namely, one can set

U
(
|a⟩(r) ⊗ |b⟩(ℓ)

)
≡ eiJabu |b⟩(ℓ) ⊗ v |a⟩(r) (28)

where |a⟩R and |b⟩L are bases of Cd(r)
α and Cd

(ℓ)
β , u ∈

U(d
(r)
α ), v ∈ U(d

(ℓ)
β ), and Jab ∈ R. It is immediate to see

that the map in Eq. (28) is of the type in Eq. (23) and
fulfils both Eqs. (25) and (27); however it is possible to
find other examples of such gates outside of this family.
For concreteness, we will consider U (α,β) in Eq. (22) to
be of the form in Eq. (28). We will assume that u and
v are taken to be generic enough such that U (α,β) does
not admit non-trivial solitons and, therefore, cannot be
further decomposed.

B. Diagrammatic representation

The study of quantum circuits is significantly facili-
tated by the introduction of the following diagrammatic
representation borrowed from the theory of tensor net-
works [97]. The matrix elements of the local gate U and
its complex conjugate are represented as

⟨kl|U |ij⟩ =

i j

k l

, ⟨kl|U∗|ij⟩ =

i j

k l

. (29)

Matrix multiplication is represented connecting the legs
of indices summed over and acts bottom to top. For
example, the unitary conditions for U and Ũ (cf. Eq. (3))
are expressed as

= = ,

= = ,

(30)

where we removed the indices to represent the full matrix,
rather than its elements. Also note that in the second line
we rotated two of the diagrams to arrange them along a
horizontal line.

Many body operators are obtained by composing the
above building blocks via the above rules. For example,
the time evolution operator in Eq. (1) for a system of
2L = 10 qudits is represented as

U = . (31)

We also introduce the so called “folded representation”,
which helps representing multi-replica quantities needed,
e.g., for entanglement calculations. To this end we intro-
duce symbols for the replicated local gate

(U ⊗ U∗)⊗n
= = n , (32)

and the replicated solitons

n⊗

i=1

(q
(r)
i ⊗ 1d) = ,

n⊗

i=1

(q
(ℓ)
i ⊗ 1d) = , (33)

where we used the symbol qi for the solition in each
replica i as it can be any linear combination of the basis
of Πα (we will specify to what it refers in each case) and
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we assumed to have in general different solitons on each
replica (also this will be specified in each case).

To represent contractions between replicas it is useful
to introduce symbols for two special states in the multi
replica space. The first one is the “circle state”

| d,n⟩ =
(

d∑

i=1

|i, i⟩
)⊗n

≡ . (34)

The second one is the “square state” | d,n⟩. Labelling the
2n replicas as (1, 1∗, 2, 2∗, . . . , n, n∗) we can represent it
as

| d,n⟩ =
n⊗

a=1

(
d∑

i=1

|i⟩a |i⟩(a+1)∗

)
≡ , (35)

where the replica indexes are understood to be cyclic, so
that n+ 1 ≡ 1.

In the folded representation the unitarity conditions
for U and Ũ are represented as

n = , n = , (36)

n = , n = , (37)

n = , n = , (38)

n = , n = , (39)

while, e.g., the soliton ballistic propagation can be ex-
pressed as

n = n , n = n . (40)

IV. CHARGED SOLVABLE STATES

A key concept in the study of the dynamics of dual-
unitary circuits is that of solvable states [18, 19]. This
is a class of non-equilibrium states compatible with the
dual unitarity condition and allowing for exact calcula-
tions of dynamical properties. In particular, all solvable
states can be shown to relax to the infinite temperature
state [19]. Here we extend this concept to the case of U(1)
symmetric dual-unitary circuits. We show that, because
of the block structure of the local gate (cf. Eq. (21)), one
can introduce a larger family of solvable states, which
we dub charged solvable states. In Sec. V we show that
charged solvable states generically relax to non-trivial
generalised Gibbs ensembles.

We begin by considering states in matrix product state
(MPS) form, defined in terms of d2, χ×χ matrices Mi,j

as

|Ψ0(M)⟩=
d∑

i1,i2,...=1

tr
[
Mi1,i2Mi3,i4. . .

]
|i1, i2, . . . , i2L⟩ . (41)

The tensor generating the MPS has a convenient graph-
ical representation

n = (M⊗M∗)⊗n
, (42)

where the thick line represents the replicated auxiliary
space. It is useful to reshuffle the indices of Mi,j and
view them as matrices ΓM acting on Cd ⊗ Cχ (whose
input/output indices are the right/left legs of the tensor
in Eq. (42))

ΓM =
d∑

i,j=1

|i⟩⟨j| ⊗Mij , (43)

and to define the transfer matrix of the MPS

τ(M) =
∑

i,j

Mi,j ⊗
(
Mi,j

)∗
= 1 . (44)

Having established the notation we are now in a posi-
tion to introduce charged solvable states

Definition 1 (Charged Solvable States). An MPS
|Ψ0(M)⟩ is left charged solvable if the transfer matrix
τ(M) (cf. Eq. (44)) has a unique maximal eigenvalue
with absolute value 1 and there exists an operator S act-
ing on the auxiliary space Cχ such that

Γ†
M(1d ⊗ S)ΓM =

∑

α

c
(r)
α

d
(r)
α

Π(r)
α ⊗ S, (45)

where d(r)α is defined in Eq. (24) and we introduced the
expectation value of a soliton

c(r)α = ⟨Ψ0(M)|(Π(r)
α )x|Ψ0(M)⟩ , x ∈ Z . (46)

By definition we then have c
(r)
α ≥ 0 and

∑
α c

(r)
α = 1.

Instead, |Ψ0(M)⟩ is right charged solvable if the transfer
matrix has a unique maximal eigenvalue and there exists
a S′ such that

ΓM(1d ⊗ S′)Γ†
M =

∑

α

c
(ℓ)
α

d
(ℓ)
α

Π(ℓ)
α ⊗ S′, (47)

where

c(ℓ)α = ⟨Ψ0(M)|(Π(ℓ)
α )x+1/2|Ψ0(M)⟩ , x ∈ Z . (48)

Finally, it is charged solvable if it is both left and right
charged solvable.
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Note that these definitions also imply that for left/right
charged solvable states the left/right leading eigenvec-
tors of τ(M) correspond to the matrices S and S′ in
Eqs. (45) and (47) upon matrix to vector mapping (cf.
Appendix C 1)

⟨S| =
d∑

i,j=1

(S)i,j ⟨i, j| , |S′⟩ =
d∑

i,j=1

(S′)i,j |i, j⟩ . (49)

Recalling that two MPS states |Ψ0(M)⟩ , |Ψ0(M′)⟩ are
called equivalent if, for every local operator OR (i.e. op-
erator with a finite support)

lim
L→∞

⟨Ψ0(M′)|OR|Ψ0(M′)⟩ =

= lim
L→∞

⟨Ψ0(M)|OR|Ψ0(M)⟩ , (50)

we characterise charged solvable states by means of the
following theorem (proven in Appendix C 1).

Theorem 2 (Equivalent MPS). A left charged solvable
MPS state is always equivalent, in the thermodynamic
limit, to an MPS state M′ with bond dimension χ such
that

Γ†
M′ΓM′ =

∑

i

c
(r)
α

d
(r)
α

Π(r)
α ⊗ 1χ, (51)

whose unique maximal right eigenvector of the transfer
matrix τ(M) is

| χ,1⟩ =
χ∑

i=1

|i⟩ ⊗ |i⟩ . (52)

Analogously, a right charged solvable state is equivalent
to an MPS such that

ΓM′Γ†
M′ =

∑

i

c
(ℓ)
α

d
(ℓ)
α

Π(ℓ)
α ⊗ 1χ, (53)

whose transfer matrix has unique maximal left eigenvec-
tor

⟨ χ,1| =
χ∑

i=1

⟨i| ⊗ ⟨i| . (54)

In essence, Theorem (2) guarantees that one can
always replace left/right charged solvable states with
equivalent MPS where the matrix S in Definition 1 is
the identity.

The equivalent MPS states of Theorem 2 can be fur-
ther characterised by specialising the local basis of the
quantum circuit. To show this we consider the singular
value superposition of ΓM, i.e. ΓM = V DW , and rewrite
condition for left charged solvability (51) as

Γ†
MΓM =WD2W † =

∑

i

c
(r)
α

d
(r)
α

Π(r)
α ⊗ 1χ. (55)

The matrix D2 is diagonal by construction, and its spec-
trum needs to match the one of the matrix on the right
(the unitary W cannot alter the spectrum). If we choose
a basis for each qudit such that all projectors Π

(r)/(ℓ)
α

are diagonal (always possible as they commute), we have
that the right hand side of Eq. (55) is also diagonal. In
this case, upon reordering of the basis, we can take D2

to be equal to the righthand side. With these choices we
find

W
∑

α

c
(r)
α

d
(r)
α

Π(r)
α ⊗ 1χW † =

∑

α

c
(r)
α

d
(r)
α

Π(r)
α ⊗ 1χ, (56)

so we can move W past D in the SVD of ΓM and include
it in the definition of V . This means that most generic
ΓM representing a left- solvable state can be written as

ΓM =
∑

α

√
c
(r)
α

d
(r)
α

V
(
Π(r)

α ⊗ 1χ
)
, V ∈ U(χ · d),

(57)

and an analogous discussion holds for right charged solv-
able states. Finally, using this characterisation, in Ap-
pendix C 2 we prove the following compatibility condition
for charged solvable states

Theorem 3 (Compatibility Condition). Given the bases
for left and right solitons

S(r) = {Π(r)
α }α=1,...,mr , S(ℓ) = {Π(ℓ)

α }α=1,...,mℓ
, (58)

and a charged solvable state fulfilling Eqs. (45)-(47),
than there exists a partition P(r) = {P(r)

1 , . . . ,P(r)
k′ } of

{1, . . . ,mr} and P(ℓ) = {P(ℓ)
1 , . . . ,P(ℓ)

k′′ } of {1, . . . ,mℓ},
such that k′ = k′′ = k and for all i = 1, . . . , k we have
∑

α∈P(r)
i

d(r)α =
∑

β∈P(ℓ)
i

d
(ℓ)
β ≡ di

c
(r)
α

d
(r)
α

=
c
(ℓ)
β

d
(ℓ)
β

≡ ci
di
, ∀α ∈ P(r)

i , β ∈ P(ℓ)
i .

(59)

Moreover, the left/right fixed points of τ(M) can be taken
to be | χ,1⟩ , ⟨S|, where S is a strictly positive matrix.

The essence of this theorem is that to have a state
that is charged solvable both directions, there must be
a compatible blocking structure for solitons moving left
and right. Namely, the two matrices

∑

α

c
(r)
α

d
(r)
α

Π(r)
α ,

∑

α

c
(ℓ)
α

d
(ℓ)
α

Π(ℓ)
α , (60)

should have the same spectrum. Moreover, in contrast
to what happens for the standard solvability condition
(cf. Ref. [19]), it is generically not possible to choose an
equivalent MPS such that both left and right eigenvectors
of τ(M) are the (vectorised) identity matrix.
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Note that the compatibility condition is relatively easy
to achieve for gates that have the same dimension for
every charge subspace (which also means that they have
the same number of left- and right-moving solitons), i.e.
d
(r)
α = d

(ℓ)
α = d/mr = d/mℓ. In this case one just needs

to match each right-moving charge with a left-moving
one. We also remark that the charged solvable states
according to the trivial partitions P(r) = {{1, . . . ,mr}}
and P(ℓ) = {{1, . . . ,mℓ}} (i.e. partitions with a single
element corresponding to the full set) are those without a
charge structure, and correspond to the standard solvable
states. In this particular case, it can be shown that the
fixed point of the transfer matrix on both sides can be
taken to be | χ,1⟩ [19].

V. ENTANGLEMENT DYNAMICS FROM
CHARGED SOLVABLE STATES

In this section, we consider the entanglement dynamics
after a quantum quench from a charged solvable state.
Specifically, we characterise the growth of entanglement
between a subsystem A, composed by 2LA contiguous
qudits, and the rest of the system by computing the Rényi

entropies

S
(n)
A (t) =

1

1− n
log tr [ρnA(t)] , n ∈ N , (61)

where ρnA(t) is the state of A at time t. Note that
limn→1 S

(n)
A (t) = SA(t) where SA(t) is the standard en-

tanglement entropy.
We split the calculation in two steps: In Sec. VA we

consider the early time regime t < LA/2 while in Sec. V B
the late time regime t ≥ LA/2.

A. Early-time Regime

Let us begin considering the early time regime, i.e., we
restrict to times t < LA/2. In this regime the two edges
of A are causally disconnected (the speed of light is one in
our units) and entanglement is generated independently
at both edges with equal rate. The contribution of the
two edges, however, cannot be completely separated as
the initial MPS can encode non-trivial correlations.

Specifically, the diagram giving the n-th moment of the
reduced density matrix reads as

tr [ρnA(t ≤ LA/2)] =

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

2LA

=

n n n n n n n n n

n n

n

n n n

n n

n

n n n

2t2LA − 4t2L− 4t− 2LA

, (62)

where, in going from the first to the second line, we repeatedly used the unitarity conditions in Eqs. (36) and (38).
To proceed, we note that on the left of this diagram we have L− 2t−LA powers of the MPS transfer matrix τ(M)

(cf. Eq. (44)) replicated n times, i.e.,

(τ(M)⊗n)L−2t−LA . (63)

As we now show this allows us to compute the thermodynamic limit value of this diagram whenever the initial MPS
is charged solvable.

By definition, a charged solvable MPS has a transfer matrix τ(M) with unique fixed points given by |S⟩ and ⟨ χ,1|
(cf. Definition 1), Eq. (49), and Theorem 2), where we choose the left fixed point to be the identity. This means that

lim
L→∞

(
n

)L−2t−LA

= (64)

where the black circle denotes

=
n∏

a=1




d∑

i,j=1

(S)i,j |i⟩a |j⟩(a)∗


 . (65)
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It is then immediate to see that, in the thermodynamic limit, the diagram in Eq. (62) is reduced to the following

n n n n n n n

n n

n

n n n

n n

n

n n n

, (66)

This diagram can be fully contracted using the charged solvability conditions (51) and (47). Indeed the latter implies
the following diagrammatic relations for the replicated state

n = , (67)

n = , (68)

where the solitons represented in red/blue correspond to the following linear combination of projectors
(mr/ℓ∑

α=1

c
(r)/(ℓ)
α

d
(r)/(ℓ)
α

Π(r)/(ℓ)
α

)
. (69)

We can move each soliton to the top, using (40), obtaining

n n n n n

n

n n

n

n n

n

n

n

n , (70)

and then use dual unitarity 37 to simplify both outer
diagonals of gates, and reiterate the procedure until the
triangle at both edges are fully simplified. The final result
reads as

tr [ρnA(t)] =

(∑

α

c
(r)
α

n

d
(r)
α

n−1

)4t

Ξn(LA − 2t), (71)

where the extra contribution Ξn(x) comes from the ini-
tial MPS entanglement, and ln(Ξn(x))/(1− n) can be
thought as the Renyi entropy, on the initial state, of an
interval including 2x sites . Namely, it is written as

Ξn(x) = n n

x

. (72)

Noting that this term is o(t0) we then have

S
(n)
A (t) =

4t

1− n
log

(
k∑

i=1

cni
dn−1
i

)
+ o(t), (73)

where we used the block matching condition in Eq. (59)
to eliminate the labels ℓ/r from ci and di (and k is defined
above Eq. (59)). Indeed, using the latter condition one

has

∑

α

c
(r)
α

n

d
(r)
α

n−1 =
k∑

i=1

∑

α∈P
(r)
i

c
(r)
α

n

d
(r)
α

n−1 =
k∑

i=1

cni
dni

∑

α∈P
(r)
i

dα

=

k∑

i=1

cni
dn−1
i

=
∑

α

c
(ℓ)
α

n

d
(ℓ)
α

n−1 . (74)

In particular, in the limit n→ 1 we obtain

SA(t) = 4t(snum + sconf) + o(t), (75)

where introduced the quantities

snum ≡ −
k∑

i=1

ci log(ci), sconf ≡
k∑

i=1

ci log(di), (76)

whose physical meaning will become clear in the upcom-
ing subsection.

B. Late-time Regime

We now consider times t ≥ LA/2. In this regime, af-
ter taking the thermodynamic limit, the reduced density
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matrix ρA(t) has the following graphical representation

ρA(t) =

1 1

1

1

1

1

1

1

1

1

1

1

1

1

1

1 1 1 1 1 1

1 1

1

1

1

1

1

1

1

1

1

1

1

1

1

1 1 1 1 1 1

. (77)

Making now repeated use of the charged solvability
conditions in Eqs. (67) and (68), the soliton relation (40)
(to move solitons at the top open legs) and dual unitarity
in Eq. (37), this diagram can be simplified as follows

ρA(t) = 1

1 1

= , (78)

where in the second step we used the unitarity condition
in Eq. (40) to fully simplify the diagram. Note that this
can only be done if the dashed red line in (78) does not
cross the bottom line of initial states, that is for t ≥
LA/2. Using the simplified form in Eq. (78), we can
write explicit expressions for all Renyi entropies of A.
The result reads as

S
(n)
A (t) =

2LA

1− n
log

(
k∑

i=1

(ci)
n

(di)
n−1

)
. (79)

In the limit n→ 1 the result can written as

SA(t) = 2LA(snum + sconf) , (80)

where snum and sconf are defined in Eq. (76). To unveil
the physical meaning of these quantities we introduce
configurational, Sconf(t), and number, Snum(t), entropies
defined as [88–90]

Sconf(t)≡−
∑

α,β

pα,β(t)(ρA,α,β(t) log ρA,α,β(t)),

Snum(t)≡−
∑

α,β

pα,β(t) log pα,β(t),
(81)

where we introduced the state reduced to a symmetry
block

ρA,α,β(t) ≡
Π

(r)
α Π

(ℓ)
β ρA(t)Π

(r)
α Π

(ℓ)
β

pα,β(t)
,

pα,β(t) ≡ tr
[
Π(r)

α Π
(ℓ)
β ρA(t)Π

(r)
α Π

(ℓ)
β

]
,

(82)

with the projectors in the charge sector with
α = (α1, . . . , αmr

) right moving solitons and β =
(β1, . . . , βmℓ

) left moving solitons defined as

Π(r)
α =

LA⊗

i=1

Π(r)
αi

⊗ 1d, Π
(ℓ)
β =

LA⊗

i=1

1d ⊗Π
(ℓ)
βi
. (83)

From their definition, we see that Sconf(t) measures the
average of the entanglement in the charge sectors, while
Snum(t) the fluctuations of the charge [88–90]. Using
Eq. (78) one can readily show

Sconf(∞) = 2LAsconf , Snum(∞) = 2LAsnum. (84)

Therefore we see that snum and sconf are respectively the
densities of number and configurational entropy in the
stationary state.

Two comments are in order at this point. First, we
see that in our case the number entropy is extensive,
as opposed to the logLA scaling that it displays in the
generic situation [52, 90]. This is because in our setting
the number of non-trivial charge sectors is exponentially
large in LA, which should be contrasted with the poly-
nomial scaling of the number of charge sectors with LA

that one has in the generic case. Second, even though
Eqs. (80) and (84) imply that the entanglement entropy
at infinite times is the sum of number and configurational
entropy, this does not mean that such a decomposition
holds for all times. Indeed, from Eq. (75) one generically
has

SA(t) ≥ Sconf(t) + Snum(t). (85)

The equality holds only if the initial state is an eigenstate
of all the charges.

VI. ENTANGLEMENT DYNAMICS FROM
NON-CHARGED-SOLVABLE STATES

In this section we look again at the entanglement dy-
namics after a quench from an MPS state but, crucially,
we lift the assumption of full charged solvability. Inter-
estingly, we find that in this case the dynamics of entan-
glement shows a qualitative change: while it agrees with
the charged solvable state result in the early time regime,
it does not show immediate saturation for t ≥ LA/2. In-
stead, it continues to grow with a different slope set by
the value of the number entropy.

To deal with the great complication of characterising
the growth of entanglement without any form of solvabil-
ity we attack the problem in a gradual fashion. First, we
lift charged solvability only on one side. In this case the
phenomenology described above can be rigorously shown
under a genericity assumption on the blocks U (α,β) in
Eq. (21). Then, we move to consider fully generic ini-
tial states and adapt the entanglement membrane ap-
proach [91, 92] to argue that the above features are sta-
ble.

A. Entanglement dynamics from left charged
solvable states

Here we consider the entanglement dynamics from
MPS states (41) that are solvable only on one side: for
definiteness we choose left solvability.
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In the early time regime, partial solvability means that
the diagram in Eq. (66) can be simplified only partially.
Specifically, using Eq. (67) and the dual unitarity condi-

tion in Eq. (37) we can simplify the left triangle represent-
ing entanglement growth at the left edge of the interval,
obtaining

n n

n n

n

n n n

LA − 2t
, (86)

Although this diagram cannot be further simplified for
finite LA and t, a simplification emerges in the scaling
limit

LA, t→ ∞,
t

LA
= ζ <

1

2
. (87)

Indeed, in this limit the horizontal line of replicated
transfer matrices in (86) (which are LA − 2t) becomes
a projector on the fixed points, i.e.,

lim
L→∞

(
n

)LA−2t

= , (88)

where we introduced the replicated fixed point

=
n∏

a=1




d∑

i,j=1

(S)i,j |i⟩a |j⟩(a+1)∗


 . (89)

Eq. (88) allows us to eliminate the line of transfer ma-
trices and contract the remaining part of the diagram
by means of the following multireplica version of the left
charged solvability condition

n = , (90)

which involves a different pairing of replicas compared to
Eq. (67). The final result reads as

tr [ρnA(t)] ≃



∑

α

(
c
(r)
α

)n

(
d
(r)
α

)n−1




4t

tr[Sn]
2
, (91)

where ≃ denotes leading order in the scaling limit and
the last term comes from the scalar product of the fixed
points of replicated transfer matrices with different pair-
ings, i.e.,

= tr[Sn] . (92)

Eq. (91) coincides with the scaling limit of Eq. (73).
Therefore, at leading order, lifting solvability on one side

leads to the same entanglement growth in the early time
regime, and can be written as

S(t ≤ LA/2) = 4t(s(r)num + s
(r)
conf) ≡ 4ts(r), (93)

where s(r)num/conf are defined as in (76), using the c(r)α that
define left solvability in (45) instead of ci. As we now
show, beyond this regime we instead have qualitative dif-
ferences. Let us begin considering the infinite time limit.
The relevant diagram in this case is the one in Eq. (77).
Once again, for left charged solvable states the latter can
be simplified only partially and the minimal expression
reads as

ρA(t) =

1

1

1

1

11

11

11

11

11

11

2t− LA

T . (94)

We now note that this diagram contains 2t−LA transfer
matrices T as the one circled in red . Therefore, the large
time limit can be computed by replacing T with a pro-
jector on its leading eigenvectors, which can be proven
to correspond to eigenvalues of unit magnitude (see Ap-
pendix D 1). As we discuss in Appendix D 1, these eigen-
vectors are in one-to-one correspondence with the con-
served, ballistic charges in the circuit so, under the as-
sumption of starting with a complete set of solitons, we
can find all of them.

From now on we assume this to be the case, namely,
we assume that the circuit has no independent conserved-
charge densities of support ℓ > 1: all charges with den-
sities of larger support are written as products of soli-
tons on different sites. In essence, this is a chaoticity
assumption for the blocks U (α,β) in Eq. (21): for generic
blocks there should be no independent conserved charges
apart from those enforced by the block structure. Note
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that the proof in Ref. [98] guarantees that whenever
d
(r)
α = d

(ℓ)
β = 2 any randomly selected dual unitary block

fulfils this assumption with probability one.
Under this assumption, the large time limit is obtained

by the following substitution

1

1

→
∑

α

Π
(ℓ)

α
(ℓ)
1

Π
(ℓ)

α
(ℓ)
2

1

d
(ℓ)

α
(ℓ)
1

d
(ℓ)

α
(ℓ)
2

. . .
, (95)

where the sum is all over the strings {α(ℓ)
1 , . . . , α

(ℓ)
LA

} with
α
(ℓ)
i = 1, . . . ,mℓ, and mℓ being the number of left moving

solitons. Plugging this form into Eq. (94) we then obtain

ρA(∞) =
∑

α 1 1

. (96)

Note that the sum in this expression is over left-moving
solitons and, therefore, this state has correlations only
between its odd sites. This means that, unlike the one
in Eq. (78), the GGE in Eq. (96) has non-zero chemical
potentials also for left moving charges of larger support
(which are built using solitons).

In order to handle explicit an expression we focus on
the case χ = 1, in order to force these charges of larger
support to have 0 expectation value also in this case.
Defining c(ℓ)α /c

(r)
α as the expectation value of the 1−site

left/right moving solitons Π(ℓ)/(r)
α (notice that this defini-

tion agrees with Eq. (51)), we can fully characterize the
asymptotic thermal ensemble and write the asymptotic
value of the entanglement entropy as

SA(∞) ≃ LA(s
(ℓ) + s(r)), (97)

where we introduced

s(ℓ/r)n =
1

1− n
log




mℓ/r∑

α=1

(
c
(ℓ/r)
α

)n

(
d
(ℓ/r)
α

)n−1


, (98)

and set s(ℓ/r)1 = s(ℓ/r). This expression has a very inter-
esting implication: we first note that Eq. (97) does not
coincide with the value reached at the end of the early
time regime. Indeed, considering Eq. (93) we find

SA(LA/2) ≃ 2LAs
(r). (99)

Next we note that whenever the state is left charged solv-
able one has s(ℓ)n ≥ s

(r)
n (cf. Appendix D2). This means

that Eq. (97) is always larger than Eq. (99) and there
must be an additional phase of growth after the early time
regime. This is true also without the χ = 1 assumption

on the MPS: In Appendix D 2 we show that, even though
we cannot find an explicit expression for S(ℓ) in terms of
few parameters we have

S(ℓ) ≥ LAs
(r), (100)

showing the existence of an additional growth phase.
To characterise this second phase we use the following

rigorous bound (proven in Appendix D 3 using the data
processing inequality)

SA(t>LA/2)−SA(LA/2)≤(2t−LA)(2s
(r)−s(r)num). (101)

This ensures that, whenever the number entropy den-
sity is non-zero, the slope of entanglement growth in the
second phase is smaller than the initial one (which is
equal to 2s(r)) and we have a qualitatively different phase
of thermalisation. Note that Eq. (101) also gives the fol-
lowing lower bound for the thermalisation time

tth ≥ LA

2

(
(s(ℓ) + s(r) − s

(r)
num)/2

s(r) − (s
(r)
num/2)

)
, (102)

obtained imposing the r.h.s. of the inequality in Eq. (101)
to be smaller than SA(∞)− SA(LA/2).

In the upcoming subsection we use the entanglement
membrane picture to argue that the bound in Eq. (101)
is in fact saturated at leading order in the scaling limit,
justifying our expression for the entanglement velocity at
times t > LA (135).

B. Entanglement dynamics from generic states

Let us now move to initial states with no solvability
properties. To treat the problem, we decompose the rel-
evant quantities as sums over the charge sectors and treat
each of the sectors using the entanglement membrane pic-
ture [91, 92]. This amounts to assuming that the reduced
blocks U (α,β) (cf. Eq. (21)) are chaotic.
In order for this approach to be valid, we request that the
dimension of each charge block is d(ℓ/r)α ≥ 2 (the mem-
brane picture cannot be applied if the local dimension is
one).

For the sake of simplicity, we consider a simple initial
state: a normalised pair product state (a special case of
the MPS in Eq. (41) with bond dimension 1), defined by
a d× d matrix m

|Ψ0⟩ =




d∑

i,j=1

(m)i,j |i, j⟩




⊗L

tr
[
mm†] = 1, (103)

where 2L is the number of sites of the system (which we
always take to be arbitrarily large as to ignore boundary
effects).
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The graphical representation we use for the matrix m
(in the replicated space) is

(m⊗m∗)⊗n
= . (104)

The expectation values c(ℓ/r)α are then given by

c(r)α = tr
[
mΠ(r)

α m†
]
=

c(ℓ)α = tr
[
Π(ℓ)

α mm†
]
= . (105)

and obey

c(ℓ/r)α ≥ 0
∑

α

c(ℓ/r)α = 1. (106)

The above properties allow us to interpret {c(ℓ/r)α } as a
classical probability distribution on a single pair of initial
state. By defining the probability p(α, β) ≡ cα,β of mea-
suring simultaneously on a pair of initial state left/right
solitons

cα,β ≡ tr
[
Π(ℓ)

α mΠ
(r)
β m†

]
= , (107)

then c
(ℓ/r)
α can be interpreted as the marginals of this

distribution, i.e.

c
(r)
β =

mℓ∑

α=1

cα,β , c(ℓ)α =

mr∑

β=1

cα,β . (108)

1. Early time growth

The rate of entanglement production at early times
(t < LA/2) can be found by evaluating the diagram in
Eq. (66). In fact, since we are now focussing on pair
product states, the contributions at the two edges fac-
torise and we are left to evaluate

tr
A
[ρnA(t)] =




n n

n

n

n

n

n

n

n

n
2t
sites




2

. (109)

We then decompose the 2t legs on the left of this diagram
using the following resolution of the identity

(1n×d)
⊗2t

=
∑

α

2t⊗

i=1

[
n⊗

a=1

(
Π(ℓ)

αi,a
⊗ 1d

)]
. (110)

Analogously, for the 2t legs on the right diagonal we have

(1n×d)
⊗2t

=
∑

α

2t⊗

i=1

[
n⊗

a=1

(
Π(r)

αi,a
⊗ 1d

)]
. (111)

The sum is over all possible strings of αs of size 2tn, since
in general we need a different projector on each replica.

In diagrams we then rewrite the square root of
Eq. (109) as

√
tr
A
[ρnA(t)] =

∑

α,β

n n

n

n

n

n

n

n

n

n

α β

. =

(112)

∑

α,β

n n

n

n

n

n

n

n

n

n

α β

, (113)

where, to go from (112) to (113) we used the fact that
the solitons in the diagram are projectors, thus they obey

(
Π(ℓ/r)

α

)m
= Π(ℓ/r)

α (114)

and then we used the ballistic property (40) to move them
around in the diagram showing explicitly that each gate
is in a chaotic block. Keeping fixed the values of α,β
so that each local gate is now chaotic we are enabled to
apply the entanglement membrane theory [91, 92]. The
upshot of this approach is to argue that the leading con-
tribution to the diagram is found when the internal legs
are divided in two domains; in one domain the internal
legs are all set to the state | d,n⟩ and in the other to the
state | d,n⟩.

To find the leading contribution we then consider all
possible separations between the two domains that start
at the top of the triangle and end at position x, and then
sum over the possible values of x. Thanks to dual unitar-
ity, all paths separating the domains that start at the top
and end at x, which are causally connected with the top
and bottom point are equivalent (indeed the line tension
for a dual unitary circuit is constant) and correspond to
only one diagram, so the result does not depend on the
path chosen. Projecting the internal legs on the two dif-
ferent domains, the diagram becomes the following:
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√
tr
A
[ρnA(t)]=

∑

α,β,x

1

Nα,β

n n

n

n

n

n

n

n

n

n

nnn

nn

nn

nn

nn

n

x

2t− x

, (115)

where the normalisation factor Nα,β comes from the
fact that the states | d,n⟩ and | d,n⟩ are not normalised
(cf. Eqs. (34) and (35)).

To evaluate the diagram, we begin by noting that the
matrix element of a replicated projector between a bullet
and a square state is only non-zero if the the components
on each replica are the same, i.e.,

= tr
[
Π(r)

αi,1
Π(r)

αi,2
, . . .Παi,n

]

= d(r)αi
(δαi,αi,1

. . . δαi,αi,n
).

(116)

Looking at Eq. (115) we see that this observation ap-
plies to the first x right moving legs and the last 2t − x
left moving legs (the ones encircled in respectively red
and blue dashed lines). Therefore, it is convenient to
write the string α = α(2) ◦ α(1), where α(1) and α(2)

are respectively of sizes 2t − x and x. The first has the
same entries on each replica layer . Similarly, we write
β = β(1) ◦ β(2), where β(1) has size x and the same en-
tries on each replica layer. In this language we can write
the normalisation factor as

Nα,β =




x∏

i=1

d
(r)

α
(1)
i

2t−x∏

j=1

d
(ℓ)

β
(1)
j




n

. (117)

We now proceed to evaluate the diagram (115) using
Eqs. (40), (36), and (38) to simplify all the gates. In
particular, using the definitions in Eqs. (107), (108) we

find

√
tr
A
[ρnA(t)] =

∑

x,

α(1),β(1)

α(2),β(2)

x∏

i=1

n∏

a=1

c
α

(2)
i,a β

(1)
i

d
(r)

β
(1)
i

n−1

2t−x∏

j=1

n∏

a=1

c
α

(1)
j β

(2)
j,a

d
(r)

α
(1)
j

n−1

=
∑

x,

α(1),β(1)

x∏

i=1

c
(r)

β
(1)
i

n

d
(r)

β
(1)
i

n−1

2t−x∏

j=1

c
(ℓ)

α
(1)
j

n

d
(ℓ)

α
(1)
j

n−1

=
∑

x

(∑

α

c
(r)
α

n

d
(r)
α

n−1

)2t−x

∑

β

c
(r)
β

n

d
(r)
β

n−1




x

. (118)

The remaining sum over x is a geometric sum and can be
evaluated explicitly. Ignoring o(1) factors, we can write
the final result as

√
tr
A
[ρnA(t)] = exp

(
t(1− n)min(s(r)n , s(ℓ)n )

)
, (119)

where we introduced

s(ℓ/r)n =
1

1− n
log

(∑

α

c
(ℓ/r)
α

n

d
(ℓ/r)
α

n−1

)
. (120)

Putting all together this finally gives

S
(n)
A (t < LA/2) = 4tmin(s(r)n , s(ℓ)n ). (121)

This result is consistent with Eq. (91), as one can see
recalling that for a left charged solvable state s(r)n ≤ s

(ℓ)
n

(cf. App. D 2) and can be analytically continued to all
values of n, in particular n = 1 [103]. In fact, Eq. (121)
can also be tested numerically. For instance, in Fig. 3
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FIG. 3. Entanglement growth at a single edge (meaning that
we evaluate

√
tr
A
[ρnA(t)]) for randomly generated initial states

(coloured dots) divided by the analytic prediction (121) ob-
tained measuring the values of c(r)/c(ℓ) randomly chosen.

we compare its prediction for the entanglement entropy
with exact numerical results obtained for randomly gen-
erated initial states with two solitons of dimensions d(r)α =

d
(ℓ)
α = 2 on each leg. The agreement observed is convinc-

ing (with corrections of the order of a few percentage
points) even for the very short times accessible by the
exact numerics.

Note that an interesting prediction of Eq. (121) is the
possible occurrence of a non-analyticity in n of the Rényi
entropies in the limit LA ≫ t ≫ 1. The latter takes
place, if there exist two n ̸= m such that

s(r)n < s(ℓ)n , s(r)m > s(ℓ)m . (122)

2. Asymptotic entanglement value

At asymptotic times t ≫ LA, the subsystem A is at
equilibrium with the rest and we expect the entanglement
entropy to relax to the thermodynamic entropy [99].

In the domain wall language this can be seen by noting
that the diagram for the n-th moment of ρA(t), i.e.

tr [ρnA] =

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

n

A

, (123)

is dominated by the configuration reported in Fig. 4.

FIG. 4. Pictorial representation of the domain-wall config-
uration giving the leading contribution to Eq. (123). The
domain of square does not reach the bottom part of the dia-
gram (where the initial states are located) as the contribution
would otherwise be suppressed as at, for some a < 1. Instead,
if the domain of square is confined to the top part as in this
picture, then the suppression does not scale with t. We stress
that this domain wall approach works once the gates are pro-
jected in a sector where they are “chaotic" and then one looks
for the dominant domain configuration in each of these sec-
tors.

To evaluate this contribution, we first decompose the
identities along the cuts separating the domain of squares
from the rest, proceeding as in Eqs. (110) and (111). This
gives

∑

α,β

n n

n

n

n

n

n

n

n

n

n

n

n

n

n

n n

n

n

n

n

n

n

n

n

n

n

n

n

n

, (124)

where

α = (αi,a)i=1,...,LA;a=1,...,n , (125)

represents strings of projectors on the right-moving soli-
tons, and β the left-moving ones. Again, we can pin the
domain of bullets by projecting the legs across a cut on
bullet states (for a fixed value of α and β). Thanks to
dual unitarity, all cuts separating the two domains cor-
respond to only one diagram to evaluate (meaning that
they can be deformed into one another), so we can just
choose the simplest one:

1

Nα,β

n n

n

n

n

n

n

n

n

n

n

n

n

n

n

n n

n

n

n

n

n

n

n

n

n

n

n

n

n

, (126)

where Nα,β is a normalization factor. Eq. (116) forces
then the solitons β,α to be the same on each replica;
dropping the indices of replicas on the string, we can
write the normalization factor as

Nα,β =

LA∏

i=1

(
d(r)αi

d
(ℓ)
βi

)
. (127)
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x

t′

LA

βα ρσ

τι

FIG. 5. Pictorial representation of the dominant domain
contributions to evaluate Eq. (124) for small values of t′ =

t− LA/2. We used the fact that, since s
(r)
n < s

(ℓ)
n , the domi-

nant domain at the left/right borders is always the one on the
left for small values of t′, and we sum over all possible choices
of cuts in between the triangles (dashed lines in Fig. 5), which
we label as x = 1, . . . 2t′.

Finally, using the charge conservation relations in
Eq. (40) to move all the solitons to the bottom part of
the diagram, and then the unitarity relation in Eq. (36),
we can reduce the diagram to

tr [ρnA(t≫ LA)] =
∑

α,β

LA∏

i=1

(
c
(r)
αi c

(ℓ)
βi

)n

(
d
(r)
αi d

(ℓ)
βi

)n−1 . (128)

The sum over strings can be carried out by exchanging
it with the product, giving again the result obtained in
Eq. (97), i.e.,

S
(n)
A = 2LA(s

(r)
n + s(ℓ)n ). (129)

3. Second phase of thermalisation

In Sec. VIB 1 we found that, for generic initial states,
the Rényi-entropy growth at times t < LA/2 is

S
(n)
A (t) = 2tmin(s(r)n , s(ℓ)n ) + o(t), (130)

while in Sec. VIB 2 we determined its asymptotic value
to be

S
(n)
A (t≫ LA) = LA

(
s(r)n + s(ℓ)n

)
. (131)

These expressions coincide at t = LA/2 only if s(r)n = s
(ℓ)
n

(e.g. for a solvable state on both sides), where we find
a fast thermalisation process, concluded at the minimal
possible time allowed by causality. If this is not the case,
we expect a second non-trivial phase of thermalisation.
Let us now characterise this phase using the entangle-
ment membrane approach: in the rest of the section we
set s(r)n < s

(ℓ)
n for the calculations.

We again consider the diagram in Eq. (123) but now
focus on the case of finite t > LA/2 and set t′ = t−LA/2.

t′

LA

FIG. 6. Dominant domain configuration in the limit n → 1

assuming s
(r)
n < s

(l)
n

We again insert a resolution of the identity in order to
decompose the gates into chaotic blocks and then apply
the membrane picture (cf. Eq. (124)). Next we sum over
several different strings, as indicated in Fig. 5. Refer-
ring to the figure we have that only the α and β strings
contribute to a growth of entanglement, while the con-
tribution from the others is constant and equal to the
entanglement value at the end of the early time regime
(cf. Sec. VI B 1). The calculation is similar to those re-
ported in the previous subsections and yields

tr [ρnA(t
′ + LA/2)]

tr [ρnA(LA/2)]
=
∑

x



m(r)∑

β=1

c
(r)
β

n

d
(r)
β

2(n−1)



x

(132)

×



m(ℓ)∑

α=1

m(r)∑

β=1

cnα,β(
d
(ℓ)
α d

(r)
β

)n−1




2t′−x

,

the sum in x can be explicitly carried out but, since we
are interested in the leading order, we ignore all the fac-
tors not scaling exponentially in t′ and obtain

tr [ρnA(t
′ + LA/2)]

tr [ρnA(LA/2)]
(133)

∼ max




m(r)∑

α=1

c
(r)
α

n

d
(r)
α

2(n−1)
,

m(r)∑

α=1

m(ℓ)∑

β=1

cα,β
n

(
d
(r)
α d

(ℓ)
β

)n−1




2t′

.

As shown in Appendix E, the assumption s
(r)
n < s

(ℓ)
n

implies that the first term in Eq. (133) is always dom-
inant in the entanglement entropy limit n → 1. This
means that, in this limit, the dominant domain wall con-
figuration is the one reported in Fig. 6. This gives the
following explicit result for the entanglement entropy

SA(LA/2 + t′) = SA(LA/2) + 2t′
(
2s

(r)
conf+s

(r)
num

)

= 4ts(r) − (2t− LA)s
(r)
num. (134)

This result implies that the rate of growth decreases by an
amount equal to the number entropy density in the sector
(left or right) which has the smallest asymptotic entropy
density, predicting a saturation of the exact bound in
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left charged solvable, c(r)1 = 0.1

left charged solvable, c(r)1 = 0

charged solvable

FIG. 7. Entanglement growth for a charged solvable state
(red) and a left charged solvable state (blue and green), nor-
malised on the asymptotic entanglement value and on the
interval size LA. In order to reduce the finite size effects, we
choose a pair product initial state, i.e. a state as in Eq. (41)
with χ = 1.

Eq. (101), in the scaling limit. In other words, we find
the following two entanglement velocities

vE(t) ≡
S(t+ 1)− S(t)

S(∞)/LA
=





2s(r)

s(r) + s(ℓ)
, t ≤ LA

2s(r) − s
(r)
num

s(r) + s(ℓ)
, t > LA

. (135)

A numerical check of this equation is reported in Fig. 7
for two examples of left charged solvable states, both cho-
sen such that c(ℓ)1 = c

(ℓ)
2 = 0.5 (the block structure of the

charges is such that m(ℓ/r) = 2 and d(ℓ/r)1,2 = 2). The data
agrees with our prediction on the asymptotic value of the
entanglement (cf. Eq. (97)) and is compatible with our
results for the behaviour at times t > LA (which is not
fixed by left solvability). Indeed, from Eq. (135) we ex-
pect that in the case c(r)1 = 0, c

(r)
2 = 1 (green curve) the

slope in the second phase should be the same as the first
one (assuming a saturation of the bound (101)). The
numerics suggests this to be the case. Instead, the blue
dataset has c(r)1 = 0.1, c

(r)
2 = 0.9, which implies s(r)num > 0,

displaying a reduction of the slope in accordance with
Eq. (135).

VII. ASYMMETRY DYNAMICS AND
MPEMBA EFFECT

Further information on the dynamics of G−symmetric
dual-unitary circuits, and on the nature of the second
phase of thermalisation, can be obtained by studying
symmetry restoration. Namely, preparing the system in

an initial state that is not an eigenstate of the charges
and observing how it gradually becomes more symmetric.

This process can be conveniently characterised using
the entanglement asymmetry [51], which is the relative
entropy between ρ̄A(t) and the symmetrised state

ρ̄A(t) =
∑

α,β

Π(r)
α Π

(ℓ)
β ρA(t)Π

(r)
α Π

(ℓ)
β , (136)

where Π
(r/ℓ)
α , introduced in Eq. (83), are the projectors

in each charge sector (the latter corresponding to the
choice of a soliton αi on each leg). The entanglement
asymmetry is then expressed as

∆SA(t) = ρA(t) log ρA(t)− ρ̄A(t) log ρ̄A(t). (137)

Considering again a quench from the generic pair product
states in Eq. (103) we have that the asymmetry at t = 0
is given by

∆SA(0) = −LA

∑

α,β

cα,β log(cα,β). (138)

where {cα,β} is the probability distribution defined in
Eq. (107). Note that this quantity is zero if and only if
the initial state is in a single charge sector, i.e., cα,β =
δα,α0

δβ,β0
. For later convenience we also introduce a sym-

bol to indicate the asymmetry density at time t = 0

∆s0 ≡ ∆SA(0)

LA
= −

∑

α,β

cα,β log(cα,β), (139)

which is given by the Shannon entropy of {cα,β}.
In order to compute the asymmetry at later times, we

use the replica trick. Exploiting the cyclicity of the trace,
we can write the n-th moment of the symmetrized density
matrix as

tr [(ρ̄A)
n
] =

∑

α,β

tr
[((

Π(r)
α Π

(ℓ)
β

)
ρA(t)

)n]
. (140)

In the early time regime t < LA/2 we have three distinct
contributions: one coming from the causally disconnected
2LA−4t sites in the centre of A, which carry asymmetry
(LA − 2t)∆s0, and two separate contributions from the
edges taking the form

∑

α

n n

n

n

n

n

n

n

n

n
2t
sites , (141)

∑

β
n n

n

n

n

n

n

n

n

n

. (142)
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Note that the solitons here are chosen to be projectors
and must be the same on each replica, as prescribed by
Eq. (140).

Assuming, e.g., s(r)n < s
(ℓ)
n , it is easy to see that the

diagram in Eq. (141) gives the same contribution as
Eq. (109) at leading order. This follows from the fact
that the decomposition used in Sec. VI is essentially the
same as in that in Eq. (140): explicitly evaluating (109) in
(118) (for a single edge), we get the prescription of choos-
ing the cut to be along the rightmost diagonal, forcing the
right-moving charges to be the same in each replica, as
in Eq. (140), while the left-moving ones are not, and can
be re-summed to be the identity. We get, instead, a non-
trivial contribution from the other edge (i.e. Eq. (142))

∑

x


∑

α,β

cα,β
n

d
(r)
α

n−1



x 
∑

β

c
(ℓ)
β

n

d
(ℓ)
β

n−1



2t−x

=

∼


max


∑

α,β

cnα,β

d
(r)
α

n−1 ,
∑

β

c
(ℓ)
β

n

d
(ℓ)
β

n−1





2t

, (143)

without further information one cannot decide which con-
tribution in Eq. (143) is the dominant one, as both cases
can be realised.

For example, to produce an example where the first
term dominates, one can proceed as follows. Suppose to
have gates which chaotic blocks such that mℓ = mr (i.e.
the number of left and right solitons is the same), and
choose an initial state such that, for a certain ordering of
the soliton labels we have cα,β = cαδα,β . Then we have

∑

α,β

cnα,β

d
(r)
α

n−1 =
∑

α

c
(r)
α

n

d
(r)
α

n−1 = exp
(
(1− n)s(r)n

)
. (144)

Since by assumption

s(r)n < s(ℓ)n , (145)

we find that the first term in (143) is the largest and
dominant one. Note that for our choice of the charges
c
(ℓ)
α = c

(r)
α it is still possible to have s(r)n ̸= s

(ℓ)
n by tuning

appropriately the sizes of the charge sectors d(ℓ)α ̸= d
(r)
α .

From now on, however, we consider an example where
the second term dominates. Specifically, we focus on the
case where both right and left symmetry sectors have
fixed size D:

d(ℓ)α = d
(r)
β = D (146)

∀α ∈ {1, . . . ,mℓ}, β ∈ {1, . . . ,mr}

which immediately implies

∑

α,β

cnα,β
Dn

≤
∑

β

(
∑

α cα,β)
n

Dn
=
∑

β

c
(ℓ)
β

n

Dn
, (147)

and

s
(ℓ/r)
conf = log(D). (148)

In this case we can simplify Eq. (143) and, putting all to-
gether, find the following expression for the entanglement
entropy of the symmetrised state

−ρ̄A(t) log ρ̄A(t) =min(2t, LA)
(
s(ℓ)num + s(r)num

)

+max(LA − 2t, 0)
∆SA(0)

LA
, (149)

which we extended also a later times, since the configu-
ration of domain walls at times t ≈ LA/2 is the same as
the long times one in Fig. 4. Plugging it into Eq. (137)
and combining it with the results of the previous section
we finally obtain

∆SA(t) =





2t(s
(ℓ)
num − s

(r)
num) + (LA − 2t)∆s0, t < LA/2

|s(ℓ)num − s
(r)
num| − (2t− LA)(s

(r)
num + 2 log(D)) tth ≥ t ≥ LA/2

0 t > tth

. (150)

Note that the slope in the first phase is always negative
as one can see by noting (cf. Eq. (138))

s(ℓ)num + s(r)num ≥ ∆s0 ≥ max(s(ℓ)num, s
(r)
num). (151)

One can always saturate the first inequality by choos-
ing an initial product state (i.e. a rank 1 matrix m in

Eq. (103)). Indeed, this implies

cα,β = c(ℓ)α c
(r)
β =⇒ ∆s0 = s(ℓ)num + s(r)num, (152)

allowing for a simpler form of (150). In this case, it is
easy to find an explicit instance of Mpemba effect, by tun-
ing the initial value of the asymmetry to be high without
modifying the thermalisation time, which only depends
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s(ℓ) − s(r),2
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∆
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A

FIG. 8. Example of Mpemba effect choosing two initial
product states and tuning them so that they have equal
s(ℓ) > s(r),1/2, and different s(r),1 > s(r),2. The symbols t

1/2
th

denote the different thermalisation times, computed accord-
ing to Eq. (10).

on s
(ℓ/r)
num . In particular, recalling the definition of ther-

malisation time in Eq. (10), we see that we can choose
two initial product states that have the same (larger)
left number entropy density and different right number
entropy densities

s(r),2num < s(r),1num < s(ℓ),2num = s(ℓ),1num , (153)

and trigger a quantum Mpemba effect discussed in Sec. II,
see, e.g., Fig. 8.

VIII. DISCUSSION AND OUTLOOK

In this work we introduced and characterised G-
symmetric dual-unitary circuits, a class of quantum cir-
cuits where it is possible to investigate exactly the in-
terplay between entanglement and charge fluctuations.
These are dual-unitary circuits with an arbitrary num-
ber of independent U(1) symmetries that are generically
chaotic in each charge sector. We showed that in these
circuits one can define a class of low-entangled initial
states, the charged solvable states, with exactly solvable
entanglement dynamics. This class contains — but is
not limited to — the conventional solvable states of dual-
unitary circuits described in Ref. [19]. An important dif-
ference is that charged solvable states generically relax
to non-trivial generalised Gibbs ensembles while conven-
tional solvable states always relax to the infinite tem-
perature state. We then showed that, very surprisingly,
if one breaks the solvability condition the entanglement
dynamics displays a sharp qualitative change. While
after quenches from charged solvable states the entan-
glement entropy follows the conventional linear-growth-
to-relaxation pattern, quenches from states that are not

charged solvable show a two step relaxation with a second
phase of entanglement growth characterised by a smaller
slope. Interestingly, despite the circuits being dual uni-
tary, non-charged solvable states show a submaximal en-
tanglement velocity even in the early time regime. More-
over, they can also display instances of quantum Mpemba
effect. Namely, considering states that break some of
the symmetries of the dynamics, one can observe faster
restoration in cases where the initial symmetry breaking
is larger.

These surprising findings are just starting to unveil the
rich structure that conservation laws impose on the non-
equilibrium dynamics of G-symmetric dual-unitary cir-
cuits and we expect that future research will help iden-
tifying many more such exotic phenomena. An immedi-
ate question that can be directly attacked with the tech-
niques introduced here concern, for instance, investigat-
ing the operator spreading in these systems, e.g. by com-
puting out-of-time ordered correlators or the operator-
space entanglement of local operators. Another interest-
ing set of questions concerns the complexity of computing
the time evolution of these circuits with classical comput-
ers. Conventional dual unitary circuits are known to be
hard to simulate both directly [100] and by exchanging
the roles of space and time [101], and it is interesting to
ask whether the additional charge structure can help the
classical simulation. Finally, it is appealing to wonder
whether one can generalise our construction to circuits
where the dual unitarity condition has been weakened
following the logic of Ref. [102].
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Appendix A: Charge Propagation in Dual-Unitary
Circuits

Assume to have a conserved charge Q, which can be
written as the sum of one-site charge densities

Q =

L∑

x=0

qx + qx+1/2. (A1)

Calling U the time evolution operator (which commutes
with Q), we can write the continuity equation for the
charge density (assume x is an integer site)

UqxU
† = qx − Jx+1/2 + Jx−1/2, (A2)

we make no assumption on Jx, apart from the constraints
due to causality and the request that it cancels out once
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summing on all sites as in Eq. (A1). In fact, without loss
of generality, we can take Jx to be traceless. Indeed, if
tr [J ] ̸= 0 we can always consider J 7→ J ′ = J−tr [J ]1/d,
which also obeys (A2) and is traceless.

Graphically, we can represent Eq. (A2) using the no-
tation introduced in Sec. III B as

1

11
= (A3)

= − + ,

where we represented the J operator with a black ellipse
to indicate a generic two-site operator. Tracing out the
two rightmost sites (in the replica language this corre-
sponds to the insertion of a bullet) we have

1

11
= 0 = (A4)

= d2
(

−
)
+ ,

where we used dual unitarity and unitarity to simplify the
left hand side of (A4) obtaining 0 thanks to the traceless
condition on q(r). We then immediately have

= , (A5)

meaning that Jx = −qx+1/2, which shows to a ballistic
transportation of charge at the operatorial level. We will
refer from this point on to the one-site charge densities
as solitons. Explicitly, they obey

UqxU
† = qx+1 (A6)

or graphically

1

11
= . (A7)

Similarly charges starting on half-integer sites can be
shown to move in the left direction: We will use a super-
script (ℓ) for left-moving solitons and (r) for right-moving
ones.

This immediately implies that conserved charges with
support on half integer and integer sites are separately
conserved, since, for example

UQ′U = U
L∑

x=0

q(r)x U =
L∑

x=0

q
(r)
x+1 = Q′. (A8)

Moreover, one can produce exponentially many con-
served charges [80]. Noting that the identity operator

1d trivially fulfils Eq. (A7) we have that a charge density
with support on ℓ sites, having on each integer site either
q(r) or 1d, obeys Eq. (A7) too. This gives us 2ℓ choices
for the charge density. Ruling out the identity operator
itself (this corresponds to choosing 1d on each site) one
is left with 2ℓ− 1 independent charge densities with sup-
port on integer sites; considering also the ones on half
integer sites (left-moving) the total number of conserved
charges is 2ℓ+1 − 2. More generally, with mℓ/mr solitons
(including the identity), the total number of charges with
support on at most 2ℓ sites is (mℓ)

ℓ + (mr)
ℓ − 2.

Appendix B: Proof of Theorem 1

In this appendix we provide a proof of Theorem 1.
Without loss of generality we work with right-moving

solitons. We begin by noting that one can simplify the
leftmost gate in the diagram in Eq. (A7) (multiplying
both sides by its inverse) obtaining

(1d ⊗ U) (U ⊗ 1d)
(
σ(r) ⊗ 1⊗2

d

) (
U† ⊗ 1d

) (
1d ⊗ U†) =

=
(
1⊗2
d ⊗ σ(r)

)
. (B1)

Equation (B1) is our starting point. First we note that it
implies that the space of right-moving solitons forms an
algebra: If σ(r) and σ′(r) both obey (B1), then their sum
and product also do. Note that in general the members
of this space are not hermitian (because we allow for
linear combination with complex coefficient) but they are
be normal operators, because by assumption the solitons
σ
(r)
i commute which each other. We call this algebra
Q(r).

This observation is enough to prove the first part of
the theorem. If σ(r) is a soliton we can decompose it in
orthogonal subspaces (this can always be done because
σ(r) normal) as follows

σ(r) =
∑

µ

Πµµ, (B2)

where we called Πµ the projector in the eigenspace corre-
sponding to the eigenvalue µ. Then, for every eigenvalue
µ∗, one can define the polynomial

Pµ∗(x) =
∏

µ̸=µ∗

(x− µ), (B3)

such that Pµ∗(σ(r)) ∝ Πµ∗ . But since the space of soli-
tons is closed under product and sum also Pµ∗(σ(r)) must
be a soliton. Since these projectors are linearly indepen-
dent this proves that we can always choose a basis where
the solitons are projectors (this is true even if the charge
densities do not commute).

To prove the second part of the theorem we rewrite
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Eq. (B1) as

(U ⊗ 1d)
(
σ(r) ⊗ 1d ⊗ 1d

) (
U† ⊗ 1d

)
=

=
(
1d ⊗ U†) (1d ⊗ 1d ⊗ σ(r)

)
(1d ⊗ U) . (B4)

We now observe that the left hand side of Eq. (B4) is
the identity on the last (rightmost) site , while the right
hand side is the identity on the first, meaning that both

sides have to be equal to

1d ⊗ L [σ(r)]⊗ 1d, (B5)

where L [•] is some generic function which is defined from
the space of the conserved charge densities σ(r) to the
space of local operators on one site. More specifically, we
can rewrite (B4) as

U
(
σ(r) ⊗ 1d

)
U† = 1d ⊗ L [σ(r)]. (B6)

We now show that if σ(r) obeys Eq. (B1), then also L [σ(r)] does. Starting from Eq. (B6) we expand it on three
sites (by attaching an identity on the left) and conjugate both sides with 1d ⊗ U to obtain

(1d ⊗ U) (U ⊗ 1d)
(
σ(r) ⊗ 1d ⊗ 1d

) (
U† ⊗ 1d

)
(1d ⊗ U†) = (1d ⊗ U)(1d ⊗ L [σ(r)]⊗ 1)(1d ⊗ U†), (B7)

which can be simplified using (B1) on the left hand side to obtain
(
1d ⊗ 1d ⊗ σ(r)

)
= (1d ⊗ U)(1d ⊗ L [σ(r)]⊗ 1)(1d ⊗ U†). (B8)

Finally, we can rewrite this equation by multiplying both sides with the same combination of gates, and then substi-
tuting Eq. (B6). Specifically

(1d ⊗ 1d ⊗ U) (1d ⊗ U ⊗ 1d)(1d ⊗ L [σ(r)]⊗ 1d ⊗ 1d)(1d ⊗ U† ⊗ 1d)
(
1d ⊗ 1d ⊗ U†) =

= (1d ⊗ 1d ⊗ U)
(
1d ⊗ 1d ⊗ σ(r) ⊗ 1d

) (
1d ⊗ 1d ⊗ U†) =

(
1d ⊗ 1d ⊗ 1d ⊗ L [σ(r)]

)
. (B9)

Ignoring all the identities on the leftmost sites, this shows
that L[σ(r)] is itself a right-moving soliton, implying that
L is a function that goes from the space of conserved,
right-moving solitons to itself. Additionally, notice that
L [σ(r)] is an endomorphism, meaning that not only it
maps the algebra Q(r) to itself, but it is also compatible
with its operations, and that

(L )
2
[σ(r)] = σ(r), (B10)

where we used Eq. (B1). Finally, from Eq. (B6), we see
that L is unitary with respect to the Hilbert–Schmidt
inner product

⟨σ1, σ2⟩ = tr
[
σ†
1σ2

]
. (B11)

This means that L can be diagonalised and its eigenval-
ues must lie on the unit circle. In fact, Eq. (B10) implies
that they can only be ±1 and we denote the correspond-
ing eigenspaces and their respective dimension as Q± and
n±. We consider the subspace of charges with eigenvalue
+1 and call it Q+. It is immediate to see that this is a
sub-algebra of Q: if σ(r)

1 , σ
(r)
2 ∈ Q+ then

L [σ
(r)
1 σ

(r)
2 ] = L [σ

(r)
1 ]L [σ

(r)
2 ] = σ

(r)
1 σ

(r)
2

=⇒ σ
(r)
1 σ

(r)
2 ∈ Q+, (B12)

and similarly for the sum operation. By the theorem’s
assumptions all the solitons commute, so we diagonalise
all of them simultaneously and find a common decom-
position in eigenspaces. We use the projectors on these
eigenspaces as a basis of Q+ and denote its elements by
σ
(r)
+,α.
Next, we consider solitons in Q−, the vector space

corresponding to the negative eigenvalue of L . This
vector space is not closed under multiplication, since if
σ−
1 , σ

−
2 ∈ Q−, then

L [σ−
1 σ

−
2 ] = L [σ−

1 ]L [σ−
2 ] = (−σ−

1 )(−σ−
2 )

=⇒ σ−
1 σ

−
2 ∈ Q+. (B13)

Then we decompose the solitons σ(r)
−,α ∈ Q− as follows:

first we notice that σ(r) 2
−,α ∈ Q+ so it can be decomposed

into the orthogonal projectors as before
(
σ
(r)
−,α

)2
=
⊕

β

µβ σ
(r)
+,β . (B14)

If some µβ ̸= 0 is degenerate we decompose σ(r)
−,α further

as

σ
(r)
−,α =

⊕

β|µβ ̸=0

σ
(r)
−,ασ

(r)
+,β , (B15)
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and take each σ(r)
−,ασ

(r)
+,β as a new basis of solitons (being

careful of maintainingva the linear independence). We
iterate this procedure for all the solitons in Q− in such a
way to obtain a new basis, and reorder the indices of the
solitons such that

σ
(r)
+,ασ

(ℓ)
−,β = δαβσ

(ℓ)
−,β ∀α, β ≤ n− (B16)

σ
(r)
+,ασ

(ℓ)
−,β = 0 ∀α > n−, β ≤ n−. (B17)

We then define the projectors belonging to the first group
of Theorem 1 as the ones in Q+ orthogonal to all the
solitons ∈ Q−

σ
(r)
+,α = Π(r)

α α > n−. (B18)

To find those in the second group we observe that since
L [σ

(r)
−,α] = −σ(r)

−,α, this means that a similarity trans-
formation (which defined L ) connects σ(r)

−,α and −σ(r)
−,α.

Thus the spectrum of σ(r)
−,α must be symmetric around the

origin. Then, given that σ(r)2
−,α ∝ σ

(r)
+,α has only a nontriv-

ial eigenspace, σ−
α must be written as

σ
(r)
−,α=µ(P

(r)
+,α − P

(r)
−,α) =⇒ σ+

α ∝P (r)
+,α + P

(r)
−,α, (B19)

for some orthogonal projectors P±
α . It is then immediate

to see that

L [P
(r)
+,α] =

= L [P
(r)
+,α − P

(r)
−,α + P

(r)
+,α + P

(r)
−,α]/2 = P

(r)
−,α, (B20)

L [P
(r)
−,α] =

= L [P
(r)
−,α − P

(r)
+,α + P

(r)
−,α + P

(r)
+,α]/2 = P

(r)
+,α, (B21)

proving Eq. (19). To prove the completeness relation
in Eq. (20), it is sufficient to note that in our notation
the identity operator is a conserved charge (altough triv-
ial) belonging in Q+. Therefore, if the sum of all the
mutually orthogonal projectors Π

(r)
α , P

(r)
±,α does not give

the identity our set of charges is not a complete basis
(note that, since the projectors are mutually orthogonal,
their only linear combination that produces the identity
is when they are all summed with coefficient 1), and we
find a contradiction.

Appendix C: Proof of Theorems 2-3

1. Left solvability

Here we prove Theorem 2 following the proof of Theo-
rem 1 in Ref. [19]. Without loss of generality we consider
the case of left charged solvable states. The condition
that the transfer matrix τ(M) has spectrum contained
in the disc |λ| < 1 with only one eigenvalue on its border,
corresponds to the request that the initial state |Ψ(0)⟩ is

normalised in the thermodynamical limit, since (assum-
ing a periodic boundary)

〈
ΨL

0 (M)
∣∣ΨL

0 (M)
〉
= tr

[
τ(M)L

]
. (C1)

The left solvability condition (45) implies that the left
eigenvector corresponding to this eigenvalue is the (vec-
torized) operator S, i.e.,

⟨S| =
∑

i,j

⟨i|S|j⟩ ⟨i, j| . (C2)

To see this explicitly, we trace Eq. (45) on the physical
space indices, finding:

∑

i,j

(
Mi,j

)†
SMi,j =

∑

α

c
(r)
α

dα
tr
[
Π(r)

α

]
S = S. (C3)

Then, we can use Theorem 3.5 in Ref. [104], which states
that a completely positive map E with a spectral radius
r (r = 1 in this case), has at least one positive operator
X such that E [X] = rX. This theorem can be applied to
the matrix τ , which can also be seen as a linear map on
the space of operators

τ ↔ Eτ [X] =
∑

i,j

(
Mi,j

)†
XMi,j . (C4)

By assumption, the spectrum of τ is nondegenerate at the
border of the unit circle, and by virtue of left solvability
(45) we know S is a fixed point, from which it follows
that S must be a positive operator.

We now show that a solvable MPS is always equiva-
lent, in the thermodynamic limit, to another MPS for
which the matrix S (defined as the unique fixed point
of the transfer matrix), is not only positive, but strictly
positive. This is equivalent to Eq. (51), because if S is
strictly positive it is invertible, and we can do a gauge
transformation on the MPS

Ma,b → AMa,bA−1 =⇒ S →
(
A−1

)∗
SA−1, (C5)

which maps S to the identity operator by choosing A =√
S.

To show the strict positivity of S, suppose by contradic-
tion that S has some zero eigenvalues. Choosing a basis
where S is diagonal (S =

∑
α µα |α⟩⟨α|), we have

0=
∑

α

µα |α⟩⟨α|−
∑

i,j

∑

α

µα

(
Mi,j

)† |α⟩⟨α|Mi,j . (C6)

Let P be the projector on the kernel of S — P = 1χ −∑
α |α⟩⟨α| — then Eq. (C6) implies

∑

i,j

∑

α

µαP
(
Mi,j

)† |α⟩⟨α|Mi,jP = 0. (C7)

The matrices inside the sum

P
(
Mi,j

)† |α⟩⟨α|Mi,jP, (C8)
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are all positive and we are requiring their sum to vanish.
This can only be true if each of them is 0

∀α, i, j P
(
Mi,j

)† |α⟩⟨α|Mi,jP = 0 =⇒
Mi,jP = PMi,jP, (C9)

meaning that there is a basis in which the matrices M i,j

are all triangular

Mi,j =

(
Ai,j Bi,j

0 Ci,j

)
. (C10)

Given our periodic boundary conditions on the MPS, the
MPS is completely equivalent to one that only has the
diagonal part in Eq. (C10) (i.e. Bij can be set to 0). Such
MPS can be written as |Ψ⟩ = |Ψ1⟩+ |Ψ2⟩, where |Ψ1⟩ is
obtained using the matrices Aij as MPS and |Ψ2⟩ with
Bi,j . Since the leading eigenvalue of τ is nondegener-
ate by assumption, and has support only on the block
corresponding to Aij it means that the norm of |Ψ2⟩ is
suppressed in the thermodynamic limit, so that we can
reduce the bond dimension using the MPS

PMijP, (C11)

which is equivalent (in the thermodynamical limit) to the
original one. In this reduced space the matrix S is strictly
positive, proving the theorem.

2. Charged solvability

Suppose to have a state which obeys both Eqs. (45)
and (47). Using the left-solvability we can consider an
equivalent MPS which can written as in (57)

Γ(M) = V
(√

C(r) ⊗ 1χ
)
, (C12)

where we defined

C(r) ≡
mr∑

α=1

c
(r)
α

d
(r)
α

Π(r)
α . (C13)

Similarly we can define

C(ℓ) ≡
mℓ∑

α=1

c
(ℓ)
α

d
(ℓ)
α

Π(ℓ)
α . (C14)

Then, condition (47) tells us that there is a unique matrix
S in the auxiliary space such that

V
(
C(r) ⊗ S

)
V † = C(ℓ) ⊗ S. (C15)

First of all we note that, since V is a unitary matrix, the
operation V (•)V † is a similarity transformation. This
means that the spectra of C(r) ⊗ S and C(ℓ) ⊗ S have to
match, implying that there is a matrix U ′ ∈ SU(d) such
that

C(r) = U ′C(ℓ)U ′†. (C16)

We use U ′ to change the basis on the odd sites (which
generate left moving particles), so that C(r) = C(ℓ) ≡ C:
this proves the blocking condition in Eq. (59).

Repeating the reasoning of App. C 1, one can show
that S is a strictly positive operator (or that the MPS
is equivalent to another MPS with lower bond dimension
such that this property holds). In passing we note that
there are examples where S cannot be taken to be the
identity matrix, differently from the solvable states of
Ref. [19].

Appendix D: Late time regime for left charged
solvable states

1. Leading eigenvectors of the transfer matrix

We consider transfer matrices as the one in Eq. (95).
We start by writing the right-moving soliton on the main
diagonal as a linear combination of projectors

T =

mr∑

α=1

c(r)α 1

1

Π
(r)
α

1

d
(r)
α

≡
mr∑

α=1

c(r)α Tα. (D1)

In this way, we express the transfer matrix as a convex
combination (with coefficients c(r)α ≥ 0 that sum to 1)
of other transfer matrices Tα which have the projectors
Π

(r)
α propagating along the main diagonal.
Note that, by unfolding, these transfer matrices can be

expressed as quantum channels written in Kraus form,
i.e.,

Tα ↔ Eα[X] =
1

d
(r)
α

X

Π
(r)
α

=

=
d∑

i,j=1

Ki,j
α X

(
Ki,j

α

)†
, (D2)

where we introduced

Ki,j
α =

√
⟨i|Π(r)

α |i⟩
d
(r)
α

j

i

, (D3)

and used i, j as indexes for an orthonormal basis on one
site. Unitarity and dual-unitarity imply the channel is
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both trace preserving and unital (and completely posi-
tive since it is in Kraus form), thus showing its maximal
eigenvalue has to be ≤ 1.

Since the original transfer matrix is a generic convex
combination of these channels, it has an eigenvalue of
magnitude 1 if and only if all the channels Eα have com-
mon eigenvectors with equal eigenvalue of magnitude 1.
Some are fixed by the soliton property. Indeed, all oper-
ators of the form (we denote by x the number of legs of
this quantum channel)

X(β) =

x⊗

i=1

Π
(ℓ)
βi

d
(ℓ)
βi

, (D4)

are eigenvectors of Eα with eigenvalue 1, where we denote
with β a string of length equal to the number of legs of
the transfer matrix, taking values in βi = 1, . . . ,mℓ.

We expect these to be the only eigenvectors with this
property, assuming that all the blocks in which the charge
conserving gate is built upon (cf. Eq. (21)) are chosen
independently and are generic enough. This statement
is proven rigorously in [98] for blocks of dual unitaries of
local dimension d(r/ℓ)α = 2.

Let us now contradict this hypothesis and suppose
there exists a common, nontrivial eigenvector of all the
channels Eα, starting from x sites: we want to show
that this implies the existence of extra conserved charges
(which cannot be built with the one-site solitions). Con-
sider a transfer matrix as in Eq. (D1), with the choice
c
(r)
α = d

(r)
α /d, which can be written simply as

T (ℓ) =
1

d

1

1

1

. (D5)

By assumption, if all the reduced channels Eα have a com-
mon eigenvector (with the same eigenvalue λ such that
|λ| = 1), it means that also this matrix has a nontrivial
eigenvector |v⟩ with a phase as eigenvalue

|v⟩ = T (ℓ) |v⟩ = 1

d

1

1

1

= eiϕ . (D6)

Given the unitarity of the folded gates (which are a tensor
product of two unitary gates so are unitary), and the fact

that the norm squared of the bullet state is d, this implies

1

1

1

= eiϕ . (D7)

Now consider a charge density q built as follows

1

11
= ≡ q. (D8)

Using (D7), it is straightforward to show that this charge
density moves ballistically, i.e., it obeys

1

1

1

1

1

1

1

= (D9)

e2iϕ .

However, since the matrix in pink is finite dimensional
and the unitary matrices applied to it on the left side of
Eq. (D9) are a similarity transformation, the spectrum of
the matrix cannot be changed after the transformation,
implying that ϕ/π ∈ Q.

Finally, we note that it is possible to renormalise the
gates to make all the charges like those in Eq. (D9) one-
site and two-site charge density, and, moreover, turn the
phase in (D9) to 1. A blocked n-sites dual unitary gate
is constructed as

= (D10)

and, crucially, it continues to be dual unitary. By group-
ing enough sites together, we can make it such that a sin-
gle time step of the renormalised circuit commutes with
the new charge density. More precisely, if the new gate
is formed by r2 old gates, then a new time-step will give
a phase e2irϕ, however, since ϕ/π ∈ Q, it must be possi-
ble to find an r such that this phase is 1 and we have a
“standard” conserved charge.
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2. Bound between left/right entanglement
entropies

In this appendix we compute the Rényi entropies of
the state in Eq. (96). We begin by expressing the latter
in formulae as follows

ρA(∞) = ρGGE
ℓ ⊗ ρGGE

r (D11)

where the tensor product is between even and odd sites
and we defined

ρGGE
r =

(∑

α

c
(r)
α

d
(r)
α

Π(r)
α

)⊗LA

, (D12)

ρGGE
ℓ =

∑

α

1

d
(ℓ)
α

[
LA⊗

i=1

Π(ℓ)
αi

⟨ χ,1|Nα1Nα2 · · ·|S⟩
]
, (D13)

and in the second equation we set

Nα ≡
d∑

i,j=1

Mi,j ⊗
(
Mi,j

)∗ ⟨i|Π(ℓ)
α |i⟩ , (D14)

d(ℓ)α ≡
∏

i

d(ℓ)αi
. (D15)

Considering traces of powers of ρA(∞) we have

tr[ρA(∞)n] = tr
[
ρGGE n
ℓ

]
tr
[
ρGGE n
r

]
, (D16)

where

tr
[
ρGGE n
r

]
=

(∑

α

c
(r)n
α

d
(r)n−1
α

)LA

, (D17)

and

tr
[
ρGGE n
ℓ

]
=
∑

α

⟨ χ,1|Nα1Nα2 · · ·|S⟩n

d
(ℓ)n−1
α

. (D18)

The latter expression can be rewritten as

tr
[
ρGGE n
ℓ

]
= ⟨ χ,1|⊗nN(n)LA |S⟩⊗n

, (D19)

where we defined

N(n) ≡
mr∑

α=1

(Nα)⊗n

d
(ℓ)n−1
α

. (D20)

This expression can be evaluated efficiently for integer
values of n using a transfer matrix approach: the expres-
sion is determined by the leading eigenvector of N(n). In
this way, however, we are in general unable to provide an
efficient analytic continuation for n→ 1.

The entanglement entropy is split in configurational
and number entropy contributions: defining

p(α) = ⟨ χ,1|Nα1Nα2 . . .|S⟩ , (D21)

then it is clear we can write

S(ℓ) ≡ lim
n→1

tr
[
ρGGE n
ℓ

]

1− n
=
∑

α

S(ℓ)
num + S

(ℓ)
conf (D22)

S(ℓ)
num =

∑

α

−p(α) log(p(α))

S
(ℓ)
conf =

∑

α

−p(α) log
(
d(ℓ)α

)
d(ℓ)α =

LA∏

i=1

d(ℓ)αi
.

For a generic MPS the classical probability distribution
p(α) is not the product of independent distribution at
each site, making its Shannon entropy (which is the num-
ber entropy, in our language) hard to evaluate explicitly.
In the case of bond dimension one, instead, it simpli-
fies in the product of LA independent distributions with
p(α) = c

(ℓ)
α . The Shannon entropy becomes then addi-

tive, and, since we choose a translational invariant states,
one has

Snum = LA

∑

α

c(ℓ)α log
(
c(ℓ)α

)
. (D23)

We now prove that for a left charged solvable state one
has

S(ℓ) ≥ LAs
(r), (D24)

even when p(α) is not factorised.
We start by considering the following pure state

ρ =

1 1

1

1

1

1

1

1

1

1

1 1 1 1 11 1 1 1 1 1

x

B B̄

, (D25)

where the bottom line is built with our left-solvable MPS
and is understood to be infinite in the right direction.
We consider its entanglement across the bipartition BB̄
shown with a red dashed line. Tracing out B, and simpli-
fying the transfer matrices with the leading eigenvector,
we find

ρB̄ =

1 1

1

1

1

1

1

1

1

1

1 1 1 1 11 1 1 1 1 1

x

(D26)

and then, combining solvability, charge conservation and
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dual unitarity, we can simplify it as

1

x
, (D27)

so that, apart from a o(1) contribution from the initial
MPS, its Rényi entropies are given by

S(n)[ρB ] = xs(r)n . (D28)

Let us now trace Eq. (D25) from the side of B̄. We want
to apply on each of the x open leg on the triangle the
following quantum channel

E(ℓ)[X] =

mℓ∑

β=1

Π
(ℓ)
β

d
(ℓ)
β

tr
[
XΠ

(ℓ)
β

]
, (D29)

which is unital (preserves the identity) and can be written
in Kraus form (it is the same channel considered in the
previous subsection, i.e., it corresponds to the transfer
matrix in Eq. (D5)).

On the left open leg of the auxiliary MPS space we
instead apply the unital quantum channel

Eχ[X] =
1χ

χ
tr [X] . (D30)

After the application of these channels, the reduced den-
sity matrix can be represented as

(
E(ℓ)⊗x ⊗ Eχ

)
[ρB ] =

∑

β

1

d
(ℓ)
β

1 1

1

1

1

1

1

1

1

1

1 1 1 1 1
Π

(ℓ)
β1

Π
(ℓ)
β2

Π
(ℓ)
β3

Π
(ℓ)
β4

Π
(ℓ)
β5

, (D31)

where we substituted the leading eigenvector of the MPS
transfer matrix on the right, as per Eq. (64), and the sum
is over all strings of left charges β of length x. Moving
all the charges to the base of the triangle, it is immediate
to see that we recover ρGGE

ℓ , defined on the x left-sites.
Since a unital quantum channel can only increase the
Rényi entropies [105], this shows that the Rényi entropies
of (D31), and thus those of ρGGE

ℓ , are always larger than
S(n)[ρB ] = S(n)[ρB̄ ] = xs

(r)
n . This proves Eqs. (D24) and

(100) in the main text.

3. Bound on the rate of growth of entanglement in
the second phase

To prove the bound in Eq. (101) we begin by observing
that

tr[ρA(t)
n] = tr[ρ̃A(t)

n], (D32)
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where we noted that ρA(t) in Eq. (94) can be written as

ρA(t) =

1

1

1 1

1

11

11

11

11

11

11

2t− LA

T , (D33)

and we defined

ρ̃A(t) =

11 1

11

11

11

11

11

11

11

2t− LA

. (D34)

The identity follows from the fact that the above di-
agrams with all legs open corresponds to a pure state
and the white bullets correspond to a trace. Therefore,
Eq. (D32) is just stating that two reduced density matri-
ces obtained by tracing out two complementary subsys-
tems of a pure state have the same spectrum.

Next, we apply the quantum channel in Eq. (D29), but
defined with right-moving solitons, on the open legs on
the right of the matrix in Eq. (D34), i.e.,

(
E(r)

)⊗2t−LA

[ρ̃A] =

∑

α

1

d
(r)
α

11 11

1

1

1

11

11

11

11

11

11

Π
(r)
α1

∑
β Π

(r)
β

c
(r)
β

d
(r)
β

, (D35)

where we set

d(r)α ≡
∏

i

d(r)αi
(D36)

and the sum is over strings of 2t − LA projectors on αi

(the charges on right side). In the above equation we also
reported the explicit form of the solitons on the leftmost
diagonal (which are a linear combination of projectors
instead).

The data processing inequality generalised for Rényi
entropies, see Ref. [105], implies that a unital quantum
channel can only increase the entropies, so the entropies
of (D35) will provide an upper bound on the desired ones.
We can simplify the diagram using unitarity, dual uni-
tarity and left charged solvability of the initial state to
obtain

∑

α

1

d
(r)
α

Π
(r)
α1

c(r)α1

d
(r)
α1

Π
(r)
α1

∑
β Π

(r)
β

c
(r)
β

d
(r)
β

11 1

. (D37)

From (D37) we can exactly compute the entanglement
entropy, finding (we report only the expression for the
Von Neumann entropy and neglect the initial entangle-
ment of the state)

(2t− LA)
∑

α

(
2c(r)α log d(r)α − c(r)α log(cα)

)
+ (D38)

LA

∑

α

(
c(r)α log d(r)α − c(r)α log(cα)

)
= S[E [ρ̃A]] ≥ S[ρA],

which proves Eq. (101).

Appendix E: Simplification of Eq. (133)

In the limit n→ 1, the two quantities in Eq. (133) can
be written as (taking the log and dividing the result by
1/(1− n))

s(r)num + 2s
(r)
conf ,∑

α,β

−cα,β log(cα,β) + s
(ℓ)
conf + s

(r)
conf . (E1)

We use a chain of inequalities based on the fact that, by
assumption,

s(r) = s(r)num + s
(r)
conf < s(ℓ) = s(ℓ)num + s

(ℓ)
conf . (E2)

The inequalities are as follows

s(r)num + 2s
(r)
conf < s(ℓ)num + s

(ℓ)
conf + s

(r)
conf <

< s
(ℓ)
conf + s

(r)
conf −

∑

α,β

cα,β log(cα,β). (E3)
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Here in the last step, we used the fact that, since

c(r)α =
∑

β

cα,β =⇒ c(r)α ≻ cα,β , (E4)

the (classical) distribution of c(r)α majorises the one cα,β ,
meaning that its corresponding entropy has to be strictly
less, i.e.

∑

α,β

−cα,β log(cα,β) ≥ s
(ℓ)
conf . (E5)

The chain in Eq. (E3) proves the desired inequality.
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Chapter 6

Entanglement of disjoint

intervals in dual unitary circuits:

exact results

6.1 Summary

In this work, we consider entanglement growth for a subsystem made of

two disjoint intervals, interacting with an infinite environment, evolved

with dual unitary gates.

We show that, when the intervals are far enough, the entanglement growth

is connected to the leading eigenvector of a suitable transfer matrix built

with the local gate.

We pick a specific family of dual unitary gates in arbitrary local dimen-

sion (as a generic parametrization is not yet known) and prove that almost

certainly the leading eigenvector of the aforementioned transfer matrix is

non-degenerate, showing how this implies that the entanglement dynamics

follows the membrane picture.

Instead, choosing dual unitary gates with conserved charges, we prove a

121



6.1. SUMMARY

rigorous bound showing the dynamics expected for an integrable system.

Moreover, our results on the spectrum of this transfer matrix, and in par-

ticular how it differs whether the gate has ballistic conserved charges or

not, have implications on other properties of the dynamics, such as corre-

lation functions of local operators, shedding light on the difference between

chaotic and charge conserving dynamics.
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We study the entanglement dynamics for dual unitary circuits for a disjoint subsystem from a
simple initial state. We prove rigorously, after an appropriate limit, that the entanglement dynamics
for a dual unitary circuit almost certainly behaves according to the prediction from the membrane
picture; at the same time we show that the results are qualitatively different if the dual unitary gates
are not generic, but possess a charge structure, in which case the entanglement agrees qualitatively
with the membrane picture, although in general such gates do not possess quasiparticles.

Under very general conditions, a quantum quench trig-
gers the linear growth of the entanglement entropy be-
tween the finite parts of a quantum many-body sys-
tem [1–16]. This phenomenon can be explained very
generally using a duality between space and time [17],
which interprets the linear growth as another manifes-
tation of the extensivity of the stationary entropy. The
underlying mechanisms driving the growth, however, are
believed to depend on the nature of the dynamics, i.e., on
whether the system is integrable or chaotic. In the first
case the growth is explained in terms of the motion of
correlated quasiparticles produced by the quench, while
in the second of the expansion of the minimal space-time
membranes separating the subsystems. The theories de-
scribing these two mechanisms are respectively known as
quasiparticle picture [1] and membrane picture [18, 19].

In one dimension, both theories yield the same qual-
itative prediction — linear growth followed by satura-
tion — for the entanglement of a single, connected in-
terval. For subsystems with more complicated geome-
tries, however, the predictions of the two theories differ,
providing spectacular macroscopic displays of the nature
of the microscopic dynamics. For instance, consider a
subsystem A made of two intervals of equal size ℓ, sepa-
rated by a distance x≫ ℓ. After an initial linear growth
phase and saturation, the quasiparticle picture predicts
a temporary drop in the entanglement entropy when the
two intervals become causally connected, i.e., for times
t ∈ [x/2vqp, (x+ ℓ)/2vqp], where vqp is the quasiparticle
speed [20]. Instead, according to the membrane picture,
once the entanglement saturates after the initial growth
phase, its value remains constant, see Fig. 1.

Currently, however, the only exact results substanti-
ating this picture have been obtained in conformal field
theory [7, 21], for non-interacting spin chains [22], and
for random unitary circuits in the limit of large local
Hilbert space dimension [10]. No exact result exists for
clean, microscopic systems in the presence of interac-
tions. In this paper we fill this gap and present a rigor-
ous proof of the occurrence of these different behaviours
for dual-unitary circuits [23], a class of quantum circuits
that has been extensively studied in recent years [16, 23–
28]. These circuits generically exhibit chaotic behaviour,

ℓ/2 x/2 (x+ ℓ)/2 x/2 + ℓ

S(∞)

0

t

S
(t
)

FIG. 1. The entanglement of the disjoint subsystem A =
[0, ℓ] ∪ [ℓ + x, 2ℓ + x] — composed by two intervals of size ℓ
separated by a distance x > ℓ — according to the membrane
picture (dashed blue) and the quasiparticle one (dashed red).
The continuous black line refers to the points on which both
predictions agree. The quasiparticles are taken to move at
speed vqp = 1.

and we will indeed prove that they generically follow the
membrane picture in Fig. 1, however, they can also be
equipped with a charge structure [29–31], which can dras-
tically affect their entanglement dynamics [32]. We will
show that, although they are generically non-integrable,
charged dual unitary circuits follow the quasiparticle pre-
diction in Fig. 1.

More specifically we consider locally interacting quan-
tum many-body systems of qudits in discrete space time.
A step of time evolution is implemented by the many-
body unitary operator U constructed in terms of a two-
qudit gate U through the following brickwork pattern

U = UeUo, Ue =
L⊗

x=0

Ux,x+1/2, Uo =
L⊗

x=0

Ux+1/2,x . (1)

Here the qubits sit at half integer positions, the operator
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Ua,b acts as U on the qudits located at a and b, and
we denote by 2L number of qudits, which we take to be
much larger than all other quantities at play. Moreover,
we take periodic boundary conditions, so that sites 0 and
L coincide, and indicate by d the number of states of each
qudit (local Hilbert space dimension).

Our local gate U is dual-unitary (DU) [23], meaning
that also the matrix Ũ obtained as

⟨ij| Ũ |kl⟩ ≡ ⟨jl|U |ik⟩ , (2)

is a unitary matrix. Physically, this reshuffling corre-
sponds to an exchange of space and time in the quantum
circuit [15, 23, 33], therefore DU gates can be defined
as those generating unitary dynamics in both space and
time.

A complete parameterisation of DU gates is only
known for d = 2 [23], however, families of DU gates
are known for any d ≥ 2 [28, 34–37]. Here we will be
interested in the following one

Sl = {S · U [ρ],l · (1d ⊗ v) v, ρ(1), . . . , ρ(d) ∈ U(d)}, (3)

where S is the SWAP gate and U [ρ],l is a control gate
defined in terms of d unitary matrices ρ(i) as

U [ρ],l (|i⟩ ⊗ |j⟩) = |i⟩ ⊗ ρ(i) |j⟩ . (4)

When seen as a manifold, the set Sl has a number of pa-
rameters scaling as d3 for large d. This is the largest
known scaling observed in the known families of DU
gates [36, 37]. This set, however, is not the only known
one with this property. For instance, one can construct
a different family, Sr, by applying a spatial reflection on
the elements of Sl. Namely, Sr = S · Sl · S. Note that
for d = 2, both Sl and Sr coincide with the set of all DU
gates [23].

We now consider a quantum quench from an initial
state made of maximally entangled Bell pairs among
nearest neighbour, i.e.,

|Ψ0⟩ =
L⊗

x=1

d∑

i=1

|i⟩x |i⟩x+1/2√
d

, (5)

and compute the entanglement between a region A and
its complement by measuring the entanglement entropy
SA(t) ≡ − tr[ρA(t) log ρA(t)], where ρA(t) is the density
matrix of A. As anticipated before, we consider the case
in which A is composed of two intervals of length ℓ (mean-
ing they contain 2ℓ qudits in our units) separated by a
region of length x > ℓ.

The evolution of quantum circuits is conveniently rep-
resented graphically. Specifically, we introduce the fol-
lowing diagrammatic notation for gate and initial state,
in a one-replica, or folded space

U ⊗ U∗ = 1 , (6)

|Ψ0⟩⟨Ψ0| =
1

dL
. (7)

The local trace operation becomes a state which we rep-
resent with a white circle:

| ⟩ =
(

d∑

i=1

|i, i⟩
)

≡ . (8)

In this notation, the dual-unitarity property is expressed
by the graphical rules

1 = , 1 = , (9)

1 = , 1 = , (10)

and ρA(t) as in Fig. 2. For all the times where the two
intervals remain causally disconnected, t ≤ x/2, the en-
tanglement of ρA(t) can be characterised exactly. Indeed,
using the rules in Eq. 10, we can simplify the top diagram
in Fig. 2 to

ρA ∝




A

1 1 1

1 1




⊗2

≃ (11)

where in the second step we performed a similarity trans-
formation within A, which does not change the entan-
glement, in order to remove the gates. This gives the
following exact expression for entanglement entropy for
t ≤ x/2 which is the one obtained for a single interval in
[15], with an extra factor of 2:

SA(t) = 4min(2t, ℓ) log(d). (12)

With a completely analogous reasoning, using the rela-
tions in Eq. (9)-(10), one can also show that at times
t ≥ x/2 + ℓ the state of the region A relaxes to the in-
finite temperature state: ρA(t ≥ x/2 + ℓ) ∝ 14ℓ, where
1x represents the identity operator in Cdx

. Therefore, we
have SA(t ≥ x/2 + ℓ) = 4ℓ log(d).

The only time interval whose behaviour is not fixed by
the combination of unitarity and dual unitarity is thus
x/2 < t < x/2 + ℓ and, as we shall see, it depends on the
specific choice of local gate U . In this regime, the reduced
density matrix can be simplified as the one depicted in
Fig. 2 (bottom panel). Its expression involves x applica-
tions of the following two transfer matrices

T l
z =

1

1

1z

, T r
z =

1

1

1 z

, (13)
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FIG. 2. Top panel: reduced density matrix at initial times t ≤ x when the two intervals are not causally connected, and their
contribution to the entanglement factorizes. Bottom panel: reduced density matrix at the times where the two intervals are
connected by some light-cones, i.e. at times x/2 < t < ℓ+ x/2, which cannot be simplified using only dual unitarity.

circled in red in Fig. 2. This suggests that, for large
enough x, the diagram can be simplified by truncating
the transfer matrices to their leading eigenspaces. A
characterisation of the leading eigenspaces of T l

z and T r
z

for generic DU gates is provided by the following theo-
rem, which is the first main result of this letter.

Theorem 1. Randomly drawing U from Sl produces al-
most surely a transfer matrix T l

z with a unique maximal
eigenvalue d and both left and right eigenvectors fixed to
be | ⟩⊗z.

An analogous result holds when replacing l with r.
Theorem 1 guarantees that, if one draws U at random

from, say, Sl, and then constructs the time evolution
operator according to Eq. (1), the diagram in Fig. 2 will
be constructed in terms of the matrix T l

z fulfilling

(T l
z )

x 7→ (d | ⟩⟨ |)⊗z
, (14)

for large enough x. Making this replacement allows
one to fully contract the diagram using Eq. 10 to ob-
tain ρA(t) ∝ 14ℓ, showing that also in the regime
x/2 < t < x/2 + ℓ the reduced state is proportional to
the infinite temperature state. This gives an expression
for the entanglement entropy at all times

SA(t) = min(8t, 4ℓ) log(d), x≫ ℓ, (15)

which agrees with the membrane-picture prediction [10].
We stress that there is no noise in this system: once the

evolution gate U is chosen from Sl, it is kept constant in
both time and space.

Let us now present a proof of Theorem 1. We start by
fixing v = 1d in Eq. (3), and choose a set of d ρ−matrices
from SU(d). Then, we can fully characterize the spec-
trum of T l

z , since its open legs correspond to the control
qudits of the underlying gate, and thus the matrix is di-
agonal in the computational basis. More precisely, the
eigenvectors are in one to one correspondance with pairs
of strings of length z, which we represent as |j,k⟩, taking
values ja, ka = 1, . . . , d

|j,k⟩ =
z⊗

a=1

|ja⟩ ⊗ |ka⟩ , (16)

where the string j acts on the forward layer of U , and
k on the backward one of U∗; their corresponding eigen-
value is

λj,k = ei
∑z

a=1 ϕja−ϕka tr
[
ρ[j1] . . . ρ[jz ]

(
ρ[k1] . . . ρ[kz ]

)†]

(17)

Since the product of matrices in the trace is also in
SU(d), it is clear that |λ| ≤ d; in order to saturate this
bound, the product of ρs has to be proportional to the
identity, with a proportionality factor which has to be a
d− rooth of unity, given the constraint of having deter-
minant = 1.
Now we use a powerful theorem proven in Ref.[38] which
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states that any Haar-random choice of a z−tuple of ma-
trices from SU(d) forms a free group with probability 1
(that is, neglecting events with measure 0). This can be
rephrased to state that the only product of matrices of
arbitrary size built using ρ[i], ρ[j]

†
that is equal to the

identity, has to be able to be simplified using unitarity.
Since by assumption we must have

ρj,k ≡ ρ[j1] . . . ρ[jz ]
(
ρ[k1] . . . ρ[kz ]

)†
= ei

2πn
d 1d, (18)

for some integer n, then

(
ρj,k

)d
= 1d, (19)

but given the free group property, this would imply that
the left-hand side of (19) has to be simplified to be the
identity using only unitarity, which is only possible if
α = β. This shows that the largest eigenvectors of
this transfer matrix are of the form |α,α⟩ and their cor-
responding eigenvalue is exactly d. We now choose a
generic value of v in the parametrization (3): the trans-
fer matrix is modified as

T l
z → T l,v

z = T l
z (v ⊗ v∗)⊗z

. (20)

The matrix T l
z (built with v = 1) is a normal ma-

trix (its eigenvectors (16) are orthonormal) and can be
decomposed as

T l
z = (Pmax + Trem) , (21)

where Pmax is the projector on the block with eigenvalue
d, while ∥Trem∥2 = sup|v⟩

∥Trem|v⟩∥
∥|v⟩∥ < d (since the ma-

trix is normal, its singular values are the square norm of
eigenvalues); Pmax can be written as

Pmax =
∑

j∈Zz
d

|j, j⟩⟨j, j| =




d∑

j=1

|j, j⟩⟨j, j|




⊗z

≡ p⊗z
max.

(22)

The matrix T l,v
z can have eigenvector with eigenvalue

|λ| = d if and only if there is a maximal eigenvector of
T l
z which is also an eigenvector of the unitary matrix

(v ⊗ v∗)⊗z. To see this, let us call |ψ⟩ such eigenvector,
then one has

d2 = ⟨ψ|T l,v
z (T l,v

z )
†|ψ⟩ = ⟨ψ|T l

z (T l
z )

†|ψ⟩ =⇒
Pmax |ψ⟩ = |ψ⟩ , (23)

where we used the fact that, since the matrix T l
z is nor-

mal, the Pmax is also the eigenspace corresponding to the
maximal singular value of T l

z (T l
z )

†.
This is equivalent to searching for eigenvectors with
eigenvalues of largest magnitude of

p⊗z
max (v ⊗ v∗)⊗z

p⊗z
max ≡ w⊗z; (24)

in the orthonormal basis of pmax, the matrix w has matrix
elements

wij = ⟨i, i|v ⊗ v∗|j, j⟩ = |vij |2, (25)

but, since v is Haar ramdom, with probability 1 one has

vij ̸= 0 ∀i, j = 1, . . . d =⇒ |vij |2 > 0 (26)

thus, in this basis, the matrix w will almost certanly have
strictly positive entries and, by Perron Frobenius theo-
rem [39], it must have a simple eigenvalue with strictly
larger modulus than all the others, with strictly positive
entries, which is indeed the bullet state, with eigenvalue 1
and with entries all equal to 1 in this basis, proving thus
that T l,v

z will almost certainly have only one eigenvector
with largest eigenvalue in modulus.
One can repeat the proof for the right transfer matrix us-
ing gates obtained by spatial reflection of Eq. (3), show-
ing that almost certainly they have a strictly larger sim-
ple eigenvalue; this implies that the intersection between
the two sets, assuming it has a nonzero measure, has this
property simultaneosly for both left and right transfer
matrices with probability 1. Since for d = 2 these sets
coincide, this shows the statement for almost all such DU
gates, simultaneously for left and transfer matrices.
As an application of this, we note that the left-right
transfer matrices correspond to the quantum channels

M±
z ⇄ T r/l

z , (27)

considered for example in Refs. [15]-[28] to study corre-
lation functions of local operators; a gap in the spectrum
corresponds to an ergodic behaviour the gate, which thus
holds, almost certainly, for any multisite local operator.
Let us now consider DU with left/right moving solitons
as in Ref [40]; in this case, one can always choose a conve-
nient linear combination of these such that they are mu-
tually orthogonal projectors (independently for left and
right moving charges) Π

l/r
α , each acting on a space of

dimension dl/rα and satisfying a completeness relation:

dl/rα ≡ tr
[
Πl/r

α

] ml/r∑

α=1

Πl/r
α = 1d. (28)

These solitons move balistically and obey

U(Πr
α ⊗Πl

β) = (Πl
β ⊗Πr

α)U. (29)

The original DU gate can be decomposed into smaller
dual unitary blocks, acting on qudits of dimensions drα, dlβ

Uα,β =
(
Πl

β ⊗Πr
α

)
U
(
Πr

α ⊗Πl
β

)
. (30)

The expectation value of these charges on the initial
state defines a classical probability of being in the sectors
α, β in the initial Bell state

cα,β =
1

d
tr
[
Πl

αΠ
r
β

]
≥ 0; (31)
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FIG. 3. Numerical simulation for the entanglement entropy
in the time interval not fixed by dual unitarity and solvability
t ∈ [x/2, l+x/2] for chaotic gates with different values of l and
x = kl. In particular the circle marks correspond to the choice
l/x = 1, while the squares correspond to the choice l/x = 4.
Notice that, keeping the ratio constant, larger values of x, l
tend to flatten and we conjecture that in the scaling limit
the plot becomes exactly flat, as predicted by the membrane
picture (cf. Fig 1, blue dotted plot)

.

the marginal distributions give the probability of finding
a left/right moving site in the sector α:

clβ =

mr∑

α=1

cα,β crα =

ml∑

β=1

cα,β cl/rα =
dl/r

d
. (32)

Our starting point is again the density matrix ρA in
Fig. 2, since simplifications outside the time interval
x/2 < t < l + x/2 only require dual unitarity, which
holds also in this case. We apply the following quantum
channel on each of the l left moving legs of the left part
of A in 2:

El[X] =

ml∑

α=1

Πl
α
1

dlα
tr [Πl

αX] . (33)

and similarly

Er[X] =

ml∑

α=1

Πr
α
1

drα
tr [Πr

αX] (34)

on the rightmoving legs on the right interval of A.
Now we note that, because of the monotonicity of

quantum relative entropy [41], a unital quantum chan-
nel can only increase the entanglement entropy, so we
have

S[ρA] ≤ S[(Er)
⊗l

(El)
⊗l

[ρA]]. (35)

Moreover, as we show in the Supplemental Material, the
soliton conservation property implies

S[(Er)
⊗l

(El)
⊗l

[ρA]] = 4l log(d)− (l − |2t− (x+ l)|) Il:r,
(36)

where Il:r is the classical mutual information between
left and right-moving charges, computed using the prob-
ability distribution (31)

Il:r =
∑

α,β

cα,β log(cα,β)−
ml

α∑

α=1

clα log(clα)−
mr

α∑

α=1

crα log(crα).

(37)

This shows that, for a DU circuit with conserved charges
one has a drop in the value of the entanglement entropy
when the two intervals become causally connected (with-
out any large distance assumption x ≫ l as for the
chaotic case), exactly as predicted by the quasiparticle
picture, considering that the velocity of the solitons is
1 in this case (although this system does not have, in
general, quasiparticles):

S

(
x

2
< t <

x+ l

2

)
≤ 4l log(d)− (l − |2t− (x+ l)|) Il:r.

(38)

This bound holds for any dual unitary gate with one-site
conserved charges, including, for example, those studied
in [42], although we do not expect the bound to be sat-
urated in that case. In the Supplemental Material, we
prove that this bound is saturated if the intervals are far
enough apart and each DU block Uα,β (cf. Eq (30)) has
local dimension d

l/r
α/β = 2 and is chosen randomly and

independently from the others. In this case, large powers
of the left/right transfer matrices reduce to the channels
used for the bound (33)-(34).
As a final note, we conjecture that our results for the
entanglement of chaotic DU gates hold for any l > x in a
scaling limit, i.e. choosing x = k ·x0, l = k · l0 and taking
k → ∞. We show some numerical evidence for this claim
in Fig. 3.
In this work we rigorously showed the occurrence of a
qualitatively different entanglement dynamics for a dis-
joint subsystem evolved using dual unitary gates, de-
pending on whether the gate have conserved charges.
This elaborates on the work in [40] which showed a quali-
tatively different behaviour for the entanglement dynam-
ics of a single connected interval. The free group ap-
proach that we employed here is a rather general idea
which can be used to investigate other probes of the non-
equilibrium dynamics like OTOCs or operator entangle-
ment or spectral statistics, like spectral form factors or
the eigenstate thermalization hypothesis.
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In this Supplemental Material, we report some complementary results from the main text.
In particular

• In Sec A we explicitly show the application of the quantum channels El/r to the reduced density matrix rep-
resenting the state at the times of interest, working out the expression for the corresponding entanglement
entropy.

• In Sec B we show how the presence of conserved charges on the gates changes the spectrum of the transfer
matrix, which we characterize exactly under certain assumptions, and show that large powers of the transfer
matrix correspond to the application of the quantum channels studied in Sec. A

Appendix A: Entanglement entropy after the quantum channel

In this section, we show more in details how dual unitarity and charge conservation allow us to find the entanglement
entropy of the reduced density matrix after applying the quantum channel in the main text.

find the entanglement entropy for the reduced density matrix ρA at times x/2 + l ≤ t ≤ x/2 + l after applying the
quantum channel

El[X] =
ml∑

α=1

Πl
α

tr [Πl
αX]

dlα
(A1)

on its left-moving legs on the left interval and

Er[X] =

ml∑

α=1

Πr
α

tr [Πr
αX]

dlα
(A2)

on the right-moving legs on its right interval. First, we show that El/r[X] is indeed a quantum channel. We can
choose an orthonormal basis for the local Hilbert space on each leg which is compatible with the projectors Πl

α:

|i, α⟩i=1,...,dl
α

dl
α∑

i=1

|i, α⟩⟨i, α| = Πl
α. (A3)

Then, we can write (A1) in Kraus form:

El[X] =
ml∑

α=1

dl
α∑

i,j=1

|i, α⟩⟨j, β|X |i, α⟩⟨j, β| 1

dlα
, (A4)

proving that (A1) is indeed a CPT map.
This channel is also unital, meaning it preserves the identity:

El[1d] =

ml∑

α=1

Πl
α

tr [Πl
α]

dlα
=

ml∑

α=1

Πl
α = 1d, (A5)

where we used the completeness relation (28). We now introduce a graphical notation for the solitons Π
r/l
α in order

to make the calculations more transparent:

Πr
α ⊗ 1d = , Πl

α ⊗ 1d = . (A6)

The soliton property (29) can be written as

1 = 1 , 1 = 1 . (A7)

If we represent an operator X in the replica space as

X
, (A8)
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then the action of the quantum channel (A1) acting on it, can be represented as

El[X] =
∑

α

X

Πl
α

1

dlα
. (A9)

In this notation, we can represent the quantum channel acting on the reduced density matrix in Eq. (35) as

(Er)
⊗l

(El)
⊗l

[ρA] ∝
∑

α,β

1

dlαd
r
β

1 1

1 11 1

1 11 1

1 11 1

1 11 1

1 11 1

1 11 1

1 1

1

(A10)

where we dropped an overall normalization factor for the reduced density matrix for simplicity(which can be found
at the end by imposing that the trace of the resulting matrix is 1) and we summed over strings α,β of l projectors:
α = (α1, . . . αl), and similarly for β. The factors dlα, drβ are a shorthand notation for the product of all the factors
coming from the channels:

dlα =
l∏

i=1

dlαi
drβ =

l∏

i=1

drβi
. (A11)

Using the relation (A7), combined with unitarity and dual unitarity (9)-(10), we can simplify the diagram (A10)
to obtain (ignoring global normalization factors):

∑

α,β

1

dlαd
r
β

(A12)

The number of pairs of charges connected via an initial state is l − |2t− (x+ l)| (as the one circled in blue in (A10)-
(A12)); the remaining charges, which are not connected, (see e.g. the ones circled in orange in Eq. (A12))can be
resummed to show they are equal to the infinite temperature state; to see this notice that the factor 1

d
l/r
α

gets cancelled

by the scalar product at the bottom, which is just tr
[
Π

l/r
α

]
= d

l/r
α . Then we use the fact that

∑

α

Πl/r
α = 1d. (A13)

Putting everything together, after the channel, the (normalized) density matrix can be written as

ρ =

(
1d

d

)⊗2l+|4t−2(x+l)|
⊗


∑

α,β

Πl
α ⊗Πr

β

tr
[
Πl

αΠ
r
β

]

ddlαd
r
β




⊗l−|2t−(x+l)|

, (A14)
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whose entanglement entropy is

S(1) = (2l + |4t− 2(x+ l)|) log(d) + (l − |2t− (x+ l)|)
∑

α,β

cα,β (log(dαdβ)− log(cα,β)) , (A15)

where we used Eq. (31). This expression can be rewritten by noting that

clα =
∑

β

cα,β =
tr [Πl

α]

d
=
dlα
d

crβ =
∑

α

cα,β =
drβ
d
, (A16)

allowing to rewrite Eq. (A15) as:

S(1) = 4l log(d)− (l − |2t− (x+ l)|


∑

α,β

cα,β log(cα,β)−
∑

α

clα log(clα)−
∑

β

crβ log
(
crβ
)

 . (A17)

The quantity in parenthesis in (A17) corresponds to the classical mutual information of the probability distribution
cα,β , implying that it is strictly positive. Expression (A17), which only depends on the expectation value of the
solitons cl/rα and cα,β , generalizes to any charged solvable state, as defined in [40]; here we considered the simplest
case to make the calculations more transparent.

Appendix B: Eigenvalues of the transfer matrix built with charge conserving gates

We consider a transfer matrix built with m2 blocked dual unitary gates acting on qudits of local dimension d = 2m

U =
m⊕

α=1

m⊕

β=1

Uα,β ; (B1)

Uα,β = Uα,β(Πr
α ⊗Πl

β) = (Πl
β ⊗Πr

α)U
α,β (B2)

where the blocks act on qubits (i.e. on a local dimension dloc = d
m = 2)

dl/rα = tr
[
Πl/r

α

]
= 2 d = 2mr = 2ml. (B3)

The blocks are assumed to be chaotic dual unitaries extracted independently for each α, β. Since both the parametriza-
tion in Eq (3) and the one obtained by spatial reflection are complete and coincide in d = 2, we can use either depending
on our convenience. We start by using a parametrization (3) and consider left-transfer matrices.
The gate in a charge block Uα,β can be written as

Uα,β = S · U [ρ],α,β,l ·
(
vα,β ⊗ 12

)
vα,β ∈ SU(d) (B4)

where the matrices ρ(i)α,β and phases ϕi,α,β , which define a control gate as in (4), are extracted randomly and indepen-
dently for each i, α, β. Given the block structure, the left transfer matrix can be written as a sum of other transfer
matrices T l

z,α which have their main diagonal projected on the right-moving soliton Πr
α:

T l
z =

mr∑

α=1

T l
z,α; (B5)

the transfer matrices T l
α can be represent using the notation introduced the previous section for the solitons:

T l
z,α =

1

1

1

α

z
. (B6)
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Due to the unitarity of the folded gate, it is immediate to see that each transfer matrix T l
α has eigenvalues of modulus

≤ drα = 2. We now show that each T l
z,α has the same set of largest eigenvectors, all with eigenvalue 2, thus implying

that these are the largest eigenvectors of the sum T l
z =

∑
α T

l
z,α.

Thanks to the soliton conservation condition (29), the transfer matrices commute with all the strings of left-moving
projectors:

Πl
β,γ =

z⊗

i=1

Πl
βi

⊗Πl
γi

(B7)

[T l
z,α,Π

l
β,γ ] = 0, (B8)

so we can just look at the spectrum of the transfer matrix projected on one string

Πl
β,γT

l
z,αΠ

l
β,γ . (B9)

In each block, the transfer matrix is now built with random DU gates of local dimension d = 2. By using the reasoning
of the main text, first setting vα,β = 12 shows that the eigenvalues of a transfer matrix can be written as strings of
bits |(j,β) , (k,γ)⟩, where

|(j,β) , (k,γ)⟩ ≡
z∏

a=1

|(ja, βa)⟩ ⊗ |(ka, γa)⟩ ja, ka = 1, 2, (B10)

where it is understood that{|(1, β)⟩ , |(2, β)⟩} is an orthonormal basis of the Hilbert space projected by Πl
β . The

corresponding eigenvalue of |(j,β) , (k,γ)⟩ is

λj,β,k,γ = exp

(
z∑

a=1

ϕja,α,βa
− ϕka,α,γa

)
tr



(

z∏

a=1

ρ
(ja)
βa,α

)(
z∏

a=1

ρ(ka)
γa,α

)†
 ; (B11)

as per the reasoning of the main text, in order to have a maximal eigenvalue the matrix inside the trace must be the
identity; but by the theorem in [38], since the matrix are randomly chosen, almost surely this can happen only if

ja = ka βa = γa, (B12)

showing that the only charge blocks of the transfer matrix B9 with maximal eigenvalue must have the same charges
on both the forward and backward layer of the gates (i.e. β = γ). Once we restrict to one such reduced space, we
choose randomly the matrices vα,β , independently in each block. As per the reasoning of the main text, we can use
Perron Frobenius theorem to show that in each of these block there can only be a simple largest eigenvalue, which is
the bullet state (defined with the states in that block). This shows that the eigenvectors can be written as

∣∣ψmax
β

〉
=
⊗

a

2∑

j=1

|(j, βa), (j, βa)⟩ ja = 1, 2, βa = 1, . . .ml. (B13)

In the quantum channel language: T l
z ⇄ Ml

z (cf. Eq. (27)), the largest eigenvectors, which are now operators, can
also be written as (we insist that in this picture the vectors are operator on the original space, hence the change in
notation)

Omax
β ≡ Πl

β =
z⊗

a=1

Πl
βa
. (B14)

This implies that, in the limit where the channel projects on its largest eigenvectors, we can write

lim
n→∞

(Ml
z)

n
[•] =

∑

β

Πl
βtr
[
Πl

β•
]
= (El)

⊗z
, (B15)

showing saturation of the bound obtained in Sec. A.



Chapter 7

Conclusions

In this Thesis, I studied analytically the dynamics of several classes of

interacting quantum circuits. In order to find these results, I used some

constraints on the dynamics (mostly revolving around variations of Dual

Unitarity).

While one of the most compelling questions at the moment is to understand

how much the class of solvable circuits can be extended, these results show

that already dual unitary circuits can offer a rather diverse landscape of

quantum dynamics. For instance, I have shown in [110] that there are ex-

amples of dual unitary circuits that have conserved charges and thermalize

to non-trivial Gibbs Ensembles, and have a different entanglement dynam-

ics to the chaotic ones, analogous to the one of integrable systems [111].

Future works might focus on calculations of different markers of the dynam-

ics, which have already been computed for chaotic dual unitaries, and see

how the charge structure changes the result, such as the temporal entangle-

ment or the spectral form factor, to try underpin some universal features

in the dynamics.

Another fertile direction of research is the study of the effect of feedback

and measurements on the dynamics; the recent results on the measurement

induced phase transition [48], and the advancement in quantum computers,
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especially regarding quantum error correction algorithms, show that there

is much still to be uncovered about the interplay of unitary dynamics with

unitary-breaking operations. In the context of Dual Unitary circuits, there

are already several protocol which implement measurements on the system

without destroying the solvability [112, 101, 113, 114], showing the great

versatility of this model.

Finally, there are many interesting open problems regarding dual unitary

gates yet to be solved: for example the full parametrization of dual unitary

gates in arbitrary dimension, which then might be combined with some of

the ideas in [111] to show ergodicity almost certainly for the full set of such

gates.
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