
 

 

 

 

 

 

 

 

Model predictive control of space heating system with 

building integrated energy-efficient technologies 
 

 

 

 

 

 

 

 

By: 

 

Zhichen Wei 
 

 

 

 

 

A thesis submitted in partial fulfilment of the requirements for the degree of 

Doctor of Philosophy 

 

 

 

 

 

 

The University of Nottingham 

Faculty of Engineering  

Department of Architecture and Built Environment, 

 

 

 

 

 

 

 



 ii 

Acknowledgement  

 

I would like to express my gratitude firstly to Dr. John Calautit, who trusted to me 

this PhD role. He is a real inspiration of hardworking person, supervisor.  

 

Secondly, I would like to thank Prof. Yupeng Wu, who supported me during the 

stages of my PhD, by guiding me and correcting me. 

 

During the experimental part of my research in the University of Nottingham, Dr. 

Christopher Wood helped me to successfully complete my experimentation study 

for the case study pod.  

 

Last but not least, I am deeply indebted to my family and friends, who have helped 

me and shared with me my worries, frustrations, and happiness. 

 

 

 

 

  



 iii 

Preface 

Journal papers 

1. Wei, Z., & Calautit, J. (2022). Investigation of the effect of the envelope 

on building thermal storage performance under model predictive control 

by dynamic pricing. Smart Energy (Amsterdam), 6, 100068. 

https://doi.org/10.1016/j.segy.2022.100068 

 

2. Wei, Z., & Calautit, J. (2023). Predictive control of low-temperature 

heating system with passive thermal mass energy storage and photovoltaic 

system: Impact of occupancy patterns and climate change. Energy 

(Oxford), 269, 126791. https://doi.org/10.1016/j.energy.2023.126791 

 

3. Wei, Z., & Calautit, J. Evaluation of model predictive control (MPC) of 

solar thermal heating system with thermal energy storage for buildings 

with highly variable occupancy levels. Building simulation (accept) 

 

4. Wei, Z., & Calautit, J.Field experiment testing of a low-cost model 

predictive controller (MPC) for building heating systems and analysis of 

phase change material (PCM) integration. Applied energy (submit & with 

editor) 

 

Conference papers 

5. Zhichen wei; John Calautit; Paige Tien; Shuangyu Wei; Yupeng Wu 

“Investigation of the effect of envelope on building thermal storage 

performance under MPC strategy”. SDEWES 2021, Dubrovnik  

 

6. Zhichen wei; John Calautit; “Investigation of the effect of envelope on 

building heating energy flexibility under MPC control strategy”. CUE 2021, 

Matsue, Japan  

 

7. Zhichen wei; John Calautit; “Field experiment testing and demonstration of 

a low-cost MPC for building heating systems management”. SDEWES 

2023, Dubrovnik  

 

 

 

 

 

 

https://doi.org/10.1016/j.segy.2022.100068
https://doi.org/10.1016/j.energy.2023.126791


 iv 

Table of contents 

Acknowledgement............................................................................... ii 

Preface ................................................................................................ iii 

Nomenclature ...................................................................................... x 

Abstract ............................................................................................. xii 

1. Introduction ............................................................................ 14 

1.1 Aims and objectives .................................................................................... 17 

1.2 Research methodology ................................................................................ 19 

1.3 Thesis layout ............................................................................................... 22 

2. Literature review .................................................................... 24 

2.1 Introduction demand response strategy in building energy systems ........... 24 

2.2 Demand response strategy in building energy systems .............................. 24 

2.3 Structural thermal energy storage (STES) .................................................. 31 

2.4 Model predictive control (MPC) ................................................................. 38 

2.5 MPC for RES penetration ........................................................................... 41 

2.6 MPC for controlling underfloor heating (UFH) system.............................. 44 

2.7 Internet-of-thing (IoT) for MPC deployment .............................................. 45 

2.8 Research gaps .............................................................................................. 48 

3. Methodology ........................................................................... 53 

3.1 State space (ss) model ................................................................................. 53 

3.2 Kalman filter ............................................................................................... 54 

3.3 MPC formulation ........................................................................................ 55 

3.4 Computation of MPC in MATLAB ............................................................ 56 

3.5 Co-simulation of TRNSYS and MATLAB modelling MPC feedback 

control ............................................................................................................... 58 

3.6 Test facility of MPC experiment ................................................................. 60 

3.7 Summary ..................................................................................................... 64 

4. MPC controlled UFH system with STES and PV system: 

impact of occupancy patterns and climate change ........................ 65 

4.1 Model predictive control scheme for maximising heating energy storage . 66 

4.2 Dynamic model of the simulated room with a low-temperature floor heating 

system ................................................................................................................ 66 



 v 

4.3 Dynamic price model .................................................................................. 69 

4.4 Solar electrical energy usage model ............................................................ 70 

4.5 Building energy simulation (BES) model ................................................... 71 

4.6 Future weather data generation ................................................................... 72 

4.7 BES and MPC model validation, state space model verification ............... 78 

4.8 Results and Discussion ................................................................................ 81 

4.9 Summary ..................................................................................................... 89 

5. MPC of solar thermal heating system with thermal energy 

storage for buildings with highly variable occupancy levels ........ 92 

5.1 Method ........................................................................................................ 93 

5.2 Case study ................................................................................................... 99 

5.3 Results and discussion .............................................................................. 105 

5.4 Summary ................................................................................................... 117 

6. Experimental evaluation of low-cost MPC and analysis of 

PCM integration ............................................................................. 120 

6.1 Method ...................................................................................................... 121 

6.2 State space model validation ..................................................................... 132 

6.3 Results and discussion .............................................................................. 134 

6.4 Summary ................................................................................................... 144 

7. Conclusion and future works .............................................. 146 

7.1 Conclusion ................................................................................................ 146 

7.2 Contribution to knowledge ........................................................................ 149 

7.3 Recommendation for future works............................................................ 150 

Appendix A...................................................................................... 153 

Appendix B ...................................................................................... 160 

Reference ......................................................................................... 205 

 

 

 

 

 

 

 

 

 



 vi 

List of Figures 

Fig. 1-1 STES with (a) energy fully charging from the grid (b) electrical energy 

partly charging from the rooftop PV panel ........................................................... 20 

Fig. 1-2 Proposed price responsive model predictive control for a building-

integrated solar thermal heating and passive/active storage system for a highly 

variable occupancy building ................................................................................. 21 

Fig. 1-3 IoT-based MPC strategy for building integrated with PCM wallboards . 22 

Fig. 2-1Peak day load profiles as per unit curves. [33] ......................................... 25 

Fig. 2-2 Classification of demand response program. [48] ................................... 27 

Fig. 2-3 Time-dependent heat flux in the cooling season of zero energy house (ZEH) 

(massive wall systems) and baseline (lightweight wall systems).  [60] ................ 32 

Fig. 2-4 Temperatures in the high mass building. [62] ......................................... 33 

Fig. 2-5 Selection strategies for pre-heating for January. [64] ............................. 34 

Fig. 2-6 Yearly heating use distribution variation for different STES  in the study 

of Johra et al. [58] ................................................................................................. 35 

Fig. 2-7 (a) Power capacity (b) comfort capacity of the buildings in the Netherlands 

(cool humid) and the  Texas (hot humid).  [65] .................................................... 36 

Fig. 2-8 PCM wallboard for heating energy storage. [22] .................................... 38 

Fig. 2-9 Basic principle of model predictive control for buildings. [71] .............. 39 

Fig. 2-10 Kalman filter cycle for current state estimation in MPC. [17] .............. 40 

Fig. 2-11 Flow of energy within the system consisting of PV, battery, grid, heat 

pump and building. [86] ........................................................................................ 42 

Fig. 2-12 Solar thermal system couple with building floor heating system through 

a storage tank. [91] ................................................................................................ 43 

Fig. 2-13 IoT helps automatically building data collection. [28] .......................... 46 

Fig. 3-1Co-simulation of MATLAB and TRNSYS .............................................. 59 

Fig. 3-2 (a) Local weather station (b) external view of the test pod (c)internal view 

of the test pod ........................................................................................................ 61 

Fig. 3-3 Comparison of two sensors ..................................................................... 63 

Fig. 4-1 STES with (a) energy fully charging from the grid (b) electrical energy 

partly charging from the rooftop PV panel ........................................................... 65 

Fig. 4-2 (a) Room resistance-capacitance model (b) 3D model of the simulated 

room with dimensions in meters ........................................................................... 67 



 vii 

Fig. 4-3 Current and future predicted weather data for London, UK: (a) global 

radiation, (b) outdoor temperature (c) relative humidity ...................................... 73 

Fig. 4-4 Constant internal heat gains profiles (a) typical daily UK residential 

building internal heat gains profiles during (b) weekdays (c) weekends [133] and  

(d) Week schedule floor heating setpoint.............................................................. 75 

Fig. 4-5 Daily dynamic price from November 23 [62] ......................................... 76 

Fig. 4-6 (a) Array efficiency of the PV panel (b) generated solar electrical energy 

for the selected week by the rooftop PV system. .................................................. 78 

Fig. 4-7 (a) Validated indoor temperature with Lu et al. [140], (b) Validated indoor 

temperature with Hu et al. [17]. ............................................................................ 79 

Fig. 4-8 (a) Indoor temperature controlled by different control strategies, (b) energy 

consumption by electricity price. .......................................................................... 80 

Fig. 4-9 (a) Indoor temperatures controlled by MPC control strategy, (b) energy 

consumption of three thermal masses, (c) heat charged from the FH system to the 

floor element, and (d) energy consumption. ......................................................... 83 

Fig. 4-10 (a) Electricity price usage of setpoint strategy 1 and strategy, (b) 

electricity price usage of different FH inlet temperatures, (c) electricity usage by 

price for the room with realistic, constant and no internal heat gains................... 85 

Fig. 4-11 Dynamic price usage by mediumweight building of contemporary and 

future years for the evaluated period. .................................................................... 88 

Fig. 4-12 Electricity energy usage by the buildings without PV and with PV 

installed for the evaluated period. ......................................................................... 89 

Fig. 5-1 Proposed price responsive model predictive control for a building-

integrated solar thermal heating and passive/active storage system for a highly 

variable occupancy building ................................................................................. 92 

Fig. 5-2 Room R-C model with FH system and storage tank [17] ....................... 93 

Fig. 5-3 TRNSYS model for thermal storage tank integrated with the solar thermal 

system and FH. ...................................................................................................... 95 

Fig. 5-4 (a) Outdoor temperature and global solar radiation of the simulation periods 

(b) front view of the Marmont centre building (c) floor plan of the first floor with 

the lecture room .................................................................................................. 101 

Fig. 5-5 (a) Lecture room (b) occupancy profile and (c) lighting and equipment 

usage .................................................................................................................... 103 

Fig. 5-6 Control strategies evaluated for the case study building ....................... 104 



 viii 

Fig. 5-7 Measured and simulated indoor temperature ........................................ 107 

Fig. 5-8 Predicted tank temperatures by the TRNSYS and state space model. .. 108 

Fig. 5-9 Indoor temperature controlled by (a) on/off controller, (b) reference MPC 

controller, (c) proposed MPC by considering solar thermal energy. .................. 110 

Fig. 5-10 (a) Internal heat gains and (b) control strategy based on the prediction of 

internal heat gains. .............................................................................................. 111 

Fig. 5-11 Cumulative comfort violation for each strategy .................................. 113 

Fig. 5-12 Electricity cost based on electricity price for original system and the 

proposed solar hot water system. ........................................................................ 114 

Fig. 5-13 Heating energy source for the integrated solar hot water system ........ 116 

Fig. 6-1 IoT-based MPC strategy for building integrated with PCM wallboards.

 ............................................................................................................................. 120 

Fig. 6-2 Flowchart of the proposed method in this study ................................... 122 

Fig. 6-3 The proposed MPC strategy employed in the case study room. ........... 123 

Fig. 6-4 Comparison between measured data and TRNSYS simulated data. ..... 125 

Fig. 6-5 PCM wallboard integration into the building wall [156] ...................... 128 

Fig. 6-6 (a) PCM wallboard RC representation (b) RC representation of radiator 

system .................................................................................................................. 130 

Fig. 6-7 Indoor temperature comparison between ss model and measurement .. 133 

Fig. 6-8 Validation of PCM room model with TRNSYS data ............................ 134 

Fig. 6-9 CPU used time by MATLAB for each process ..................................... 135 

Fig. 6-10 Energy performance of proposed MPC and on/off (TRNSYS) .......... 136 

Fig. 6-11 (a) Average room air temperature with error bar (b) hourly room air 

temperature for three scenarios ........................................................................... 139 

Fig. 6-12 (a) Heating consumption of UFH system in price responsive and non-

responsive states (b) total electricity consumed by heat pump for three cases ... 141 

Fig. 6-13 Heating system schedules under different PCM amount integration .. 142 

 

 

 

 

 



 ix 

List of Tables 

Table 2-1 Summary of DR performance ............................................................... 29 

Table 2-2 Summary of most influential research findings on building intelligent 

control for energy shifting ..................................................................................... 52 

Table 3-1 Connection between Arduino and MAX 6675 ..................................... 63 

Table 4-1Walls’ properties of the building of different weights from inside to 

outside [11] ........................................................................................................... 72 

Table 4-2 Parameter settings of the PV panel in TRNSYS [115] ......................... 77 

Table 4-3 Fit percentage of identification and verification ................................... 81 

Table 5-1Design parameters of the system in TRNSYS [115] ............................. 96 

Table 5-2 Properties of materials in the case study room ................................... 101 

Table 5-3 Fit percentage of identification and verification ................................. 106 

Table 5-4 Energy performance of different control strategies ............................ 112 

Table 6-1 Summary of different modules of proposed MPC .............................. 132 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 x 

Nomenclature 

𝑉𝑐 tank volume (m3) 

A system matrix in state space model  

a slack variable 

B system matrix in state space model  

C thermal capacitance (J/K) 

𝐶𝑝 specific heat (J/kg°C) 

D system matrix in state space model  

𝑒 slack variable  

E white zero mean Gaussian noise 

I global solar radiation (W/m2) 

K system matrix in state space model  

k time step 

m mass flow rate (kg/s) 

N prediction horizon  

n number of states 

P power demand (kWh) 

q weight of cost  

Q heat gain (W) 

q weighting factor 

r weight of cost  

R thermal resistance (K/W) 

t time step 

T Temperature (°C) 

t current time 

u input vector  

x system state vector  

y output vector  

𝜎 disturbance matrix 

 

Abbreviations 

BAS building automation system 

COP coefficient of performance 

DR demand response 



 xi 

UFH underfloor heating 

HEMS home energy management system 

HVAC 
heating, ventilation and air-

conditioning 

ICT 
information and communication 

technologies 

IoT Internet-of-Thing 

MPC model predictive control 

PCM phase change material 

PID proportional integral derivative 

PV photovoltaic 

RC resistance-capacitance 

RES renewable energy source 

RPi Raspberry Pi 

ss state space 

STES structural thermal energy storage 

 

Subscripts  

auxiliary  auxiliary heater  

col collector 

d discrete-time  

fl floor  

in  indoor air 

inlet  inlet of floor heating system  

int internal surface of wall  

inter internal heat gains 

mean mean point of heating pipe 

o outdoor  

pp pipeline 

ra,inlet  inlet of radiator system  

return  return water  

tank water storage tank 

win window 

 

 



 xii 

Abstract  

With the increasing energy prices and growing concerns over energy security, 

an accelerated transition to net zero carbon built environment has never been more 

important. The UK's building sector is a major contributor to greenhouse gas 

emissions, primarily due to heating energy, 83% of which is derived from natural 

gas combustion. To enhance energy efficiency and reduce GHGs, advanced control 

strategies targeting peak energy shifting are vital. Many studies have shown the 

capabilities of advanced control strategies such as model predictive control (MPC) 

to achieve energy efficiency, balance with thermal comfort and indoor air quality. 

It has also shown its capability to provide demand flexibility, minimising peak load 

demands and maximising the production of renewable energy sources in buildings.  

However, there remains a lack of research on the practicality of MPC for low-

temperature heating systems, building-integrated energy-efficient systems, and 

assessing MPC under variable occupancies and future climates. Buildings with high 

occupancy variability, such as universities, where fluctuations occur throughout the 

day and across the year, can pose challenges in developing control strategies that 

aim to balance comfort and energy efficiency. While with changing climate 

conditions anticipated to modify building energy demands, especially in heating 

and cooling, the adaptability of MPC becomes vital.  

This study seeks to evaluate the effectiveness of MPC for low-temperature 

heating systems, integrated with energy-efficient technologies, considering the 

challenges posed by variable occupancy and projected climate conditions. The 

proposed approach integrated price responsive MPC with low temperature heating 

system and passive structural thermal energy storage (STES) and active storage 

tank. Integration of the system with photovoltaic (PV) system and solar hot water 

are also explored. The system performance under future climate conditions is 

evaluated considering different design and operation conditions, including different 

thermal masses, occupancy patterns and internal heat gains, setpoint strategies and 

operation temperatures of the low-temperature heating system. Moreover, 

recognising the absence of affordable and easily implemented solutions in the sector, 

we proposed a cost-effective MPC approach using internet of things (IoT) and 

dynamic pricing. 

 



 xiii 

The developed coupled model has undergone rigorous verification and 

validation using both numerical simulations and experimental data, demonstrating 

excellent agreement between the model predictions and observed outcomes. The 

study's findings indicate that the implementation of mediumweight thermal mass 

and a medium-temperature (45℃) under-floor heating inlet temperature enhances 

load shifting capabilities, considering a realistic occupancy profile and a high 

tolerance setpoint strategy during unoccupied periods. 

The research also confirms the feasibility of implementing MPC to regulate 

phase change material (PCM) wallboard integrated into the building envelope, 

leading to electricity cost savings of up to 35%. Moreover, the introduction of 

rooftop photovoltaic (PV) electrical energy into the building energy supply network 

further improved energy shifting potential. Employing a solar hot water system for 

energy shifting resulted in more than half of the thermal energy cost savings 

compared to the original heating system. The result also showed that higher low-

price energy usage and a lower heating energy usage could be achieved in future 

climate conditions. Finally, the experimental evaluation of the MPC showed that 

the proposed approach result in a 24% electricity cost reduction as compared to a 

conventional control strategy. This research provides significant insights into 

intelligent localised MPC control development for the built environment, offering 

a diverse array of energy-efficient technologies for building integration. 
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1. Introduction  

Greenhouse gas emissions (GHGs) are recognised as the driving force behind 

global warming, leading to global policies such as The Paris Agreement, which 

seeks to limit global temperature rise to 1.5 °C above pre-industrial levels. In 

alignment with this, nations, including the United Kingdom, are striving to reduce 

carbon emissions through energy-efficient strategies, with the UK aiming for net 

zero emissions by 2050 [1]. The building sector in the UK is a significant 

contributor to national GHG emissions, largely due to its 83% dependence on 

natural gas for heating [2]. This heavy reliance on fossil fuels prompts the need for 

sustainable alternatives, as it not only has environmental repercussions but also 

financial ones.  

According to the International Energy Association [3], the UK had the third 

highest electricity prices globally in 2019, a trend primarily driven by the increasing 

cost of natural gas [4]. Addressing the challenges of greenhouse gas emissions, 

there's an increasing focus on enhancing building energy efficiency using modern 

technologies and materials. This reduces energy demand for heating and cooling, 

thereby lessening fossil fuel reliance. In cold climates, a large percentage of the 

energy used in buildings is dedicated to indoor space heating, specifically during 

peak periods [5]. With the increasing energy prices and growing concerns over 

energy security, an accelerated transition to net zero carbon built environment has 

never been more important. There are many solutions that can be implemented to 

achieve this, including passive design optimisation, energy efficient control 

strategies, and integration of onsite renewable energy and storage. 

Smart grid is considered as one of the solutions to building a low-carbon 

electricity future. The smart grid can help increase the efficiency of the power grid 

by providing bidirectional communication about the network state between the 

consumers and suppliers [6]. The existing power grid relies heavily on conventional 

fossil fuel-based electricity generation units [7]. Today's high volatility in fossil fuel 

prices, along with the increasing electricity demand, can lead to the increased 

chances of network congestion. The network congestion could decrease energy 

efficiency since the grid will be more efficient and experiences less line loss with 

the constant and stable energy supply condition [8]. Typically, the is an 8-10% 

electrical energy loss in the power transmission and distribution from power 
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generation plants to end-users. To minimise the energy loss and maintain system 

stability, energy management system (EMS) can be utilised to help reach the grid's 

optimal operation condition. EMS provides an optimal control strategy by 

performing optimal power flow analysis for constant monitoring basing on the data 

acquisition, which represents the current operating condition of the network. The 

optimal control strategies include the energy generation; as well as the way of the 

energy distribution [8-10]. The optimal operation profile is created based on the 

analysis of reliability and performance of the grid [11].  

The optimal operation profile denotes to the demand profile matches the supply 

profile, which requires end-users changing consumption pattern in responding to 

time-dependent supply profile. The way that the electricity consumption pattern 

changes by end-users driven by incentive payment refer to Demand Response (DR). 

DR intends to change the load profile, i.e. timing, level of instantaneous demand, 

or total electricity consumption, to optimise the entire power system from 

generation to delivery to end use [12, 13]. The smart grid enables the DR strategy. 

With the help of the smart grid, different participants such as power supplier, 

delivers and consumers are involved and connected by the information and data 

communication network towards the win-win situation, i.e. energy production 

saving of the grid and cost-saving of consuming electricity for end uses [11]. 

One of the main targets of DR is to increase renewable energy source (RES) 

integration in smart grid. As renewable energy technologies such as photovoltaics 

(PV) systems become more affordable, the possibility of achieving net zero carbon 

buildings increases. However, the intermittency of solar power can lead to a 

mismatch between solar generation and energy demand. These issues of 

intermittency, fluctuation and unpredictability are hurdles to solar integration and 

are further intensified during peak load periods. At the same time, the building 

demand is influenced by various factors, including the weather, envelope, energy 

system and occupancy behaviour/patterns. Occupancy behaviour represents one of 

the major sources of uncertainty related to building energy use [14]. However, the 

harmonisation of renewable energy intermittency with the building's energy 

demands calls for an integrative solution. Thermal energy storage (TES) emerges 

as a complementary element to the predictive prowess of intelligent control, serving 

as a counterbalance to the variability of renewable energy sources. Exploiting time-
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of-use tariff schemes, TES enhances demand-side flexibility and promotes the 

integration of a broader range of renewable technologies [11, 15]. 

While there are different types of TES that can be used to increase demand-side 

flexibility, the thermal heat capacity of a building envelope presents a potential for 

storing energy passively, and at the same time, it can be a cost-effective solution. 

Building thermal energy could be stored in advance by using the building envelope 

and structure itself, named structural thermal energy storage (STES) in this study, 

without the additional cost. In particular, STES can be coupled with heating, 

ventilation and air-conditioning (HVAC) systems in DR programs [16]. The 

thermal energy is charged or discharged automatically by the temperature 

difference between the indoor air and the envelope [17-19]. As a result, the energy 

system usage can be reduced at certain times for peak-time demand reduction [20, 

21]. Phase change materials (PCMs) enhance the concept of structural thermal mass 

by providing additional thermal storage within the same volume of material [22]. 

Leveraging the inherent ability of certain materials to absorb and release thermal 

energy during phase transitions [23], these technologies hold potential to contribute 

to load shifting, peak demand reduction, and overall enhancement of energy 

efficiency. However, the system must still be operated within the limits of the 

thermal comfort requirements of the occupants. As a result, seeking an intelligent 

building energy system control to achieve both objectives of indoor comfort and 

energy saving is important. 

Model predictive control (MPC) represents an advanced and adaptive approach 

to optimise the operation of building energy system dealing with multiple objectives. 

Unlike traditional control strategies, which react to current conditions, MPC uses 

predictive models to anticipate future requirements and make proactive adjustments. 

Incorporating a range of parameters such as weather forecasts, occupancy levels, 

energy prices, and system constraints [24, 25], it dynamically modulates HVAC 

operations to balance energy efficiency, cost-effectiveness, and occupant comfort. 

The robustness and accuracy of MPC have led to extensive research on its 

application for managing building power demand and implementing demand 

response controls [26]. However, the development of MPC in building sector is still 

costly and complex [27]. Finding a way for efficient introducing MPC into building 

energy system that is still urgent.  
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The Internet of Things (IoT) offers opportunities for developing low-cost MPC 

in building section. IoT has been reported as an easy-deployment and cheap 

platform for BES [28]. IoT generates valuable data that can be utilised for 

optimising energy consumption. Furthermore, the application of IoT to dynamic 

energy pricing systems could act as a potent driver for energy-efficient behaviour 

[29]. By digitalising dynamic pricing, consumers can gain real-time access to 

energy cost fluctuations, allowing them to adjust their energy consumption 

according to the price signals. IoT devices can provide the data necessary for the 

predictive models of the MPC [30], while the MPC, in turn, can optimise the 

building's energy usage based on real-time dynamic pricing information. Further, 

IoT-enabled real-time monitoring [31] can provide valuable data about the 

performance of PCMs [32], aiding in their control and maximising their potential 

for energy savings. IoT is widely applied in building sector through various 

technologies and communication ways [30]. Thus, the combination of IoT and MPC 

is worth to discover. 

Given the substantial potential in building-integrated technologies helping DR 

towards increased energy efficiency and RES penetration and MPC’s ability in 

controlling coupling building systems, there is need for the analysis of MPC for 

building heating systems integrated with energy-efficient technologies considering 

variable occupancy and future climates. Then, validate MPC’s deployment in 

reality. 

1.1 Aims and objectives 

The adoption of energy-efficient technologies, such as programmable 

thermostats, low-carbon energy sources, improved HVAC systems, and high-

performance windows, has played a crucial role in decreasing energy consumption 

[33]. The extent of energy savings in buildings is contingent upon the 

comprehensive utilisation of these technologies, spanning from the initial design to 

day-to-day operation. Numerous factors contribute to enhancing building energy 

efficiency, with significant emphasis on the in-depth exploration, both theoretically 

and experimentally, of heat transfer through building envelopes [34]. In recent years, 

there has been a growing focus on optimising the control of HVAC systems. This 

thesis sets out to propose innovative designs for building envelopes and 
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construction modules, aiming to reduce HVAC system costs through thermal 

energy shifting combined with intelligent Model Predictive Control (MPC) 

strategies. These strategies are designed to be compatible with various proposed 

designs. 

Building thermal energy management is commonly achieved through the 

implementation of thermal storage systems. The exploration of thermal energy 

storage has been a longstanding subject of research, revealing its potential to 

positively impact a building's energy efficiency. This is achieved by contributing to 

an increased utilisation of renewable energy sources and/or by reducing overall 

energy demand and peak loads for HVAC systems. The storage of thermal energy 

encompasses both latent heat and sensitive heat storage methods [35]. Within 

sensitive heat storage technologies, there exists a distinction between active and 

passive storage approaches [36]. Notably, a majority of the existing reviews on this 

subject, as highlighted in the literature [37, 38], tend to focus on phase change 

materials utilised in latent heat storage. 

The aim of this research project is to comprehensively evaluate the application 

of MPC for low-temperature heating systems integrated with energy-efficient 

technologies, while considering the challenges posed by variable occupancy and 

future climate conditions. The thesis aims to address the urgent need for energy-

efficient solutions and the transition to a sustainable built environment, thereby 

contributing to the reduction of greenhouse gas emissions. It seeks to explore 

advanced control strategies, specifically MPC, to achieve energy efficiency while 

maintaining thermal comfort and indoor air quality in buildings. 

This study aims to combine innovative designs of building envelopes and 

construction modules with intelligent HVAC control for energy shifting. The thesis 

covers passive storage and active storage technologies for sensible heat storage, as 

well as PCM latent heat storage technologies. The passive storage strategy involves 

utilizing building thermal mass, while the active storage applies mostly common 

water storage tanks with the assistance of collected solar thermal energy. 

Furthermore, PCM is expected to be integrated with building thermal mass for more 

significant energy storage. To achieve a more efficient HVAC system, the 

aforementioned storage systems will be coupled with an intelligent MPC strategy. 

Additionally, parametric analyses, such as heating system specifications, 

occupancy patterns, and climate change, will be conducted to fully assess the MPC 
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coupling with different storage systems for energy shifting. Finally, an IoT-based 

MPC experiment in a test pod will be conducted to examine the practicality of the 

proposed MPC. 

The specific objectives of this thesis are as follows: 

• Conduct an in-depth literature review to analyse the development and 

implementation of MPC models for low-temperature space heating systems, 

with a particular focus on dynamic pricing strategies. 

• Perform a comprehensive sensitivity analysis to assess the impact of various 

factors, including occupancy patterns, future climate projections, different 

thermal masses, setpoint strategies, and operation temperatures of the low-

temperature heating system on the MPC-controlled system's performance. 

• Investigate the integration of the MPC-controlled low-temperature heating 

system with solar renewable technologies, aiming to enhance energy 

efficiency and promote the utilisation of renewable energy sources. 

• Explore the feasibility of integrating the MPC-controlled system with 

passive thermal energy storage and Phase Change Material (PCM) 

wallboards to further optimise energy shifting capabilities and energy 

savings. 

• Conduct field experiments to validate the proposed MPC model under real-

world conditions, providing practical insights into the performance of the 

integrated low-temperature heating system with energy-efficient 

technologies. 

By fulfilling these objectives, this research project aims to contribute valuable 

knowledge and practical recommendations for the effective implementation of 

MPC in low-temperature heating systems integrated with energy-efficient 

technologies.  

1.2 Research methodology  

This subsection presents the research methodology used for evaluating the 

results in line with the objectives of this thesis. The first analysis scenario focuses 

on the passive storage of building envelopes for sensible heat storage under an MPC 

control strategy with optional PV electrical energy usage. The second analysis 

scenario introduces an active thermal energy storage system for building coupling 
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with a solar thermal system under an MPC strategy. The third analysis develops an 

experimental MPC based on IoT technology. Furthermore, a novel passive storage 

system with PCM wallboard is simulated in the validated test pod with an MPC 

strategy. 

The first analysis scenario is to evaluate the capability of a building integrated 

PV system in enhancing the performance of passive building energy storage 

technology under future climate scenarios (2030, 2050 and 2080). The use of MPC 

in controlling the low-temperature floor heating system in combination with the 

rooftop PV installation is explored (Fig 1-1). Other aspects, such as the impacts of 

occupancy patterns, system operating temperature and setpoint strategy are also 

investigated. 

By doing so, a validated coupled model will be developed to simulate the 

performance of the price responsive MPC control strategy integrated with the STES, 

low-temperature heating and building-integrated PV system. The energy storage 

will be controlled by the proposed MPC control strategy, which automatically shifts 

energy under dynamic pricing of an applicable day-ahead electricity market i.e. 

from high-price energy to low-price periods and maximise the use of PV electrical 

energy.  

 

 

Fig. 1-1 STES with (a) energy fully charging from the grid (b) electrical energy 

partly charging from the rooftop PV panel 

The second simulation model is developing for evaluating energy performance 

of a price responsive MPC integrated with a solar thermal heating system, active 

and passive thermal energy storage (TES) for buildings with high occupancy 

variability (Fig 1-2). The coupled system supplies the building heating energy 

through a low temperature under floor heating system. A case study lecture room 
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in the University building in Nottingham, UK, was employed for evaluating the 

feasibility of the proposed heating system controlled by MPC strategy during the 

heating season. 

By doing so, a dynamic thermal representation of the building integrated with a 

solar hot water storage system through grey-box identification of a state-space 

model will be developed. The developed coupled model will undergo verification 

and validation process utilising both numerical simulations and experimental data. 

The developed MPC controller aims to improve the operation of the space heating 

system, lower the cost and maximise solar energy utilisation.  

 

 

Fig. 1-2 Proposed price responsive model predictive control for a building-

integrated solar thermal heating and passive/active storage system for a highly 

variable occupancy building 

Finally, an experimental MPC was designed for efficient building energy 

management by optimising the operation of heating system. A cost-effective, easy-

to-implement MPC will be developed, that is capable of leveraging IoT devices as 

a continuous, economic data source for its predictive models (Fig 1-3). The focus 

of this investigation will be how this interaction facilitates real-time and forecasted 

energy consumption optimisation, effectively integrating dynamic pricing 

strategies. Then, an integration of PCMs in validated MPC was simulated, 

investigating how MPCs can efficiently manage and capitalise on the thermal 

storage properties of PCM wallboards.  
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By doing so, a low-cost MPC will be created in MATLAB and deployed through 

a locally embedded Raspberry Pi (RPi) hardware via WiFi. The proposed MPC will 

be applied in a real-world setting - a test pod at the University of Nottingham, UK. 

This control system will maintain the indoor comfort levels by reacting to the hourly 

dynamic price of electricity, providing real-time indoor temperature feedback. 

Furthermore, a MPC in conjunction with PCMs will be developed bases on case 

study room. The developed coupled model will undergo verification and validation 

process utilising both numerical simulations and experimental data. The energy 

performance will be simulated through a co-simulation of TRNSYS and MATLAB 

 

Fig. 1-3 IoT-based MPC strategy for building integrated with PCM wallboards 

1.3 Thesis layout  

The thesis is structured into seven chapters. The contents of them are 

summarised as followed: 

Chapter 2 carries out literature review on developing MPC model for low 

temperature space heating system with dynamic pricing. Besides, this section also 

introduces various building integration systems towards an increased building 

energy efficiency, such as building RES, building storage systems, and PCM 

wallboards. It explores the potential of MPC for future energy shifting strategies, 

its practicality, and the need for cost reduction in its implementation. The 

importance of occupant-oriented system control and real-time clothing insulation 

feedback for enhancing energy efficiency in building energy systems is also 

discussed. Additionally, the chapter explores the integration of IoT to improve 

indoor thermal comfort and energy efficiency. 
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Chapter 3 introduces the state-space (ss) model that captures system dynamics 

for MPC implementation based on heat transfer processes and the validation 

method of ss model. Besides, the formulation of MPC in MATLAB using ss model 

is also detailed in this chapter. Later, the chapter also outlines the simulation 

platform by connecting TRNSYS to MATLAB for real-time feedback control and 

introduces the Kalman filter to aid co-simulation for real-time feedback MPC 

control. Finally, the chapter presents the test facility used for MPC experiment.  

Chapter 4 investigates the heating energy storage performance of building 

thermal mass under different configurations, exploring aspects like thermal masses, 

setpoint strategies, occupancy profiles, and floor heating inlet temperatures. The 

goal is to achieve higher energy shifting performance and low-price energy usage, 

with insights into future integration of energy storage systems with RES. 

Chapter 5 evaluates the performance of MPC in controlling buildings integrated 

with a solar hot water storage system. It presents the energy performance evaluation, 

comfort violations, and analysis of heating sources over time. 

Chapter 6 designs an IoT-based MPC implementation in a case study room at 

the University of Nottingham. It presents the time-dependent control performance 

of the IoT-based MPC strategy and compares the measured indoor temperatures 

with simulated indoor temperatures using traditional on/off control in TRNSYS, 

aiming for higher energy shifting performance and low-price energy usage. Later, 

the energy usage performance of PCM wallboard integration bases on developed 

MPC model has also been evaluated in this chapter.  

Chapter 7 summarises the conclusions drawn from the study and outlines future 

work that could enhance knowledge in MPC studies. Prospective points for further 

research are highlighted to advance the application of MPC in building energy 

systems. 
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2. Literature review  

2.1 Introduction demand response strategy in building energy 

systems 

In the context of building energy systems, the implementation of intelligent 

control necessitates the consideration of several crucial factors, such as building 

integrated systems, time-dependent energy requirements, and the dynamic 

electricity price prevailing in the market. To develop a practical MPC approach, it 

is imperative to thoroughly investigate the factors that could impact the control 

performance. This chapter conducts a comprehensive review of the key aspects that 

should be taken into account when designing an MPC-controlled building energy 

system. Section 3.2 delves into the details of DR programs and their widespread 

application across the globe. Section 3.3 outlines the significance of structural 

thermal energy storage (STES), which is extensively utilised in DR programs for 

efficient energy shifting. Section 3.4 underscores MPC's capabilities in energy 

shifting within DR programs, particularly in the control of various energy-efficient 

systems such as RES, TES, and underfloor heating (UFH) systems. Additionally, 

Section 3.5 evaluates studies conducted on the IoT in building system management, 

offering promising opportunities for deploying MPC in the building sector. 

2.2 Demand response strategy in building energy systems 

Given that buildings constitute the largest end-users of energy in the UK, it is 

crucial to address issues related to energy supply and demand. The chapter 

highlights the significance of mitigating energy loss due to mismatches between 
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demand and supply, particularly during peak periods, where backup generation 

costs escalate.  

Figure 2-1 illustrates the daily peak curves for six European countries, revealing 

lower energy consumption during nighttime hours and a substantial reduction of 

load during night hours compared to daily peaks in the UK, indicating a notable gap 

between peak and valley loads. To ensure demand and supply alignment, energy 

flexibility becomes indispensable, especially during unexpected peak periods 

driven by extreme weather conditions. This flexibility is also advantageous for the 

seamless integration of intermittent renewable energy sources (RES). DR emerges 

as a primary approach to enhance energy flexibility and shape the system's load 

profile. 

 

Fig. 2-1Peak day load profiles as per unit curves. [39]  
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In a DR strategy, end users adapt their energy consumption patterns in response 

to dynamic pricing [11, 12, 40-43]. Extensive research [44-60] has demonstrated 

the positive impact of DR on load shaping within the system and its potential for 

successful integration of renewable energy sources. Several studies have 

investigated DR's ability to reduce peak-period demand. For instance, Ashok [44] 

observed a significant decrease in peak-period demand, with off-peak energy 

consumption accounting for up to 62% of total energy consumption, showcasing 

DR's demand-shifting capacity. Likewise, Papadaskalopoulos et al. [45] simulated 

a peak-period demand reduction of approximately 14% through DR implementation 

in the operation system, while Ashok and Banerjee [46] demonstrated even more 

substantial peak demand reduction of up to 38% following the adoption of an 

optimised DR plan. 

Furthermore, DR enables load shaping, enhancing the system's energy flexibility 

and providing a viable solution to address the intermittent nature of renewable 

energy sources within the power system. Studies by Falsafi et al. [54], Finn et al. 

[51], Keane et al. [57], and Moura and Almeida [58] have corroborated DR's ability 

to boost the utilisation of wind energy, increase system reliability with high wind 

energy penetration, and reduce non-guaranteed energy portions during peak times, 

effectively utilising renewable shares in the overall energy supply. 

DR plans come in various programs, as depicted in Fig 2-2, which stimulate DR 

activities. These programs can be classified into two main categories: price-based 

(PB) DR and incentive-based (IB) DR. PBDR includes time-of-use (TOU) pricing, 

real-time pricing (RTP), and critical peak pricing (CPP). On the other hand, IBDR 

encompasses direct load control (DLC), interruptible/curtailable (IC) programs, 

emergency demand response programs (EDRP), demand bidding (DB), capacity 

market programs (CMP), and ancillary service markets (ASM). 
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Fig. 2-2 Classification of demand response program. [54]  

Price-Based Demand Response (PBDR) involves passing the price variation of 

the electricity market to customers, who then adjust their energy usage based on the 

economic penalties for on-peak consumption [41, 42, 61]. In PBDR, electricity 

tariffs are dynamically adjusted to flatten the demand curve, with higher prices 

during peak periods and lower prices during off-peak periods, prompting customers 

to modify their activities accordingly. 

Time-of-Use (TOU) programs divide the day into several periods, each with 

different prices, leading to reduced demand during higher-priced periods. Studies 

by Nikzad et al. [53], Ashok and Banerjee [46], and Ashok [44] have confirmed the 

effectiveness of TOU tariffs in demand reduction without significantly impacting 

daily energy consumption. The determination of optimum TOU rates, based on the 

grid reliability index set by the operator, ensured that customers' required daily 

energy consumption remained unchanged [53]. 

Real-Time Pricing (RTP) involves charging different prices on an hourly or 

minutely basis, making it advantageous for responding to unexpected events in the 

supply side, such as renewable energy sources (RES). RTP has been observed to 

enable electricity demand to adjust to real-time wind resources, reducing the 

redispatching costs of wind resources and system load loss [59]. Similarly, De 

Jonghe et al. [49] demonstrated that applying RTP mitigated over-generation issues 
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during high wind generation periods, reducing the need for investment in peaking 

generation capacity and facilitating the integration of variable wind power. 

Critical Peak Pricing (CPP) entails imposing particularly high rates for a limited 

number of critical hours on top of TOU rates or normal flat rates during unforeseen 

system events or periods of high wholesale electricity prices [62]. 

In Incentive-Based Demand Response (IBDR) programs, program sponsors take 

action for end-users, who are incentivised to participate. Load curtailment becomes 

mandatory whenever required by the system. Falsafi et al. [54] observed that in an 

ASM program, demand-side reserves were utilised to compensate for the 

unpredictable nature of wind. Additionally, load curtailment is usually pre-

negotiated. In DLC programs, customers assign portions of their load to the utility 

for direct operational control, coordinating and organising controllable loads into 

groups for system dispatcher control, resulting in lower operational costs and 

significant peak reduction [52]. Similarly, in a DB program, customers submit 

price-sensitive bids, indicating their willingness to be curtailed for peak demand 

reduction, and adjust their activities based on their accepted bid on load reductions 

for the next day [47]. 

Demand response programs, combined with other technologies, form a typical 

approach to promoting flexibility. DR's role in load shaping is enhanced by its 

ability to store energy during off-peak times, providing additional flexibility. 

Studies by De Jonghe et al. [49] and Wang et al. [50] have demonstrated how DR 

increases the reserve for off-peak energy, enabling stored energy to be used during 

peak times, thus contributing to the system's energy flexibility. The practicality and 

widespread use of storage technology alongside DR for various objectives are 

confirmed by the articles reviewed in this section (Table 2-1), where "n.s." denotes 

"no specified." 
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Table 2-1 Summary of DR performance 

Ref 

 

DR 

program 

Country Storage 

applied 

Key results 

 

[53] 

2012 

TOU n.s. 

yes 

The system operation cost has reduced 

about 4.1% 

[52] 

1995 

DLC n.s. 

yes 

System operation cost without any load 

interruption saving achieved 2.33% 

[54] 

2014 

ASM n.s. 

n.s. 

The air pollutants emission becomes 0.314 

tons less than the case without DR 

[46] 

2003 

TOU India 

n.s. 

38% reduction of peak demand; customer 

cost saving is 5.9% 

[49] 

2012 

RTP Denmark 

yes 

Confirmed the DR on valley filling effects; 

contribute to a higher amount of wind 

energy schedule in power supply 

[57] 

2011 

n.s. Ireland 

yes 

Achieve 34.3% penetration of wind energy 

[50] 

2013 

n.s. n.s. 

yes 

Result in operation emission mitigation 

[55] 

2015 

n.s. China 

yes 

Reduce additional generating unit to save 

the cost for start-up in the peak times 

[48] 

2014 

n.s. Denmark 

yes 

Reduce the cost volatility by 7.74% and 

peak cost 14.35% in the electricity market 

[51] 

2012 

n.s. Ireland 

yes 

Demand on wind energy increase 15%; 

13.8% financial generation cost saving of 

electricity; 
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[58] 

2010 

n.s. Portugal 

yes 

Achieve 60% penetration of wind energy 

[44] 

2006 

TOU India 

yes 

Load shifting results in 62% off-peak 

energy consumption; 5.7% electricity bill 

reduction for end-users 

[39] 

2013 

n.s. United 

Kingdom yes 

Generation cost saving is 8%; demand 

peak reduction is 14% 

[59] 

2010 

RTP United 

States yes 

Social welfare increase is 6.6% 

[56] 

2006 

RTP n.s. 

yes 

Remarkably control the steepness of load 

curve 

[47] 

2009 

DB n.s. 

yes 

Confirm the DR's ability on valley filling 

effects 

[60] 

2011 

RTP United 

States 

yes 

20% saving of electricity cost for end-user 

without compromising users' comfort 

constraints 

TOU= time-of-use, DLC= direct load control, ASM= ancillary services market,  

RTP= real time pricing, DB= demand bidding 

 

Participating in DR programs offers economic benefits through leveraging 

dynamic pricing and DR incentives. The ability of DR to influence electricity prices 

was demonstrated in the study by Chua-Liang and Kirschen [47], wherein end-user 

load reductions generally led to a decrease in the market-clearing price, while load 

recoveries resulted in price increases. Given DR's potential to impact electricity 

prices, it becomes feasible to reduce cost volatility and peak costs in the electricity 

market. Notably, Feuerriegel and Neumann [48] observed reductions of up to 7.74% 

in cost volatility and 14.35% in peak costs. By curbing peak electricity consumption 

during high-priced periods and shifting it to lower-priced intervals [54], customers 

can realise considerable reductions in their operational costs through changes in 

consumption patterns. The study by Ashok and Banerjee [46] revealed a 5.9% 

saving in operating costs for customers under a DR plan, while Ashok's subsequent 

investigation [44] reported a 5.7% reduction in electricity bills for end-users. 

Similarly, Pengwei and Ning [60] achieved an approximately 20% decrease in 

electricity costs for end-users without compromising comfort. Although 

implementing energy storage in buildings entails additional investment compared 

to conventional systems, the potential cost savings from DR can serve as motivation 

for voluntary energy storage adoption by end-users, especially when the benefits 

outweigh the investment considerations. 

DR's effectiveness has been explored in various countries through different DR 

programs, showcasing its ability to address energy challenges on a global scale. 

Additionally, most of the studies affirm the practicality of storage technology 
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during DR events, underscoring the value of end-users as crucial participants in DR 

initiatives. The subsequent section will provide a more detailed discussion of a 

specific type of storage technology employed in buildings, offering further insights 

into its implementation and advantages. 

2.3 Structural thermal energy storage (STES) 

 

Numerous case studies [11, 13, 17] frequently assess the viability of structural 

thermal energy storage (STES) for demand response (DR). These studies showcase 

the effectiveness of employing STES to shift peak heating demand, enhance the 

passive utilisation of renewable energy sources, leverage internal heat gains, and 

optimise advantages based on dynamic electricity prices [18, 19]. Thermal energy 

storage (TES) is often used in DR program to address the gap between supply and 

demand. TES could fill this gap and also take advantage of time-of-use tariff 

schemes [17, 63, 64], which further unlocks demand-side flexibility and allows the 

integration of more renewables. With an appropriate control strategy and local 

storage, buildings can work in synergy with the grid and be responsive to its 

requirements. Such a solution stores energy during off-peak periods and uses the 

stored energy during peak periods in response to dynamic electricity prices. This 

effectively shifts the thermal energy loads to daily off-peak hours.  

Building thermal energy shifting eases the energy grid stress and contributes to 

optimal network operation [11, 15]. While there are different types of storage that 

can be used to achieve this, the thermal heat capacity of a building envelope 

presents a potential for storing energy passively, and at the same time, it can be a 

cost-effective solution. Building thermal energy could be stored in advance by 

using the building envelope and structure itself, named structural thermal energy 

storage (STES), without the additional cost.  

High thermal inertia materials are commonly used for thermal energy storage for 

its capability to store a high amount of thermal energy [65]. In buildings, thermal 

mass stores heat during the daytime and release it back at night. The study of Zhu 

et al. [66] showed a lower heat flux through the massive wall system from the 

external around noontime than that through lightweight walls (Fig 2-3), which 
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indicated the ability of heavyweight walls to store more solar heat during peak times 

than that of lightweight walls.  

 

 

Fig. 2-3 Time-dependent heat flux in the cooling season of zero energy house (ZEH) 

(massive wall systems) and baseline (lightweight wall systems).  [66]  

The heat storage ability of thermal mass, especially for the massive wall system, 

contributes to a stable and comfortable indoor temperature. In the study of Zhu et 

al. [66], a more stable and more comfortable indoor temperature was achieved in 

the building with heavyweight walls than that of the building with lightweight walls. 

Similarly, in the study of Başaran [67], heat storage capacity of the building with 

heavyweight walls contributes to a stable inside temperature (change within  3℃ 

and stayed around 30℃) when there is a large outside temperature difference 

between day and night (42℃  in the afternoon and 22℃  at night). A comfortable 

indoor temperature due to the heat storage of high mass building was also achieved 

in the study of Ogoli [68]. In the study, when the maximum outdoor temperature 

was over 33℃, the maximum indoor temperature in the high mass building was 

25.4℃, which was in the range of the comfort zone (Fig 2-4). Similarly, building 

thermal mass could store heat during winter and avoid an extremely cold inside 

temperature. In the study of Ip and Miller [69], heat released from the thermal mass 

of a building with the heavyweight constructions appeared to maintain a stable 

temperature of around 13℃ when the outdoor temperatures were extremely low.  
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Fig. 2-4 Temperatures in the high mass building. [68]  

In particular, STES can be coupled with heating, ventilation and air-conditioning 

(HVAC) systems in demand response (DR) programs [16]. The thermal energy is 

charged or discharged automatically by the temperature difference between the 

indoor air and the envelope [17-19]. As a result, the energy system usage can be 

reduced at certain times for peak-time demand reduction [20, 21]. However, the 

system must still be operated within the limits of the thermal comfort requirements 

of the occupants. An example of Sánchez Ramos et al. [70] confirmed the STES 

coupled with building energy system in DR for energy shifting is showed in Fig 2-

5. They assessed a control system of demand management measures, which aimed 

at choosing the optimal strategy of pre-cooling/pre-heating/night ventilation for 

different types (various constructive characteristics) of residential when facing 

changes of electric tariffs. The results turned out that the maximum economic 

savings obtained after the implementation of the management system were 3.2% 

for heating and 8.5% for cooling. (PH is pre-heating, 0/1/2/3 means the number of 

operation hours, 20-25 corresponds to the set point temperature)  
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Fig. 2-5 Selection strategies for pre-heating for January. [70]  

The storage capacity of building envelopes varies and studies [16, 66] showed 

that heavier thermal mass has a better thermal energy storage performance and can 

switch off the HVAC system for longer periods of time after fully charging [63]. 

The energy shifting performance of different envelopes are distinguished by the 

amount and the time of load shaping. Studies investigated the effect of envelopes 

in the DR program for better network stress relief. Le Dréau et al. [63] and Johra et 

al. [64] investigated the effects of envelopes on STES performance guided by 

dynamic price. They charged the building envelopes during low-price periods and 

discharged it during high-price periods. The results showed that the heavyweight 

envelope shifted more peak-time energy than the lightweight envelope (Fig 2-6). 

As a result, heavyweight thermal mass is preferable for STES in the application of 

dealing with network congestion. Reynders et al. [18] investigated the benefits of 

STES in the Belgian building stock and found that heating energy storage capacity 

could reach up to 12 kWh and 66 kWh for peak-time energy shifting in a day. 

Similarly, a Danish passive house demonstrated that nearly 90% of heating energy 

could be shifted to periods of low electricity prices by storing heating energy in the 

building's thermal mass over a year.  
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Fig. 2-6 Yearly heating use distribution variation for different STES  in the study of 

Johra et al. [64]  

A comparison of STES's energy flexibility for hot and cold climates [71] 

revealed that buildings across different climates could be optimally designed to 

implement energy control strategies for various seasons throughout the year. The 

results showed that the building in the hot climate gave higher power capacities but 

for a shorter time for maintaining the indoor thermal comfort. The building in the 

cold climate had lower capacity but for longer durations (Fig 2-7). Power capacity 

means that how much power can be delivered as flexible power; comfort capacity 

corresponds to the time it takes for the indoor temperature to reach the boundary of 

indoor comfort level.  

In Fig 2-7 a, the power capacities of STES for the buildings in both cold climate 

(Netherlands) and hot climate (Texas) were varied based on seasons. Besides, STES 

for the buildings in the cold climate had the overall lower power capacity than that 

for the buildings in the hot climate. However, the results for winter showed that 

buildings in the Netherlands had higher power capacity during the winter. In Fig 2-

7b, the comfort response also had seasonal variations of the buildings in both 

climate zones. The comfort response of buildings in the two climate zones showed 

the large difference during winter and summer. In general, buildings in the 

Netherlands had higher comfort response than buildings in Texas.    
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(a) 

 

 

(b) 

Fig. 2-7 (a) Power capacity (b) comfort capacity of the buildings in the Netherlands 

(cool humid) and the  Texas (hot humid).  [71]  

Furthermore, STES can be fine-tuned to work in conjunction with advanced 

control strategies, accommodating heat transfer processes between building thermal 

mass and indoor air. For instance, Xue et al. [11] devised a building energy storage 

strategy that optimised interactions with a smart grid. Their building thermal mass 

storage model predicted power alteration potential, achieving energy storage 

efficiency of up to 41.61%. Similarly, Hu et al. [17] formulated an MPC strategy 

for STES that factored in weather conditions, occupancy, and dynamic electricity 

prices. This strategy, exhibiting superior energy shifting and maintenance of indoor 

thermal comfort, surpassed traditional on/off controllers in efficiency. Gi et al. [72] 

estimated that the thermal demand in 2050 would be 1.6-3.6 times that in 2010. 

Similarly, energy demand for buildings will rise by almost 50% between 2010 and 

2050, based on the estimation of the International Energy Agency (IEA) [73]. Many 

works [15, 16, 18] have evaluated relevant solutions for decarbonisation and future 

climate change. It is predicted that climate change will affect the cooling and 

heating demand. The changes in daily peak supply periods would influence the 

performance of the storage technology. 
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Phase change materials (PCMs) enhance the concept of structural thermal mass 

by providing additional thermal storage within the same volume of material [22]. 

Leveraging the inherent ability of certain materials to absorb and release thermal 

energy during phase transitions [23], these technologies hold potential to contribute 

to load shifting, peak demand reduction, and overall enhancement of energy 

efficiency. MPCs, equipped with an understanding of the thermal characteristics of 

PCMs, can optimise the use of this enhanced thermal mass in synchronization with 

dynamic pricing signals, leading to efficient and cost-effective building heating 

systems [100].  

Indeed, rather than resorting to traditional methods, such as the increase of 

building envelope layers for improved energy storage, research has given rise to 

PCM wallboards for optimised energy management. An illustration of this is the 

study by Kishore et al. [22], in which PCMs were deployed within the building 

envelope to evaluate load shaping (Fig 2-8). Their findings revealed that a wall 

integrated with PCM could yield an annual heat reduction of up to 72% and a 38% 

decrease in annual heat loss. A further case study by Wang et al. [101] implemented 

PCM wallboards within lightweight buildings situated in Shanghai, a city 

characterised by its hot summers and cold winters. Their simulations aimed to 

evaluate the potential impact of PCM wallboards on indoor thermal comfort. The 

results demonstrated a significant improvement in indoor comfort during both 

winter and summer periods, attributable to enhanced thermal energy storage by the 

envelope without necessitating additional thickness to the building structure.  

Another exploration into the effectiveness of PCMs, conducted by Qu et al. [102], 

examined the factors influencing the energy performance of PCM wallboards 

concerning indoor thermal comfort and building energy savings. Their study 

underscored the potential for up to 34.8% energy savings and reduced indoor 

temperature fluctuation through the judicious selection of PCM wallboards based 

on local climate. Similarly, Wijesuriya et al. [103] examined the prospective energy 

savings of integrating PCMs into a building envelope. Under a future scenario 

where nearly 80% of the energy load is derived from renewable sources, their 

research indicated that the annual load flexibility facilitated by the integration of 

PCM could attain up to 33.6% in a lightweight residential building located in 

Baltimore, MD.  
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Fig. 2-8 PCM wallboard for heating energy storage. [22] 

Although the STES is energy-efficient strategy in DR program, there is still lack 

of intelligent control for balance both building energy saving and indoor thermal 

comfort [17]. Especially for complex envelope with PCMs integration [100]. 

2.4 Model predictive control (MPC) 

Continuously evolving are sophisticated control technologies in demand 

response (DR) and building HVAC systems. These advancements enable a 

spectrum of DR approaches, transitioning from manual to semi-automated and 

fully-automated systems [178]. As emphasized by Jingran et al.'s research [75], the 

inclusion of intelligence-based control strategies is crucial. With an increasing 

number of proposed modeling approaches and the aid of diverse modeling 

toolboxes, achieving accurate modeling for different building types is no longer a 

hindrance [179]. Model predictive control (MPC) has received much interest in the 

built environment field due to its potential for the optimal operation of building 

energy systems for multiple objectives [17]. MPC, an advanced method of process 

control, offers immense potential for managing heating, ventilation, and air 

conditioning (HVAC) systems efficiently. MPCs leverage mathematical models 

and predictive analytics to optimise control decisions, thereby reducing energy 

consumption and associated emissions. It offers a unique advantage in optimising 

energy consumption by not only reacting to current conditions but also anticipating 

future events. This includes the integration of dynamic pricing structures in energy 

markets. MPC has found widespread application as a predictive control strategy for 

energy shifting under dynamic pricing schemes in DR programs [74]. By 
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incorporating dynamic price signals into their predictive models, MPCs can 

schedule the operation of building heating systems during periods of lower energy 

prices, which not only minimises costs but also alleviates stress on the grid during 

peak demand periods (Fig 2-9).   

 

 

Fig. 2-9 Basic principle of model predictive control for buildings. [77] 

Study of Ma et al. [75] included dynamic pricing in MPC objective functions to 

form an economic MPC by considering time-of-use rates. A trade-off can be 

observed between hours for precooling the indoor air to disconnect the energy usage 

during peak hours and an increased amount of total energy consumption. Finally, 

the result turned out that the proposed economic MPC successfully saved daily 

energy cost by energy shifting. Study of Hu et al. [17] applied hourly dynamic price 

into their MPC objective formulation. The result turned out that the energy 

flexibility of the building structure was realised by MPC firstly, and then controlled 

the indoor air for short preheating periods. Finally, the control strategy contributed 

up to 19% daily electricity cost saving.  

In demonstrating the effectiveness of MPC, Michael et al. [76] conducted an 

experimental MPC for heating energy shifting guiding by dynamic heating price in 

a case study building. The result confirmed a flatten system load was achieved of 

MPC by increasing 45% low-price energy usage and reduced 82% high-price usage. 

Studies by Široký et al. [77] showed the ability of predictive control to reduce 

energy consumption by up to 28% in buildings using weather predictions. 

Khanmirza et al. [78] found that predictive control, when compared to the 

proportional integral derivative (PID) control strategy, lowered energy 

consumption by 2 kWh over a month in a residential building. On a larger scale, 

Rawlings et al. [79] proved that a predictive optimiser could autonomously operate 
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a central plant of HVAC systems for 25 buildings 90% of the time, decreasing 

operation costs by 10-15%. These studies underline the efficiency of MPC in 

realising economic benefits and enhancing indoor comfort levels in DR programs. 

Despite these advancements, the widespread implementation of MPCs often 

faces hindrances due to their cost [80] and complexity [76], particularly in 

retrofitting existing buildings [27]. This reality underscores the potential impact of 

developing and testing a low-cost MPC, a development that could substantially 

enhance the energy efficiency of building heating systems.  

 

Fig. 2-10 Kalman filter cycle for current state estimation in MPC. [17]  

Various factors such as weather, envelope, energy systems and occupancy 

behaviour/patterns have an impact on building energy demand [81]. Among these 

factors, occupancy pattern is one of the major sources of uncertainty related to 

building energy use [82]. MPC manages uncertainties related to occupancy patterns 

by incorporating predictive models that use historical data, current measurements, 

and forecast information in helping with Kalman filter (Fig 2-10). The controller 

leverages occupancy predictions, which may be obtained from various sources such 

as occupancy schedules [17], sensor data [83] or machine learning algorithms [84], 

and occupancy detection to anticipate changes in the building's thermal load. For 

instance, if the MPC anticipates a high occupancy in the building during a certain 

period of the day based on historical trends, it may preheat or precool the building 

to ensure the optimal indoor temperature at that specific time [17]. If the occupancy 

is lower than expected, the system will adjust its operations accordingly to save 
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energy while still maintaining comfort levels. This proactive management of 

HVAC systems allows for efficient energy use and comfort level optimisation, even 

in the face of occupancy uncertainties.In their study, Oldewurtel et al. [85] 

conducted an investigation into the effects of occupancy information on the 

performances of MPC. Homogeneous occupancy simulations revealed up to 34% 

potential savings for average vacancy and occupancy intervals of 5 and 10 days. In 

simulations with alternating occupancy, savings range around 50% compared to 

homogeneous occupancy scenarios. Ma et al. [86] addressed the uncertainties 

associated with occupancy forecasts by developing stochastic and robust MPC 

controllers.  

MPC demonstrates its ability in controlling various building integrated energy-

efficient system. The main two types highlighted by MPC are RES system and 

underfloor heating (UFH) system, which are facing problems under conventional 

control strategy limiting the developments of them.  

2.5 MPC for RES penetration  

The growing adoption of renewable energy sources (RES) has spurred a 

significant transformation in the strategies governing energy management and 

control in contemporary energy production systems [180]. Energy storage systems 

play pivotal roles in shaping this evolving energy landscape, effectively addressing 

discrepancies between demand and supply by implementing energy shifting, 

particularly in grids with high RES penetration. Achieving optimal energy flow 

management necessitates a control system that responds to external disturbances, 

aligning the supply with demand in real-time. Today, RES are increasingly being 

introduced into the energy supply system [87], which brings uncertainties in the 

amount of instantaneous energy supply. As a result, network congestion happens 

when the network load is high [88].  

An optimal grid operation is required for congestion management, which 

manages to match the demand to the supply, such as by using DR which could be 

achieved by strategies such as the dynamic price [12, 13]. Many studies have 

integrated RES, such as PV systems, with energy storage and advanced control. In 

the study of Chapaloglou et al. [89], a photovoltaic (PV) system was integrated with 
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a storage system. In their TRNSYS simulation, the storage system could be 

controlled to discharge or charge depending on dynamic electricity pricing.  

Similarly, in the study of Khordehgah et al. [90], a control system was proposed 

to charge the battery with power produced from the PV collector during the surplus 

supply periods based on the real-time load profile. By using such systems coupled 

with intelligent control, the study of Kemmler and Thomas [91] showed that up to 

41% of the building's electricity consumption could be covered by the PV 

installation per year. The study by Toradmal et al. [92] simulated the performance 

of PV for powering the building heating energy system. They evaluated the thermal 

flexibility of a building to shift the heating system operation to the times of PV 

energy generation (Fig 2-11). The results showed that the building could offer 

significant thermal storage to improve the performance of onsite PV electricity 

utilisation. In the study of Langer and Volling [93], a simulation coupling of PV 

and the building heating showed that feed-in electricity from the grid was required 

for this type of coupling model for efficiently using PV surplus electrical energy.  

 

 

Fig. 2-11 Flow of energy within the system consisting of PV, battery, grid, heat 

pump and building. [92] 

Various studies have demonstrated the potential of MPC in enabling demand 

flexibility, reducing peak load demands, and maximising the utilisation of 

renewable energy sources [94]. With the decreasing cost of renewable energy 

technologies such as solar energy systems, the goal of achieving net-zero carbon 

buildings has become more feasible. However, due to the intermittent nature of 

solar power, there can be a mismatch between energy demand and solar generation. 

This mismatch can be further exacerbated during peak load periods, resulting in 

issues such as intermittency, fluctuation, and unpredictability, which present 
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significant hurdles to the integration of solar energy [95]. The work [96] explored 

the use of MPC to optimise a hybrid heating system comprising an air-to-water heat 

pump and photovoltaic (PV) panels. The study demonstrated that the MPC strategy 

can adapt to different weather conditions and achieve significant financial savings 

with the right horizon and modeling. The research underscores the potential of MPC 

in maximising solar energy use in buildings, contributing to the design and 

implementation of energy-efficient heating systems. Currently, the study assessing 

MPC in building-integrated RES is still limited. 

To further harmonise the intermittent nature of solar energy and the variable 

energy demand due to occupancy patterns, the integration of thermal energy storage 

(TES) becomes crucial. However, the harmonisation of renewable energy 

intermittency with the building's energy demands calls for an integrative solution. 

Thermal energy storage (TES) emerges as a complementary element to the 

predictive prowess of MPC, serving as a counterbalance to the variability of 

renewable energy sources (Fig 2-12). Exploiting time-of-use tariff schemes, TES 

enhances demand-side flexibility and promotes the integration of a broader range 

of renewable technologies.  

 

Fig. 2-12 Solar thermal system couple with building floor heating system through 

a storage tank. [97]  

Since the RES providing building heating energy source often has the low 

temperature characteristic, it would be important to integrate RES with low 

temperature heating system avoiding further energy upgrade [97]. Underfloor 
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heating (UFH) system is a low temperature building heating system that can provide 

efficient heating energy in building.  

2.6 MPC for controlling underfloor heating (UFH) system  

Contemporary heating, ventilation, and air conditioning (HVAC) systems 

constitute a significant portion of overall building energy consumption, emerging 

as prominent electricity grid end-users [2]. Residential underfloor heating (UFH) 

systems leverage the substantial thermal inertia of structural thermal energy storage 

(STES) in buildings to execute preheating during off-peak or low-price hours, 

aligning with dynamic electricity pricing dynamics [105-107]. The inherent large 

time lag, often extending to several hours, between heat supply and the 

corresponding indoor air temperature response is a characteristic feature 

attributable to the extensive thermal inertia of the embedded concrete floor in UFH 

systems [17]. A UFH system is a good candidate for not only integrating with RES 

but also STES. For UFH coupling with STES for energy shifting, the system 

preheats the thermal mass, i.e., the floor element, and then uses it to heat the indoor 

air, resulting in a larger energy storage capacity compared to other heating systems, 

such as radiators, within the same charging time. In Reynder et al. [18] study, the 

UFH system provided almost twice the storage capacity of the radiator and was 20% 

more energy-efficient. The UFH system, which is a highly efficient heating system, 

utilises heating pipes containing hot water to heat the floor element, which in turn 

transfers the energy to the indoor air via convection [104]. Moreover, the floor 

heating system allows for lower temperature water circulation in the pipes due to 

the larger surface area for heat transfer. This characteristic improves the energy 

efficiency of the heating systems and enables the use of low-temperature energy 

sources, such as solar hot water. This system can operate using low-temperature 

heat sources with temperatures as low as 35 ºC [17], and it excels in maintaining 

uniform indoor temperatures. Zhou et al. [105] conducted a study on the UFH 

system’s ability to control indoor temperature and found that it varied by less than 

0.2 ºC for most periods of a 2-hour test.  

Nevertheless, the substantial thermal inertia inherent to a pipe-embedded floor 

can induce a notable time lag between the supply of heat and the subsequent 

increase in indoor air temperature. This lag may extend over several hours, 



 45 

contingent on factors such as pipe thickness, depth, and the thermal capacitance of 

the active floor. Conventional control mechanisms, such as the on-off controller 

and the proportional-integral (PI) controller, fall short of addressing this thermal 

lag and reacting promptly to abrupt load changes within the indoor space. As a 

solution, a predictive control strategy, capable of considering the delayed response 

of indoor temperature to environmental fluctuations, becomes pivotal in 

maintaining indoor comfort.  

Study of Hu et al. [17] investigated the MPC controlling a UFH in energy 

shifting ability. The result turned out that compared to the conventional on-off 

controller, the MPC is able to use STES optimally shifted energy consumption from 

high-price periods to low-price periods and improved occupants’ thermal comfort 

at the same time. As a result, the total electricity cost was reduced. Similarly, study 

of Široký et al [77] also confirmed MPC in controlling UFH system saved up to 28% 

energy cost with the weather forecast in a university building. Chen et al. [106] 

compared the energy performance of MPC and Proportional Integral Derivative 

(PID) in controlling a UFH system with an air-source heat pump. The results 

showed that the MPC controller is able to effectively reduce building energy 

consumption by around 15%. Meanwhile, the coefficient of performance (COP) 

was improved 24.5% by replacing PID controller with proposed MPC controller. 

Joe et al. [107] proposed an MPC used dynamic estimates for predicting zone loads 

and indoor temperature with the help of outdoor weather conditions and HVAC 

system models. The objective of their MPC is to minimise the energy cost of a UFH 

system while meeting thermal comfort requirements. The results showed a 10% 

energy savings when compared to a baseline feedback control. 

MPC confirmed its ability in not only building energy system control but also 

building-integrated energy system control. However, the deployment of MPC in 

building still facing problems. One of the problems is the complex data extraction 

and data fusion prepared for MPC operation, which makes the MPC is costly and 

complex for its practical use [77]. 

2.7 Internet-of-thing (IoT) for MPC deployment 

As a result of the declining costs of smart devices, the widespread availability of 

distributed sensors and data analytics tools, and the overall progress in information 
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and communication technologies (ICT), the adoption of Model Predictive Control 

(MPC) for optimizing energy efficiency and thermal comfort is becoming more 

immediate and cost-effective [181]. It is evident that the effectiveness of MPC relies 

on being associated with a suitable smart physical infrastructure capable of 

collecting and forwarding actual data from and to the field [182]. The Internet of 

Things (IoT) presents a viable solution by enabling the connection of sensors, 

actuators, and other objects to the Internet, facilitating seamless interaction [183]. 

IoT is increasingly being incorporated into building management systems, opening 

new horizons for energy efficiency. IoT devices facilitate real-time energy 

monitoring and control (Fig 2-13) [28], thereby generating valuable data that can 

be utilised for optimising energy consumption. Furthermore, the application of IoT 

to dynamic energy pricing systems could act as a potent driver for energy-efficient 

behaviour [29]. By digitalising dynamic pricing, consumers can gain real-time 

access to energy cost fluctuations, allowing them to adjust their energy 

consumption according to the price signals. IoT devices can provide the data 

necessary for the predictive models of the MPC [30], while the MPC, in turn, can 

optimise the building's energy usage based on real-time dynamic pricing 

information. Further, IoT-enabled real-time monitoring [31] can provide valuable 

data about the performance of PCMs [32], aiding in their control and maximising 

their potential for energy savings.  

 

Fig. 2-13 IoT helps automatically building data collection. [28]  
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IoT integrated with building information system or in helped with automation in 

architecture, engineering, and construction (AEC) industry that have been evaluated 

by studies. Study of Jeoung et al. [28] proposed a peer-to-peer network to collect 

distributed indoor data regarding indoor thermal comfort bases on IoT technology. 

This blockchain framework successfully transferred data to a single PC for data-

driven room model training for later use in building management system (BMS). 

Furthermore, study of huang et al. [30] highlighted the benefit of data fusion of 

building information modelling (BIM) and IoT system for efficient data process 

flow to meet different control targets in the AEC industry. Similarly, Fredriksson 

et al. [108] developed an IoT-based monitoring system to capture real-time 

disturbances in construction work and updated to decision making system for 

automatically planning corrected. This increased the reliability and practicality of 

the supervisory automation process in building sector.  

The research by Acha et al. [109] identified an avenue for augmenting building 

energy efficiency: digitalising dynamic pricing to motivate consumers to capitalise 

on low-price energy. To achieve this, IoT was brought into the building sector [84], 

enabling two-way communication between the smart grid and end-users. The 

advent of IoT has enabled numerous embedded devices in the building sector, 

resulting in effective monitoring and intelligent control of building energy.  Bases 

on the available IoT techniques, Li et al. [110] successfully implemented an event-

driven optimisation method that activated the control system of HVAC only when 

the sensing data was below the event threshold defined by the control system.  The 

reduced awake times of the sensors resulted in a significant reduction of the sensor 

power consumption.  

The integration of IoT into building energy systems has amplified the application 

of cross-domain technologies, enabling digitalised energy chains, automated 

distribution, and maximised interaction between energy producers and consumers. 

The integration of IoT technology with MPCs could potentially yield a low-cost 

solution to efficient energy management. IoT devices can serve as an inexpensive 

and continuous data source for the predictive models employed in MPCs. Through 

the efficient collection and analysis of this real-time data, MPCs can be optimised 

to adjust energy usage based on current and predicted energy prices, effectively 

integrating dynamic pricing strategies. Thus, IoT technology could significantly 

lower the cost barriers associated with MPCs, making these advanced controllers a 
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more accessible option for a wide range of buildings. While the individual merits 

of MPCs and IoT devices are increasingly recognised, the empirical understanding 

of their integrated application within building heating systems is comparatively 

limited, which open for various combinations of IoT systems for monitoring, data 

extraction and control implementation.  As such, the current research endeavours 

to bridge this knowledge gap by conducting a field experiment to test a low-cost 

MPC for building heating systems. Our study aims to shed light on the feasibility, 

scalability, and potential of these novel technologies. 

2.8 Research gaps  

The developments of practical MPCs for building energy management required 

both scenario analysis and experiment conduction considering future intelligent 

technologies. The literature has confirmed the practicality of MPC in wide 

condition with different targets in building sector and highlighted the potential 

systems and technologies can be applied in synergy with MPC for building energy 

shifting. The research gaps are identified thereafter:  

2.8.1 Effect of different thermal mass and occupancy variability in building 

energy performance under MPC 

A limited number of studies [63, 64] that assessed the effect of the envelope on 

energy shifting performance under dynamic pricing. Both showed that heavyweight 

thermal mass can shift more high-price energy to the low-price periods. However, 

in their study, the control strategy set varied temperature setpoints to trigger the 

preheating effects in a low-price period. Thus, there would be offsets caused by 

delay effects when heating switches, especially with the UFH system. As a result, 

this kind of control strategy might result in overheating, especially for lightweight 

houses with indoor temperature fluctuating more quickly than heavyweight houses.  

Moreover, Buildings with high occupancy variability, such as universities, where 

fluctuations occur throughout the day and across the year, can pose challenges in 

developing control strategies that aim to balance comfort and energy efficiency. 

This situation becomes even more complex when such buildings are integrated with 

renewable energy technologies, due to the inherently intermittent nature of these 

energy source. To promote widespread integration of renewable energy sources in 

such buildings, the adoption of advanced control strategies such as model predictive 
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control (MPC) is imperative. Furthermore, the variable nature of occupancy 

patterns must be considered in MPC’s design. Studies investigate the influence of 

occupancy pattern influencing the building energy shifting performance under MPC 

is still limited. 

2.8.2 Scenario analysis of MPC under climate change and RES system with 

UFH system 

Most studies haven’t considered the building’s response in the control strategy 

orin the case when there is no need for charging during peak periods. Besides, 

comfort violation is unavoidable when the setpoint energy shifting is controlled by 

a simple thermostat controller [19]. This will be further explored in the present 

study. Currently, no study has investigated the impact of future climate conditions 

on STES performance, particularly low-temperature heating energy storage. 

Furthermore, the increased uptake of solar energy systems in the future could aid 

the energy shifting capabilities of such an energy storage system. Meanwhile, 

Various works [111, 112] have shown the importance of incorporating occupancy 

information to enhance the effectiveness of MPC. This incorporation allows MPC 

to more accurately forecast the building's energy demand, consequently adjusting 

its charging and discharging schedules to maximise energy savings without 

sacrificing occupant comfort. However, prior studies such as those conducted by 

Torreglosa et al. [113] and Bartolucci et al. [114], while proposing MPC strategies 

for controlling the charge and discharge cycles of storage tanks coupled with 

renewable energy systems (RES), have not considered the building thermal mass 

storage and the indoor temperature's response. Therefore, the synergistic effect of 

combining active and passive storage within such systems remains an open area for 

investigation. The amount of stored energy is larger in a floor heating system than 

in other heating systems, such as the radiator, under the same charging time. There 

are limited number of studies on the use of MPC in controlling the low-temperature 

floor heating system in combination with the RES. Other research gaps, such as 

system operating temperature and setpoint strategy that hasn’t been analysed in 

previous studies will be investigated. 

2.8.3 PCM wallboard controlled under MPC strategy 

Moreover, while PCMs are recognised for their thermal energy storage 

capabilities, research on their integration into building systems and how this can be 

optimised using MPCs is still emerging. There are two studies currently aim for 
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evaluating the energy cost saving performance of PCM wallboards under MPC 

strategy for building sector. Study of Yang et al. [100] proposed a MPC framework 

in MATLAB for price-responsive control of PCM-wallboard-enhanced space 

heating system by eliminating nonlinearity between specific heat capacity and 

temperature of PCM wallboards. The simulation result reported a significant (i.e., 

more than 60%) heating electricity cost was achieved. Study of Gracia et al. [94] 

used python to simulate the energy performance of PCM wallboard under MPC 

control strategy. By inputting the weather forecast to the proposed MPC, PCM 

wallboard provided a significant thermal benefit (i.e., around 30%) for the space 

heating system. However, current studies haven’t simulated a completely feedback 

control for building with PCM wallboard integration. Thus, lack of insights for 

energy shifting performance of intelligent unsupervised controlling of PCM 

wallboards. There is a need for further studies exploring how MPCs can leverage 

the thermal characteristics of PCMs for load shifting, peak demand reduction, and 

overall enhancement of energy efficiency.  To fill this gap, this study proposed a 

PCM simulation bases on an experimental validated unsupervised IoT-based MPC 

control strategy.  

2.8.4 Low-cost MPC design  

Currently, there are limited field experimental studies assessing the technical and 

energy performance aspects of MPC implementation in buildings. Study of 

Bünning et al. [115] controlled indoor air temperature through existing actuators of 

building heating/cooling grid by inputting control signal solved by MPC via OPC-

UA software clients. They successfully saved between 26% and 49% of heating and 

cooling energy, compared to the building’s baseline hysteresis controller. Study of 

Knudsen et al. [76] adjusted the supply water temperature for space heating system 

determined by a MPC in a living lab. The sensing data from the existing sensors 

were sent back through cRIO real-time controllers. The control strategy was solved 

by MATLAB. Finally, the updated heating system setpoint was adjusted by 

LabVIEW. The results confirmed the MPC shifted energy consumption from high-

price periods to low-price periods. Similarly, Yang et al. [27] realised an indoor 

climate control by a MPC strategy through various data exchange by interaction 

with existing building control system. Finally, both an increased indoor thermal 

comfort and electricity cost saving were achieved under proposed MPC strategy. 



 51 

Study of Široký et al. [77] and study of Sturzenegger et al. [80] also showed the 

improved indoor thermal comfort and building energy efficiency by integrating 

MPC into the building energy management system and exerted control signal to 

actuators later. However, the current MPC experiment should always be included 

in existing BMS. This increased the cost for MPC experiment compared with other 

lightweight experiment. Later, reviewed experimental MPC required interaction 

between different environments that reported to be a large power consumption 

[110]. Furthermore, potential execution errors and memory fragmentation might be 

occurred through intermittently data exchange. For this purpose, this study 

proposed an indoor MPC control strategy bases on peer-to-peer data exchange in 

help with IoT technologies, targeting for a lightweight and compatible MPC 

intelligent control.  

2.8.5 Summary  

This chapter provides a comprehensive overview of studies aimed at enhancing 

building energy efficiency through DR programs, focusing on diverse aspects, 

including materials and technologies. MPC emerges as a suitable strategy for 

optimising building energy efficiency by enabling energy shifting through a broad 

range of system integrations and applicable technologies. Notably, MPC facilitates 

the integration of various systems such as the UFH system, renewable energy 

storage system, and PCM wallboard system, effectively supporting building energy 

shifting efforts. However, research gaps have been identified, particularly 

concerning the analysis of MPC's performance under the influence of climate 

change. Furthermore, to achieve widespread adoption, continuous efforts are 

required to enhance the integration of various systems and technologies within the 

framework of MPC. Table 2-2 provides a comprehensive summary of the most 

influential studies on intelligent building control, underscoring their contributions 

to energy shifting through the implementation of novel systems and technologies. 

Those studies provide insights for methods/simulation model of this thesis.  
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Table 2-2 Summary of most influential research findings on building intelligent 

control for energy shifting 

Reference  Technology  Objective  Results description  Insights  

Xue et al. 

[11]  

STES Heating 

energy 

shifting  

The energy storage of 

STES for a commercial 

building reached 41.6% 

Proposed a platform 

for STES simulation 

Hu et al. 

[17]  

MPC and 

UFH 

Heating 

energy 

shifting 

MPC controlled UFH 

achieved daily heating 

energy cost saving up to 

14% 

Highlighted a co-

simulation platform 

for MPC controlling 

STES under UFH 

system 

Yang et al. 

[100]  

MPC and 

PCM 

Heating 

energy 

shifting 

MPC controlled PCM 

wallboard shifted 80% 

peak heating loads to off-

peak times 

Introduced a 

validated PCM 

model for MPC 

Široký et 

al.[77]  

Experimental 

MPC  

Heating 

energy 

saving 

Almost 30% heating 

energy was saved by the 

proposed experimental 

MPC in a University case 

study room  

Introduced a 

practical MPC 

implementation on 

building heating 

system  

Tarragona 

et al. [96] 

MPC and PV Heating 

energy 

saving 

MPC controlled a space 

heating system coupling 

with PV system saved 

58% energy cost 

Created a model for 

building integrated 

RES technologies 

under MPC 

Martín-

Garín  et al. 

[116]  

IoT-based 

sensing 

system 

Design 

automatically 

sensing 

system 

The information obtained 

from the sensors is 

collected and stored in a 

flash memory card, and 

simultaneously is sent 

via WiFi to the cloud. 

This data is stored in an 

online spreadsheet, 

which permits us to 

access the information in 

real time.  

Introduced real-time 

data collection and 

data fusion through 

low-cost IoT 

technologies, which 

is useful for data 

preparation in MPC.  
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3. Methodology  

This chapter introduces the basic information about the MPC, includes its 

formulation and simulation platform. Later, the test facility used for MPC 

experiment and general procedure has been introduced in this chapter.  

3.1 State space (ss) model  

MPC strategy of building thermal energy system requires a numerical room 

representation so that the future indoor temperatures could be compared under 

different control trajectories. Resistance-Capacitance (RC) room model can predict 

the future indoor temperature by responding to the weather condition and thermal 

energy feed. The room under consideration can be conceptualised as a collection of 

first-order systems, where the temperatures of indoor air, walls, floor, and ceiling 

represent the states of these systems. The heat transfer between nodes within the 

room can be characterised using thermal RC concepts [77]. By employing time-

series governing equations that describe heat transmission between nodes, we can 

calculate the current temperatures of each node. Indoor temperature can be 

calculated from the previous time's temperature and the current time's heat 

exchange. This network of first-order systems can be further leveraged for MPC by 

formulating a state-space (ss) model. 

This thesis employed gray-box identification, a technique that aims to identify 

system properties by capturing physical connections between states [117], to 

estimate the model through machine learning methods using input/output data. ss 

model typically provides a fast approach to identifying a discrete-time model of the 

continuous-time system [77]. In the present study, a linear, time-invariant state 

space model was formulated to predict the temperatures of nodes. 

𝑥𝑘+1 = 𝐴𝑥𝑘 + 𝐵𝑢𝑘 + 𝐾𝜎𝑘  eq 3-1 

𝑦𝑘 = 𝐷𝑥𝑘 + 𝜎𝑘  eq 3-2 

A, B, D and K are the system matrices, which have to be identified. 𝑥𝑘  are 

system states 𝑢𝑘 are input variables, 𝑦𝑘 are the output variables. 𝜎𝑘 is an unknown 

noise, e.g. zero mean Gaussian white noise. In this study, 𝜎𝑘 is assumed to be zero. 

System identification aims to minimise the error between measured data and output 
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of the simplified RC representation with a limited searching magnitude by giving 

the initial values of system matrices (based on construction properties). The 

identification process used a cost function for minimising errors [117]. 

 This study assumed a reasonable original state for each temperature node. Since 

not all states are measurable in reality, a Kalman filter was used to estimate 

unmeasurable states and filter the noises in each cycle. Leveraging a dual-pronged 

approach, which involves updating measurements and error covariance 

simultaneously, the Kalman filter has the capacity to estimate the current state at 

each starting point of the optimisation process [17]. 

3.2 Kalman filter  

For each time step, the proposed MPC strategy would identify the optimal 

control trajectories in the prediction horizon, only the first control strategy was 

taken and fed to the building model. Then, the predicted temperatures by the state-

space model in the previous time step were corrected with the simulated 

temperatures after the current-time control signal was applied. The correction was 

done by the Kalman filter [118]:  

Predicted sate in previous time step: �̅�𝑘 = 𝐴𝑥_𝑒𝑘−1 +𝐵𝑢𝑘 + 𝐸𝑑𝑘  eq 3-3 

Error covariance: �̅�𝑘 = 𝐴 ∗ 𝑝𝑘 ∗ 𝐴
′ + 𝐺 ∗ 𝑄 ∗ 𝐺′ eq 3-4 

Kalman filter gain: 𝐾𝑘 = �̅�𝑘 ∗ 𝐶′/(𝐶 ∗ �̅�𝑘 ∗ 𝐶′ + 𝑅) eq 3-5 

Update state estimation from predicted 

value with m: 

𝑥_𝑒𝑘 = �̅�𝑘 + 𝐾𝑘 ∗ (𝑦𝑘 − 𝐶 ∗ �̅�𝑘) eq 3-6 

Covariance of predicted state estimation 

error: 

𝑝𝑘+1 = (𝐺 −𝐾𝑘 ∗ 𝐶) ∗ �̅�𝑘 eq 3-7 

Where �̅� is the predicted state by state-space model. 𝑥_𝑒 is the updated current 

state by both the predicted state and measured state. y denotes the measurement 

used to update the current state. �̅� is the error covariance. 𝐾 is the Kalman filter 

gain. 𝐴 𝐵 𝐶 𝐸 𝐺 are the system matrices. The above Kalman filter equations apply 

the measurement noise covariance 𝑅 and process noise covariance 𝑄 to update the 

current state 𝑥_𝑒(𝑘) through both the measured state 𝑦𝑘 and the predicted state �̅�𝑘. 

𝑅 is smaller than 𝐺, which means the measured values are more reliable than the 
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predicted values and vice versa. In this study, 𝑅 is set to 1 and 𝑄 is set to 50 to trust 

the simulating data more than the predicted data.  

3.3 MPC formulation 

The MPC strategy carries out future control based on constraints and system 

dynamics for a minimal cost [77]. In this study, the heating system was controlled 

by MPC based on pre-set temperature constraints and shift the energy to low price 

periods. The formulation of MPC is:  

 

𝑚𝑖𝑛∑(𝑢𝑘 , 𝑦𝑘)

𝑁−1

𝑘=0

 

 

eq 3-8 

𝑘 means the current time step. 𝑁 means the prediction horizon. 𝑢 and 𝑦 stand for 

manipulating variables and system states. The solver compared different 

trajectories. Then, it chooses one with minimal cost in the prediction horizon. 

Besides, MPC strategy can include the Kalman filter, which corrects the predicted 

system states with real-time measured system states to increase the prediction 

accuracy. As a result, a more reliable control trajectory is solved by MPC.  

Once ss model is obtained, the MPC strategy is formulated by defining the 

objective function, incorporating the identified ss model, and establishing relevant 

constraints. The primary aims of  MPC approach in this thesis are to minimise 

heating energy consumption while ensuring indoor thermal comfort. To achieve 

this, we introduced indoor thermal comfort as a constraint, penalising any 

deviations from the desired comfort levels within the objective function. The 

structure of our objective function was designed as quadratic forms, allowing us to 

appropriately weigh each term. Notably, we assigned significant weight to the 

comfort violation term, underscoring the paramount importance of precise comfort 

control. 

𝐽 = 𝑚𝑖𝑛∑ 𝑎𝑘
𝑇  𝑞 𝑎𝑘 + 𝑏𝑘

𝑇  𝑟 𝑏𝑘

𝑁−1

𝑘=0

 

eq 3-9 

With the constraints:  

𝑦𝑟,𝑘 − 𝑦𝑘 − 𝑎𝑘 ≤ 0, 𝑎𝑘 ≥ 0 

 

eq 3-10 
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𝑦𝑘 = 𝐶(𝐴𝑑𝑥
𝑘−1 +𝐵𝑑𝑢

𝑘) eq 3-11 

In this study, the prediction horizon N is set to 24 with a time interval of 30 

minutes. Weighting factors q and r are used to quantify the importance of each term, 

where 𝑎𝑘  represents comfort violation, and 𝑏𝑘 represents thermal energy cost. 

3.4 Computation of MPC in MATLAB 

The system matrix is identified in MATLAB with the initial guess from wall’s 

material, including layers’ conductivity and capacity [17]. The initial ss model m is:  

𝑚 = 𝑖𝑑𝑠𝑠(𝐴, 𝐵, 𝐶,𝐷) eq 3-12 

Where idss is the function to create a state space model with identifiable 

parameters. The data captured collected is used to identify the ss model, and the 

time step is 30 mins (i.e., 1800s). The data object is:  

𝑑𝑎𝑡𝑎 = 𝑖𝑑𝑑𝑎𝑡𝑎(𝑜𝑢𝑡𝑝𝑢𝑡, 𝑖𝑛𝑝𝑢𝑡, 1800) eq 3-13 

Data is a “iddata” object, which can store the input data, output data and the 

time step. Then, the system matrix is adjusted in MATLAB with ssest function, 

which aims to minimise the error between the measured data and the identified data 

by identifying the system matrix start from the initial values.  

𝑚 = 𝑠𝑠𝑒𝑠𝑡(𝑑𝑎𝑡𝑎,𝑚) eq 3-14 

Where ssest is the state space model estimation command. 

Later, the MPC was developed in MATLAB through the optimisation toolbox 

[119]. MPC have manipulating variables, which are identified in the optimisation 

and are solved for each time step in the prediction horizon by inputting time-

dependent parameters. Thus, we set the control signal as the manipulating variable. 

The algorithm of the MPC includes the relationship between variables by setting 

the constraints. In this study, the indoor temperature inferred from the numerical 

room model was set as a constraint.  

𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑠 = [𝑥{𝑘 + 1} == 𝑎 ∗ 𝑥{𝑘} + 𝑏 ∗ 𝑤{𝑘} + 𝑒 ∗ 𝑑𝑖𝑠𝑡𝑢𝑟𝑏𝑎𝑛𝑐𝑒(𝑘)] eq 3-15 

Where a, b and e are the system matrices, x is the temperature states, w is the 

heating water temperature, disturbance includes the outdoor temperature, internal 

heat gains and solar radiation etc., and k is the current time step. Besides, MPC can 
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limit the temperature by including the comfort violation in the cost function. The 

comfort violation is:  

𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑠 = [𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑠,  𝑇𝑚𝑖𝑛(𝑘 + 1) − 𝑒{𝑘 + 1} ≤ 𝑐 ∗ 𝑥{𝑘 + 1}

≤  𝑇𝑚𝑎𝑥(𝑘 + 1) + 𝑒{𝑘 + 1} 

eq 3-16 

 

Where Tmin and Tmax are the temperature bounds, and e is the comfort violation.  

The limitation of the comfort violation in the cost function with denoted weights 

q is:  

𝑒{𝑘 + 1}′ ∗ 𝑞 ∗ 𝑒{𝑘 + 1} eq 3-17 

The cost function of multi-objectives with denoted weights can give priority to 

the most important objective. In this study, a larger weight of temperature violation 

gives priority to indoor comfort.  The two conflicting objectives were summarised 

in the cost function. The cost function is:  

𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 = (𝑢ℎ𝑒𝑎𝑡𝑖𝑛𝑔{𝑘} ∗ 𝑝𝑟𝑖𝑐𝑒(𝑘))
′
∗ 𝑟 ∗ (𝑢ℎ𝑒𝑎𝑡𝑖𝑛𝑔{𝑘} ∗ 𝑝𝑟𝑖𝑐𝑒(𝑘))

+ 𝑒{𝑘 + 1}′ ∗ 𝑞 ∗ 𝑒{𝑘 + 1} 

eq 3-18 

 

where r is the weight for limiting the heating cost, price is the day ahead hourly 

price, uheating is the amount of heating energy. 

Comfort violation is calculated based on the current time heating system status 

by setting the constraints. Finally, we could infer unknown parameters based on the 

known parameters. In each loop, current time parameters are inputs for calculating 

the control signal with minimal cost. The current time parameters include: 

𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 = {𝑥{1}, 𝑝𝑟𝑖𝑐𝑒, 𝑑𝑖𝑠𝑡𝑢𝑟𝑏𝑎𝑛𝑐𝑒,  𝑇𝑚𝑖𝑛,  𝑇𝑚𝑎𝑥} eq 3-19 

Where 𝑥{1} is the current state proposed to be updated by the Kalman filter and 

measure temperature from TRNSYS. 

The MPC calculates the optimal trajectory of the control signal by the denoted 

solver (e.g., gurobi solver [120]) based on the current time input.  

𝑜𝑝𝑠 = 𝑠𝑑𝑝𝑠𝑒𝑡𝑡𝑖𝑛𝑔(′𝑠𝑜𝑙𝑣𝑒𝑟′, ′𝑔𝑢𝑟𝑜𝑏𝑖′) eq 3-20 

𝑐𝑜𝑛𝑡𝑟𝑜𝑙 = 𝑜𝑝𝑡𝑖𝑚𝑖𝑧𝑒𝑟(𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑠, 𝑜𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒, 𝑜𝑝𝑠, 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟) eq 3-21 

Finally, the algorithm can be stored as an optimiser to return the control signal 

with time-dependent inputs. 

𝑠𝑜𝑙𝑣𝑒𝑑 𝑐𝑜𝑛𝑡𝑟𝑜𝑙 𝑠𝑖𝑔𝑛𝑎𝑙 = 𝑐𝑜𝑛𝑡𝑟𝑜𝑙 {𝑖𝑛𝑝𝑢𝑡(𝑘)} eq 3-22 
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3.5 Co-simulation of TRNSYS and MATLAB modelling MPC 

feedback control 

TRNSYS [121] is a well-known software for building dynamics simulation by 

white-box. In TRNSYS, each type represents a single sub-system. Then, users 

create linkage between variables of Types for data exchange. TRNSYS is widely 

used for simulating indoor HVAC system, RES and thermal storage systems.  

In order to perform feedback control, a MATLAB engine for solving real-time 

control strategy. TRNSYS can call MATLAB in each time step and feed the results 

back to the simulation (Fig 3-1a). At the start of the simulation, state-space models, 

Kalman filter, MPC model and predicting disturbance were loaded in MATLAB 

and were prepared for use in the calculation. After TRSNYS calculates the room 

model temperatures, TRNSYS feeds the room or/and pipe temperatures to 

MATLAB for the Kalman filter. Then, MPC model can obtain the control strategy. 

At the end of each time step in TRNSYS, MATLAB is called by Type 155 for the 

control signal of the next time step. Besides, there is a step increment (eq 3-22) in 

MATLAB to match the time step with TRNSYS. The co-simulator runs by sharing 

time information at each time step in the simulation to ensure synchronization 

between these two platforms (Fig 3-1b). 

 

𝑛𝑆𝑡𝑒𝑝 = 𝑛𝑆𝑡𝑒𝑝 + 1 eq 3-23 

𝑛𝑆𝑡𝑒𝑝 𝑚𝑒𝑎𝑛𝑠 𝑡ℎ𝑒 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑡𝑖𝑚𝑒 𝑠𝑡𝑒𝑝 
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(a) 

 

(b) 

Fig. 3-1 (a) Co-simulation of MATLAB and TRNSYS (b) time information sharing 

between two plarforms 
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First case study building used a simple room in Chapter 4.2, resembling a 

standard living space in a residential apartment. The room utilized floor heating to 

warm the indoor air. This case study aimed to explore the capacity for energy 

shifting, focusing on various building and heating system attributes. To supplement 

energy needs and minimise consumption during peak hours, a rooftop PV system 

was integrated. Additionally, simulations were conducted to assess how future 

climate changes might impact the heating energy flexibility of the case study 

building. 

Next, to assess the effectiveness of MPC in a building with a highly variable 

occupancy pattern in Chapter 5.2, we employed the Marmont lecture room located 

at the University of Nottingham, UK, as our designated case study space. This 

facility is primarily intended for the instruction of architecture and engineering 

students. The occupancy pattern in these areas can experience significant 

fluctuations throughout the day, driven by the diverse schedules of the students. 

To examine the feasibility of the suggested MPC strategy , we employed a test 

pod situated within the University building in Nottingham in Chapter 6.1. The 

rationale behind selecting this test pod lies in its uncomplicated construction 

material and external-facing façade on all sides, making it an ideal setting for testing 

the practical implementation of MPC, as highlighted in [80]. 

3.6 Test facility of MPC experiment 

This subsection introduces the test facility of an MPC experiment conducted in 

a test pod located in the University building in Nottingham and individual function 

in MPC deployment. 
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(a) 

 

(b) 

 

 

1. Control laptop  2. Radiator  3. WiFi router  

4. Raspberry Pi with add-on 

board 

5. Arduino with K type 

thermocouple 

6. Smart plug 

(c) 

Fig. 3-2 (a) Local weather station (b) external view of the test pod (c)internal view 

of the test pod 

1
2
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The experimental room in this study, denoted as a test pod (as depicted in Fig 3-

2 b), is situated at the University Park campus of the University of Nottingham, UK. 

This test pod, constructed predominantly of wood, embodies the principles of 

passive house design, possessing a volumetric capacity of 22 cubic meters, an 

envelope surface area of 48 square meters, and an air leakage rate of 1.7 [122]. The 

construction of the walls, 145mm in thickness, yields an overall U-value of 0.51 

W/m²K. This rectangular pod, with dimensions measuring 3.15m in length, 3.94m 

in width, and 2.91m in height, is oriented in a north-west direction. On its south-

eastern façade, a double-glazed window of 0.79 square meters is installed.  

To maintain thermal comfort within the pod, two radiators, each with a capacity 

of 1.5 kW, are utilised (as presented in Fig 3-2c). The maximum surface allowed 

temperature of radiators is 65℃. Within this test pod, a comprehensive 

measurement system is deployed for the purposes of monitoring the indoor 

temperature, logging external meteorological conditions, and recording the energy 

consumption. An ECOWITT weather station [123] (as shown in Fig 3-2a) is 

situated outside the test pod for local meteorological data collection. Furthermore, 

a smart meter is installed to aggregate the power consumption of both radiators 

(illustrated in Fig 3-2c). These pieces of equipment transfer the collected data to a 

cloud-based server via a WiFi connection.  

For indoor temperature monitoring, a real-time sensor system based on Arduino 

technology is employed. An analog-to-digital converter, the Max 6675 module, is 

used in conjunction with a K-type thermocouple to sense the indoor temperature. 

The Arduino platform then acts as an intermediary, processing the data from the 

Max 6675 module and transmitting them to the serial port of a PC via a USB serial 

adapter. The precise pin connections between the Max 6675 module and the 

Arduino system are described in Table 3-1. This low-cost, compact, and compatible 

sensing system has been implemented successfully in similar studies [124, 125].  

In order to verify that the K thermocouple temperature sensor is working 

properly, it is calibrated using the built-in indoor temperature sensor of gateway of 

the ecowitt weather station [123] placed near the K thermocouple for two days with 

indoor temperature range from 10 to 30 as seen in Fig 3-3. The built-in temperature 

sensor then logged the real-time temperature via WiFi to cloud. The sampling 

interval was of 30 minutes and the data was collected for four days from 19th 



 63 

December to 23rd December. The plot shows the match of results of two sensors 

with root mean square error (RMSE) was 0.97 ℃. This adheres to the specifications 

provided in the Max 6675 user manual [126]. 

Table 3-1 Connection between Arduino and MAX 6675 

Arduino  MAX6675 

Ground  Ground  

VCC 5V 

SO (serial output) Pin 4 

CS (chip select) Pin 5 

SCK (serial clock pin) Pin 6 

 

 

Fig. 3-3 Comparison of two sensors 

A Raspberry Pi (RPi) 3 module is utilised as the control system for this 

investigation, chosen for its cost-effectiveness, compatibility, and ease of 

interfacing [127]. In this study, the RPi is tasked with transmitting signals to a WiFi-

enabled smart plug (see Fig 3-2 c), facilitated by an interfaced add-on board. The 

RPi receives command instructions from a PC via a wireless connection, processing 

the information into a format that is recognisable by the smart plug. A MATLAB 

engine [128] operating on the PC is used in this study for control signal processing 

and communication with the RPi. Simultaneously, MATLAB retrieves real-time 

indoor temperature data from the sensor system through the PC's serial port, 

employing the "read" and "serialport" functions.  
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3.7 Summary  

This chapter gives general backgrounds to form MPC simulation platform and 

experiment in this thesis. The detailed MPC formulations target at different 

objectives in controlling different building and building-integrated systems are 

presented in chapter 4-6. The detailed experiment arrangement and performance 

analysis is presented in chapter 6. 
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4. MPC controlled UFH system with STES and PV system: 

impact of occupancy patterns and climate change 

Energy distributor sets the dynamic price for maximising the renewable energy 

efficiency by matching the demand to real-time energy supply [87]. In this chapter, 

the building fabric stores energy to shift the peak load to off-peak times. The control 

strategy considers the building’s response under current weather condition and 

maximise the low-price electricity usage. As a result, a reduction of electricity cost 

along with an increased supply energy efficiency is achievable by the designed 

information exchange platform (Fig 4-1).  

 

(a) 

 

(b) 

 

Fig. 4-1 STES with (a) energy fully charging from the grid (b) electrical energy 

partly charging from the rooftop PV panel 

This chapter will introduce the R-C model for simulating room dynamics for 

indoor temperature prediction. Then, the MPC objective equations for maximising 

low-price energy usage and rooftop PV energy usage, along with Kalman filter for 

MPC functions, are discussed. Control strategy based on the energy supply. 
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4.1 Model predictive control scheme for maximising heating 

energy storage  

The MPC strategy carries out future control based on constraints and system 

dynamics for a minimal cost [17]. The heating system was controlled by MPC based 

on pre-set temperature constraints and shift the energy use to low price periods. The 

formulation of MPC is:  

 

𝑚𝑖𝑛∑(𝑢𝑘 , 𝑦𝑘)

𝑁−1

𝑘=0

 

eq 4-1 

𝑘 means the current time step. 𝑁 means the prediction horizon. 𝑢 and 𝑦 stand for 

manipulating variables and system states. The solver compared different 

trajectories. Then, it chooses one with minimal cost in the prediction horizon. 

Besides, MPC strategy can include the Kalman filter [118], which corrects the 

predicted system states with real-time measured system states to increase the 

prediction accuracy. As a result, a more reliable control trajectory is solved by MPC. 

Two optimisation problems were formed to investigate the effect of the envelope 

on STES performance. The optimisation aims to maximise the solar energy and 

low-price energy usage for heavyweight, mediumweight and lightweight thermal 

masses.  

4.2 Dynamic model of the simulated room with a low-temperature 

floor heating system 

In this model, it is assumed that there is no internal masses, such as internal walls 

and internal wall, partitions and furniture. The room RC model includes the heat 

loss and heat transfer from node to node (Fig 4-2a) [17].  
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Fig. 4-2 (a) Room resistance-capacitance model (b) 3D model of the simulated 

room with dimensions in meters 

Each temperature node represents a state for heat transfer. Three nodes were 

used for walls, including the external wall (𝑇𝑤,𝑒𝑥𝑡), internal wall (𝑇𝑤,𝑖𝑛𝑡) and floor 

element (𝑇𝑓𝑙). One node for indoor air (𝑇𝑖𝑛) and one node for floor heating system 

temperature (𝑇𝑝𝑝 ). The heating sources are solar radiation 𝑄𝑠𝑜𝑙𝑎𝑟  to all inside 

surfaces and heating energy 𝑄ℎ𝑒𝑎𝑡𝑖𝑛𝑔  to the pipeline. The continuous-time heat 

transfer equations of different temperature nodes are:  

𝑑𝑇𝑤,𝑒𝑥𝑡
𝑑𝑡

=
𝑇𝑜 − 𝑇𝑤,𝑒𝑥𝑡
𝑅𝑤,𝑜𝐶𝑤

+
𝑇𝑤,𝑖𝑛𝑡 − 𝑇𝑤,𝑒𝑥𝑡

𝑅𝑤𝐶𝑤
+
𝑄𝑠𝑜𝑙𝑎𝑟,𝑤
𝐶𝑤

 

 

eq 4-2 

Heavyweight 

Mediumweight 

Lightweight 

(a) 

(b) 
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𝑑𝑇𝑤,𝑖𝑛𝑡
𝑑𝑡

=
𝑇𝑤,𝑒𝑥𝑡 − 𝑇𝑤,𝑖𝑛𝑡

𝑅𝑤𝐶𝑤
+
𝑇𝑖𝑛 − 𝑇𝑤,𝑖𝑛𝑡
𝑅𝑤,𝑖𝑛𝐶𝑤

+
𝑄𝑖𝑛𝑡𝑒𝑟,𝑤,𝑖𝑛𝑡

𝐶𝑤
+
𝑄𝑠𝑜𝑙𝑎𝑟,𝑤,𝑖𝑛𝑡

𝐶𝑤
 

 

eq 4-3 

𝑑𝑇𝑖𝑛
𝑑𝑡

=
𝑇𝑤,𝑖𝑛𝑡 − 𝑇𝑖𝑛
𝑅𝑤,𝑖𝑛𝐶𝑖𝑛

+
𝑇𝑜 − 𝑇𝑖𝑛
𝑅𝑤𝑖𝑛𝐶𝑖𝑛

+
𝑇𝑓𝑙 − 𝑇𝑖𝑛
𝑅𝑓𝑙,𝑖𝑛𝐶𝑖𝑛

+
𝑄𝑖𝑛𝑡𝑒𝑟,𝑖𝑛
𝐶𝑖𝑛

 

 

eq 4-4 

𝑑𝑇𝑓𝑙
𝑑𝑡

=
𝑇𝑖𝑛 − 𝑇𝑓𝑙
𝑅𝑓𝑙,𝑖𝑛𝐶𝑓𝑙

+
𝑇𝑝𝑝 − 𝑇𝑓𝑙
𝑅𝑝𝑝,𝑓𝑙𝐶𝑓𝑙

+
𝑄𝑠𝑜𝑙𝑎𝑟,𝑓𝑙
𝐶𝑓𝑙

+
𝑄𝑖𝑛𝑡𝑒𝑟,𝑓𝑙
𝐶𝑓𝑙

 

eq 4-5 

𝑑𝑇𝑝𝑝
𝑑𝑡

=
𝑇𝑓𝑙 − 𝑇𝑝𝑝
𝑅𝑝𝑝,𝑓𝑙𝐶𝑝𝑝

+
𝑄ℎ𝑒𝑎𝑡𝑖𝑛𝑔
𝐶𝑝𝑝

 

eq 4-6 

𝑄ℎ𝑒𝑎𝑡𝑖𝑛𝑔 =
𝑇𝑖𝑛𝑙𝑒𝑡 − 𝑇𝑝𝑝

𝑅𝑖𝑛𝑙𝑒𝑡,𝑚𝑒𝑎𝑛 + 𝑅𝑚𝑒𝑎𝑛,𝑝𝑝
 

 

eq 4-7 

𝑑𝑇𝑝𝑝
𝑑𝑡

=
𝑇𝑓𝑙 − 𝑇𝑝𝑝
𝑅𝑝𝑝,𝑓𝑙𝐶𝑝𝑝

+
𝑇𝑖𝑛𝑙𝑒𝑡 − 𝑇𝑝𝑝

(𝑅𝑖𝑛𝑙𝑒𝑡,𝑚𝑒𝑎𝑛 + 𝑅𝑚𝑒𝑎𝑛,𝑝𝑝)𝐶𝑝𝑝
 

 

eq 4-8 

The indoor temperature and pipe temperature can then be calculated from a state-

space representation:  

 

𝑑𝑥(𝑡)

𝑑𝑡
= 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡) 

 

eq 4-9 

 

𝑦(𝑡) = 𝐶𝑥(𝑡) 

 

eq 4-10 

The state vector 𝑥 is: 

[𝑇𝑤,𝑒𝑥𝑡 𝑇𝑤,𝑖𝑛𝑡 𝑇𝑖𝑛 𝑇𝑓𝑙 𝑇𝑝𝑝]𝑇 

The output vector 𝑦 is:  

[
𝑇𝑖𝑛
𝑇𝑝𝑝

] 

And input vector 𝑢 

[𝑇𝑜 𝐼𝑠𝑜𝑙𝑎𝑟  𝑄𝑖𝑛𝑡𝑒𝑟 𝑇𝑖𝑛𝑙𝑒𝑡]
𝑇 

With system matrices 𝐴 𝐵 𝐶 are:  

𝐴 

(

 
 
 
 
 
 
 
 
 

−1

𝑅𝑤,𝑜𝐶𝑤
+

−1

𝑅𝑤𝐶𝑤

1

𝑅𝑤𝐶𝑤
0 0 0

1

𝑅𝑤𝐶𝑤

−1

𝑅𝑤𝐶𝑤
+

−1

𝑅𝑤,𝑖𝑛𝐶𝑤

1

𝑅𝑤,𝑖𝑛𝐶𝑤
0 0

0
1

𝑅𝑤,𝑖𝑛𝐶𝑖𝑛

−1

𝑅𝑤,𝑖𝑛𝐶𝑖𝑛
+

−1

𝑅𝑤𝑖𝑛𝐶𝑖𝑛
+

−1

𝑅𝑓𝑙,𝑖𝑛𝐶𝑖𝑛

1

𝑅𝑓𝑙,𝑖𝑛𝐶𝑖𝑛
0

0 0
1

𝑅𝑓𝑙,𝑖𝑛𝐶𝑓𝑙

−1

𝑅𝑓𝑙,𝑖𝑛𝐶𝑓𝑙
+

−1

𝑅𝑝𝑝,𝑓𝑙𝐶𝑓𝑙

1

𝑅𝑝𝑝,𝑓𝑙𝐶𝑓𝑙

0 0 0
1

𝑅𝑝𝑝,𝑓𝑙𝐶𝑝𝑝

−1

𝑅𝑝𝑝,𝑓𝑙𝐶𝑝𝑝
+

−1

(𝑅𝑖𝑛𝑙𝑒𝑡,𝑚𝑒𝑎𝑛 + 𝑅𝑚𝑒𝑎𝑛,𝑝𝑝)𝐶𝑝𝑝)
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𝐵 

(

 
 
 
 
 
 
 
 
 
 
 
 

1

𝑅𝑤,𝑜𝐶𝑤

∫
𝑠𝑜𝑙𝑎𝑟,𝑤

× 𝐴𝑤

𝐶𝑤
0 0

0
∫
𝑠𝑜𝑙𝑎𝑟,𝑖𝑛𝑡,𝑤

× 𝐴𝑤𝑖𝑛

𝐶𝑤

∫𝑖𝑛𝑡𝑒𝑟,𝑤,𝑖𝑛𝑡
𝐶𝑤

0

1

𝑅𝑤𝑖𝑛𝐶𝑖𝑛
0

∫𝑖𝑛𝑡𝑒𝑟,𝑖𝑛
𝐶𝑖𝑛

0

0
∫
𝑠𝑜𝑙𝑎𝑟,𝑓𝑙

× 𝐴𝑤𝑖𝑛

𝐶𝑓𝑙

∫𝑖𝑛𝑡𝑒𝑟,𝑓𝑙1
𝐶𝑓𝑙

0

0 0 0
1

(𝑅𝑖𝑛𝑙𝑒𝑡,𝑚𝑒𝑎𝑛 + 𝑅𝑚𝑒𝑎𝑛,𝑝𝑝)𝐶𝑝𝑝)

 
 
 
 
 
 
 
 
 
 
 
 

 

 

𝐶 

[
0 0 1 0 0
0 0 0 0 1

] 

 

The system matrices A and B were identified by ssest function [3] in MATLAB 

[118] with known input and output data.  

4.3 Dynamic price model  

The continuous-time state space model ((9)(10)) was turned into the discrete-

time model ((12)(13)) with input vector 𝑢  is 𝑇𝑖𝑛𝑙𝑒𝑡  and disturbance vector 𝑑  is 

[𝑇𝑜 𝐼𝑠𝑜𝑙𝑎𝑟]
𝑇. Then, predicted indoor temperature by state-space model was used 

in the MPC strategy to trace the future temperature constraints. By introducing the 

dynamic price [17], which encourages energy usage during off-peak times, a cost 

function is formed to evaluate the energy shifting ability of envelopes with different 

thermal mass.  

 

𝐽 = 𝑚𝑖𝑛∑ 𝑞

𝑁−1

𝑘=0

× (
𝑢ℎ𝑒𝑎𝑡𝑖𝑛𝑔(𝑘) × 𝑝𝑟𝑖𝑐𝑒 × Δ𝑡

𝐶𝑂𝑃
)2 + 𝑟 × 𝑒𝑘

2 

 

 

eq 4-11 

Subject to  

𝑥𝑘+1 = 𝐴𝑑𝑥𝑘 + 𝐵𝑑𝑢𝑘 + 𝐸𝑑𝑑𝑘 eq 4-12 

𝑦𝑘 = 𝐶𝑑𝑥𝑘 eq 4-13 

𝑇min (𝑘) − 𝑒𝑘 ≤ 𝑦𝑘 ≤ 𝑇min(𝑘) + 𝑒𝑘 eq 4-14 

𝑒𝑘 ≥ 0 eq 4-15 
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𝑢ℎ𝑒𝑎𝑡𝑖𝑛𝑔(𝑘) =
𝑢𝑘 − 𝑇𝑝𝑝(𝑘)

𝑅𝑖𝑛𝑙𝑒𝑡,𝑚𝑒𝑎𝑛 + 𝑅𝑚𝑒𝑎𝑛,𝑝𝑝
 

eq 4-16 

𝑢𝑘 = 𝑇𝑝𝑝(𝑘)(𝑖𝑛 𝑡ℎ𝑖𝑠 𝑐𝑎𝑠𝑒, 𝑢ℎ𝑒𝑎𝑡𝑖𝑛𝑔(𝑘) = 0 (𝑜𝑓𝑓)) 𝑜𝑟 𝑢𝑘 = 𝑇𝑖𝑛𝑙𝑒𝑡(ℎ𝑒𝑎𝑡𝑖𝑛𝑔 𝑖𝑠 𝑜𝑛) eq 4-17 

𝑞 and 𝑟 are the weights in the cost function. 𝑟 is set for a larger value to give 

priority to limit the indoor temperature going beyond the temperature constraints 

[77]. COP is the coefficient of performance, which is used to identify the amount 

of thermal energy produced from electrical energy. COP is set to a constant [11] 

(i.e., 3). 𝑁 is the prediction horizon, set to 12 h with 30 minutes for each time step.  

4.4 Solar electrical energy usage model  

To investigate the increased energy flexibility offered by envelopes with the help 

of rooftop PV panel, a rooftop solar electrical energy usage model was simulated. 

In this case, solar electrical energy would be generated by photovoltaic (PV) panels 

during the daylight period. Then, the available electrical energy 

(𝑠𝑢𝑟𝑝𝑙𝑢𝑠_𝑒𝑛𝑒𝑟𝑔𝑦(𝑘)) assumes to be the primary energy supply source of the 

simulated room. The cost function for maximising rooftop solar electrical energy 

usage is:  

 

𝐽 = 𝑚𝑖𝑛∑ 𝑞

𝑁−1

𝑘=0

× ((
𝑢ℎ𝑒𝑎𝑡𝑖𝑛𝑔(𝑘)

𝐶𝑂𝑃
− 𝑠𝑢𝑟𝑝𝑙𝑢𝑠_𝑒𝑛𝑒𝑟𝑔𝑦(𝑘)) × 𝑝𝑟𝑖𝑐𝑒 × Δ𝑡)2 + 𝑟 × 𝑒𝑘

2 

 

eq 4-18 

 

Subject to  

𝑥𝑘+1 = 𝐴𝑑𝑥𝑘 + 𝐵𝑑𝑢𝑘 + 𝐸𝑑𝑑𝑘 eq 4-19 

𝑦𝑘 = 𝐶𝑑𝑥𝑘 eq 4-20 

𝑇min (𝑘) − 𝑒𝑘 ≤ 𝑦𝑘 ≤ 𝑇min(𝑘) + 𝑒𝑘 eq 4-21 

𝑒𝑘 ≥ 0 
eq 4-22 

𝑢ℎ𝑒𝑎𝑡𝑖𝑛𝑔(𝑘) =
𝑢𝑘 − 𝑇𝑝𝑝(𝑘)

𝑅𝑖𝑛𝑙𝑒𝑡,𝑚𝑒𝑎𝑛 + 𝑅𝑚𝑒𝑎𝑛,𝑝𝑝
 

eq 4-23 

 

𝑢𝑘 = 𝑇𝑝𝑝(𝑘)(𝑖𝑛 𝑡ℎ𝑖𝑠 𝑐𝑎𝑠𝑒, 𝑢ℎ𝑒𝑎𝑡𝑖𝑛𝑔(𝑘) = 0 (𝑜𝑓𝑓)) 𝑜𝑟 𝑢𝑘 = 𝑇𝑖𝑛𝑙𝑒𝑡(ℎ𝑒𝑎𝑡𝑖𝑛𝑔 𝑖𝑠 𝑜𝑛) 

 

eq 4-24 

  



 71 

4.5 Building energy simulation (BES) model 

4.5.1 Case study building model  

The building room model is shown in Fig 4-2b. It is a simple room model with 

the dimension of 8 × 8 × 3  m3. An underfloor heating system was used for 

maintaining indoor thermal comfort [17]. There are two windows, one located on 

the south wall and another window located on the east wall. The window-to-wall 

ratio is 0.5 [11]. The convective heat transfer coefficient between wall internal 

surface and indoor air is 11W/ (m2 ◦C), air infiltration parameter is 0.26 h-1 

according to the similar types of case study building in Lu et al [146]. The time 

constant of the building thermal masses are 6.74hrs for lightweight thermal mass, 

14.80hrs for mediumweight thermal mass and 18.15hrs for heavyweight thermal 

mass. These values are obtained based on the building’s internal heat capacity and 

overall heat transmittance, according to the method by Xue et al. [11]. The total 

building surface area involved in the heat exchange process is 200 m2. The energy 

shifting ability of the STES is determined by the amount of energy charge/discharge 

through the heat transfer between the indoor air and building construction. 

The building is located in London, UK, which typically requires heating from 

October to May. London has high heating demand, with around 5750 heating 

degree hours (HDH) in December for its climate zones [129], which is larger than 

the mean yearly HDH of Sydney [130] and similar to the cities in cold climate zones 

in China [131] and Athens, Greece [132]. UK household accounts for up to 40% of 

UK greenhouse gas emissions [133], and the heating energy demand is responsible 

for a significant portion of this. Hence, using optimal heating control strategies to 

provide demand flexibility, minimise peak load demands and maximise the 

production of renewable energy sources could go a long way in reducing the 

residential sector’s emissions. Unlocking the energy shifting potential in the 

residential sector requires an understanding of the energy storage potentials and 

constraints by thermal mass in specific typologies. In this study, the selected single-

family semi-detached house represents a typical house in the UK and accounts for 

a quarter of houses in the UK [133]. This dwelling type keeps increasing year by 

year. To simplify, a zone of a single-family semi-detached house was created (Fig 

4-2b) to simulate the effect of the envelope on energy flexibility. Three weights of 

thermal mass were compared (Fig 4-2b & Table 4-1) [11]. Finally, the energy 
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shifting of envelopes with different weights was investigated. The control strategy 

was proposed based on previous MPC strategy [17].  

Table 4-1Walls’ properties of the building of different weights from inside to outside 

[11] 

Heavy weighted wall Medium weighted wall Light weighted wall 

20mm gypsum 

 

100mm brick 

 
100mm dense concrete  

300mm dense concrete 
100mm low-density 

concrete  

25mm insulation layer 

 

125mm insulation layer 

150mm insulation layer 13mm finish layer 

100mm brick  

 

Overall u-value: 0.30 

(W/m2 K) 

 

Overall u-value: 0.25 

(W/m2 K) 

 

Overall u-value: 1.11 

(W/m2 K) 

 

4.6 Future weather data generation 

Future weather data was obtained from Meteonorm [134]. The future weather 

data was predicted following the RCP 4.5 scenario (Fig 4-3). RCP means 

Representative Concentration Pathways. RCP 4.5 means the scenario aims at 

limiting the radiation at 4.5 W/m2 in the year 2100. The scenario includes the long-

term strategy, including limiting the greenhouse gas [135]. Following the scenario, 

the future weather could be predicted [136]. In this study, RCP 4.5 scenario was 

used to predict the future climate, including global radiation, ambient temperature 

and relative humidity, of 2030, 2050 and 2080 by Meteonorm software [134]. 
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Fig. 4-3 Current and future predicted weather data for London, UK: (a) global 

radiation, (b) outdoor temperature (c) relative humidity  

The simulation was carried out for a typical winter period to compare the 

performance of the STES with the floor heating system. The average temperatures 

for simulation periods of contemporary, 2030, 2050 and 2080 are 8.07 °C, 9.01 °C, 

9.08 °C and 9.58 °C. The average daily global solar radiation for simulation periods 

of contemporary, 2030, 2050 and 2080 are 1175.86 W/m2, 986.43 W/m2, 1175.29 

W/m2 and 1429.43 W/m2. 

4.6.1 Internal heat gains 

Since occupancy contributes to the building energy use and its modelling 

uncertainty, its impact on the predicted results was evaluated by comparing 

different configurations of occupancy profiles and occupant-related loads (Fig 4-4). 

In this case, the setpoint strategies were proposed based on a typical occupancy in 

a residential building. A working family household occupancy pattern almost 

accounts for 1/3 of the family population in the UK [137]. The pattern of working 

family household occupancy usually has a regular daily pattern (members are 

absent during the day) throughout the week [137]. The internal heat gains include 

4 people (working couples with 2 children). The weekly schedule is shown in Fig 

4-4, which shows that occupants stay in the house for a weekend and away from 

the house from 9:00 am to 16:00 pm during weekdays.  
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The internal heat gains for people were obtained according to CIBSE Guide A 

[138], including convective (46 W), and radiative (69 W) gains for each occupant. 

Fluorescent-triphosphor lightings were assumed to be installed with a max 10 W/m2 

power density with 30% radiative gains [138]. Electric equipment was assumed 

with a max 10 W/m2 power density with 14% radiative heat dissipation [138]. 

Weekday lighting and equipment profile was generated according to Dott et al. [139] 

and Simson et al. [140]. Lights are switched on during the early morning and the 

periods starting from the time that members come back home from offices and 

schools (i.e., 16:00) until 22:00 and reach their max usage from 18:00 pm to 22:00 

pm. Equipment assumes to reach its minimal capacity when people are off and have 

a max capacity during early morning and from 18:00 pm to 22:00 pm. For the 

weekend, the peak times of lights and equipment were assumed to be the same as 

on weekdays. For the weekend, people assumes to be stay at home for whole day 

with lightings turned on from morning to night. (decreased to a usual value for the 

remaining periods). proposed weekly internal heat gains (Fig 4-4b-c) was used for 

simulation. Then, a constant internal heat gain was used for comparison. There are 

fixed lighting, people and equipment values based on a fixed weekly schedule (Fig 

4-4a). The total internal heat gains were equal to the proposed realistic internal heat 

gains for the whole simulation period. Thus, the fixed internal heat gain model 

applied a fixed setpoint strategy (low bound 22℃ and high bound is 25℃) was 

applied for the fixed internal heat gain model.   
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Fig. 4-4 Constant internal heat gains profiles (a) typical daily UK residential 

building internal heat gains profiles during (b) weekdays (c) weekends [139] and  

(d) Week schedule floor heating setpoint 

Relatively, a higher setpoint (2℃ higher) [64] of the upper bound of floor heating 

system for preheating [8] of thermal mass and benefits of low-price energy for 

storage (strategy 1). The results of storage of strategy 1 would be compared with a 

normal setpoint strategy (strategy 2) that lower (1℃ lower) bounds for unoccupied 

periods [11] (Fig 4-4d).  

4.6.2 UFH inlet temperatures 

Underfloor heating systems typically require lower energy to run than other 

conventional space heating systems, e.g., radiator heating and warm-air heating 
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[141]. UFH requires low temperature heat source, while traditional convection 

heating needs to raise the water temperature to higher levels [142]. UFH systems 

have been evaluated by an experimental study [143] on assisting solar energy 

integration for energy-saving (up to 30.55%) compared with the conventional 

central heating system because of the benefit of a low-temperature heat source for 

UFH [142]. In this chapter, the performance of different thermal masses was 

compared on STES integrated with a low-temperature heating system. This chapter 

will evaluate the STES performances under different UFH inlet temperatures. UFH 

inlet temperature was set between 35-55℃ for utilisation of low-temperature energy 

sources [17]. 

4.6.3 Electricity prices 

The UK electricity spot price from the “Nord Pool” [144] from November 23 

Monday to 7 Dec 2021was applied (Fig 4-5). The electricity spot price is a good 

indicator of the demand shifting towards a higher supply efficiency because the 

dynamic price considers renewable energy sources (RES) availability and the 

energy demand [11]. The limits for the prices were: price ≤ 16.7 GBP  pence/kWh) 

for low price (appears 20% time of simulation time), 16.7 GBP pence/kWh < price 

≤ 25 GBP pence/kWh for medium price (appears 65% time of simulation time), 

price > 25 GBP pence/kWh for high price (appears 15% time of simulation time). 

 

Fig. 4-5 Daily dynamic price from November 23 [68] 

4.6.4 Electrical energy generation from a rooftop PV system 

To further evaluate the energy shifting ability and impact on the energy cost of 

the STES integrated with RES, PV system was installed on the roof of the building 

model. The rooftop PV was set based on the utilisation factor (UF), which is the 

ratio of PV area to total roof area [20]. UF indicates the availability of the PV area 
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and is estimated based on the rooftop characteristics. In this study, a UF for the 

rooftop PV installation was assumed by proper design of the roof's hurdles, e.g., 

staircase, water tanks and open-air sitting space. The UF was chosen to represent a 

high value (i.e., 0.45) for a residential building [75]. The PV panel was simulated 

in TRNSYS (Fig 4-6) using Type 103 (photovoltaic). The PV panel is modeled 

based on a monocrystalline solar panel. The array is assumed to be connected to the 

load side through a maximum power point tracker (MPPT). Thus, the power output 

from the PV panel to building is maximised under nonlinear electrical 

characteristics of PV panel [145]. This model type in TRNSYS calculates the power 

output based on the current-voltage characteristics of the model, based on the 

incident solar radiation and temperature at the reference open-circuit condition. The 

parameters settings of the PV panel are detailed in Table 4-2. 

Table 4-2 Parameter settings of the PV panel in TRNSYS [121]  

Component Type Descriptions Value 

Solar collector 103 Module short-circuit current  6.5 A 

  Module open-circuit voltage  21.6 V 

  Reference temperature  

 

25 ℃ 

  Reference insolation  

 

1000 W/m2 

  Module voltage at max power point  17 V 

  Module current at max power point  5.9 A 

  Temperature coefficient of short-

circuit current  

 

0.02 A/K 

  Temperature coefficient of open-

circuit voltage  

 

-0.079 V/K 

  Module temperature at nominal 

operating cell temperature (NOCT) 

40 ℃ 

 

Coupling electricity and heat sector is one of the most applicable solutions for 

building energy shifting through the equipment such as heat pump, electric heater 

[92]. The STES is using as PV electrical energy storage. The energy flexibility of 

STES is activated for shifting the heating energy usage to times of PV-generation 
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by the objective for maximum onsite PV-electrical utilisation. Then, the excess 

solar power provides part of space heating needs in the simulation period. 

 

 

Fig. 4-6 (a) Array efficiency of the PV panel (b) generated solar electrical energy 

for the selected week by the rooftop PV system. 

4.7 BES and MPC model validation, state space model verification 

Three stages of model validation and verification were carried out. The building 

energy simulation (BES) model developed in TRNSYS was initially validated with 

the work of Lu et al. [146]. After inputting the collected weather data (ambient 

temperature, outdoor relative humidity, solar radiation on horizontal, etc.) and 

building construction materials (layer by layer), the simulated temperature had a 

similar patter and response as the measured temperatures for six continuous days 

(Fig 4-7a). Ref [23] suggests that the primary indicators for determining the thermal 

characteristics of a building construction are the daily indoor temperature range and 

its change trend. Validation of TRNSYS simulation for construction elements can 

be achieved through a comparison with 4 to 7 days of measurement data [23, 146]. 

The alignment of simulated results with experimental findings over the same time 

frame suggests that the building model implemented in TRNSYS is reasonably 

accurate and reliable. Overall, the minimum percentage of difference is 0%, the 
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maximum percentage of difference is 11.06% with the minimum predictive 

temperature error is 0℃, and the maximum predictive temperature error of 1.18℃. 

The validation indicated the reliability of the TRNSYS model. Then, the material 

was changed to the proposed heavyweight, mediumweight and lightweight thermal 

masses for the simulation and extended the room volume for a more stable indoor 

temperature and larger heating capacity of the underfloor heating system.  

 

 

Fig. 4-7 (a) Validated indoor temperature with Lu et al. [140], (b) Validated indoor 

temperature with Hu et al. [17]. 

Furthermore, the proposed MPC strategy with the work of Hu et al. [17] was 

validated by simulating a similar building model incorporating an MPC method. 

The indoor temperature in the simulated room has been compared with the indoor 

temperature of the validated room model under the same conditions (Fig 4-7b). The 

minimum percentage of difference is 0%, The maximum percentage of difference 

is 13.47% with minimum predictive temperature error is 0℃  and maximum 

predictive temperature error of 2.55℃, which indicates accurate modelling of the 

MPC method and heat storage of the thermal mass. As can be seen, the indoor 

temperature controlled by MPC contributed to a much stable indoor environment 
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(in terms of the air temperature) when compared with an on/off control (Fig 4-8a). 

Furthermore, with some energy compensation, MPC shows its good performance 

on energy shifting from peak times to off-peak times by STES. Overall, MPC 

shifted around half of the energy (48.34%) to off-peak times when the on/off 

controller uses 100% peak-time energy (Fig 4-8b), which was consistent with the 

findings of Hu et al. with an error of 4.17% [17]. 

 

 

Fig. 4-8 (a) Indoor temperature controlled by different control strategies, (b) energy 

consumption by electricity price. 

The room temperature and pipe temperature were outputted from TRNSYS. 500 

data points of both room and pipe temperature were used to train the state space 

model. Another 500 data points were generated for verification. The identification 

and verification results are shown in Table 4-3.  
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Table 4-3 Fit percentage of identification and verification 

 Parameters Heavy 

weighted house 

Medium 

weighted house 

Light 

weighted house 

Identification 𝑇𝑖𝑛 75.8 fit% 83.3 fit% 84.3 fit% 

 𝑇𝑝𝑝 93.1 fit% 81.2 fit% 90.6 fit% 

Verification 𝑇𝑖𝑛 75.6 fit% 77.5 fit% 81.8 fit% 

 𝑇𝑝𝑝 88.8 fit% 78.3 fit% 89.8 fit% 

Fit %: the percentage of the model outputting temperatures matching the 

experimental outputting temperatures [119]  

 

𝑏𝑒𝑠𝑡 𝑓𝑖𝑡 = (1 −
|𝑦 − �̂�|

|𝑦 − �̅�|
) × 100 

 

eq 4-25 

There is a large number of data points for model identification and validation. 

The identification accuracy was close to the validation accuracy with high Fit% 

(Table 4-3), which indicated that this numerical model could reproduce the 

simulated temperatures with known inputs.  

4.8 Results and Discussion 

This section presents the heating energy storage performance by building 

thermal mass under different configurations. The aspects, including different 

thermal masses, setpoint strategies, occupancy profile and floor heating inlet 

temperatures, were investigated towards a higher energy shifting performance and 

low-price energy usage. Finally, a chosen configuration was simulated under future 

climate conditions and a rooftop PV system provided insights for developing future 

STES systems integrated with RES. 

In the initial stage, three thermal masses are compared to identify a more energy-

efficient option for a specific type of thermal mass. This particular thermal mass 
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plays a crucial role in establishing an improved setpoint strategy. Subsequently a 

case study utilised the well-suited thermal mass and setpoint strategy is conducted, 

to determine the optimal inlet temperature for the Underfloor Heating (UFH) 

system and corresponding occupancy pattern. Finally, the identified optimal 

configuration, which offers the highest energy flexibility, is employed to evaluate 

the performance of Seasonal Thermal Energy Storage (STES) under Model 

Predictive Control (MPC), considering future climate conditions and the 

installation of a rooftop PV system. 

4.8.1 Comparison between different thermal masses  

Firstly, the floor heating energy storage performances are investigated of 

different thermal masses. For comparison, the results for a typical winter period 

(23rd November – 2nd December) were evaluated. The daily setpoint strategy, i.e., 

(21 ℃ - 25 ℃ ) for daytime (20 ℃ - 24 ℃ ) for night-time, are same for simulated 

periods [17]. The initial inlet temperature of the floor heating system was set to 50 

℃.  
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Fig. 4-9 (a) Indoor temperatures controlled by MPC control strategy, (b) energy 

consumption of three thermal masses, (c) heat charged from the UFH system to the 

floor element, and (d) energy consumption. 

Fig 4-9a shows that the indoor temperature trajectory meets the indoor 

constraints under the MPC control strategy. The percentage of time the indoor 

temperature going beyond the temperature bounds was 0.32% for the heavyweight 

building, 0.48% for the mediumweight and 0.48% for the lightweight building, 

which had a higher comfort violation as compared with mediumweight and 

heavyweight buildings. The findings are as expected and reasonable because the 

low insulation of the building tends to result in a higher indoor temperature 

variation because of the low thermal capacitance of the thermal mass [67, 69].  

In terms of how this affects the energy cost (Fig 4-9b), the average electricity 

price used by a heavyweight building was 16.75 GBP pence/kWh, 16.15 GBP 
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pence/kWh for mediumweight and 18.5 GBP pence/kWh for lightweight. It should 

be noted that the average dynamic price is for the specific simulation period. Under 

the proposed MPC control strategy, the average electricity price used by the 

mediumweight building was lower than the current electricity price standing for 87% 

periods, and they were 65% and 81% for the lightweight and heavyweight buildings. 

The average consumed electricity price of heavyweight and mediumweight 

buildings were lower than that of lightweight building. Besides, the mediumweight 

building had a lower average electricity price than the heavyweight building. As a 

result, the mediumweight building consumed more low-price energy than the 

heavyweight and lightweight buildings (Fig 4-9c).  

Furthermore, the mediumweight building also had the shortest average daily 

charging time (heavyweight: 4.15 hrs; mediumweight: 3.75 hrs; lightweight: 11.75 

hrs) among the three buildings with different thermal masses. Looking at the 

amount of energy charge (Fig 4-9), the mediumweight has the highest average heat 

charge based on the simulated periods (heavyweight: 15.67 kW; mediumweight: 

16.26 kW; lightweight: 10.21 kW). Consequently, with similar average heating 

energy requirements (heavyweight: 126.06 kW daily average; mediumweight: 

122.48 kW daily average), mediumweight could shorten the daily heating charging 

times. The results are consistent with the study of Xue et al.[11]. Their results 

showed that with the same precooling periods for light, medium, and heavy-weight 

buildings, medium-weight buildings shifted most of their their energy to off-peak 

times with the highest storage efficiency. The heavy weighted envelope requires a 

longer charging time than the medium weighted envelope [147]. Thus, the 

heavyweight building offers less energy flexibility under stochastic hourly dynamic 

price than the mediumweight building, which has relatively big thermal capacitance 

and medium time constant [148].  

4.8.2 Comparison of the impact of setpoints, UFH inlet temperatures and 

occupancy patterns.  

For comparison, the simulation results of the typical winter weeks of the 

mediumweight building were used for the analysis. The comfort violations for the 

two strategies were 0.56% for strategy 1 and 2.44% for strategy 2 during occupied 

periods (Fig 4-10a). Strategy 1 had a more satisfactory indoor temperature 

trajectory in line with the setpoints. Low-price energy usage strategy 1 had a 3% 

increase (from 41.64% to 44.96%) compared to strategy 2, while the total electricity 
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cost for the two strategies is similar (around 5450 GBP pence for two weeks). Thus, 

under the MPC control strategy, the strategy with a higher tolerance of indoor 

temperature during unoccupied periods used a higher proportion of low-price 

energy based on similar total electricity cost.   

 

 

 

Fig. 4-10 (a) Electricity price usage of setpoint strategy 1 and strategy, (b) electricity 

price usage of different UFH inlet temperatures, (c) electricity usage by price for 

the room with realistic, constant and no internal heat gains 

Then the impact of the floor heating system’s operation on the energy shifting 

performance was evaluated. Inlet temperatures were set to 35℃, 45℃ and 55℃. For 

this evaluation, the energy shifting ability of mediumweight thermal mass under 

different UFH inlet temperatures were compared (Fig 4-10b). This will assess the 

performance of STES with dynamic pricing based MPC, under different UFH inlet 

temperatures. Low price energy usage, and thermal mass under 45℃ (39.98%) UFH 

inlet temperature outperformed 35℃ (17.47%) and 55℃ (29.20%). This showed 
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that the low UFH inlet temperature (e.g., 35℃) offered less energy flexibility for 

high price energy shifting because the heating system was required to turn on 

frequently (average 23.5 hours daily with 13.84% comfort violation) based on 

relatively low heat flux. 45℃  UFH inlet temperature could satisfy the indoor 

comfort requirement with 0.15% comfort violation and an average 6.5 hrs daily 

turn-on time that offers more energy flexibility than a larger heat flux (i.e., 55℃), 

which allows a shorter average daily charging time (i.e., 4.0 hrs).  

For the evaluation of the impact of occupancy patterns on the STES performance, 

an UFH inlet temperature of 45℃ was set for its high energy shifting ability. As 

mentioned in the previous section, typical residential building occupancy heat gains 

profiles were simulated to assess its contribution to the energy flexibility offered by 

STES. The results were also compared with constant internal heat gains and no 

internal heat gains in order to assess its importance when evaluating such systems. 

Simulations were taken for a mediumweight building set with the three 

configurations. The comfort violation was 0.6% for building with realistic 

occupant-related internal heat gains, 0.74% for building with constant internal heat 

gains and 0.15% for building without internal heat gains. The average price used 

by the building with realistic internal heat gains was 16.3 GBP pence/kWh. They 

were 16.5 and 16.8 GBP pence/kWh for the buildings with constant internal heat 

gains and no internal heat gains. Fig 4-10c shows that when the building applies the 

occupant-related setpoint strategy of the heating system, the low-price usage ability 

outperformed the building with constant internal heat gains and constant setpoint 

strategy based on a similar total electricity cost. Besides, A lower electricity price 

used by the building with internal heat gains indicates that the internal heat gains 

charged the thermal mass and contributed to the energy flexibility offered by the 

proposed STES system. The result showed that a building with internal heat gains 

was responsible for 10% of the heating energy consumption and 690 GBP pence 

for the simulated period. The result confirms that the internal heat gains could save 

electricity costs under MPC strategy with no comfort violations. Internal heat gains’ 

contribution to heating energy saving was also confirmed by study [39,40]. While 

the impact of occupancy on the residential case study was not significant, it should 

be further evaluated for buildings or spaces with higher occupancy and internal heat 

gains. 
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4.8.3 Effect of future climate conditions on STES performance  

This section aims to evaluate how the changing climate conditions in the future 

would affect the storage performance of STES. Four simulations were carried out 

to compare the storage performances during contemporary, 2030, 2050 and 2080 

periods. The result (Fig 4-11) provides insight into the influence of climate change 

on STES performance by comparing the energy shifting ability of contemporary 

and future years. The mediumweight building was chosen for the simulation of the 

residential building under different climate conditions. Simulation results during 

the typical winter week periods (23rd November – 7th December) were compared 

and the realistic weekly internal heat gains’ profile was applied. UFH inlet 

temperature was set to 45℃ for a high energy shifting performance.  

The proposed MPC controller controlled the indoor temperatures well in the 

temperature bounds with comfort violations for contemporary, 2030, 2050 and 

2080 were at 0.60%, 0.00%, 0.00% and 0.45%. The total energy usage for 

contemporary, 2030, 2050 and 2080 were 281 kWh, 279 kWh, 263 kWh and 243 

kWh. The results of energy demand based on price usage intervals are shown in Fig 

4-11which highlights that the predicted future weather conditions would lead to 

heating energy reduction and an increased in low-price energy usage because of the 

increased ambient temperature based on similar average daily solar radiation. 

Future energy storage system calls for the introduction of integrated storage 

technologies because of the increased application of RES in the supply system [151]. 

Thus, an increased STES performance for heating periods under climate change 

would be one of the main considerations in the integration of energy storage system. 

While the heating energy results are as expected, the influence of the changing 

outdoor conditions on the energy shifting and energy use price usage should be 

evaluated for other types of buildings with different characteristics and operations. 
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Fig. 4-11 Dynamic price usage by mediumweight building of contemporary and 

future years for the evaluated period. 

This thesis models climate change based on the RCP 4.5 scenario. There are 

other RCP 2.6 and RCP 8.5 scenarios in general [136]. RCP 2.6 represents a more 

efficient, low-carbon trajectory for future climate change, resulting in a lower 

average temperature. Conversely, RCP 8.5 signifies less emphasis on low-carbon 

pathways in the coming decades, leading to a higher average temperature. In the 

specific case study building, the anticipated average temperature differences from 

RCP 2.6 to RCP 4.5 and from RCP 8.5 to RCP 4.5 in future years are -0.9℃ and 

1.4℃ , respectively [134]. As indicated by [71], when the ambient average 

temperature ranges are smaller than 7℃ within two climate conditions, the energy 

flexibility of the same building construction varies within 4%. Therefore, it is 

anticipated that the effective reduction of high-priced energy usage under the MPC 

control strategy will fluctuate within this 4% range among different climate change 

scenarios. 

4.8.4 Rooftop solar PV system integration with STES and MPC  

The mediumweight building was chosen to evaluate the contribution of the 

rooftop PV system to the energy flexibility offered by STES system. The integrated 

model simulation results were compared for the typical winter week periods. The 

impact of the addition of the rooftop PV system on the heating energy flexibility 

was evaluated. The system was based on an UFH system with 45 ℃  inlet 

temperature. The result highlights the potential of using rooftop PV panels for 
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energy conservation in the case of high penetration of RES in the future. The 

comfort violation was 0.30% for both cases. The average electricity price used by 

the building without a PV panel.  

was 16.5 GBP pence/kWh, it is 16.05 GBP pence/kWh for the building with 

rooftop PV installed.  Simulation results (Fig 4-12) show that the rooftop PV panel 

could contribute to the increased low-price energy usage under the proposed MPC 

control strategy. Then, a lower average electricity price.  

 

Fig. 4-12 Electricity energy usage by the buildings without PV and with PV 

installed for the evaluated period. 

For two week simulation, a total of 22.79 kWh PV electrical energy was 

generated by the installed PV panel. 1.34 kWh real-time PV electrical energy could 

be used for a floor heating system and covers 29.50 GBP pence electricity cost. 

Because the usage of PV energy was real-time, a wastage of solar energy during 

heating system turn-off times occurs. Thus, if an active storage system is included, 

the energy shifting ability could be increased. With a better design of energy storage 

units, PV penetration in the supply could reach 5% [151]. In this scenario, 11.98 

kWh among 239.60 kWh for the two-week heating energy demand of the building 

with a rooftop PV system installed stands for the PV energy penetration in the 

residential microgrid [153]. Investment costs of RES have been dropping, and the 

RES penetration in the supply could lower the spot prices [154]. If the supply price 

of the PV penetration energy with the average low price 15.00 GBP pence/kWh and 

the covering energy was average medium price 20.60 GBP pence/kWh previously, 

the energy cost saving would be 66.30 GBP pence for the simulated period of the 

building with rooftop PV panel installed.  
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This chapter investigated the impact of building configuration and operation on 

a low-temperature heating energy storage performance. The configurations 

explored included the building thermal mass, under-floor heating inlet temperature, 

heating setpoint strategy, occupancy patterns and internal heat gains. A coupled 

modelling approach was introduced, which simulated a building with STES and a 

price responsive model predictive control (MPC). The model was verified/validated 

against numerical and experimental data, and good agreement was observed 

between the results. The result confirmed that mediumweight thermal mass and a 

medium-temperature (45℃) under-floor heating inlet temperature provided a higher 

energy shifting ability under a price-responsive MPC control strategy. 

Besides, the building model, which employed a realistic occupancy profile for a 

residential building and a high tolerance setpoint strategy during unoccupied 

periods showed that a higher thermal energy storage performance could be achieved 

by the building's thermal mass. Finally, the present study further addressed the 

research gap by evaluating the performance of passive building energy storage 

technology under future climate conditions (2030, 2050 and 2080). Based on the 

simulated case study and conditions, the result showed that higher low-price energy 

usage and lower heating energy usage could be achieved in future climate 

conditions.  

This chapter also evaluated the capability of a building integrated PV system to 

enhance the performance of passive building energy storage technology. The results 

confirmed that an increase in the energy shifting ability could be achieved with the 

addition of the solar PV system. The results also showed the importance of various 

design parameters and operation conditions when designing such a system.  

While the results presented here showed the promising performance of the 

integrated system, more work is required to fully evaluate the system. The 

limitations of this model are the simplifications on the building model, internal heat 

source content and heat transfer process. Firstly, this work simulated a single-zone 

building model. For those buildings with multiple zones, the heat transfer process 

of one zone usually takes into consideration of heat transfer between nearby zones 

see [155]. Besides, RCP 4.5 is a stabilisation scenario that makes assumptions about 

climate policies based on the introduction of global greenhouse gas emissions prices. 

The climate change details are modeled with sophisticated land-use and land-cover 

models. Thus, the limitation of using this climate change scenario would be any 



 91 

variations that might occur due to different climate policies, land-use, and land-

cover models applied 

Secondly, the roof area of the simulated room assumes to be flat and equal to the 

floor area. In reality, the roof will be angled in most detached house. Thus, the 

design of PV should be title to an angle basing on the slope of the roof. The output 

PV power and the amount of incident solar radiation in a titled surface would be 

different from a flat surface due to a different slope of the PV array see [150].  

Thirdly, a constant schedule of occupancy profile is assumed in weekday. In 

reality, the occupancy profiles are mostly stochastic especially for the start periods 

of occupancy see [84]. The mismatch between stochastic occupancy profile and 

regular occupancy profile used by MPC strategy might influence a bit of prediction 

accuracy of the MPC control strategy.  

Fourthly, a constant mass flow rate was assumed in the heating pipe always 

larger than a certain level (i.e., 13 kg/ (h m2)) so that the water temperature change 

along the downstream direction (z direction) won’t be affected by overall thermal 

transmittance from the heating water to the indoor air. For the case of a lower mass 

flow rate (less than 13 kg/ (h m2)), the water temperature in the pipe won’t change 

linearly, and exponentially instead [17], which has not been considered in this study. 

In future works, a more comprehensive model is required to be developed and 

validated with full scale experimental data. Full integration with the grid should 

also be explored. While the impact of occupancy on the residential case study was 

not significant, it should be further evaluated for buildings or spaces with higher 

occupancy and internal heat gains. The influence of the changing outdoor 

conditions on energy shifting and energy use price usage should be evaluated for 

other types of buildings with different characteristics and operations. 
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5. MPC of solar thermal heating system with thermal energy 

storage for buildings with highly variable occupancy levels 

This chapter aims to address the aforementioned gaps by developing and 

evaluating a price responsive MPC integrated with a solar thermal heating system, 

active and passive thermal energy storage (TES) for buildings with high occupancy 

variability (Fig. 5-1). The coupled system supplies the building heating energy 

through a low temperature under floor heating system. A case study lecture room 

in the University building in Nottingham, UK, will be employed for evaluating the 

feasibility of the proposed heating system controlled by MPC strategy during the 

heating season. This chapter will develop a dynamic thermal representation of the 

building through grey-box identification of a state-space model. The developed 

coupled model will undergo verification and validation process utilising both 

numerical simulations and experimental data. The developed MPC controller aims 

to improve the operation of the space heating system, lower the cost and maximise 

solar energy utilisation.  

 

Fig. 5-1 Proposed price responsive model predictive control for a building-

integrated solar thermal heating and passive/active storage system for a highly 

variable occupancy building 
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5.1 Method 

This section outlines the methodology employed to simulate the suggested 

building-integrated solar energy system using the MPC strategy. Initially, a 

numerical state-space model is proposed for the room, along with models for the 

storage tank and solar hot water system. Subsequently, an MPC control strategy is 

designed based on the state-space models to maximise the utilisation of solar 

thermal energy. Finally, the simulation platform is introduced to provide real-time 

indoor temperature feedback and implement the control strategy. 

5.1.1 RC representation for the gray-box models 

5.1.1.1 Building room model  

 

Fig. 5-2 Room R-C model with UFH system and storage tank [17]  

The Resistance-Capacitance (RC) room model is a commonly used method for 

representing indoor heat transfer. This model consists of a network of first-order 

systems, where the temperature nodes for both the walls and indoor air serve as the 

system states [77]. To illustrate, consider an example of the RC representation for 

indoor air: 

𝑑𝑇𝑖𝑛
𝑑𝑡

=
𝑇𝑤_𝑖𝑛𝑡 − 𝑇𝑖𝑛
𝑅𝑤_𝑖𝑛𝐶𝑖𝑛

+
𝑇𝑜 − 𝑇𝑖𝑛
𝑅𝑤𝑖𝑛𝐶𝑖𝑛

+
𝑇𝑓𝑙 − 𝑇𝑖𝑛
𝑅𝑓𝑙_𝑖𝑛𝐶𝑖𝑛

+
𝑄𝑖𝑛𝑡𝑒𝑟_𝑖𝑛
𝐶𝑖𝑛

 
eq 5-1 

This chapter employed gray-box identification, a technique that aims to identify 

system properties by capturing physical connections between states, to identify 

room model properties using the proposed R-C model (see Fig. 5-2). To estimate 

the model through machine learning methods using input/output data, a state space 

model was utilised. This model typically provides a fast approach to identifying a 

discrete-time model of the continuous-time system [77]. A linear, time-invariant 

state space model was formulated to predict the temperatures of nodes. 

𝑥𝑘+1 = 𝐴𝑥𝑘 + 𝐵𝑢𝑘 + 𝐾𝜎𝑘  eq 5-2 

𝑦𝑘 = 𝐷𝑥𝑘 + 𝜎𝑘  eq 5-3 
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A, B, D and K are the system matrices, which have to be identified. 𝑥𝑘𝜖𝑅
5 are 

system states include temperatures of the external node of the external wall 𝑇𝑤_𝑒𝑥𝑡, 

internal node of external wall 𝑇𝑤_𝑖𝑛𝑡, node of indoor air 𝑇𝑖𝑛, node of floor 𝑇𝑓𝑙 and 

node of floor heating pipe 𝑇𝑝𝑝 . 𝑢𝑘𝜖𝑅
4  are input variables, including ambient 

temperature 𝑇𝑎, global solar radiation 𝐼𝑠𝑜𝑙𝑎𝑟 , internal heat gain 𝑞𝑖𝑛𝑡𝑒𝑟 and UFH inlet 

temperature 𝑇𝑖𝑛𝑙𝑒𝑡 . 𝑦𝑘𝜖𝑅
2 are the output variables, including indoor temperature 

𝑇𝑖𝑛, pipe temperature 𝑇𝑝𝑝. 𝜎𝑘 is an unknown noise, e.g. zero mean Gaussian white 

noise. In this study, 𝜎𝑘  is assumed to be zero. System identification aims to 

minimise the error between measured data and output of the simplified RC 

representation with a limited searching magnitude by giving the initial values of 

system matrices (based on construction properties). The identification process used 

a cost function for minimising errors [117]. One example is the MATLAB system 

identification toolbox [119].  

    A reasonable original state was assumed for each temperature node. Since not 

all states are measurable in reality, a Kalman filter was used to estimate 

unmeasurable states and filter the noises in each cycle. Leveraging a dual-pronged 

approach, which involves updating measurements and error covariance 

simultaneously, the Kalman filter has the capacity to estimate the current state at 

each starting point of the optimisation process [17]. 

5.1.1.2 Storage tank and solar thermal collector model  

A TRNSYS model (Fig 5-3) was developed to simulate a solar thermal system 

that supplies heat to a domestic floor heating system with a storage tank. The model 

uses Type 15, which employs a TMY hourly weather file of Nottingham, UK, 

obtained from Meteonorm [134]. Type 15 is responsible for reading data at regular 

time intervals from an external weather data file, interpolating the data (including 

solar radiation for tilted surfaces) at time steps of less than one hour, and making it 

available to other TRNSYS components. The information on global radiation, solar 

radiation for the tilted surface of the collector, and ambient temperature are then fed 

to Type 1, which represents the solar thermal collector. A pump (Type 114) 

circulates the water of the thermal storage tank (Type 158) to the solar thermal 

collector to collect the heat from the sun and heat the water in the hot water storage 

tank. There is another pump that circulates the water in the building UFH system to 

the storage tank. Type 155 connects TRNSYS to MATLAB. MPC simulated in 
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MATLAB would give signals for each pump and the amount of auxiliary heating 

required for the tank at each time step. 

On the other side of the storage tank, hot water is supplied to the building's floor 

heating system (Type 56), and two streams exchange heat in the storage tank. The 

outlet 1 fluid of the storage tank is the return water to the solar thermal collector, 

while the outlet 2 fluid of the storage tank is the floor heating system inlet water. 

Additionally, auxiliary heat input is provided to the storage tank in case of 

insufficient heat supplied to the floor heating system when the temperature of outlet 

2 of the storage tank does not meet the setpoint temperature of 45 degrees Celsius. 

The design parameters of the system in TRNSYS are listed in Table 5-1.  

 

Fig. 5-3 TRNSYS model for thermal storage tank integrated with the solar thermal 

system and UFH. 
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Table 5-1Design parameters of the system in TRNSYS [121]  

Component Type Descriptions Value 

Solar collector  1 Collector area 4 m2 

  Fluid specific heat 4.19 kJ/kg.K 

  Intercept efficiency (a1) 0.723 

  Efficiency slope (a2) 3.818kJ/hr.m2.K 

  Efficiency curvature (a3) 0 kJ/hr.m2.K2  

Storage tank 158 Tank volume  0.5 m3 

  Tank height 1.8 m 

  Number of tank nodes  1 

  Loss efficiency  0 

  Fluid specific heat 4.19 kJ/kg.K 

  Fluid density  1000 kg/ m3 

Auxiliary control 106 Temperature dead band 2 ℃ 

  Setpoint temperature 45 ℃ 

In the event that solar radiation impinges upon a solar thermal collector, the 

efficiency of solar heat transfer is contingent upon the temperature differential 

between the inlet water and the ambient temperature. The overall thermal efficiency 

of the solar collector is determined through the utilisation of the Hottel-Whillier 

equation, which takes into account the difference between the amount of absorbed 

solar radiation and the corresponding thermal loss: 

𝑛 = 𝑎1 − 𝑎2 ×
(𝑇𝑖 − 𝑇𝑜)

𝐼𝑠𝑜𝑙𝑎𝑟
− 𝑎3 ×

(𝑇𝑖 − 𝑇𝑜)2

𝐼𝑠𝑜𝑙𝑎𝑟
 

eq 5-4 

 In TRNSYS, the number of tank nodes is specified for designating the level 

of stratification for the storage tank [121]. Each of the tank nodes is assumed to be 

isothermal, and the TRNSYS then calculate the heat transfer pass through each node 

by: 

𝑑𝑇𝑡𝑎𝑛𝑘,𝑗
𝑑𝑡

=
𝑄𝑖𝑛,𝑡𝑎𝑛𝑘,𝑗 − 𝑄𝑜𝑢𝑡,𝑡𝑎𝑛𝑘,𝑗

𝐶𝑡𝑎𝑛𝑘,𝑗
 

eq 5-5 

To simplify, the storage tank is modeled with only one node, which denotes a 

fully mixed tank [121] and heat loss to the environment is assumed to be negligible. 

The rationale behind not considering thermal stratification during the modelling 
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process of the storage tank stems from a desire to maintain model simplicity and 

computational efficiency. For future work or studies with an increased emphasis on 

granular thermal dynamics, modelling the thermal stratification in the hot water 

storage tank could provide additional insights into the system's performance and 

potential optimisations. The model of the storage tank was expressed in the form of 

the equation governing the temperature of the tank node as follows: 

𝑑𝑇𝑡𝑎𝑛𝑘
𝑑𝑡

=
�̇�𝑠𝑜𝑙𝑎𝑟𝑐(𝑇𝑠𝑜𝑙𝑎𝑟𝑜𝑢𝑡𝑙𝑒𝑡 − 𝑇𝑡𝑎𝑛𝑘) + �̇�𝑟𝑒𝑡𝑢𝑟𝑛𝑐(𝑇𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔_𝑟𝑒𝑡𝑢𝑟𝑛 − 𝑇𝑡𝑎𝑛𝑘) + 𝑄𝑎𝑢𝑥𝑖𝑙𝑖𝑎𝑟𝑦

𝐶𝑡𝑎𝑛𝑘
 

eq 5-6 

�̇�𝑠𝑜𝑙𝑎𝑟  and �̇�𝑟𝑒𝑡𝑢𝑟𝑛 are the mass flow rates of the solar outlet water and UFH 

system return water. Then, a state space model is created to identify the real-time 

tank node temperature by the temperature of the outlet of the solar collector 

( 𝑇𝑠𝑜𝑙𝑎𝑟𝑜𝑢𝑡𝑙𝑒𝑡 ), the temperature of the return water of the UFH system 

(𝑇𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔_𝑟𝑒𝑡𝑢𝑟𝑛) and the amount of auxiliary heat (𝑄𝑎𝑢𝑥𝑖𝑙𝑖𝑎𝑟𝑦). The temperature 

variation of the node in the tank is dependent on the heat transfer occurring between 

the two streams flowing inside, and the auxiliary heat is supplied. Then the state 

space model of the storage tank would be identified by the data output from 

TRNSYS.  

The auxiliary heating energy serves as a standby heating source to supply the 

UFH system. If the heating energy from the storage tank is insufficient to meet the 

building's heating demand, an auxiliary heating pump equipped with a building with 

a constant coefficient of performance (COP) of 3 [17] is employed to raise the 

temperature of the water from the storage tank to 45 degrees Celsius. The energy 

consumption of the auxiliary heating is:  

𝑃𝑠𝑦𝑠 =
𝑄𝑒𝑠𝑡
𝐶𝑂𝑃𝑠𝑦𝑠

 
eq 5-7 

Where 𝑄𝑒𝑠𝑡  is the heating load of a system. 𝐶𝑂𝑃𝑠𝑦𝑠 is the overall COP of the 

heat pump. 𝑃𝑠𝑦𝑠 is the power demand for the system. 

5.1.2 MPC strategy  

The aim of the proposed MPC control strategy is to minimise the usage of 

auxiliary heating energy sourced from the grid. Typically, an external hot water 

storage tank receives solar thermal energy from a solar thermal collector. In 

instances where there is insufficient heat supply to the case study room, additional 
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heating energy is provided by an auxiliary heater to heat the inlet hot water of the 

UFH system to reach 45℃ while considering real-time wholesale market electricity 

prices [144]. The economic cost function is presented below: 

𝐽 = 𝑚𝑖𝑛∑ 𝑞

𝑁−1

𝑘=0

× (
𝑎𝑢𝑥𝑖𝑙𝑖𝑎𝑟𝑦(𝑘)

𝐶𝑂𝑃
Δ𝑡 ∙ 𝑝𝑟𝑖𝑐𝑒)2 + 𝑟 × 𝑒𝑘

2 

eq 5-8 

Subject to  

𝑥𝑘+1 = 𝐴𝑑𝑥𝑘 + 𝐵𝑑𝑢𝑘 + 𝐸𝑑𝑑𝑘 eq 5-9 

𝑦𝑘 = 𝐷𝑑𝑥𝑘 eq 5-10 

𝑇min (𝑘) − 𝑒𝑘 ≤ 𝑦𝑘 ≤ 𝑇min(𝑘) + 𝑒𝑘 eq 5-11 

𝑒𝑘 ≥ 0 eq 5-12 

𝑢ℎ𝑒𝑎𝑡𝑖𝑛𝑔(𝑘) =
𝑢𝑘 − 𝑇𝑝𝑝(𝑘)

𝑅𝑖𝑛𝑙𝑒𝑡,𝑚𝑒𝑎𝑛 + 𝑅𝑚𝑒𝑎𝑛,𝑝𝑝
 

eq 5-13 

𝑢𝑘 = 𝑇𝑎𝑛𝑘 (𝑘)(𝑎𝑢𝑥𝑖𝑙𝑖𝑎𝑟𝑦 ℎ𝑒𝑎𝑡𝑖𝑛𝑔 𝑖𝑠 𝑜𝑓𝑓) 𝑜𝑟 𝑢𝑘

= 45 (𝑎𝑢𝑥𝑖𝑙𝑖𝑎𝑟𝑦 ℎ𝑒𝑎𝑡𝑖𝑛𝑔 𝑖𝑠 𝑜𝑛) 

 

eq 5-14 

∆𝑡 is the time interval and N is the prediction horizon, which means the number 

of the time step predicted in advance. q and r mean the weights of cost. A large 

weight means the cost is more important than other costs. k means the current time 

step and J denotes the total electricity cost of the thermal energy demand of the 

building.  

In the development of MPC programming, the objective function was structured 

as quadratic forms. This approach stems from the study of Široký et al. [77] 

indicates that minor deviations in comfort levels can lead to significant penalisation 

in the total cost, thereby highlighting the importance of precision in comfort control. 

5.1.3 Co-simulation of TRNSYS and MATLAB with room model 

The co-simulation of TRNSYS and MATLAB is commonly employed to 

simulate the MPC applied in buildings [17]. The building's dynamics are computed 

using Type 56 of TRNSYS [121], while MATLAB offers several toolboxes that 

could be utilised to simulate MPC strategies. In this study, the Yalmip toolbox [158] 

was used for MPC construction, and the Gurobi solver [120] was utilised to 

determine the control signal. Additionally, a real-time adaptation algorithm, 

specifically the Kalman filter [118], was employed to correct the state-space model 

prediction during the co-simulation process. The building model was initially 
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developed in SketchUp and then integrated with TRNSYS through the TRNSYS3d 

plug-in [121]. 

5.2 Case study  

5.2.1 Description of the case study building 

The Marmont lecture room, situated on the first floor of the Marmont Centre at 

the University Park Campus, University of Nottingham, UK (as depicted in Fig 5-

4b and 5-4c), was utilised as the case study room. This building is primarily 

designed to facilitate the teaching of architecture and engineering students. This 

building includes a variety of spaces conducive to multifaceted academic activities. 

The teaching spaces comprise a lecture room and a seminar room, each can 

accommodate up to 38 students. The occupancy pattern of these spaces can 

fluctuate substantially throughout the course of a day, influenced by the students' 

varying schedules. Both the lecture and seminar rooms are equipped with large, 

operable windows, which not only provide natural light but also serve as a means 

for ventilating the spaces.  

The lecture room is heated by a central heating system, which includes a boiler 

and radiators. Located strategically within the building, the boiler supplies a stable 

source of heat during the colder months. The heating is typically required from 

October to May. The heated water is distributed via a network of pipes connected 

to a series of radiators positioned below the windows across the lecture room. This 

positioning not only ensures optimal heat distribution but also effectively 

counteracts the cold downdraughts from the windows. Individual control valves on 

each radiator allow for adjustments in heat output, offering a level of room-specific 

temperature control. However, the overall control strategy for the central heating 

system is an on/off mechanism, which, although simple, can sometimes lead to less 

efficient heating performance compared to more advanced control strategies like 

proportional-integral-derivative (PID) control or MPC. In the modelling phase of 

this study, it's important to note that certain factors were not considered to maintain 

simplicity. For instance, the potential impact of the window opening on the indoor 

temperature and the effect of varying radiator heat outputs via individual control 

valves were disregarded. In the case of the latter, it was assumed that these valves 

were in a fully open state. 
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The 3D model of the room was developed using SketchUp, with dimensions of 

12.75 meters in length, 7.6 meters in width, and heights of 2.71 meters and 4.26 

meters. The windows are located on the south-east and north-west facing walls, 

with a window-to-wall ratio of 0.22 and 0.08, respectively. Air infiltration sets 0.6 

h-1 according to the similar construction used with the commercial building used 

for TRNSYS simulation in study of Xue et al [11]. 
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Fig. 5-4 (a) Outdoor temperature and global solar radiation of the simulation periods 

(b) front view of the Marmont centre building (c) floor plan of the first floor with 

the lecture room 

The construction was based on the real structure, and Table 5-2 presents the 

materials utilised, ordered from outside to inside. The properties and overall U-

values of the wall, roof, and floor are listed in Table 5-2. The room was constructed 

using lightweight materials, and the window U-value was assumed to be 1.1 

W/m2K. 

Table 5-2 Properties of materials in the case study room 

 Material Conductivity 

(w/m K) 

Density 

(kg/m3) 

Specific heat 

(J/kg K) 

Overall U-value 

(W/m2 K) 

Wall 100mm brick 0.84 1700 800 1.133 

100mm insulation 0.2 1000 1700 

100mm concrete 1.13 2000 1000 

225mm mild steel  45 7800 480 

Roof 0.9mm aluminum 

sheet 

230 2700 880 0.259 

25mm Plywood 0.15 700 1420 

150mm Softwood 

rafters 

0.047 250 1300 

67mm insulation 0.2 1000 1700 

Floor 95mm 

sand/cement 

0.72 1860 840 2.301 

 

150mm concrete 1.13 2000 1000 

heating pipes  30 pipes   

The case study building has a solar thermal collector installed on the roof. 

Utilisation factor (UF), which is the ratio of collector area to total area (i.e.,98.89 

m2), sets to 0.5 based on the real installation (Fig 5-4b). 
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5.2.2 Occupancy and equipment profiles  

The case study room is a lecture room that can accommodate up to 38 students, 

as illustrated in Fig 5-5. In this study, typical occupancy profile and occupant-

related heat gains was defined for one week during the autumn semester based on 

the timetabled classes/activities and the knowledge of the usage of the space. For 

simplification purposes, natural ventilation was assumed not employed in the 

simulations. The indoor lighting consists of 8 luminaires and 1 side light, while the 

indoor equipment includes 15 laptops, 1 projector, 1 computer, and 1 monitor. 

Students attend the lecture room based on class schedules, and their arrival and 

departure times are highly variable. The usage of equipment in the case study room 

depends on the types of classes. The occupancy profile during a typical autumn 

semester week is shown in Fig 5-5(b), and the lighting and equipment usage profile 

is presented in Fig 5-5(c).  

On Day 1, a typical lecture day, the maximum number of students present was 

32, and 18 electric equipment (15 laptops, 1 projector, 1 monitor, and 1 computer) 

were occasionally used. On Day 2, there were two lectures with a break, and 25 

students attended class with a maximum of 21 electric equipment being used. Day 

3 was a group workshop with 20 students and 13 electric equipment. Day 4 was a 

seminar with 30 students and 23 electric equipment. Day 5 was another group 

workshop with 20 students and 14 electric equipment. On Tuesday, there was a 

break during noon, and the number of occupants was significantly reduced. 

Furthermore, few students would stay in the room for a while after class. 

The internal heat gains due to occupants were estimated based on the guidelines 

provided by CIBSE Guide A [138], which included convective [138] and radiative 

(69 W) gains for each occupant. LED luminaires were assumed to be installed with 

a maximum power of 10 W per light, with 30% radiative gains [138]. Electric 

equipment was assumed to have a maximum power of 10 W per piece of equipment, 

with 20% radiative heat dissipation [138]. 
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Fig. 5-5 (a) Lecture room (b) occupancy profile and (c) lighting and equipment 

usage 

5.2.3 Setpoint and control strategy 

The energy efficiency of the building in this case study was critically assessed 

by employing two distinct set-point strategies. The first strategy, referred to as the 

reference case (Strategy 1), strictly maintains an indoor temperature of 22℃ during 

lecture periods, implementing an on/off controller to permit free-floating half an 
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hour prior to and subsequent to class hours [11]. Fig 5-6 visualises the set-point 

strategy for the observation week. In contrast, Strategy 2 leverages a structural 

thermal energy storage (STES) control strategy. This strategy optimises the 

building's structural capability to store energy during periods of low-price, until the 

indoor temperature escalates to 25℃, a value considered the upper limit of indoor 

comfort [17] as depicted in Fig 5-6. 

The MPC control strategy maintains the lower temperature bound consistent 

with the reference strategy, but it introduces an early start-up. The weather 

prediction data used in the MPC strategy was sourced from Meteonorm [134], 

specifically for Nottingham, UK. Moreover, to enable the STES storage effect, a 

day-ahead dynamic price of electricity was used, procured from the UK power 

market of Nord Pool [144] from 29th October to 4th November 2022 accounting 

for daily and hourly variations. 

 

Fig. 5-6 Control strategies evaluated for the case study building 

This research conducts a comparative analysis of three control strategies for the 

floor heating system. The first scenario employs a conventional on/off controller to 

manage the floor heating system. In the second scenario, an MPC to control the 

floor heating system was leveraged. The third scenario expands upon the second, 

wherein the floor heating system is integrated with a solar hot water system, with 

an MPC strategy orchestrating both systems. The case study revolves around a room 

currently warmed by central heating radiators. An integral part of this analysis 

includes assessing the potential electricity cost savings realised by transitioning to 

the proposed solar hot water heating system, in comparison to the existing heating 

setup. 
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5.3 Results and discussion  

5.3.1 State-space model verification  

The state-space model was identified and validated using different datasets. The 

comparison was made for results (indoor temperature 𝑇𝑖𝑛 and floor temperature 𝑇𝑝𝑝) 

by inputting the same values of input variables [𝑇𝑜 𝐼𝑠𝑜𝑙𝑎𝑟  𝑄𝑖𝑛𝑡𝑒𝑟 𝑇𝑖𝑛𝑙𝑒𝑡]. Each 

dataset contains 500 data points. Table 5-3 presents the results of system matrix 

identification and identification accuracy. The values of 𝑅𝑖𝑛𝑙𝑒𝑡_𝑚𝑒𝑎𝑛 and 𝑅𝑚𝑒𝑎𝑛_𝑝𝑝 

in this study were found to be 0.00040 K/W and 0.00056 K/W. 
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5.3.2 Room model verification 

The state-space model identification was accomplished using the output data 

from a TRNSYS simulation. 1500 data sets was generated for model identification 

and 1000 for model verification, with a 30-minute time interval starting from 

November 4th. This data was acquired with the indoor temperature managed by an 

on/off controller. The identification accuracy was similar to the verification 

accuracy, as shown in Table 5-3, which showed a high Fit% value. This outcome 
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substantiates that the numerical model was capable of accurately replicating 

simulated temperatures given known input parameters. 

Table 5-3 Fit percentage of identification and verification 

 Parameters Fit % 

Identification 𝑇𝑖𝑛 75.6 fit% 

 𝑇𝑝𝑝 83.2 fit% 

Verification 𝑇𝑖𝑛 73.6 fit% 

 𝑇𝑝𝑝 78.8 fit% 

Fit %: the percentage of the model outputting temperatures matching the 

experimental outputting temperatures. 

𝑏𝑒𝑠𝑡 𝑓𝑖𝑡 = (1 −
|𝑦 − �̂�|

|𝑦 − �̅�|
) × 100 

eq 5-15 

The TRNSYS model's validity was further confirmed by the case study room's 

measured indoor temperature, gathered every 5 minutes over two days (2nd 

December - 4th December), post the disconnection of heating on the preceding 

Friday night. The indoor temperature was measured using a K-type thermocouple 

and data logger TC-08 thermocouple data logger with an accuracy of ±0.5 °C [158]. 

The months of November and December were chosen for the simulation due to their 

representative climatic conditions. December typically experiences the lowest 

ambient temperature, leading to peak heating energy consumption throughout the 

year. Solar radiation also tends to be at lower levels during this period. 

Consequently, the performance of the proposed system under these conditions 

offers valuable insights for evaluating the feasibility of similar systems. 
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Fig. 5-7 Measured and simulated indoor temperature  

The results, as depicted in Fig 5-7, demonstrate that the simulated data offers 

satisfactory accuracy in predicting indoor temperature, with a cross-validation root 

mean square error (CVRMSE) of 0.0052. The TRNSYS model's time interval was 

then adjusted from 5 minutes to 30 minutes to form a model suitable for MPC usage. 

This is because the control strategy for a typical room usually takes between half 

an hour to an hour [17]. Thus, the prediction interval should match the control 

interval.  

5.3.3 Storage tank model verification 

The state-space model for the storage tank was validated utilising MATLAB's 

system identification function, ssest. To identify system parameters, 1000 data 

points were employed, while the verification of the identified model necessitated 

2000 data points, these points were collated starting from November 4th at 5-minute 

intervals. The tank model would further adjust the time interval from 5 minutes to 

30 minutes to match the trigger of the control strategy. The model displayed 

commendable congruity between input and output data at both the identification 

and verification stages, as evidenced by a CVRMSE of 0.01 (illustrated in Fig 5-8). 

A comparative analysis of the tank temperature output from the state space model 

and TRNSYS is detailed in Fig 5-8. 

19

19.5

20

20.5

21

21.5

2
0
:0

0
2
2
:0

0

0
:0

0

2
:0

0

4
:0

0

6
:0

0

8
:0

0

1
0
:0

0

1
2
:0

0

1
4
:0

0

1
6
:0

0

1
8
:0

0

2
0
:0

0

2
2
:0

0

0
:0

0

2
:0

0

4
:0

0

6
:0

0

8
:0

0

1
0
:0

0

1
2
:0

0

1
4
:0

0

1
6
:0

0

1
8
:0

0

T
em

p
er

at
u
re

 (
℃

 )

Time

measured temperature simulated temperature



 108 

 

Fig. 5-8 Predicted tank temperatures by the TRNSYS and state space model. 

5.3.4 Evaluation of the indoor temperature control 

Two types of controllers, namely on/off and MPC, were utilised to achieve 

indoor temperature control, independent of any integrated solar hot water system. 

The results of these control strategies are depicted in Fig 5-9(a) and 5-9(b), 

respectively. The simulation period ranges from November 7th to November 13th, 

covering both weekdays and weekends.  

The application of an on/off controller led to considerable indoor temperature 

fluctuations over the course of the day, attributable to drastic variations in both 

outdoor temperature and indoor occupancy patterns. This resulted in significant 

comfort violations, rendering the on/off controller as less effective for ensuring 

indoor thermal comfort. On the other hand, the substitution of the on/off controller 

with an MPC controller facilitated the adoption of a preheating strategy for the UFH 

system, as demonstrated in Fig 5-9(b) (where ‘1’ signifies ‘on’, and ‘0’ denotes 

‘off’).  

Subsequently, the indoor temperature was successfully maintained within the 

desired bounds. This was made possible as the MPC controller took into account 

occupant-related internal heat gains and anticipated the distribution of heating 

energy to the indoor air, thereby sustaining a comfortable indoor temperature. This 

was realised by incorporating predefined occupancy profiles and occupant-related 

heat gains into the MPC controller to solve for the prospective control strategy. For 

the purpose of this study, it is important to note that a pre-specified occupancy 
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pattern was opted, simplifying the model for clarity and ease of understanding. This 

choice was made to allow for a more straightforward exploration of the primary 

variables under consideration, including energy consumption, cost effectiveness, 

and thermal comfort.  

As discussed in the introduction, forecasting occupancy patterns typically 

employs on-site models that leverage statistical and machine learning 

methodologies. There have been previous studies that developed stochastic and 

robust MPCs designed to handle the uncertainties associated with occupancy 

forecasts [159]. However, in this chapter, such complexities are not delved into. In 

practical application scenarios, information regarding occupancy can be either 

preset according to customary patterns or gathered through intelligent devices such 

as smartphones or Internet of Things devices. This data can then be fed into the 

MPC for more accurate and efficient climate control in the building. Nonetheless, 

for the scope of the current investigation, a pre-determined occupancy pattern have 

been purposefully maintained. 
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Fig. 5-9 Indoor temperature controlled by (a) on/off controller, (b) reference MPC 

controller, (c) proposed MPC by considering solar thermal energy. 
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to time, and the control strategy is carefully formulated by the MPC. It was 
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subsequently selecting a timely initiation of the heating system prior to the arrival 

of students. 

The MPC also discerns instances of preheating prior to the day's peak times, thus 

orchestrating a consumption of electricity energy that primarily falls within the 

lower to medium price range. This chapter also provides an illustrative 

representation of how the MPC regulates indoor temperature in response to 

fluctuating occupant presence within the day. For instance, a break occurring at 

noon on Tuesday is associated with a sudden decrease in occupant numbers. The 

MPC, recognising this abrupt drop in internal heat gains, opts for a preemptive 

increase in indoor temperature before the break, effectively exploiting the low-price 

energy available at that time. The MPC demonstrates a preference for utilising low-

cost energy during the nighttime and morning hours to preheat the room, whilst 

disconnecting the heating system in the afternoon when electricity prices tend to 

peak.  

 

 

Fig. 5-10 (a) Internal heat gains and (b) control strategy based on the prediction of 

internal heat gains. 
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5.3.5 Energy performance and thermal comfort violations  

The MPC-regulated under floor heating system operated for 13 hours more 

compared to the on/off controller, consuming 725 kWh of electricity compared to 

the on/off controller's 560 kWh. However, the electricity costs for both remained 

comparable (Table 5-4), attributable to the MPC's capacity to capitalise on low-cost 

energy. This finding echoes the outcomes of earlier studies [17], which 

demonstrated the MPC's predilection for charging during periods of lower prices 

and initiating early startup before occupancy. The proposed MPC sought to 

leverage the advantages of low-cost energy, storing the heat within the building's 

structure and discharging heat during periods of higher prices.  

Table 5-4 Energy performance of different control strategies 

 Total heating hours (hrs) Electricity cost (GBP pence) 

On/off 131.00 6160 

MPC 161.00 6299 

MPC with solar hot water 64.00  3035 

 

In the integration of the solar hot water system with the MPC, the primary 

objective is to favor the usage of solar thermal energy and minimise electricity costs. 

As depicted in Fig 5-10(c), the inlet water temperature of the floor heating system 

aligns with the outlet temperature of the hot water storage tank when solar thermal 

energy is utilised. In the absence of solar thermal energy, the inlet temperature is 

adjusted to 45 degrees, complemented by auxiliary heat sourced from the supply 

network. The proposed MPC control strategy guarantees that the indoor 

temperature remains completely within the stipulated temperature bounds. 

Moreover, the introduction of an active water storage tank contributes significantly 

to reducing the switch-on hours to half of those in the reference case where no solar 

hot water system exists, as indicated in Table 5-4. As a result, the total electricity 

cost during the simulation period decreases substantially to half of the reference 

case. This outcome is attributed to the enhanced solar thermal storage capacity 

made possible by the integration of an active hot water tank. 

Thermal comfort was evaluated based on the integral of room temperature 

comfort range violations over time, quantified in terms of kelvin hours (Kh) (Fig 5-

11). The total Kh for the on/off, reference MPC, and MPC with the solar hot water 

system are 7.78℃, 0.03℃, and 0.17℃, respectively. Overall, the reference MPC, 
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despite consuming marginally more control energy, delivered considerably 

enhanced thermal comfort. 

The reference MPC, which only leverages STES for energy storage and 

disregards the integration of the solar hot water system, necessitated greater energy 

use. This was offset by capitalising on low-to-medium priced energy, reducing 

comfort violations compared to the conventional on/off control strategy. Despite 

the increase in total energy consumption with the reference MPC control, a net 

improvement in overall comfort was observed, a finding that aligns with the study 

conducted by Sturzenegger et al. [80]. 

 

Fig. 5-11 Cumulative comfort violation for each strategy 

5.3.6 Energy cost based on electricity price  

At present, the lecture room's heating needs are serviced by six continuously 

operational radiators. The indoor thermostat manages the ambient temperature, 

maintaining it between 20℃ and 24℃. Fig 5-12 offers a comparison of energy 

consumption between the existing heating approach and the modified strategy 

incorporating both a floor heating system and a solar thermal system. Under the 

conventional system, the accumulated electricity cost over the period amounts to 

6956 GBP pence. However, this figure was 3035 GBP pence lower when 

implementing the solar hot water and floor heating system under an MPC strategy. 

During the simulation period, electricity prices fluctuated between 4 GBP pence 

and 23 GBP pence. Three pricing tiers have been categorised: low-price energy (4 

GBP pence to 10 GBP pence), medium-price energy (10 GBP pence to 16 GBP 

pence), and high-price energy (16 GBP pence to 23 GBP pence). Fig 5-12 illustrates 

the energy consumption of both systems. The system incorporating solar hot water 
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exhibited increased usage (58%) of low-to-medium price energy as compared to the 

conventional system (33%). Conversely, the conventional system largely relied 

(67%) on high-price energy. 

The low usage during low-price periods for the MPC with solar energy heating 

and active/passive storage, in contrast to a conventional on/off system, can be 

primarily attributed to several reasons. The MPC integrated with a solar energy 

heating system seeks to maximise the usage of freely available solar energy. This 

naturally harvested energy source can often meet a substantial portion of the heating 

demand, reducing the need for additional electricity even during periods of low-

cost energy. Furthermore, the presence of active and passive storage mechanisms 

within these advanced systems enables the storage of excess harvested solar energy 

during periods of high solar yield. This stored energy can then be utilised during 

periods of high demand or when solar radiation is insufficient or non-existent, 

reducing the need for additional, low-cost electrical energy during these times. As 

the MPC system is capable of predicting demand, it can efficiently manage and 

distribute the stored energy, minimising the need for extra energy during low-price 

periods. In contrast, the conventional on/off systems lack these capabilities. It 

cannot harvest, store, or efficiently manage solar energy. Moreover, it does not have 

demand forecasting capabilities, and its operation is not linked to energy price 

fluctuations. As a result, it consumes more energy overall and has higher usage 

during low-price periods. 

 

Fig. 5-12 Electricity cost based on electricity price for original system and the 

proposed solar hot water system (MPC). 
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5.3.7 Analysis of heating energy source 

The heating source's composition for the building heating system is depicted in 

the stacked bar graph in Fig 5-13. Under conditions of low solar radiation, auxiliary 

heating usage increases. It is discernible that under the control of the MPC, the 

auxiliary heating drawn from the grid was predominantly used during the hours 

from midnight to early morning, coinciding with periods of relatively low 

electricity prices. However, with sufficient solar radiation, the heating energy 

harnessed directly from the storage tank adequately covers daily energy 

consumption, further aided by energy shifting through STES. Coupled with active 

and passive storage systems, the MPC successfully moved most of the heating 

demand to periods of ample solar radiation availability. The MPC's ability to 

maximise solar energy usage during daytime, when electricity prices are at their 

peak, takes advantage of a peak load shifting strategy. Subsequently, the MPC 

predicts demand for the following 12 hours, determining the solar energy to be 

stored via both passive and active storage techniques, further shifting demand away 

from nighttime peak hours (i.e., 18:00 ~22:00) to midnight. Overall, the solar hot 

water system supplied 63% of the heating energy to the case study room, primarily 

during periods with high solar radiation availability. This result validates the 

effectiveness of the MPC in augmenting RES integration into residential micro-

grids by predicting both the building's load and system's response under varying 

weather conditions, in alignment with the studies of Torreglosa et al. [113] and 

Bartolucci et al. [114]. 
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Fig. 5-13 Heating energy source for the integrated solar hot water system 

5.3.8 Limitations and application scope 

The simulation conducted offers insightful perspectives into the application of a 

price-responsive MPC strategy for solar thermal heating systems with thermal 

energy storage in buildings exhibiting high occupancy variability. However, the 

interpretation of these findings must acknowledge certain limitations. The 

geographical focus of the study, Nottingham, UK, might pose a constraint on the 

broader generalisability of the findings, particularly concerning areas with different 

climates and solar energy conditions. Furthermore, the university-specific context 

may restrict the broader application of the proposed strategy to buildings with 

differing occupancy patterns. Also, conclusions about cost savings are inherently 

tied to the locality's specific energy price structures and solar energy availability, 

possibly affecting the economic viability of the proposed system in different 

settings. 

Despite these limitations, the proposed MPC strategy maintains utility across 

diverse contexts. Even in regions with static electricity prices, the multifaceted 

capability of MPC to regulate energy use based on anticipated occupancy, weather 

forecasts, and the expected performance of integrated renewable energy systems 

allows for the optimisation of comfort and efficiency. As grid structures evolve and 
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renewable energy integration amplifies, MPC's benefits, such as mitigating grid 

stress through peak demand reduction, could become more pertinent. 

Furthermore, the effectiveness of MPC extends to regions with lower solar 

energy availability, thanks to its fundamental mechanism of leveraging future 

condition predictions to optimise system control. Here, while solar energy 

utilisation could diminish, integration of other renewable energy sources into the 

MPC framework can maintain consistent benefits such as improved comfort, 

adaptiveness to occupancy patterns, and potential energy demand reductions. 

Lastly, although the developed model underwent a robust validation process 

using numerical simulations and experimental data, its broad applicability might 

encounter unanticipated operational complexities. Future research endeavors could 

concentrate on addressing these limitations, further enhancing the model's universal 

applicability across various buildings, climates, and energy scenarios. 

5.4 Summary  

This chapter investigated a price responsive MPC strategy for a solar thermal 

heating system with thermal energy storage (TES) for buildings with high 

occupancy variability. The TES system, comprising a hot water storage tank and 

the building's thermal mass was integrated with a rooftop solar hot water system. 

The primary objective of the MPC controller was to enhance the performance of 

the renewable energy-based space heating system, reduce costs, and optimise the 

utilisation of solar energy resources. This is achieved by forecasting the system's 

responses under varied weather conditions and integrating dynamic pricing. The 

developed grey-box state space model has undergone verification and validation 

process, utilising both numerical simulations and experimental data. A case study 

university building located in Nottingham, UK was employed to assess the viability 

of implementing the heating system controlled by the MPC strategy, leading to the 

following key conclusions: 

The implementation of MPC in managing an integrated solar hot water and under 

floor heating system demonstrated a significant reduction in energy costs, with 

savings reaching up to 50% compared to a reference case. 

The MPC control strategy, paired with an active water storage system, managed 

to reduce the switch-on hours by half of the reference case. This, coupled with the 
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exploitation of solar thermal storage, reduced total electricity costs during the 

simulation period by half compared to the reference case. 

Utilising the solar thermal energy, the integrated MPC system managed to 

maintain the indoor temperature within the desired temperature bounds, thereby 

minimising electrical costs and optimising the use of freely available energy. 

Despite periods of low solar radiation, the MPC's prediction capabilities, 

including early pre-heating before room occupancy, ensured that the indoor 

temperature was maintained at a comfortable level, achieving zero violations of the 

temperature bounds. 

The system controlled by MPC presented a 58% utilisation of low to medium-

priced energy, a significant improvement from the conventional system, which 

showed only a 33% utilisation in the same price range. 

With an integral focus on leveraging low-price energy and active thermal storage, 

the MPC-controlled system resulted in substantial thermal comfort improvements, 

reducing the total time-integral of room temperature comfort range violations 

(measured in Kelvin hours) to a minimal 0.03℃, compared to 7.78℃ for the on/off 

controller. 

Overall, this chapter proves the viability of an integrated solar hot water system 

with an MPC control strategy as a promising approach to enhancing the energy 

efficiency and thermal comfort of building heating systems, making it an attractive 

solution in the face of fluctuating energy prices and varying occupancy patterns. 

However, for comprehensive realisation of this integrated system, additional 

research is necessitated. Future work should focus on empirical validation of this 

integrated storage model and consider the water stratification within the storage 

tank.  

The results opens numerous avenues for future research in the realm of 

optimising energy management systems and elevating building thermal comfort. 

One such opportunity lies in the exploration of integrating additional renewable 

energy sources. Working synergistically with the existing solar system, these could 

further diminish reliance on grid electricity and bolster the overall sustainability of 

the system. 

Moving from the pre-defined occupancy patterns used in this model, an 

interesting prospect is to enhance the realism and accuracy of system control by 
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incorporating predictive models of occupancy. These models could be founded on 

real-time data harvested from smart devices or Internet of Things technologies. 

The development of the existing MPC algorithm presents another promising area 

of research. The algorithm could be refined or expanded to account for a broader 

spectrum of environmental conditions and building features. The implementation 

of machine learning or artificial intelligence techniques could also augment the 

prediction and control performance of the system. 

A more robust approach to handling uncertainties, such as solar radiation 

forecasts and occupancy profiles, could be the development of robust and stochastic 

MPC controllers. Such systems would bolster performance under uncertain 

conditions. 

Another important perspective is the economic feasibility of such an energy 

management system. Future studies should scrutinise the life-cycle costs, including 

installation, operation, and maintenance, and juxtapose them against potential 

energy savings. Real-world implementation also merits attention: conducting field 

studies and experimental validations can elucidate the practical applicability and 

efficacy of the proposed system, bringing to light potential challenges and solutions 

for practical implementation. 

Finally, understanding the scalability of the proposed system in larger settings 

like office buildings, industrial complexes, or residential communities is paramount. 

Each of these different settings may present unique challenges and opportunities for 

energy management. Pursuing these recommendations will undoubtedly drive 

forward the boundaries of current knowledge and contribute substantially to the 

development of more sustainable, efficient, and comfortable building energy 

systems. 
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6. Experimental evaluation of low-cost MPC and analysis of 

PCM integration 

Collectively, this chapter will contribute to the field by providing insights into 

the feasibility, scalability, and potential of these innovative integrations. The 

primary aim of this chapter is to develop a cost-effective, easy-to-implement MPC 

that is capable of leveraging IoT devices as a continuous, economic data source for 

its predictive models. The focus of this investigation will be how this interaction 

facilitates real-time and forecasted energy consumption optimisation, effectively 

integrating dynamic pricing strategies. To substantiate this research, the designed 

MPC, created in MATLAB and deployed through a locally embedded Raspberry Pi 

(RPi) hardware via WiFi, will be applied in a real-world setting - a test pod at the 

University of Nottingham, UK. This control system will maintain the indoor 

comfort levels by reacting to the hourly dynamic price of electricity, providing real-

time indoor temperature feedback. Furthermore, the integration of this low-cost 

MPC with PCMs, investigating how MPCs can efficiently manage and capitalise 

on the thermal storage properties of PCM wallboards was explored (Fig 6-1). Lastly, 

to validate the feasibility and energy performance of the MPC in conjunction with 

PCMs, energy performance will be simulated through a co-simulation of TRNSYS 

and MATLAB, incorporating the proposed control strategy. 

 

Fig. 6-1 IoT-based MPC strategy for building integrated with PCM wallboards. 

 

 



 121 

6.1 Method 

This section outlines the methodology employed to create an unsupervised MPC 

system. Initially, a numerical state-space model is proposed for the case study room, 

along with model validations with measured data for several days. Monitoring and 

IoT technologies are presented in this section along with connections of them for 

data extraction and control strategy implementation. A case study lecture room in 

the University building in Nottingham, UK, which was introduced in chapter 3, will 

be employed for evaluating the feasibility of the proposed low-cost MPC strategy. 

Furthermore, a platform of PCM-wallboard controlled under validated MPC 

strategy was proposed aims to address the aforementioned gaps through software 

co-simulation. The model development underwent numerical model, TRNSYS 

model and finally connecting to MPC model in MATLAB. The numerical model 

of PCM was designed for eliminating nonlinearity in this study for easy integration 

in MPC.   

6.1.1 Experiment arrangement and simulation platform  

The test facility has been introduced in chapter 3. This section provides 

description of the experiment procedure and simulations conducted in the study, as 

illustrated in Figure 6-2. The data collection phase extended over a period of three 

days, specifically from 09.12.2022 to 12.12.2022, with data being collected at 5-

minute intervals. The collected data encompassed various parameters, including 

local weather data, indoor temperature, radiator schedule, and power consumption. 

The primary objective of this data collection was for model validation, which is 

elucidated in detail in Section 6.1.4. The specifics of the weather data collection 

process are outlined in appendix A1. 

Subsequently, two distinct models were developed for simulating the indoor 

temperature's response within the test pod. Firstly, a TRNSYS model was 

constructed, and secondly, a numerical model was employed. The initial 

performance analysis involved a comparison between the experimental MPC 

conducted over an eight-day period (16.12.2022 to 23.12.2022) and a simulated 

TRNSYS on/off controller. This comparison was based on indoor thermal comfort 

and heating energy usage metrics. 

In the following step, the chapter explored the integration of a PCM wallboard 

into the pod's envelope. The subsequent performance analysis aimed to evaluate the 
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potential enhancement in energy performance resulting from the integration of the 

PCM wallboard under the proposed MPC strategy. The experimental details 

pertaining to the MPC experiment and the specifics of the TRNSYS simulations are 

elaborated in the subsequent paragraphs. 

  

Fig. 6-2 Flowchart of the proposed method in this study 

6.1.2 MPC automation  

In the unsupervised scheme, an MPC strategy was employed to make control 

decisions for two radiators every half an hour. The main objective was to minimise 

electricity costs while ensuring indoor thermal comfort, taking into account 

dynamic pricing and future weather conditions. The detailed MPC algorithm is 

presented in Section 6.1.5. 

To initiate the control strategy calculation, the current indoor temperature was 

first extracted and used to correct the predicted indoor temperature within the model 

integrated into the proposed MPC strategy (as depicted in Fig 6-3). Concurrently, 

MATLAB was utilised to extract online 12-hour weather forecast data from the 

official website of the UK Met Office [160] through the application of regular 
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expression function 'regexp' [161]. This allowed us to match the relevant keywords 

pertaining to weather data. Additionally, MATLAB acquired the current electricity 

price, which was downloaded the previous day from an open-access day-ahead 

electricity wholesale market [144] from 16th December 2022 to 23rd December 

2022. 

Considering the need for data update preparation, control signal calculation, and 

the establishment of a connection with the remote controller, the "ticking" and 

"timing" function in MATLAB was employed to accurately loop the MPC at the 

commencement of each half an hour. Upon MPC solving the control signal, it 

constructed either an on or off signal by generating a group of 1/0 combinations, 

which were then transmitted to the GPIO pins in the Raspberry Pi (RPi) for 

effectively controlling the radiators. 

 

Fig. 6-3 The proposed MPC strategy employed in the case study room. 

6.1.3 Co-simulation of TRNSYS and MATLAB 

In this chapter, TRNSYS [121], a widely recognised software based on white-

box approaches, was employed for the dynamic simulation of building behavior. 

Specifically, a validated TRNSYS model was applied to simulate the indoor 

temperature of the test pod under various scenarios. A comprehensive description 

of the TRNSYS model can be found in Section 6.1.4. 

For the control strategy, a Type in TRNSYS, namely Type 155 was used, to 

invoke MATLAB at each simulation time step in order to generate the control signal. 
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At the end of each time step, TRNSYS provided the current room temperature to 

MATLAB. Subsequently, the Kalman filter updated the current error covariance 

and Kalman filter gain by utilising the indoor temperature information. This 

information was then used to solve the current state for MPC optimisation. At the 

beginning of the next time step, TRNSYS would call MATLAB to obtain the 

recently computed control signal. Meanwhile, a step increment was implemented 

in MATLAB to synchronise the time step with TRNSYS. 

Typically, MPC necessitates a predictive model, constraints, and an objective 

function [77]. These components was then formulated as a mixed integer linear 

programming problem. To achieve this, the Yalmip toolbox, a robust optimisation 

tool designed to model and solve problems occurring in systems and control theory, 

was used effectively running within the MATLAB environment [128]. To solve the 

mixed integer linear programming problem, Gurobi external solver [120] was used. 

By incorporating these tools and techniques, an efficient and effective MPC for 

the experiment was constructed, enabling the algorithm to optimise the control of 

the indoor temperature in the test pod under varying conditions and scenarios. 

6.1.4 TRNSYS modelling  

6.1.4.1 Original model for pod with radiators  

Three TRNSYS types to simulate the case study room. Type 1231 was utilised 

to model the radiator, with the inlet water temperature set at a constant 65 degrees 

and a flow rate typically set to 15 kg/(hm2) [17] To process the weather data 

collected from the local weather station and transmit it to the building model (Type 

56), Type 9, Type 16, Type 33, and Type 69 were used. Additionally, a thermostat 

(Type 106) was assumed to control the radiator by sensing the indoor temperature 

and applying predefined setpoints. The detailed TRNSYS model is presented in Fig 

A2 in appendix A2. 
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Fig. 6-4 Comparison between measured data and TRNSYS simulated data. 

The validation process for the original pod heating system was conducted. The 

measured data collected over the first three days were utilised to validate two 

specific scenarios (Figure 6-4). The data with the heating turned on were used to 

validate the TRNSYS room model, while the data with the heating turned off were 

employed to validate the radiator system. The validation of the TRNSYS model 

exhibited a good agreement with the measured data collected from the test pod. The 

root mean square error (RMSE) between the TRNSYS simulated data and the 

measured data was calculated to be 0.86℃, confirming the accuracy and reliability 

of the simulation results. 

6.1.4.2 Pod system with PCM wallboard under UFH system  

Subsequently, PCM wallboards were introduced to the south, east, west, and roof 

walls, while replacing the original radiator system with an UFH system. This is 

motivated by several factors. UFH offers enhanced thermal comfort through 

uniform heat distribution and improved energy efficiency due to lower operating 

temperatures. Lastly, UFH aligns well with the use of PCM wallboards, as the even 

heat distribution could promote efficient heat absorption and release, thereby 

improving the overall performance of the integrated system. A heating pump 

equipped with a building with a constant coefficient of performance (COP) of 3 [11] 

is employed to raise the temperature of the inlet water of UFH system to set-point. 

The energy consumption of the heating system is:  
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𝑃𝑠𝑦𝑠 =
𝑄𝑒𝑠𝑡
𝐶𝑂𝑃𝑠𝑦𝑠

 
eq 6-1 

Where 𝑄𝑒𝑠𝑡  is the heating load of a system. 𝐶𝑂𝑃𝑠𝑦𝑠 is the overall COP of the heat 

pump. 𝑃𝑠𝑦𝑠 is the power demand for the system. 

The PCM layers assumes adding to the walls except the floor construction and 

the north wall, which have heating pipes and windows located. The PCM layer was 

mainly located on inside surface behind a 45 mm plywood panel with thickness is 

25mm (Fig 6-5). Type 1270 was used.  Four Type1270s were applied in this study 

to simulate PCM wallboard integration in west, east, south walls and roof. The 

detailed TRNSYS platform is showed in Section A6. The component in TRNSYS 

used to model the PCM layers (Type 1270) assumes that the temperature of the 

PCM material keeps unchanged with constant specific heat capacity for its solid 

and liquid states. The theory of the PCM material in TRNSYS is [121]: additional 

weather data for Nottingham from Meteonorm [134] were derived using TRNSYS 

Type 109. In the building model (Type 56), an active layer, typically utilized to 

simulate UFH systems, was established with an inlet temperature of 45 degrees and 

a flow rate of 15 kg/(hm2). The air leakage rate, as determined by Zheng's test on 

the same test pod [122], was found to be 4.2 h-1. In the simulation, a constant 

assumed infiltration rate of 0.27 h-1, similar to that of case study 1 in chapter 4.5, 

was utilized based on the linear regression relationship between infiltration and 

leakage with a constant air leakage-infiltration rate ratio of 18 outlined in reference 

[168]. 

The utilisation of Phase Change Materials (PCMs) in building components holds 

the potential to enhance human thermal comfort by minimising the frequency of 

fluctuations in internal air temperature. Consequently, the indoor air temperature 

can closely align with the desired temperature for an extended duration. The choice 

of integrated PCM material should be based on melting temperatures that align with 

the thermal comfort zone recommended by guidelines, such as ASHRAE, which 

typically ranges between 20 and 27 degrees Celsius [138]. Numerous organic 

materials have undergone extensive research as low-temperature PCMs due to their 

minimal super-cooling and phase segregation characteristics.  

Existing literature indicates that certain solid-liquid organic PCMs, including 

paraffins, fatty acids, and polyethylene glycol (PEG), meet the specified 

requirements [169]. Among the widely utilized solid-liquid organic PCMs are 
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Capric acid, PEG 600, Dodecanol, and Heptadecane. These PCMs can be 

seamlessly integrated into common building construction materials such as plaster, 

concrete blocks, and gypsum board. They share similar advantages in terms of 

integration into the building layer, including high latent heat capacity, appropriate 

phase change temperature, non-corrosivity, nontoxicity, good thermal/chemical 

stability, low vapor pressure, and minimal supercooling [170](Table 6-1). 

Table 6-1 performance of PCMs for building thermal energy storage 

 Capric acid 

[169] 

PEG 600 [171] Dodecanol 

[169] 

Heptadecane 

[169] 

Class  Fatty acid  Organic polymer Fatty alcohol Paraffin 

Thermal conductivity 

𝑊 𝑚−1𝐾−1 

0.15  0.19 0.17 0.14 

Laten heat of fusion 

𝑘𝐽/ 𝑘𝑔 

190 127 215 216 

Melting point ℃ 31 20-25 23 23 

Density 𝑘𝑔/𝑚3 890 1126 831 777 

Cost ($/kg) 85.8  72.8  100  485  

  

In this study, PEG 600 was chosen for thermal energy storage due to its large 

range of the melting temperatures with suitable ranges for thermal comfort in 

buildings, low cost and it has a better availability than others [162]. The specific 

heat capacity curve, illustrating the effective performance of the chosen PCM 

wallboard and the properties associated with this PCM material, is detailed in 

Section A 3. The PCM wallboard employed in this investigation has a melting 

temperature of 22.5°C [172]. Consequently, the temperature range for computing 

the average thermal capacity was established from 19°C to 24°C. This specific 

range was deliberately selected to comprehensively capture the PCM's behavior 

during its phase change process. Encompassing the PCM's phase change 

temperature, it accurately reflects the thermal storage and release characteristics of 

the material. The chosen temperature range holds significance not only for its 

alignment with the indoor temperature setpoints aimed at ensuring thermal comfort 
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within the building but also for its correlation with the temperature fluctuations 

observed in the test pod, as indicated by the experimental data. 

The PCM layers were assumed to be added to the walls, excluding the floor 

construction and the north wall, where heating pipes and windows were situated. 

The PCM layer was primarily placed on the inner surface behind a 45mm plywood 

panel, with a thickness of 25mm, as illustrated in Fig. 6-5. Type 1270 was employed 

to simulate the PCM layers. 

In this chapter, four Type 1270s were utilised to simulate the integration of PCM 

wallboards in the west, east, south walls, and the roof. The intricate TRNSYS 

platform is detailed in appendix A4. The component in TRNSYS used to model the 

PCM layers (Type 1270) presumes that the temperature of the PCM material 

remains constant, with a steady specific heat capacity in its solid and liquid states. 

The theoretical underpinnings of the PCM material in TRNSYS are discussed in 

reference [134]. 

 

Solid state  

𝑇𝑡+1 = 𝑇𝑡 +
𝑄1 + 𝑄2

𝑚𝑃𝐶𝑀𝐶𝑝𝑠𝑜𝑙𝑖𝑑
 

eq 6-2 

Liquid state 

𝑇𝑡+1 = 𝑇𝑡 +
𝑄1 + 𝑄2

𝑚𝑃𝐶𝑀𝐶𝑝𝑙𝑖𝑞𝑢𝑖𝑑
 

eq 6-3 

𝑄1 and 𝑄2 are the energy going from two sides of the PCM layers, i.e., adjacent 

wall layers, 𝐶𝑝𝑠𝑜𝑙𝑖𝑑 and 𝐶𝑝𝑙𝑖𝑞𝑢𝑖𝑑 are the heat capacity of the solid and liquid states.  

 

Fig. 6-5 PCM wallboard integration into the building wall [162]  
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The validation of the TRNSYS Type for PCM was conducted using the 

Polyethylene glycol 600 experiment from Ahmad et al.'s study [162]. By inputting 

the same weather conditions, the indoor temperature obtained from the TRNSYS 

simulation was compared with their experimental results. The detailed wall layers 

of the test cell were presented in appendix A5. The comparison of indoor 

temperatures confirmed a root mean square error (RMSE) of 1.73°C. Moreover, 

when comparing it with the original test pod, the integration of PCM resulted in a 

reduction of indoor temperature fluctuations from 45°C to 25°C. This finding is 

consistent with the validated case study. Further validation details can be found in 

appendix A5. 

6.1.5 MPC system  

6.1.5.1 RC representation of the room model 

In building room RC model, the temperature nodes encompass indoor air, floor, 

roof, internal surface of walls, and external surface of walls. The detailed RC 

representation is elucidated in appendix A6. 

For the room integrated with a PCM wallboard, the average effective specific 

heat capacity method was applied proposed by Yang et al. [100]. Generally, the 

correlation between the effective specific heat capacity and the temperature of the 

PCM wallboard is nonlinear. However, Yang et al. [100] addressed this issue by 

employing an averaged effective specific heat capacity over a common temperature 

range (e.g., 19 - 24 degrees) to mitigate the nonlinearity in the PCM numerical 

model. Consequently, the RC representation of the PCM wallboard can be 

expressed as follows:  

𝑑𝑇𝑝𝑐𝑚
𝑑𝑡

=
𝑇𝑤,𝑒𝑥𝑡 − 𝑇𝑝𝑐𝑚
𝑅𝑝𝑐𝑚,𝑒𝑥𝑡𝐶𝑒𝑓𝑓,𝑎𝑣𝑒

+
𝑇𝑤,𝑖𝑛𝑡 − 𝑇𝑝𝑐𝑚
𝑅𝑝𝑐𝑚,𝑖𝑛𝑡𝐶𝑒𝑓𝑓,𝑎𝑣𝑒

 
eq 6-4 

𝑇𝑝𝑐𝑚 is the temperature of the PCM wallboard node, 𝑇𝑤,𝑒𝑥𝑡 and 𝑇𝑤,𝑖𝑛𝑡 are the 

temperature of external wall surface and internal wall surface. 𝑅𝑝𝑐𝑚,𝑒𝑥𝑡 , 𝑅𝑝𝑐𝑚,𝑖𝑛𝑡 

are the thermal resistance between PCM wall layer and external wall, internal wall 

layers. 𝐶𝑒𝑓𝑓,𝑎𝑣𝑒 denotes to the average thermal capacity of PCM wallboard. Please 

note that the detailed expression and derivation of the RC representation for the 

PCM wallboard are provided in appendix A7. With the RC representation showed 

in Fig 6-6a. The whole RC model of room integrated with PCM wallboard is shown 

in appendix A7.  
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Fig. 6-6 (a) PCM wallboard RC representation (b) RC representation of radiator 

system 

 

6.1.5.2 RC representation of the room heating system 

To accurately model the radiator system, a virtual inlet point in the radiator 

model is created to account for the hysteresis of the system (Fig. 6-6b). The radiator 

was numerically represented as a single-node grey-box model, where the node 

temperature is influenced by the indoor temperature, mass flow rate, and fluid inlet 

temperature [163]. Subsequently, the radiator node was integrated into the room 

state-space model identification using Equation 4, where 𝑇𝑟𝑎, 𝑇𝑖𝑛, 𝑇𝑖𝑛𝑙𝑒𝑡,𝑟𝑎 denote 

the temperatures of the radiator node, indoor air node, and virtual inlet water node, 

respectively. The thermal resistances between the radiator and indoor air 𝑅𝑟𝑎,𝑖𝑛 and 

between the inlet water and radiator 𝑅𝑖𝑛𝑙𝑒𝑡,𝑟𝑎, as well as the thermal capacitance of 

the radiator 𝐶𝑟𝑎 , were considered in the model. The complete RC model of the 

indoor air heated by radiators is presented in appendix A6. 

𝑑𝑇𝑟𝑎
𝑑𝑡

=
𝑇𝑖𝑛 − 𝑇𝑟𝑎
𝑅𝑟𝑎,𝑖𝑛𝐶𝑟𝑎

+
𝑇𝑖𝑛𝑙𝑒𝑡,𝑟𝑎 − 𝑇𝑟𝑎
𝑅𝑖𝑛𝑙𝑒𝑡,𝑟𝑎𝐶𝑟𝑎

 
eq 6-5 

In the UFH heating system, a simplified approach was adopted where the entire 

pipe plane is represented as a single lumped node that receives heat from the inlet 

hot water [17]. Subsequently, the heat gradually transfers from the pipeline to the 

floor element, and this process is mathematically described by equation 6-

5.𝑇𝑝𝑝, 𝑇𝑓𝑙 , 𝑇𝑖𝑛𝑙𝑒𝑡  represent the temperatures of floor, pipeline and inlet water. 

𝑅𝑝𝑝,𝑓𝑙 , 𝑅𝑖𝑛𝑙𝑒𝑡,𝑚𝑒𝑎𝑛 , 𝑅𝑚𝑒𝑎𝑛,𝑝𝑝 are the thermal resistance of pipeline surface and floor 

element, inlet water and mean point of pipeline, mean point of pipeline and pipe 

surface. Furthermore, 𝐶𝑝𝑝  is the thermal capacitance of the heating pipes. The 

complete RC model of the indoor air heated by the UFH system can be found in 

a b 
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appendix A7, providing a comprehensive representation of the interconnected 

relationships and heat transfer dynamics within the system. 

𝑑𝑇𝑝𝑝
𝑑𝑡

=
𝑇𝑓𝑙 − 𝑇𝑝𝑝

𝑅𝑝𝑝,𝑓𝑙𝐶𝑝𝑝
+

𝑇𝑖𝑛𝑙𝑒𝑡 − 𝑇𝑝𝑝
(𝑅𝑖𝑛𝑙𝑒𝑡,𝑚𝑒𝑎𝑛 + 𝑅𝑚𝑒𝑎𝑛,𝑝𝑝)𝐶𝑝𝑝

 
eq 6-6 

6.1.5.3 Optimisation algorithm  

The governing equations then can be represented by the states, inputs, 

disturbances and system matrix of state space (ss) model.  

�̇�(𝑡) = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡) + 𝑤(𝑡) eq 6-7 

A, B are system matrices. 𝑥 is the system state. u is the system input. 𝐴 𝜖𝑅𝑚×𝑛, 

𝐵 𝜖𝑅𝑛×𝑚, 𝑢(𝑡) 𝜖𝑅𝑚. 𝑤(𝑡)𝜖 𝑅𝑛 ∼ 𝒩(0, Σ) is the process noise. In this study, the 

number of states 𝑛  is 5 ( 𝑇𝑤,𝑒𝑥𝑡 𝑇𝑤,𝑖𝑛𝑡 𝑇𝑖𝑛 𝑇𝑓𝑙 𝑇𝑟𝑎)  for original radiator 

system and is 6 (𝑇𝑤,𝑒𝑥𝑡 𝑇𝑝𝑐𝑚 𝑇𝑤,𝑖𝑛𝑡 𝑇𝑖𝑛 𝑇𝑓𝑙 𝑇𝑝𝑝) for PCM and UFH system. 

The number of inputs 𝑚 is 3. The input vector includes outdoor temperature 𝑇𝑜, 

global solar radiation 𝐼𝑠𝑜𝑙𝑎𝑟  and the inlet fluid temperature of the radiators/UFH 

system 𝑇𝑟𝑎,𝑖𝑛𝑙𝑒𝑡/𝑇𝑖𝑛𝑙𝑒𝑡. Later, a discrete-time model was formed of the continuous-

time system for prediction of future states in prediction horizon N (eq. 6-7):  

𝑥𝑘 = [𝐴𝑑   𝐵𝑑] [
𝑋𝑘−1

𝑢𝑘−1
] + 𝐸𝑘−1 

eq 6-8 

Where, E is white zero mean Gaussian noise. Because of the Kalman filter 

integration, E equals to 0 was assumed. k is the current time step. After that, the 

indoor temperature can be extracted from states through equation (6-6)-(6-8) by 

introducing another system matrix C equals to [0 0 1 0 0]  or 

[0 0 0 1 0 0] depending on which system is used. 

𝑦𝑘 = 𝐶𝑥𝑘  eq 6-9 

In which y represents the final ss system output. Once state-space (ss) model was 

obtained, the MPC strategy was formulated by defining the objective function, 

incorporating the identified ss model, and establishing relevant constraints. The 

primary aims of the MPC approach were to minimise heating energy consumption 

while ensuring indoor thermal comfort. To achieve this, indoor thermal comfort set 

as a constraint, penalising any deviations from the desired comfort levels within the 

objective function. The structure of objective function was designed as quadratic 

forms, allowing objective function to appropriately weigh each term. Notably, 

significant weight was signed to the comfort violation term, underscoring the 

paramount importance of precise comfort control. 
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𝐽 = 𝑚𝑖𝑛∑ 𝑎𝑘
𝑇  𝑞 𝑎𝑘 + 𝑏𝑘

𝑇  𝑟 𝑏𝑘

𝑁−1

𝑘=0

 

eq 6-10 

With the constraints:  

𝑦𝑟,𝑘 − 𝑦𝑘 − 𝑎𝑘 ≤ 0, 𝑎𝑘 ≥ 0 

 

eq 6-11 

𝑦𝑘 = 𝐶(𝐴𝑑𝑥
𝑘−1 + 𝐵𝑑𝑢

𝑘) eq 6-12 

In this study, the prediction horizon N is set to 24 with a time interval of 30 

minutes. weighting factors are q and r to quantify the importance of each term, 

where 𝑎𝑘  represents comfort violation, and 𝑏𝑘  represents heating energy cost. 

Table 6-1 provides a concise summary of the various modules utilised in the MPCs 

of this investigation. 

 

Table 6-2 Summary of different modules of proposed MPC 

Modules   Descriptions 

Objective function   Equation (6-10)  

Constraints   Equation (6-11)-(6-12)  

Original pod model  Building  Equation A1–A5 in appendix A.6 

 Radiator  Equation (6-5)  

PCM wallboard model  Building  Equation A6–A11 in appendix A.7 

 PCM wallboard  Equation (6-4)  

 Floor heating 

system  

Equation (6-6)  

State estimator  Kalman filter Described in chapter 3 

Dynamic pricing   Described in section 6.1.2 

Disturbances   MPC inputs, described in section 6.1.5 

 

6.2 State space model validation 

To establish the system models, ss model was created combining room's thermal 

characteristics with a sufficient amount of measured data. For model identification, 

a two-day dataset was utilised, while another day's data was reserved for validation 

purposes. "ssest" function was employed in MATLAB to identify the state-space 

(ss) model. The validation dataset yielded a percentage fitness [119] of 77%, 

indicating a satisfactory match between the identified model and the validation data. 
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Furthermore, a comparison between the measured indoor temperature and the 

ss-estimated indoor temperature was conducted, using the "compare" function in 

MATLAB. As shown in Fig 6-7, the results exhibited a RMSE of 0.89 ℃, 

confirming the accuracy and reliability of the identified ss model's predictions. 

 

Fig. 6-7 Indoor temperature comparison between ss model and measurement 

The state-space model employed for the PCM system was trained using 

TRNSYS output data. The training dataset consisted of 1500 data points collected 

at 30-minute intervals from 1st October. For validation, a separate dataset was used 

containing 1000 data points collected at the same 30-minute intervals from 1st 

November. 

To assess the performance of the ss model, the indoor temperature predicted was 

compared by the model with the corresponding TRNSYS output data, as depicted 

in Fig 6-8.  The value of R-Square [27], which signifies the proportion of output 

that can be explained by the inputs in the ss model, was found to be 0.792. Moreover, 

the model demonstrated good accuracy, with 92% of the predictions falling within 

a range of ±1℃ from the actual temperature readings. This high level of accuracy 

and goodness-of-fit in the model's predictions validates its effectiveness in 

simulating the PCM system's indoor temperature dynamics. 
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Fig. 6-8 Validation of PCM room model with TRNSYS data 

6.3 Results and discussion  

This section showcases the time-dependent control performance of the IoT-

based MPC strategy implemented in the case study pod. The measured indoor 

temperature achieved through the proposed MPC was compared with the simulated 

indoor temperature obtained using the traditional on/off control strategy in 

TRNSYS. This comparison was conducted to evaluate the MPC's effectiveness in 

achieving higher energy shifting performance and optimising low-price energy 

usage. Additionally, the energy usage performance of the PCM system controlled 

by the low-cost MPC was presented, simulated through co-simulation of TRNSYS 

and MATLAB. This performance was compared with that of the PCM system 

controlled by a conventional on/off control strategy. Furthermore, the hourly energy 

shifting performance and indoor comfort violation under both control strategies was 

evaluated to gain insights into their respective efficacy. 

6.3.1 Feasibility and cost-effectiveness of the proposed MPC strategy: 

computation time and resource analysis 

To assess the feasibility of the proposed MPC strategy, a single loop of the MPC 

implementation was conducted in the case study room. Fig 6-9 illustrates the 

computation time for each process involved in implementing the proposed MPC. 
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An example of the MATLAB command window on a PC with Intel Core i5-10300H 

2.5GHz for one control signal implementation is provided in appendix A8 Fig A9. 

The total computation time amounts to approximately 3.6 seconds, significantly 

shorter than both the prediction interval and the control interval of 30 minutes. This 

indicates that the proposed MPC is well-equipped to meet its objectives. 

A more detailed evaluation of the CPU time allows for the distinction of six 

different consumption phases. The first two phases have relatively shorter CPU 

consumption times, averaging 0.16 seconds. In these phases, the calculation process 

and online data extraction have not yet commenced, with only data from the PC's 

serial portal being read by the MATLAB engine and initialisation being performed. 

In the third phase, the calculation still hasn't started, and the entire CPU usage is 

dedicated to extracting online weather forecasts for the following hours and the day-

ahead dynamic price. This phase takes 0.28 seconds. Subsequently, after all 

preparations are completed, the MPC calculates the control signal responsible for 

the next half-hour and sends it via WiFi. These two phases last for 3.01 seconds. 

Finally, the Kalman filter efficiently corrects the current state based on the 

measured temperature feedback. 

 

Fig. 6-9 CPU used time by MATLAB for each process 

Based on the measurements, the primary CPU consumption arises from the 

calculation and implementation of the control signal based on the collected data. 

Traditionally, data storage in control systems faces limitations in capacity, 

necessitating periodic data saving and resetting [116]. However, IoT technology 

offers a solution by enabling data extraction and overwriting in each loop, with 

0s 0.17s 0.31s 0.59s 1.01s 3.6s 3.61s

Back up
Data initialisation and parameters loading
Temperature feedback
Weather data and price extraction
Control calculation
Control implementation
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online data transmission for storage and exchange. Moreover, the lightweight 

nature of the proposed control strategy prevents connection loss between elements. 

Cost is another crucial consideration for widespread adoption of IoT-based 

control systems in the building sector. Typically, intelligent control systems come 

with high capital costs due to the scale of their implementation [116]. According to 

Jáñez et al.'s study [164], the capital cost for typical information and 

communication technologies (ICT) for a single house ranges from £260 to £860, 

depending on the number of devices installed. In this study, MATLAB R2017b with 

MATLAB support package for RPi was used, Raspberry Pi 3 Model B+, a smart 

plug with RPi add-on board, and an Arduino R3 board with a MAX6675 K-Type 

thermocouple. The total cost for the system is £110, and this includes the control 

system. Notably, most available ICT options do not account for intelligent control 

systems [164]. Furthermore, proposed system easily accommodates further 

integration of smart sensors, such as humidity and atmospheric pressure, or 

additional smart elements, like microcontrollers, microSD cards, and OLED 

screens [116]. These additional components do not significantly increase the overall 

cost, making the system even more cost-effective as its complexity expands. 

6.3.2 Efficiency and cost-effectiveness of the MPC strategy 

 

Fig. 6-10 Energy performance of proposed MPC and on/off (TRNSYS) 
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To assess thermal comfort violations, cross-validation root mean square error 

(CVRMSE) was used for both the MPC and conventional on/off controller. The 

CVRMSE is 0.006 for the on/off controller and 0 for the MPC, considering the 

indoor temperature's lower bound during preheating. The passive nature of the case 

study room, with high thermal inertia, results in stable indoor temperature even 

under the on/off controller. However, the MPC strategy effectively avoids comfort 

violations by making predictions several hours ahead and preheating the room 

before the temperature drops below the setpoint. For example, on day 4 (Fig. 6-10), 

the MPC anticipates the temperature drop and turns on the heating at noon, while 

the on/off controller only activates at the setpoint temperature. This capability of 

the MPC aligns with findings from other studies [93, 104] even in lightweight 

constructions where the on/off controller exhibits significant comfort violations 

[98]. 

The proposed MPC strategy is designed as a price-responsive control approach, 

aiming to optimise energy usage by shifting consumption to low-price periods and 

avoiding peak-time energy consumption. Throughout the simulation periods, the 

average electricity price is recorded as 14.5 GBP pence/kWh. In comparison, the 

traditional on/off controller uses the average price of 14.4 GBP pence/kWh for 

room heating. The MPC controller, on the other hand, effectively reduces the 

electricity price to 13 GBP pence/kWh, saving 1.4 GBP pence/kWh in energy costs 

when compared to the on/off controller. 

The MPC demonstrates a preference for utilising relatively low-price energy, as 

illustrated in the following examples. On day 1, the MPC predicts the indoor 

response for the upcoming hours and identifies optimal turn-on hours for the 

heating system to avoid additional energy usage while maintaining indoor thermal 

comfort until the daily heat disconnecting time. Over the course of days 1 to 8, the 

MPC strategically selects morning or early afternoon periods for electricity usage, 

rather than utilising high-price electricity in the late afternoon, as the on/off 

controller does. 

The overall heating hours for the on/off controller amount to 61 hours, whereas 

the MPC controller reduces this to 51 hours. As a result, the total electricity cost for 

the on/off controller is 1284 GBP pence for the simulation periods, while the MPC 

controller reduces this cost to 1038 GBP pence. This substantial reduction in 



 138 

electricity cost confirms the successful energy-efficient performance of the 

proposed MPC strategy in this study. 

6.3.3 Comparative analysis of indoor temperature control: conventional vs. 

MPC with PCM integration 

This section presents an analysis of indoor temperature control under three 

different scenarios: conventional on/off controller, conventional MPC controller, 

PCM layers integrated in the building envelope under on/off controller, and PCM 

layers integrated in the building envelope under the proposed Model Predictive 

Control (MPC) approach. The simulations were conducted over a 20-day period, 

and the statistical room air temperature distributions for each scenario are depicted 

in Fig 6-11. The average indoor temperatures for the original setup, conventional 

MPC, PCM integration under on/off control, and PCM integration under MPC were 

found to be 21.18℃, 20.86℃, 20.99℃, and 20.81℃, respectively, with 

corresponding standard deviations of 1.19℃, 0.37℃, 1.16℃, and 0.39℃ (Fig 6-

11a).  

Notably, the proposed MPC approach demonstrated a higher level of precision 

in maintaining indoor air temperature within a narrower range compared to the two 

conventional controls. This improved thermal comfort performance can be 

attributed to the MPC's predictive optimisation capability, which effectively kept 

the room air temperature within the indoor setpoints throughout the simulation 

period, unlike the other two controls that resulted in high comfort violations (Fig 6-

11b). 

Furthermore, the cases of  MPC exhibited  lower average indoor temperatures 

than the other two scenarios. This deliberate maintenance of a lower room air 

temperature is a strategic measure to reduce electricity consumption, thereby 

minimising electricity costs as per the MPC's objective. This finding aligns with 

similar studies by Yang et al. [100]. 

The proposed MPC approach demonstrated enhanced indoor temperature control 

with narrower fluctuations and reduced comfort violations compared to 

conventional on/off controllers, even with PCM integration in the building envelope. 

The MPC's ability to optimise energy usage based on predictive models contributes 

to its enhanced thermal comfort performance and cost-efficiency. 
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Fig. 6-11  (a) Average room air temperature with error bar (b) hourly room air 

temperature for three scenarios 

6.3.4 Impact of PCM wallboard integration on energy costs and efficiency in 

building envelopes 

The integration of PCM wallboard into the building envelope has shown 

promising results in reducing electricity costs, even under conventional control 

strategies. The increased thermal energy storage capacity provided by the PCM 

layers leads to improved energy performance in lightweight buildings [165]. This 

study further confirms the significant energy savings achieved by PCM integration, 

even in passive houses (Fig. 6-12b). Moreover, by replacing the conventional on/off 
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controller with the proposed Model Predictive Control (MPC) approach, additional 

energy cost savings were realised. 

The optimised operation of energy shifting is depicted in Fig. 6-12a, comparing 

the building with PCM wallboard integrated under conventional on/off control and 

the price-responsive MPC control. Leveraging its predictive nature, the MPC 

controller strategically activates the heating system during low-price hours to meet 

room heat consumption when electricity prices are high. Fig. 6-12(a) highlights 

some preheating hours, illustrating the strong correlation between electricity prices 

and the availability of renewable energy sources in the global electricity market. 

The results indicate that the proposed MPC efficiently charges thermal energy into 

the building envelope during periods of excess power generation and disconnects 

the heating system during renewable energy shortages. This energy shifting benefit 

through preheating has also been demonstrated in the study by Golmohamadi et al. 

[166]. 
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(b) 

Fig. 6-12 (a) Heating consumption of UFH system in price responsive and non-

responsive states (b) total electricity consumed by heat pump for four cases 

It is essential to consider different transition temperatures of PCM materials, as 

they significantly impact indoor thermal comfort and thermal demand. Hysteresis 

and subcooling effects affect the energy storage and release characteristics of PCM 

materials, especially during rapid temperature changes or extreme weather 

conditions. A parametric analysis of PCMs can identify the optimal type, melting 

temperature, latent heat capacity, thickness, and configuration for specific buildings 

and climate conditions, maximising the thermal benefits and demand response 

potential of the integrated system. For instance, Jayalath et al. [23] analysed PCM 

materials with different transition temperatures in various outdoor temperature 

conditions for two climates (Sydney and Melbourne). The study found an optimal 

transition temperature of 23 degrees, which maximised indoor comfort periods in 

both climates for the same type of free-running residential building. Furthermore, 

the study highlighted those different materials offered distinct energy savings, 

depending on the preference for reducing either building heating load or cooling 

load. Similar results have been observed in other studies [165]. 

In this simulation, the PCM's transition temperature was set at 25℃, effectively 

achieving energy savings and maintaining indoor comfort during a simulation 

period with outdoor temperature variations ranging from -2℃ to 14℃, with an 

average outdoor temperature of 5.7℃. This information suggests that with the 

proposed strategy and specific PCM materials, which can vary in thickness and 

melting temperature, feasible retrofitting options such as BioPCMs [167] can be 
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explored, enabling optimal control strategies tailored to different renovation 

objectives under varying climates. 

 

Fig. 6-13 Heating system schedules under different PCM amount integration 

Subsequent to the initial integration of PCM wallboards into all four walls of the 

building, further experiments were conducted, gradually reducing PCM integration 

to three walls and eventually two walls. The outcomes of these scenarios are 

presented in Fig. 6-13. The electricity prices were categorised into three segments: 

the first 30% representing relatively low prices, the second 30% indicating medium 

prices, and the remaining 40% reflecting relatively high prices. Analysing the 

impact on energy costs, the average electricity price used for rooms with two PCM 

wallboards integration was 28.4 GBP pence/kWh, while for three PCM wallboards 

integration, it was 27.3 GBP pence/kWh, and for four PCM wallboards integration, 

it reduced to 25.8 GBP pence/kWh. It is essential to note that these average dynamic 

prices are specific to the simulation period. The average consumed electricity price 

decreased with an increase in the number of PCM wallboard integrations. 

Examining the timing of heating system switch-on (Fig. 6-13), the building with 

four PCM wallboards exhibited the lowest likelihood of consuming high-priced 

energy. This can be attributed to the higher energy storage capacity of the building 

envelope resulting from increased PCM integration. Consequently, it utilised 

low/medium electricity priced energy to charge the building construction during 

most periods with high electricity prices. These results align with findings from the 
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study by Yang et al. [100], which demonstrated that an increased PCM wallboard 

thermal storage capacity enhanced electricity cost savings for space heating systems 

due to the higher energy flexibility offered by increased PCM amounts. 

PCM integration has shown the potential to enhance the thermal performance of 

building envelopes without necessitating significant structural modifications or 

expansion. In this study, the UFH system was applied, which is inherently energy-

efficient. The addition of PCMs further improved energy performance by providing 

thermal storage capabilities. Leveraging the proposed predictive control strategy, 

energy consumption can be shifted from peak to off-peak periods by utilising the 

thermal storage capacity of PCMs within the UFH system. Overall, the integration 

of a 25mm PCM wallboard in the building envelope resulted in a remarkable 35% 

thermal energy cost reduction compared to the reference case. This indicates the 

complementary nature of these technologies and their potential synergistic effects. 

Furthermore, the findings showed that such renovations outperformed a similar 

system in previous study [98], where an additional 150mm construction in a 

lightweight building contributed to approximately 50% thermal energy cost 

reduction, and further thickness failed to yield significant cost savings. The current 

study's results emphasise not only the additional thermal energy cost savings 

achievable with PCM wallboard integration in a passive house but also the cost-

effectiveness of a narrower PCM wallboard thickness compared to traditional 

building envelope materials. Consequently, PCM wallboard integration holds 

significant promise as a crucial strategy for future building renovations. 

Future work should explore the impact of PCM wallboard integration in other 

types of buildings and in different climatic conditions to assess the generalisability 

of the findings. Also, while this study examined the effects of integrating PCM 

wallboards into all, three, and two walls, further research should investigate 

scenarios where only one wall or none of the walls is integrated with PCM 

wallboards, providing a more comprehensive understanding of its effects on energy 

consumption and cost savings. Also, a detailed cost-benefit analysis considering the 

cost of PCM wallboards and their installation would provide more realistic insights 

into the economic viability of this technology. Moreover, while the model used a 

particular type of PCM, it would be interesting to investigate the effects of different 

PCMs with various phase change temperatures, thermal conductivities, and thermal 

storage capacities. It would also be beneficial to study the long-term performance 
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and durability of PCM wallboards, including their potential degradation over time 

and the impact on energy savings. Finally, integration with other renewable energy 

sources, like solar panels, can be considered to optimise the overall building energy 

performance, making the building even more sustainable and resilient against future 

energy price fluctuations. 

6.4 Summary 

This chapter has established a novel monitoring and control framework through 

the integration of a MPC system with IoT technology. Designed to precisely 

monitor environmental conditions within buildings and subsequently relay control 

signals to the building's heating system, this system has demonstrated considerable 

promise in improving energy efficiency and cost-effectiveness. The system was 

tested through a series of simulations and practical experiments in a passive house 

standard pod at the University of Nottingham, yielding results that confirm both the 

lightweight and cost-effective nature of this intelligent control system. The 

inclusion of PCM wallboards within the building envelope was explored as an 

additional variable within the study. This model validates the viability of integrating 

the MPC system with PCM wallboards, despite the increased complexity this 

presents.The critical insights gained from results can be synthesised into the 

following key conclusions: 

• The proposed MPC system demonstrated the ability to maintain indoor 

temperature control, reacting within mere seconds to real-time temperature 

feedback.  

• The capital expenditure for implementing the MPC was found to be 

approximately half that of conventional ICT devices, presenting a cost-effective 

solution for building management.  

• The MPC system predicted temperature trends hours in advance and adjusting 

controls to avoid comfort violations.  

• Substantial cost savings were realised through the strategic use of the MPC 

system. By shifting energy usage from peak periods to off-peak periods, based on 

real-world wholesale electricity market data, a 20% reduction in electricity costs 

was achieved over an eight-day experimental period.  
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• In a scenario where conventional control systems could not maintain indoor 

thermal comfort, the proposed MPC system, integrated with PCM wallboards, 

proved to be a feasible and effective solution. Under the control of the proposed 

MPC strategy, the building integrated with PCM wallboards demonstrated 

electricity cost saving of 35%. 

The result underscores the viability of an IoT-based MPC strategy as an effective 

and innovative approach to enhancing energy efficiency and thermal comfort in 

building heating systems. This presents a compelling alternative to the traditionally 

high-cost intelligent control systems employed in the building sector. However, to 

further evolve this IoT-based MPC strategy, more research is necessitated. 

Future work should focus on broadening the scope of MPC experimentation 

across diverse types of heating systems. This line of research opens up a multitude 

of avenues, all aimed at optimising energy management systems and elevating 

building thermal comfort based on IoT technology. 

One such promising path involves exploring the integration of additional 

monitoring sensors, such as computer vision sensors. When working in harmony 

with the existing intelligent data fusion system, these could further enhance the 

overall sustainability and effectiveness of the residential smart grid. 

In addition, the application of MPC in controlling PCM wallboards reveals 

another exciting area of research. The MPC system acknowledges the storage 

features and capacities of PCM wallboards, providing a more robust approach to 

handle uncertainties in building construction, particularly when PCM is involved. 

The results suggest that the proposed MPC could be further refined or expanded 

to accommodate a wider variety of building materials. Moving forward, it is critical 

to understand the scalability of the proposed system across an extensive range of 

PCM wallboards. Each variant of PCM wallboards may pose unique challenges and 

offer distinct opportunities for energy management. Investigating these potential 

paths will undoubtedly push the boundaries of short-term energy storage (STES) in 

the building sector. Furthermore, such exploration is set to make substantial 

contributions towards the development of cost-effective and lightweight intelligent 

building energy control systems. This area of study, integrating modern control 

strategies with emerging material technology, holds the key to unlocking new levels 

of efficiency in the built environment. 
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In this study, the CPU time required for the proposed MPC implementation was 

3.6 seconds. To further minimize this duration, additional equipment and software 

may be introduced. An illustrative study [76] utilized cRIO real-time controllers 

and LabVIEW software. In this setup, LabVIEW handled the logging of sensor data 

and updating the thermostat setpoint, calculated from MPC in MATLAB. The cRIO 

real-time controllers managed data acquisition. To enable remote access, an IoT 

platform could transmit information via WiFi from the microcontroller through a 

router to the cloud [116]. LabVIEW was scheduled to invoke MATLAB at every 

control interval to execute the MPC calculation with updated sensor data and 

weather forecasts (Fig 6-14). This approach led to a more focused CPU utilization 

on MPC calculations, thereby reducing the CPU time to 0.42 seconds. However, 

the introduction of additional embedded equipment is costly, significantly higher 

than our low-cost system. 

 

 

Fig. 6-14  intelligent MPC applied on existing BMS 

7. Conclusion and future works 

7.1 Conclusion 

The present work provided a computational method and comprehensive 

experimental to assess MPC in controlling different building-integrated systems for 

thermal energy shifting and provide a low-cost design of building intelligent MPC 

control strategy.  The main conclusions of thesis are presented thereafter, 

numerically linked to the defined objective of Chapter 1:  
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1. The first part of thesis investigated the impact of building configuration and 

operation on a low-temperature heating energy storage performance. The 

configurations explored included the building thermal mass, under-floor 

heating inlet temperature, heating setpoint strategy, occupancy patterns and 

internal heat gains. A coupled modelling approach was introduced, which 

simulated a building with STES and a price responsive model predictive 

control (MPC). The model was verified/validated against numerical and 

experimental data, and good agreement was observed between the results. 

The result firstly confirmed the ability of MPC in controlling low 

temperature UFH system in both increased indoor thermal comfort and 

energy saving. Later, the scenarios analysis indicates that the MPC’s 

performance would varies under different building system characteristics. 

Mediumweight thermal mass and a medium-temperature (45\degc) under-

floor heating inlet temperature provided a higher energy shifting ability 

under a price-responsive MPC control strategy. Besides, a high tolerance 

setpoint strategy during unoccupied periods showed that a higher thermal 

energy storage performance could be achieved by the building's thermal 

mass. Finally, based on the simulated case study and conditions under future 

scenario, the result showed that higher low-price energy usage and lower 

heating energy usage could be achieved in future climate conditions.  

In the simulation of MPC controlling energy system for building with 

highly variable occupancy, the results confirmed that the MPC displays the 

capacity to accurately forecast daily occupancy patterns, subsequently 

selecting a timely initiation of the heating system prior to the arrival of 

students. The MPC is able to regulate indoor temperature in response to 

fluctuating occupant presence within the day by discerning instances of 

preheating prior to the day's peak times, thus orchestrating a consumption of 

electricity energy that primarily falls within the lower to medium price range. 

 

2. Regarding MPC controlling the integration of the building system with solar 

renewable technologies. The simulation of the capability of a building 

integrated PV system to enhance the performance of passive building energy 

storage technology showed that an increase in the energy shifting ability 

could be achieved with the addition of the solar PV system.  
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The simulation results of a price responsive MPC strategy for a solar 

thermal heating system with thermal energy storage (TES) shows that the 

implementation of MPC in managing an integrated solar hot water and under 

floor heating system demonstrated a significant reduction in energy costs, 

with savings reaching up to 50% compared to a reference case. The system 

controlled by MPC presented a 58% utilisation of low to medium-priced 

energy, a significant improvement from the conventional system, which 

showed only a 33% utilisation in the same price range. Finally, the MPC 

control strategy, paired with an active water storage system, managed to 

reduce the switch-on hours by half of the reference case. This, coupled with 

the exploitation of solar thermal storage, reduced total electricity costs 

during the simulation period by half compared to the reference case. 

The simulation results prove the viability of an integrated solar system 

with an MPC control strategy as a promising approach to enhancing the 

energy efficiency and thermal comfort of building heating systems, making 

it an attractive solution in the face of fluctuating energy prices and varying 

occupancy patterns. In another aspect, the results open numerous avenues for 

future research in the realm of optimising energy management systems and 

elevating building thermal comfort. 

 

3. The simulation of MPC controlled building with PCM wallboard integration 

was conducted through co-simulation of TRNSYS and MATLAB. The 

simulation results compared with the performance of PCM controlled by a 

conventional on/off control strategy. The hourly energy shifting performance 

along with indoor comfort violation were assessed under two control 

strategies.  

The results confirmed the proposed MPC is feasible in controlling PCM 

wallboard integrated in building envelope in the case of conventional control 

cannot maintain indoor thermal comfort. Besides, the building integrated 

with PCM wallboard could save around 35% electricity cost under proposed 

MPC control strategy.  

The development of the proposed MPC on controlling PCM wallboard 

present another promising area of the research. MPC realised the storage 

feature and capacity of PCM wallboard, which becomes a more robust 
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approach to handling uncertainties on building construction, especially for 

PCM. The result indicated the proposed MPC could be refined or expanded 

to account for a broader spectrum of building materials. 

 

4. An IoT-based MPC strategy was experimentally conducted in a case study 

pod. The proposed system was simulated in a passive pod at the University 

of Nottingham and obtained the results both from experiments and 

simulations. The measured indoor temperature of the proposed MPC and the 

simulated indoor temperature by traditional on/off control strategy simulated 

in TRNSYS was compared towards a higher energy shifting performance 

and low-price energy usage. 

The comparison between two strategies confirmed the proposed MPC is 

able to control the indoor temperature in short seconds with real-time 

temperature feedback. Besides, the capital cost for the MPC was proven to 

be half of that of usual ICT device. Overall, the proposed MPC avoid the 

indoor comfort violation by the prediction of indoor temperature in few 

hours ahead. The electricity cost saving has been confirmed for using the 

MPC through energy shifting from peak periods to off-peak periods bases on 

a real-world electricity wholesale market. The total saving reached 20% for 

eight-day experiment. 

Results prove the viability of an IoT-based MPC strategy as a promising 

approach to enhance the energy efficiency and thermal comfort of building 

heating systems, making it an attractive solution in the face of costly 

intelligent control system in building sector. 

 

7.2 Contribution to knowledge  

This thesis evaluates the impacts of occupancy, thermal mass, water temperature, 

setpoint strategy and climate change for building energy performance under MPC 

controlled UFH system. These aspects haven’t been analysed in previous studies. 

Besides, the results of this study point out the potential of energy storage by 

building thermal mass without any active storage installation. The findings help the 
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government that plan to renovate the building structure for a more efficient energy 

supply.   

Besides, advanced building-integrated solar energy systems were developed. 

The first coupled system triggers the STES storage by a proposed MPC control 

strategy, which automatically shift the high-price energy to low-price periods and 

give priority of self-supply PV electrical energy by preheating the building structure. 

The second coupled system consist of a solar hot water system and an active water 

storage tank was proposed to supply the building heating energy through floor 

heating (UFH) system. These help identify to what extent the self-supply renewable 

energy source in saving building thermal energy and energy shifting. 

There is a significant gap in the existing body of research regarding the practical, 

field implementation of MPC strategies in the building sector, particularly those 

that are cost-effective and easily deployable. This thesis addresses these research 

gaps by proposing a low-cost IoT-based MPC strategy for a heating system and 

demonstrating its effectiveness using a real-world case study in a passive house 

standard pod at the University of Nottingham, UK. 

The simulation of PCM wallboard integration under MPC control strategy 

highlights potential of PCM wallboards to enhance the energy efficiency of 

buildings, showcasing how these materials can complement intelligent control 

strategies. The results of PCM simulation and validated MPC strategy create a 

benchmark for future research on integrating smart control strategies with 

innovative construction materials to optimise building energy performance. 

7.3 Recommendation for future works 

In future works, a more comprehensive model is required to be developed and 

validated with full scale experimental data. Full integration with the grid should 

also be explored. The influence of the changing outdoor conditions on energy 

shifting and energy use price usage should be evaluated for other more types of 

buildings with different characteristics and operations. 

The validation periods for the models presented in this thesis were constrained 

by limited data availability and limited access to the facility. In future work, a more 

extensive, long-term monitoring approach will be employed to ensure the 

robustness and applicability of the proposed strategy within the built environment, 



 151 

as exemplified by [77]. Besides, Future work should focus on empirical validation 

of the integrated storage model and consider the water stratification within the 

storage tank. A more robust approach to handling uncertainties, such as solar 

radiation forecasts and occupancy profiles, could be the development of robust and 

stochastic MPC controllers. Such systems would bolster performance under 

uncertain conditions. Moreover, the economic feasibility of such an energy 

management system. Future studies should scrutinise the life-cycle costs, including 

installation, operation, and maintenance, and juxtapose them against potential 

energy savings. Real-world implementation also merits attention: conducting field 

studies and experimental validations can elucidate the practical applicability and 

efficacy of the proposed system, bringing to light potential challenges and solutions 

for practical implementation. Understanding the scalability of the proposed system 

in larger settings like office buildings, industrial complexes, or residential 

communities is paramount. Each of these different settings may present unique 

challenges and opportunities for energy management. 

The development of the proposed MPC on controlling PCM wallboard present 

another promising area of the research. MPC realised the storage feature and 

capacity of PCM wallboard, which becomes a more robust approach to handling 

uncertainties on building construction, especially for PCM. The result indicated the 

proposed MPC could be refined or expanded to account for a broader spectrum of 

building materials. In the future, understanding the scalability of the proposed 

system in wide range of PCM wallboards is paramount. Each of these different 

PCM wallboards may present unique challenges and opportunities for energy 

management. Pursuing these ideas will undoubtedly drive forward the boundaries 

of STES in building sector and contribute substantially to the development of low-

cost and lightweight intelligent building energy control system.  

For comprehensive development of the IoT-based MPC strategy, additional 

research in necessitated. Future work should focus on expend the experiment MPC 

on vary types of heating system and consider an inferring method for weather 

prediction from real-time measured weather data. The results open numerous 

avenues for future research in the realm of optimising energy management systems 

and elevating building thermal comfort bases on IoT technology. One such 

opportunity lies in the exploration of integrating additional monitoring sensors, e.g., 

computer vision sensors. Working synergistically with the existing intelligent data 
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fusion system, these could further bolster the overall sustainability of the residential 

smart grid.  

Furthermore, an intelligent feedback control not only bases on real-time indoor 

temperature, but also comfort-based conditions of occupancy is expected to develop. 

The initial study conducted was confirmed that the real-time comfort information 

collection contributes to a significant amount of thermal energy saving. The study 

was showed in appendix B. 
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Appendix A 

A1. Weather data collection 

 
Fig A1. Local weather condition for three days 

A2. TRNSYS model of original pod system 

 

Fig A2. TRNSYS simulation of the test pod 
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A3. Properties of PCM wallboard  

Table A1. Physical properties of PEG 600 [141] 

Molar mass  570-630 (g mol-1) 

Density at 20 ℃  1128 (kg m-3) 

Melting temperature  21-25 (℃) 

Liquid specific heat capacity  2490 (J kg-1 K-1) 

Latent heat of fusion  148 (kJ kg-1) 

 

Fig A3. Effective specific heat capacity against temperature 
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A4. TRNSYS model for PCM system  

 

Fig A4. Co-simulation of MATLAB and TRNSYS of pod with PCM wallboards 

A5. External view and wall layer of the test cell of validated case study   

 

 

  
             (c) 

Fig A5. Cross-section of the wallboards: (a) test-cell without PCM and (b) test-cell 

with PCM and (c) exterior view of test-cell [141] 
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The validation process involved comparing the simulated indoor temperature 

from TRNSYS with the experimental results obtained in the study conducted by 

Ahmad et al. [141]. For the case study, a test-cell (depicted in Fig A5) was utilised, 

featuring one glazed wall facing south and other surfaces constructed with fibre 

cement, plywood, and vacuum insulation panels (VIPs). To enhance the building's 

thermal performance, polyethylene glycol 600 (PCM) layers were incorporated into 

the five opaque surfaces. The location of the test-cell was in Grenoble, France. The 

study of Ahmad et al. [141] provided comprehensive details of the materials used, 

weather data, and PCM layers, which were incorporated into the TRNSYS 

simulation.  

The simulation was conducted over a four-day period, spanning from the 18th to 

the 21st of September. The results from the simulations without PCM layers 

demonstrated that the indoor temperature of the test-cell could reach as high as 60°C 

during noon due to substantial solar radiation (Fig A6a). However, in the evening, 

the indoor temperature drastically dropped to below 15°C (Fig A6b). In contrast, 

when PCM layers were integrated into the test-cell, the amplitude of indoor 

temperature fluctuations became smaller, ranging from 20°C to 45°C, which 

verified the heat storage capacity of the PCM walls. The comparison between the 

simulated indoor temperatures by TRNSYS and the experimental data for both 

scenarios, with and without PCM layers, revealed good agreement. The root mean 

square errors (RMSE) were computed to be 1.73°C and 1.53°C for the respective 

cases, indicating a relatively small discrepancy between the simulated and 

experimental indoor temperatures. This validation process confirms the accuracy of 

the TRNSYS simulation in predicting the indoor temperature behavior with and 

without PCM layers in the test-cell. 
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(a) 

 

(b) 

Fig A6. Indoor temperature (a) without PCM (b) with PCM 

A6. RC representation of the room and governing equations  

 

 

Fig A7. RC model of pod with radiators 
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Fig A8.  room RC model with PCM wallboard and UFH system 
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A8. An example of MATLAB command window during MPC implementation 

 

  

 

Fig A9. An example in MATLAB command window 
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Appendix B 

Real-time clothing insulation level prediction based on model transfer learning and 

computer vision for PMV-based heating system optimisation through piecewise 

linearisation 

 

Abstract 

Achieving a balance between energy efficiency and thermal comfort is a pivotal aspect of 

sustainable building design. Traditional control methods typically maintain indoor air 

temperature within predetermined limits, disregarding variable factors like occupancy 

activity and clothing levels, which significantly influence thermal comfort perception. 

Conversely, comfort-based control strategies present an opportunity to automate heating 

systems, dynamically responding to variations in thermal comfort. To achieve this, real-

time information on activity levels and clothing insulation (and its adjustment) is 

indispensable for accurate estimation of thermal comfort. In this study, we explore the 

potential of a novel detection approach capable of predicting clothing insulation in real-

time and utilising this information to optimise the operation of building energy systems. 

By doing so, the proposed method facilitates the delivery of indoor conditions tailored to 

individual user requirements, effectively reducing energy wastage and promoting 

sustainability. The development of a 2stage computer vision-based framework for 

occupancy detection and clothing insulation prediction forms the core of this approach. 

Leveraging deep learning network algorithms, this framework successfully performs 

detection and recognition tasks, even with limited training data, enabling real-time 

predictions of both light and heavy clothing. To address the nonlinearity of traditional 

predicted mean vote (PMV) models, we applied a piecewise linearisation approach to our 

PMV-based optimal control strategy. Through initial experimental field tests conducted in 

a case study university building, we evaluate the detection method's performance. The 

results demonstrate the framework's proficiency in predicting clothing insulation levels and 

generating real-time profiles. We further analyse the impact of our proposed approach on 

thermal comfort and energy performance through scenario-based modeling and simulations. 

The initial results showcase the potential of integrating our method with PMV-based 

controls to enhance thermal comfort and overcome the limitations of pre-defined schedules. 

However, while our study highlights the feasibility of predicting clothing insulation levels 

for multiple occupants engaged in diverse indoor activities, we acknowledge the need for 

further refinement to enhance detection accuracy and seamless integration with building 

energy systems. 
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Keywords: Artificial intelligence; building energy; computer vision; clothing insulation; 

real-time comfort-based control 

Highlights 

• YOLO & GoogLeNet algorithms ensure accurate occupant clothing insulation prediction. 

• Case study validates successful detection in a lecture room in university building. 

• Detection approach successfully handles multiple occupants' clothing variations during 

different activities. 

• Scenario-based simulations demonstrate energy savings and optimise thermal comfort. 

• Lightweight CPU usage and fast response times ensure practical implementation. 
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Nomenclature 

Symbols  

𝑡�̅� mean radiant temperature (℃) 

𝑓𝑐𝑙  clothing surface area factor 

ℎ𝑐 convective heat transfer coefficient (W/
(m2 ∙ 𝐾)) 

ℎ𝑟 relative humidity (%) 

𝐼𝑐𝑙 clothing insulation   (𝑚2 ∙ 𝐾 ∙ 𝑊−1) 

𝑃𝑎 water vapour partial pressure (pa) 

𝑡𝑎 air temperature (℃) 

𝑡𝑐𝑙  clothing surface temperature (℃) 

𝑣𝑎𝑟 air velocity (m/s) 

𝑎 slope 

𝑏 intercept 

𝐼 segments of clothing surface temperature 

𝐽 segments of indoor temperature 

𝑘 time step 

𝐿 segments of mean radiant temperature 

𝑀  metabolic rate (W/m2) 

𝑊 effective mechanical power (W/m2) 

𝑧 integer variable 

Abbreviations 

AI artificial intelligence 

BES building energy simulation 

CNN convolutional neural network 

HVAC heating, ventilation and air conditioning 

MPC model predictive control 

PMV predict mean vote 

Subscripts  

abs absolute value 

cl clothing surface temperature 

ta  indoor air temperature  

tr mean radiant temperature 
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1. Introduction 

The building sector constitutes a significant share of worldwide energy consumption, 

accounting for nearly 40% of the total global usage [1]. Accordingly, this sector holds 

immense potential for mitigating environmental harm through emission reduction. Among 

the multiple energy-consuming components within a building, the heating, ventilation, and 

air conditioning (HVAC) system stands out due to its substantial energy footprint [2]. 

However, this also highlights the HVAC system's opportunity for achieving remarkable 

energy and cost savings. Given that people reportedly spend nearly 90% of their time 

indoors [3], an HVAC system must be designed and operated to ensure not only 

comfortable but also healthy living conditions. Therefore, energy-efficient building design 

necessitates a balance between energy conservation and thermal comfort [4]. 

Existing literature reveals numerous studies that have devised various concepts and 

strategies for optimising HVAC control, with the dual objective of enhancing energy 

efficiency and comfort [5]. Recent innovative strategies include model predictive control 

(MPC), adaptive, demand-driven, and comfort-based control strategies that leverage 

artificial intelligence (AI). The present study places particular emphasis on the comfort-

based control strategy, an approach that seeks to resolve the requirements of energy 

efficiency and thermal comfort [6]. 

In traditional HVAC control methods, the air temperature is maintained within 

predetermined limits to deliver heating and/or cooling [7]. However, this approach of 

maintaining a constant indoor air temperature does not necessarily guarantee occupant 

comfort, given that it does not take into account the dynamic nature of factors like 

occupancy activity levels and internal heat gains, which can significantly affect comfort 

perception. While air temperature undeniably affects thermal comfort, factors such as 

humidity, air velocity, radiant temperature, activity, and clothing level are equally 

important to consider [8]. Consequently, a comfort-based control strategy seeks to 

automate the HVAC system to adjust in real-time according to variations in thermal 

comfort levels [9]. 

Multiple types of comfort-based control strategies have been developed, with the most 

commonly used being the Predict Mean Vote (PMV)-based control [12]. This control 

strategy dynamically adjusts indoor air temperature or humidity levels to maintain the PMV 

value [13]. It requires measuring occupants' comfort levels in a controlled space to facilitate 

the necessary adjustments. If these variables could be accurately measured in real time, it 

would allow for dynamic control that enhances both energy efficiency and indoor thermal 

comfort [1, 14]. However, current sensor technologies cannot measure personal factors, 

such as activity and clothing levels, which are complex variables determined by the 
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exchange of heat between the human body and its surroundings [15]. Given the substantial 

influence of clothing on comfort levels, and how adjusting clothing directly affects the heat 

balance [12], there is a need for an innovative method to measure and determine real-time 

activity levels and clothing insulation values for PMV determination in comfort-based 

controls. 

A promising approach involves a vision-based detection method, as illustrated in Fig 1. 

The study will first conduct a comprehensive review of existing clothing insulation 

measurement methods and examine their real-time feasibility for PMV-based HVAC 

control. Following this, we will introduce and evaluate a real-time clothing insulation 

prediction method for comfort-based demand-driven system control. This method employs 

a computer vision and deep learning algorithms to perform detection and recognition tasks 

using a camera. Initial field tests in a university building case study will be conducted to 

assess the performance of the proposed detection method.  

 

Fig. 1 A method for detecting and recognising clothing levels for indoor thermal 

environment control. 

1.1 Novelty, research gaps and aims and objectives 

Real-time and comprehensive occupancy information has been recognised as valuable in 

optimising HVAC, lighting, and building zone usage through demand-driven control and 

occupant-centric strategies [7]. Detection of occupancy-related data, including count, 

position, and behaviour/activity, can be achieved using various measurement techniques 

and sensor systems, as detailed in previous research [16]. Recently, vision-based strategies 

have gained significant interest due to advances in deep learning, particularly convolutional 

neural network (CNN) algorithms, and increased computational capabilities. 
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Computer vision methods have been increasingly utilised for occupancy detection tasks, 

successfully counting occupants in buildings [17]. However, the majority of studies in this 

area have primarily focused on algorithm performance, exploring methods to enhance 

detection accuracy and computational efficiency. Yet, there is a noticeable gap in research 

regarding the potential of such approaches to improve building performance [7, 18], 

specifically in terms of energy demand and thermal comfort. In previous investigations [7, 

18], vision-based methods were applied to estimate indoor heat emissions generated by 

occupants during various activities and from equipment like computers. The obtained 

information can be leveraged to adjust the operation of heating and cooling systems, aiming 

to minimise unnecessary energy consumption. Furthermore, current studies often resort to 

simple approximate PMV models or logical algorithms for PMV-based control, finely 

tuning control parameters to minimise the absolute value of the PMV value [19]. This is 

due to the high nonlinearity of the PMV model, which presents challenges in solving for 

the optimal setpoint indoor temperature. 

In this study, a real-time sequential order method for detecting clothing insulation was 

developed, serving as input data for PMV-based HVAC control (Fig 1). Additionally, the 

occupant's real-time activity level, another vital factor for PMV estimation, can also be 

predicted using the same approach [7]. This approach holds the potential to detect various 

objects and activities within a specific region or zone of the building, offering support for 

building services such as window operation and fire detection [20]. Furthermore, the 

proposed method presents an alternative to employing multiple individual sensors or 

reducing the overall number of sensors required in a building to monitor these parameters. 

Despite the availability of vision-based strategies for clothing level prediction, there is a 

scarcity of research focusing on its integration with control systems and its impact on 

building performance. To gain a comprehensive understanding of its capabilities, the 

application of this approach in real buildings is essential. Moreover, it is crucial to explore 

specific implementations in spaces accommodating multiple occupants, such as classrooms, 

libraries, malls, and recreational areas, to assess its effectiveness in diverse environments. 

2. Literature review 

This section provides a comprehensive review of PMV-based control strategies and 

clothing insulation measurements. The Predicted Mean Vote (PMV) is a critical parameter 

estimating the average thermal perception votes deemed acceptable by indoor occupants. 

A PMV value of 0 indicates a thermal neutral state, where the body's heat production equals 

the heat loss to the environment. Consequently, each indoor space has an optimal operating 

temperature corresponding to PMV=0, contingent on the occupants' clothing insulation and 

other pertinent parameters [24]. Notably, changes in clothing insulation, such as the 
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addition or removal of a garment, necessitate adjustments in the optimum indoor 

temperature to ensure occupants' thermal comfort while keeping other parameters constant 

[25, 26]. In PMV-based control, the room setpoint, including air temperature and humidity, 

is dynamically adjusted to achieve neutral thermal conditions, accounting for real-time 

environmental conditions and occupants' clothing and activity levels [9, 13, 14, 27-29]. 

Consequently, the HVAC system operates only when necessary, leading to energy savings 

[18]. Fine-grained PMV-based HVAC control has demonstrated its potential to reduce 

energy consumption while enhancing comfort levels [28]. However, most existing studies 

have employed a constant clothing insulation value in the PMV-based control strategy [9, 

27, 28]. A more realistic approach was adopted by Freire et al. [13], considering different 

clothing indexes for day-time (0.66 clo) and night-time (0.45 clo), which accounts for 

clothing adjustments throughout the day. 

Similarly, Zampetti et al. [27] adopted a pre-defined clothing insulation value in their 

PMV-based control, adhering to international standards [30] and considering the occupants' 

clothing during their experiments. Zhang et al. [31], on the other hand, proposed a dynamic 

control approach that adjusts the supply air conditions to meet thermal comfort 

requirements. Their model also relied on the PMV equation, assuming summer clothing 

and sedentary activity levels. Notably, previous studies have often employed pre-defined 

or precalculated values for clothing insulation, with some utilising dynamic models to 

predict clothing insulation based on specific parameters like outdoor and indoor 

temperatures [32]. However, real-time clothing measurements were not considered in these 

studies, creating a gap that motivates the development of real-time clothing prediction in 

this research, to be combined with the initial occupancy activity approach. A previous study 

[5] emphasised the sensitivity of energy consumption in comfort-controlled spaces to 

personal factors such as clothing insulation and activity level. 

The thermal balance condition relies on calculating the clothing insulation, where the 

internal heat production in the body equals the heat loss to the environment. Clothing and 

boundary air insulation act as thermal resistances, preventing heat loss from the body, and 

the clothing thermal insulation is expressed in clo units (where 1 clo = 0.155 m2 K/W). As 

mentioned earlier, the amount of clothing significantly impacts comfort levels, but 

adjusting clothing is another crucial factor directly affecting the heat balance [12]. 

Therefore, it is imperative to develop methods for determining real-time clothing insulation 

(and its adjustment) for accurate PMV estimation in comfort-based controls. The literature 

presents various approaches to assess clothing insulation, including the use of thermal 

manikins, field testing, and dynamic clothing insulation measurements. 

Next, we evaluate pertinent studies and assess their suitability and feasibility for real-time 

comfort-based controls. Huang [33] employed heated manikins to calculate clothing's 
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thermal insulation using serial and global methods. It was observed that the serial method 

tends to yield higher insulation values than the global method, and the discrepancy depends 

on the local insulation's degree of homogeneity, a finding also corroborated by Kuklane et 

al. [34]. Similarly, Lee et al. [25] expanded their clothing testing to encompass 150 

garments and 38 ensembles, covering both daily (garments) and seasonal (ensembles) 

clothing. For all tested clothing, the serial method resulted in higher insulation values than 

the global method. These studies underscore the complexity of clothing insulation 

measurement and the significance of the employed method, which can lead to 

overestimation or underestimation of insulation levels. Notably, these measurements were 

conducted in laboratory settings under controlled conditions to ensure simplicity and 

repeatability. Various validations against field trials conducted by several studies [25] 

revealed that the results were consistently lower than those obtained from human subjects 

for all seasonal ensembles. Although real-time measurements in practice will be based on 

actual human subjects, it is crucial to acknowledge that the clothing insulation data utilised 

in the prediction may originate from laboratory tests. Hence, when employing thermal 

manikin insulation values in practical scenarios, it is essential to match the surrounding 

conditions and clothing microclimate as closely as possible, necessitating the use of 

correction factors. 

Advancements in image-recognition techniques have enabled the possibility of real-time 

estimation of clothing insulation using cameras. Li [35] proposed a computer vision model 

pre-trained with images and utilised the ASHRAE handbook to derive insulation values, 

offering a sensitive approach capable of capturing indoor occupants' clothing adjustments, 

making it suitable for integration with a PMV-based control strategy. Moreover, the vast 

repository of existing clothing insulation datasets (e.g., ISO 9920, ISO 7730, and ASHRAE 

55) provides ample training values encompassing both daily and seasonal wear. Other 

studies have also developed real-time clothing insulation measurement methods that allow 

direct estimation without prior training. For instance, Lee et al. [36] employed a one-node 

thermoregulatory model to predict real-time clothing insulation levels, employing an 

infrared camera to obtain face and clothing temperatures alongside other environmental 

parameters like air temperature and mean radiant temperature. Lu and Hameen [37] 

adopted a similar model in their study to predict clothing insulation and compared it with 

values from ASHRAE 55 [8]. The results indicated that the estimated clothing insulation 

values were consistently smaller than 0.1 clo for all tested garments, aligning with 

ASHRAE data. It is worth noting that the one-node model used only an area-weighted 

average temperature for the calculation, which could be further enhanced by implementing 

a multi-node model, utilising all measured temperature nodes to refine clothing insulation 

determination. This emerging image-based approach presents promising prospects for real-
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time clothing insulation estimation, advancing our capabilities in comfort-based control 

strategies for enhanced indoor thermal comfort and energy efficiency. 

In their study, Liu et al. [38] presented a clothing insulation detection method that integrates 

a thermal camera and a vision-based approach. This novel method enabled the recognition 

of various garment types and fine distinctions in clothing insulation levels, such as 

distinguishing between cloth zipped or unzipped, sleeves rolled up or down, and different 

activities. Consequently, the proposed PMV-based control strategy can adjust HVAC 

operations in response to even small changes in people's clothing insulation levels. 

However, the evaluation of this control strategy was not conducted in their study. On the 

other hand, Miura et al. [39] proposed a more advanced approach, employing a robot 

equipped with patrolling, monitoring, and sensing technology. With the automatic 

measurement of skin and clothing temperatures, this method calculated clothing insulation 

and PMV values for different individuals, taking into account personal variations in thermal 

sensation. It is evident that the thermoregulatory model demonstrated excellent 

performance in real-time clothing insulation estimation. Nonetheless, this method requires 

an infrared camera, which can be costly, particularly when implemented on a large scale or 

in numerous building spaces. These studies showcase promising advancements in real-time 

clothing insulation estimation, providing valuable insights into potential applications for 

PMV-based control and building energy optimisation. However, further research and 

evaluation are necessary to fully understand the practicality and cost-effectiveness of these 

approaches in real-world scenarios. 

2.1 Literature gap 

The discussions reveal several critical research gaps that warrant further investigation. First, 

the accuracy and reliability of real-time clothing insulation estimation using image-

recognition techniques and thermoregulatory models need thorough evaluation under 

diverse real-world conditions.  

The majority of studies in this domain have primarily concentrated on assessing the 

algorithm's performance, exploring various techniques to improve detection accuracy or 

computational efficiency. While these efforts are valuable, there appears to be a scarcity of 

research on investigating the actual impact of these approaches on building performance, 

particularly in terms of energy demand and thermal comfort.  

Additionally, the integration of such estimates into comfort-based control strategies, 

requires comprehensive assessment through field tests in real buildings with varied 

occupants, activities, clothing types and usage scenarios. The use of thermal cameras and 

advanced sensing technologies in real-time clothing insulation estimation may pose cost 

challenges, especially for large-scale implementation in multiple building spaces. Future 
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research should explore cost-effective alternatives and assess the scalability of these 

approaches for widespread adoption in different building types and sizes. While the use of 

thermal manikins and models provides valuable insights, it is crucial to validate the 

accuracy and reliability of real-time clothing insulation estimation against data obtained 

directly from human subjects. 

Furthermore, it is crucial to explore specific implementations of real-time clothing 

insulation estimation and comfort-based control strategies in spaces with multiple 

occupancies, such as classrooms, libraries, malls, and recreational areas. These 

environments often exhibit diverse thermal comfort requirements due to varying occupant 

activities and clothing levels. Investigating the feasibility and effectiveness of the proposed 

approaches in such spaces can provide valuable insights into their practicality and 

adaptability in real-world scenarios. Evaluating the applicability of these approaches across 

different building types, climates, and geographical regions is essential.  

3. Method 

In this study, we aim to develop a real-time clothing insulation detection and prediction 

approach for controlling building energy systems, as illustrated in Fig 1. By utilising a 

Convolutional Neural Network (CNN) model deployed on a camera, the detector can gather 

valuable information on both occupancy and clothing insulation within a building zone. 

Subsequently, this information can be leveraged to optimise the operations of the heating 

and cooling system, with the overarching goal of achieving a comfortable indoor 

environment while minimising energy demand. To demonstrate the effectiveness of this 

approach, we implement the detector in a lecture room within a university building. We 

then employ Building Energy Simulation (BES), scenario-based modeling, and simulations 

to assess the potential impact of the proposed approach on the thermal comfort and energy 

performance of the building. The development and application of the proposed detection 

method are comprehensively discussed in the following sub-sections. 

3.1 Development of deep-vision-based CLO estimation method  

The adoption of deep learning methods for vision-based solutions in building applications 

has seen a notable increase. These methods have been specifically tailored to enhance the 

design and operation of building HVAC systems, with a focus on improving indoor air 

quality and thermal conditions. They have demonstrated applicability in diverse areas, 

including damage detection, fault diagnosis [40], occupancy activity recognition [41], and 

identification of windows and equipment [42]. Such studies underscore the potential of 

deep learning-based approaches in addressing various building challenges. Building on 

prior research [7], this study presents a vision-based approach for predicting clothing 

insulation, intending to incorporate it into PMV-based demand-driven HVAC control. The 



 170 

initial phase of the proposed framework involved selecting and training an appropriate deep 

learning model to enable the detection and recognition of different clothing levels within 

buildings. For this study, two response categories were chosen to represent 'light' and 

'heavy' clothing. The training dataset was compiled considering daily wear during winter 

(as shown in Table 1), with clothing insulation averages derived from specific types, 

including socks and shoes, as per ISO 9920 measurements under static conditions [30]. 

Table 1. Ensembles defined in this study 

Ensembles Average mass (g) Average 𝑰𝒄𝒍  (𝒄𝒍𝒐) Average 𝑰𝒄𝒍 (𝒎
𝟐 ∙

𝑲 ∙𝑾−𝟏) 

Long-sleeve shirt, T-

shirt, trousers 

953 0.70 0.11 

Sweater, trousers 1384 1.00 0.155 

Cold protective clothing 

with jacket, trousers 

3126 2.57 0.40 

 

The term "light" in this context denotes a clothing insulation level ranging from 0.7 to 1.0 

clo, with the mass of such clothing varying between 900 to 1400 grams. Conversely, 

"heavy" refers to a situation where the clothing insulation level is approximately 2.5 clo, 

and the mass of the ensembles is around 3000 grams. To create a comprehensive dataset 

for each category, a total of 500 images were collected from the open-source deepfashion 

dataset [43], with 30% of the images reserved for model validation. Fig 2 shows the 

examples for training dataset. Subsequently, the selected images were appropriately labeled, 

setting the stage for the development and configuration of the training process for the 

clothing detector. The subsequent sections of this study provide a detailed account of the 

clothing detector's development. 

    

heavy 
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Fig. 2 Training dataset example [43]. 

 

3.1.1 Training for clothing detector 

In this study, MATLAB [44] served as the training platform, utilising the Deep Learning 

ToolboxTM, Computer Vision ToolboxTM, and Parallel Computing ToolboxTM for 

MATLAB. The training process was conducted on a PC equipped with an NVDIA GeForce 

3080Ti Super graphics processor. To fine-tune the model for the specific task of clothing 

insulation prediction, GoogLeNet [45] was selected due to its ability to learn rich feature 

representations across a wide range of images. In comparison, three widely used pre-trained 

classifiers: ResNet [46], VGG19 [47], and SqueezeNet [48] were used to discover the 

feature extraction in clothing insulation detection. The training result of GoogleNet was 

showed in Fig 7. The training results for other three networks were showed in Figure A5-

B7 in section B5.  

Transfer learning was employed, involving the replacement of the last learnable layer and 

the classification layer in pre-trained networks with new layers adapted to the dataset at 

hand. The learning rate for the new learnable layer was set at 10, while the initial learning 

rate was adjusted to 0.0003. This approach allowed for efficient feature learning in the 

newly replaced layers while retaining the valuable features from the early pre-trained layers. 

Furthermore, the classification layer was replaced to accommodate the two new classes 

relevant to the study. Prior to training, the training images underwent pre-processing using 

the "imageDataAugmenter" function in MATLAB. Subsequently, transfer learning was 

carried out through the "trainNetwork" function. For real-time detection, YOLO [49], a 

pre-trained occupant detector, was implemented to identify and crop the regions occupied 

by individuals, which were then passed for clothing level classification (as depicted in Fig 

3). The resulting clothing insulation levels for each occupant were recorded for further 

analysis. 

light 
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Fig. 3. 2 stage clothing insulation detection method 

3.1.2 Case study building and room 

In order to demonstrate the effectiveness of the proposed approach, the clothing insulation 

detector was implemented in a lecture room situated within one of the buildings at the 

University of Nottingham's main Uni Park campus, as depicted in Fig 4a. This building 

primarily serves as a teaching facility for architecture and engineering students, featuring 

various spaces for lectures, seminars, laboratories, and a café. The lecture room chosen for 

testing can accommodate 30-40 students and is also used as a workspace during non-lecture 

hours, leading to varying occupancy levels throughout the day. Heating is provided by four 

large radiators within the space. The room, located on the first floor, has dimensions of 

36.62m2 in area and a height of 3.52m. For the detection process, a camera with a 1080p 

resolution and wide-angle view was fixed on the ceiling, opposite to the side where 

detection was conducted (Fig 4b). Video of test 1 was recorded for evaluating proposed 

detector for multiple person targets. Video of test 2 was recorded for evaluating the 

proposed detector for clothing level changes targets. Besides, for test 1, humidity was 

collected by AWAIR [50], indoor temperature was measured by K-thermocouple [51], 

mean radiant temperature was estimated by taking average values of wall temperatures 

measured with IR temperature sensor [52, 53]. Those data were collected to validate 

estimated PMV value with real thermal sensation of indoor occupancy.  
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It is important to note that no images or videos were recorded during the detection process 

in practice. Instead, the detector solely generated profiles required for the prediction of 

comfort levels, ensuring privacy and data protection. To assess the performance of the 

vision-based clothing insulation detector, a series of tests were conducted. These tests 

included scenarios with multiple occupants staying in the lecture room and scenarios 

involving sudden changes in clothing insulation levels (i.e., taking on or off coats). Videos 

of the two scenarios were recorded, and the results can be viewed in video 1 and video 2, 

with a detailed discussion provided in Section 3. These tests served to evaluate the 

detector's capability in real-world conditions, validating its potential for accurately 

predicting clothing insulation. 

 

 

 

(a) 
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(b) 

Fig. 4 (a) The case study Marmont lecture room at the University of Nottingham. 

(b) camera views 

3.2 PMV-based control strategy simulation 

The evaluation of the effect of clothing level detection and prediction on indoor thermal 

comfort and building energy performance was performed through the utilisation of 

TRNSYS software. A room model was constructed in TRNSYS by incorporating detailed 

material and construction information, as provided in Section B1. The lecture room under 

study is equipped with a central heating system comprising a boiler and radiators. The 

boiler supplies hot water to the radiators via a pipeline, and heating is typically required 

during colder months (October to May). The operational temperature setpoint for the space 

was set to 22 ℃ with a 2 ℃ band. To simulate real-world conditions, a one-week schedule 

of students attending classes during the autumn semester was collected for the case study 

lecture room. The lecture room is designed to accommodate up to 38 students, and their 

arrival and departure times were found to be highly variable (as depicted in Fig 5). 

Additionally, the intermittent usage of equipment and lighting, which contributes to 

internal heat gains, was also considered and detailed in Section B1. 

 

Fig. 5 Occupancy level for a typical week in the Marmont lecture room 
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The proposed PMV-based heating control strategy was evaluated through simulation of a 

building model, where the percentage of clothing insulation was varied from heavy to light, 

and the optimal heating system setpoint was calculated based on an average indoor clothing 

insulation level (as depicted in Fig 6). During the cold season, occupants entered the room 

wearing heavy clothing in the morning and gradually removed coats or insulated layers as 

time passed. To assess the performance of the control strategy, three scenarios were 

simulated: 10% of occupants still wearing heavy clothing, 20% with heavy clothing, and 

30% with heavy clothing. These scenarios were then compared with the conventional 

constant setpoint strategy (i.e., 22℃). To achieve a fully real-time feedback PMV-based 

control strategy, MATLAB was integrated with TRNSYS. In each time step, the control 

strategy was calculated in MATLAB using information from TRNSYS, which included 

current clothing insulation levels, indoor humidity, and mean radiant temperature, all 

required for PMV calculation. Further details regarding the PMV model can be found in 

Section 3.21. Additionally, our study incorporates a control algorithm that reduces the 

indoor temperature setpoint to 16 degrees when the algorithm detects that there are no 

occupants present in the room. This ensures an energy-efficient operation of the heating 

system during periods of unoccupancy. 

 

Fig. 6 Simulation scenarios for the evaluation of the PMV-based heating control 

strategy 
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3.2.1 Piecewise linearisation PMV and control algorithm  

In this paper, we adopted the widely recognised Fanger's Predicted Mean Vote (PMV) 

model for real-time indoor comfort estimation [24]. The PMV model provides a thermal 

sensation index on a seven-point scale ranging from -3 (cold sensation) to +3 (hot sensation) 

and is determined by six environmental variables (indoor air temperature 𝑡𝑎, mean radiant 

temperature 𝑡𝑟, relative humidity ℎr and air velocity 𝑣𝑎𝑟), as well as two physical factors 

related to occupants, namely their clothing level and metabolic rate. The mathematical 

expression for PMV is given as follows:   

𝑃𝑀𝑉 = [0.303 ∙ exp(−0.036 ∙ 𝑀) + 0.028] ∙

{

(𝑀 −𝑊) − 3.05 ∙ 10−3 ∙ [5733 − 6.99 ∙ (𝑀 −𝑊)− 𝑃𝑎] − 0.42[(𝑀 −𝑊)− 58.15]

−1.7 ∙ 10−5 ∙ 𝑀 ∙ (5867 − 𝑃𝑎) − 0.0014 ∙ 𝑀 ∙ (34 − 𝑡𝑎)

−3.96 ∙ 10−8 ∙ 𝑓𝑐𝑙 ∙ [(𝑡𝑐𝑙 + 273)
4 − (𝑡�̅� + 273)

4] − 𝑓𝑐𝑙 ∙ ℎ𝑐 ∙ (𝑡𝑐𝑙 − 𝑡𝑎)

}
 

(1) 

  

𝑡𝑐𝑙 = 35.7 − 0.028 ∙ (𝑀 −𝑊)− 𝐼𝑐𝑙 ∙ {3.96 ∙ 10
−8 ∙ 𝑓𝑐𝑙

∙ [(𝑡𝑐𝑙 + 273)
4 − (𝑡�̅� + 273)

4] + 𝑓𝑐𝑙 ∙ ℎ𝑐 ∙ (𝑡𝑐𝑙 − 𝑡𝑎)} 

(2) 

  

ℎ𝑐 = {
2.38 ∙ |𝑡𝑐𝑙 − 𝑡𝑎|

0.25 𝑓𝑜𝑟 2.38 ∙ |𝑡𝑐𝑙 − 𝑡𝑎|
0.25 > 12.1√𝑣𝑎𝑟

12.1 ∙ √𝑣𝑎𝑟  𝑓𝑜𝑟 2.38 ∙ |𝑡𝑐𝑙 − 𝑡𝑎|
0.25 < 12.1√𝑣𝑎𝑟

 
(3) 

  

𝑓𝑐𝑙 = {
1.00 + 1.290𝐼𝑐𝑙      𝑓𝑜𝑟 𝐼𝑐𝑙 ≤ 0.078 𝑚2 ∙ 𝐾/𝑊

1.05 + 0.645𝐼𝑐𝑙      𝑓𝑜𝑟 𝐼𝑐𝑙 > 0.078 𝑚2 ∙ 𝐾/𝑊
 

(4) 

  

𝑃𝑎 = ℎ𝑟 ∙ 6.1094 ∙ 𝑒𝑥𝑝[(17.625 ∙ 𝑡𝑎)/(𝑡𝑎 + 243.04)] (5) 

Where, 𝑀 is the metabolic rate, 𝑊 is the effective mechanical power, 𝐼𝑐𝑙 is the clothing 

insulation, 𝑓𝑐𝑙  is the clothing surface area factor, 𝑡𝑎 is the air temperature, 𝑡�̅� is the mean 

radiant temperature, 𝑣𝑎𝑟 is the air velocity, 𝑃𝑎 is the water vapour partial pressure, ℎ𝑐 is the 

convective heat transfer coefficient and 𝑡𝑐𝑙  is the clothing surface temperature. To evaluate 

the practicality of Fanger's model, we conducted a thermal sensation questionnaire 

involving the individuals during the tests, comparing the calculated sensation votes from 

Fanger's model with the participants' actual thermal sensations. The detailed verification 

process is elaborated in Section B2. The results demonstrated that Fanger's model 

effectively predicted the occupants' real thermal sensations. However, the complexity 

arising from the nonlinearity of Fanger's model has hindered its practical applicability, 

particularly in the context of building energy optimisation control. To address this issue, 

our study proposes a piecewise linearisation technique [10] of Fanger's model and 

incorporates it into our PMV-based feedback control system. This approach aims to 
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enhance the practicality and usability of Fanger's model in real-world applications, 

particularly in the context of building energy management and control. 

To address the nonlinearity of equations (1), (2), and (5), a method is proposed to divide 

the ranges of indoor air temperature, mean radiant temperature, and clothing surface 

temperature into segments, denoted as I, L, and J, respectively. This division allows for the 

introduction of slopes (a), intercepts (b), and an integer variable (z), which facilitate the 

approximation of the nonlinear terms in equations (1), (2), and (5) to linear forms: 

(𝑡𝑐𝑙 + 273)
4 − (𝑡�̅� + 273)

4

=∑(𝑎𝑐𝑙,𝑖 ∙ 𝑡𝑐𝑙,𝑖 + 𝑏𝑐𝑙,𝑖 ∙ 𝑧𝑐𝑙,𝑖)

𝐼

𝑖=1

−∑(𝑎𝑡𝑟,𝑙 ∙ 𝑡𝑡𝑟,𝑙 + 𝑏𝑡𝑟,𝑙 ∙ 𝑧𝑡𝑟,𝑙)

𝐿

𝑙=1

 

(6) 

𝑝𝑎 =∑ℎ𝑟(𝑎𝑡𝑎,𝑗 ∙ 𝑡𝑎,𝑗 + 𝑏𝑡𝑎,𝑗 ∙ 𝑧𝑡𝑎,𝑗)

𝐽

𝑗=1

 

(7) 

With the constraints for tcl,i, zcl,i, ttr,l, ztr,l, ta,j and zta,j: 

{
∑ 𝑧𝑐𝑙,𝑖 = 1
𝐼
𝑖=1 , 𝑡𝑐𝑙 = ∑ 𝑡𝑐𝑙,𝑖

𝐼
𝑖=1  

𝑧𝑐𝑙,𝑖 ∙ 𝑡𝑐𝑙,𝑖
𝑚𝑖𝑛 ≤ 𝑡𝑐𝑙,𝑖 ≤ 𝑧𝑐𝑙,𝑖 ∙ 𝑡𝑐𝑙,𝑖

𝑚𝑎𝑥  
 (8) 

{
∑ 𝑧𝑡𝑟,𝑙 = 1
𝐿
𝑙=1 , 𝑡𝑡𝑟 = ∑ 𝑡𝑡𝑟,𝑙

𝐿
𝑙=1  

𝑧𝑡𝑟,𝑙 ∙ 𝑡𝑡𝑟,𝑙
𝑚𝑖𝑛 ≤ 𝑡𝑡𝑟,𝑙 ≤ 𝑧𝑡𝑟,𝑙 ∙ 𝑡𝑡𝑟,𝑙

𝑚𝑎𝑥  
 (9) 

{
 
 

 
 
∑𝑧𝑡𝑎,𝑗 = 1

𝐽

𝑗=1

, 𝑡𝑎 =∑𝑡𝑎,𝑓

𝐽

𝑗=1

 

𝑧𝑡𝑎,𝑗 ∙ 𝑡𝑡𝑎,𝑗
𝑚𝑖𝑛 ≤ 𝑡𝑎,𝑗 ≤ 𝑧𝑡𝑎,𝑗 ∙ 𝑡𝑡𝑎,𝑗

𝑚𝑎𝑥

 

 (10) 

𝑡𝑐𝑙,𝑖 , 𝑡𝑡𝑟,𝑙 and 𝑡𝑎,𝑗 mean the i-th segment, l-th segment and j-th segment of clothing surface 

temperature, mean radiant temperature and indoor air temperature. 𝑎𝑐𝑙,𝑖, 𝑎𝑡𝑎,𝑗 and 𝑏𝑐𝑙,𝑖𝑏𝑡𝑎,𝑗 

are the slopes and intercepts of the i-th segment, l-th segment and j-th segment of clothing 

surface temperature, mean radiant temperature and indoor air temperature respectively. For 

example, the integer variable 𝑧𝑐𝑙,𝑖 = 1 means the clothing surface temperature is optimised 

in the ranges of i-th segement. In our case study, the indoor temperature during occupied 

periods usually ranges between 15℃ and 25℃. Te air temperature and clothing surface 

temperature are equally divided into two segments according to [10] and the convective 

heat transfer coefficient is always calculated by the second equation of eq(3). The air 

velocity is assumed to be a constant 0.15 m/s in the case study building [24]. Slopes and 

intercepts are calculated by the original PMV model from the values of two endpoints of 

each segment. The problem then becomes a mixed linear program problem formed with 

piecewise affine functions by combining eq(6-10) to eq(1)(2)(5). The optimisation was 

formulated in MATLAB [54] through Yalmip toolbox [55]. The Gurobi solver [56] was 
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chosen.  For each optimisation, the measured variables through sensors and input to the 

optimiser are:  

[𝑀 𝑊 𝑓𝑐𝑙 𝐼𝑐𝑙 ℎ𝑟 𝑡�̅�] (11) 

With the objective function:  

𝑚𝑖𝑛∑𝑎𝑏𝑠(𝑃𝑀𝑉𝑘) (12) 

Subsequently, we conducted a validation of our approximate PMV model in comparison 

with the original PMV model, focusing on the indoor air temperature and mean radiant 

temperature. The results of the validation revealed that the PMV values obtained from both 

models exhibited very small differences, with a maximal absolute error of less than 0.024. 

From a practical standpoint, this level of discrepancy is considered negligible. The 

comprehensive validation process is elaborated in Section B3, providing robust evidence 

of the accuracy and reliability of our approximate PMV model in estimating thermal 

comfort levels based on indoor air temperature and mean radiant temperature. 

3.2.2 TRNSYS modelling  

In our study, we employed TRNSYS modelling to simulate the indoor response of the case 

study lecture room and send the measured data to the PMV-based control algorithm 

proposed in MATLAB (Fig 5). Within TRNSYS, Type 56 was utilised to simulate the room 

model, while Type 1231 was employed to simulate the radiator with a constant inlet water 

temperature of 65 degrees and a flow rate set at a typical rate of 15 kg/(hm2) [54]. Weather 

data specific to Nottingham was generated from Meteonorm [58] and read by TRNSYS 

Type 109. To validate our room model, we compared the simulated data with measured 

data over a period of two days (2nd December - 4th December). Detailed TRNSYS model 

validation results can be found in section B4. At the end of each time step, TRNSYS 

provided the mean radiant temperature, relative air humidity, and average clothing 

insulation level data, which was then fed to MATLAB to obtain the setpoint temperature 

for the radiator system in the subsequent time step. In this study, we assumed a metabolic 

rate of 1.2 met and zero external work of occupancy. The control strategy was set to 

traditional on/off, and the results will be evaluated to assess the performance of the PMV-

based feedback control strategy concerning indoor thermal comfort and building energy 

efficiency. 

 

4. Results and discussion 

This section presents the detection performance of our proposed method for two test videos. 

The detection performance was analysed for feature extraction of different networks and 
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concluded the characteristics of transfer learning for daily clothing insulation classification. 

Furthermore, scenario-analysis of real-time clothing insulation feedback for PMV-based 

heating system optimisation through piecewise linearisation was conducted. The 

comparison between PMV-based intelligent control and conventional control was 

presented.  

4.1 Performance of detection approach 

Figure 6 displays the model training process, which utilised the GPU and lasted for six 

complete training cycles on the entire dataset. The training was carried out with minimal 

total loss and a learning rate of 0.0001, indicating that the network successfully learned all 

the features present in the training dataset. Additionally, 30% of the dataset was reserved 

for validation, and the classification model achieved an average accuracy of 96% during 

this validation process. As a result, the classification model demonstrated its capability to 

detect the specific features included in the training dataset and perform accurate 

classification accordingly. 

  

 

Fig. 7 Overview of the training of Googlenet 

In Test 1 (Video 1) and Test 2 (Video 2), we present the video-level clothing insulation 

estimations for two examples. The overall detection results were further analysed using a 

confusion matrix and represented with statistical bars in Figure 8. The values in the 

confusion matrix indicate the percentage of the estimated clothing class relative to the true 

clothing class. Overall, the proposed method successfully estimated the video-level 

clothing insulation levels by capturing clothing change features (Video 2) and detecting the 

clothing levels of multiple people indoors (Video 1). The average estimation accuracy for 

clothing insulation level classification was found to be 83.99% for Video 1 and 93.20% for 

Video 2. Fig 9 show examples of detection frames. 



 180 

 

 

 

 

 

 

 

 

 

 

 

(a) 

 

(b) 

Fig. 8 Detection results presented in a (a) confusion matrix (b) statistical bar 
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Video 1 Example of real-time clothing detection in Test 1. Playable video available in 

the Appendix. 

 

 

Video 2 Example of real-time clothing detection in Test 2 Playable video available in the 

Appendix. 

Fig. 9 Detection example of (a) video 1 (b) video 2 

Several misclassifications were observed during the evaluation of the classifier. Notably, 

the classifier exhibited a tendency to incorrectly recognise heavy clothing as light clothing 

for individuals in Video 1 who were wearing relatively thin heavy clothing compared to 

other instances of heavy clothing within the camera's view. Consequently, the classifier 

might have identified these garments as hoodie or sweaters, as it was initially trained on 

features associated with light clothing. Additionally, in both videos, instances were 

observed where light clothing was mistakenly identified as heavy clothing, particularly 

under dark lighting conditions or when the entire body was not fully visible to the camera. 

Under dark lighting, skin areas uncovered by clothing were erroneously classified by the 

a 

b 
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classifier as being covered by cloth. Moreover, due to variations in sitting postures, air gaps 

were commonly present between the clothing and the body, and the volume of these air 

gaps depended on the individuals' postures. As a result, when the air gap was substantial, 

garments with relatively light insulation levels had a higher likelihood of being 

misclassified as heavy clothing. This observation aligns with a similar finding in the study 

by Choi et al. [59], where individuals wearing short clothing were mistaken for wearing 

long clothing when the classifier failed to recognise the naked forearm. Additionally, when 

there were overlapping features between the two clothing categories, the classifier also 

demonstrated a tendency to misclassify garments [60]. These identified challenges 

highlight the need for further refining the classifier's training and detection methods to 

address these limitations and improve accuracy. 

In this study, we observed that thin heavy clothing had a high chance of being misclassified 

as light clothing and vice versa. For our classifier, we utilised GoogleNet [45] as a 

pretrained network for transfer learning, leveraging its prior training on the vast ImageNet 

[61] dataset, which comprises millions of photos. This choice of network allowed us to 

benefit from sufficient pretrained parameters, mitigating the risk of overfitting during 

transfer learning. Moving forward, we aim to enhance the classifier's performance by 

incorporating datasets related to lighting conditions and postures, thereby enabling 

additional feature training and activating additional network channels with relevant training 

information. Further evaluation involved analysing the accuracy of each detection, 

assessing correct, incorrect, and no/missed detections across different test segments (Fig 

8b). With the help of a combined model and employing a hierarchy process, instances of 

missed detections were relatively rare in our study. This result attests to the feasibility and 

practicality of this combined approach, supporting its potential for improving clothing level 

classification accuracy. 

Subsequently, we conducted tests to evaluate the clothing insulation estimation 

performance of three additional fine-tuned models, all trained on the same dataset, using 

test video 2 containing clothing changes and different activities. The performance of these 

models is presented in the form of a confusion matrix, shown in Fig 10. The training results 

are detailed in section B5. For transfer learning, we employed three widely used pre-trained 

networks: ResNet [46], VGG19 [47], and SqueezeNet [48]. The methodology and process 

for transfer learning are elaborated in Section 3.1.1. These tests aimed to compare the 

performance of multiple fine-tuned models and determine the most suitable model for 

accurate clothing insulation estimation in real-time applications. 
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Fig. 10. Clothing insulation level estimation using the three fine-tuned models on 

test video 2 

Overall, the ResNet50-based classifier exhibited limitations in recognising heavy clothing 

in our test video, despite being trained on our dataset. The primary reason for this 

misclassification could be attributed to the inadequate learning of relevant features from 

the training dataset. An example illustrating this issue is depicted in Fig 11, where 

individuals wearing heavy clothing were mistakenly recognised by the classifier as "light." 

These results highlight the need for further investigation and improvement in feature 

learning to enhance the accuracy of the ResNet50-based classifier in identifying heavy 

clothing in real-time scenarios. 

 

Fig. 11. Example 1 of resnet50-based classifier detection 

In the context of individuals sitting down, the Vgg19-based classifier displayed a tendency 

to misclassify people wearing heavy clothing as light clothing, particularly when the heavy 

clothing was relatively thin. However, the Squeezenet-based classifier exhibited greater 

reliability in this scenario, as depicted in Fig 12. This observation suggests that the 
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Squeezenet model is more effective in accurately distinguishing between heavy and light 

clothing when individuals are seated, making it a potentially more suitable choice for real-

time clothing insulation estimation in such situations. 

When people were sitting, vgg19-based classifier has chance to recognise people wear 

heavy clothing as light clothing, this occurs when people wear relatively thin heavy 

clothing. While Squeezenet-based classifier is more reliable in this case (Fig 12).  

  

Fig. 12. Example 2 of (a) vgg19-based classifier detection (b) squeezenet-based 

classifier detection 

While both the Squeezenet-based and Vgg19-based classifiers displayed misrecognition of 

light clothing as heavy clothing in instances of dark lighting or when individuals were not 

fully visible to the camera (Fig 13), the Squeezenet-based classifier exhibited a higher 

likelihood of misclassification, leading to a higher overall error rate (Fig 10). This 

observation suggests that the Squeezenet model may be more susceptible to inaccuracies 

in these challenging conditions, potentially impacting the reliability of its clothing 

insulation estimation compared to the Vgg19-based classifier. 

a b 
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Fig. 13. Example 3 of (a) squeezenet-based classifier detection (b) vgg19-based 

classifier detection 

In conclusion, among the three tested networks, GoogLeNet exhibited the best performance 

in clothing insulation detection. Squeezenet, Vgg19, and ResNet50 showed limitations in 

certain scenarios, including misclassifying light clothing as heavy and struggling with 

distinguishing clothing insulation levels in challenging situations. These findings suggest 

that the architecture and learned feature representations of the networks play a crucial role 

in their performance for clothing insulation detection. However, it is important to note that 

the relatively small training dataset used in this study may have limited the availability of 

comprehensive feature information for training, potentially leading to overfitting when 

applying different pre-trained networks. To address this limitation, a larger and more 

diverse dataset is recommended for future research, enabling the pre-trained parameters to 

learn distinct information from various clothing insulation levels. On a positive note, the 

comparison conducted in this study confirmed that pre-trained deep learning networks, 

such as GoogLeNet, have the capability to learn features deeply, allowing for effective 

transfer learning from smaller datasets and yielding satisfactory detection results even in 

the presence of various disturbances, such as different postures and lighting conditions, as 

demonstrated in our study. 

4.2 Performance of PMV-based control strategy  

The simulation was conducted over the course of a week, and the results are presented in 

Fig 8. The "reference case" corresponds to the conventional on/off control strategy, where 

the indoor temperature setpoints were maintained between 21 to 23 ℃. The cases labelled 

as "10%", "20%", and "30%" refer to scenarios where 10%, 20%, and 30% under proposed 

control strategy of the indoor occupants were wearing heavy clothing, respectively. In the 

a b 
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first phase of our study, the setpoint trajectory generated by our feedback algorithm, using 

a combination of TRNSYS and MATLAB simulations (Fig 14a), effectively converged the 

PMV to zero under the current indoor conditions, which included parameters such as mean 

radiant temperature, relative humidity, and average indoor clothing insulation levels. The 

average PMV values for the 10%, 20%, and 30% occupancy cases were found to be -

0.00096, -0.00011, and 0.000758, respectively. These results validate the practicality and 

accuracy of our control strategy in accurately summarising measured data and precisely 

guiding indoor setpoints for maintaining thermal comfort. Additionally, Fig 8a indicates 

that clothing level significantly influences the PMV value, thereby influencing the indoor 

temperature setpoints and ultimately impacting building energy usage. Notably, the 

setpoint trajectory for the case with 10% of occupants wearing heavy clothing overlaps 

with the original fixed setpoint case. However, as the percentage of occupants wearing 

heavy clothing increases, the PMV-based strategy and the conventional strategy diverge, 

making it impossible for the two setpoints to converge. 
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Fig. 14 (a) Generated setpoints (b) energy usage (c) indoor PMV values under 

different scenarios  

The energy usage and indoor PMV index results are showed in Fig 8b and c. The proposed 

strategy shifted the energy to occupancy periods (Fig 14b). Overall, the total heating energy 

consumption for conventional, and proposed method at 10%, 20% and 30% cases were 

465kWh, 136kWh, 91kWh and 78kWh. Since the case study room had highly variable 

indoor occupancy condition, by switch heating on only for periods of preheating and 

occupants’ presents, a large portion of energy was saved compared with conventional fixed 

setpoint strategy, which is turning on throughout the whole week. Then, we used a 

flexibility factor (FF) [57] (eq 13) to indicate the increase of occupant-related energy 

flexibility by proposed algorithm, which describes the ability for energy shifting from non-

occupancy periods to occupancy periods.  

The energy usage and indoor PMV index results are presented in Fig 8b and c. The feedback 

control strategy effectively redistributed the energy consumption to align with the 

occupancy periods (Fig 14b). Specifically, the total heating energy consumption for the 

conventional fixed setpoint, 10%, 20%, and 30% occupancy cases were found to be 465 

kWh, 136 kWh, 91 kWh, and 78 kWh, respectively. The case study room exhibited highly 

variable indoor occupancy conditions, and the proposed strategy switched on the heating 

system only during preheating periods and when occupants were present, leading to 

substantial energy savings compared to the conventional fixed setpoint strategy, which 

operates continuously throughout the entire week. To assess the increase in occupant-

related energy flexibility enabled by our proposed algorithm, we employed the flexibility 

factor (FF) [57] (eq 13), which quantifies the ability to shift energy consumption from non-

occupancy periods to occupancy periods. 
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𝐹𝑙𝑒𝑥𝑖𝑏𝑖𝑙𝑖𝑡𝑦 𝑓𝑎𝑐𝑡𝑜𝑟 (𝐹𝐹) =
𝐸𝑜𝑐𝑐𝑢𝑝𝑎𝑛𝑐𝑦 − 𝐸𝑛𝑜𝑛−𝑜𝑐𝑐𝑢𝑝𝑎𝑛𝑐𝑦
𝐸𝑜𝑐𝑐𝑢𝑝𝑎𝑛𝑐𝑦 + 𝐸𝑛𝑜𝑛−𝑜𝑐𝑐𝑢𝑝𝑎𝑛𝑐𝑦

 
(13) 

𝐸𝑜𝑐𝑐𝑢𝑝𝑎𝑛𝑐𝑦 and 𝐸𝑛𝑜𝑛−𝑜𝑐𝑐𝑢𝑝𝑎𝑛𝑐𝑦 mean the energy consumption during occupancy and non-

occupancy times.  

The flexibility factor (FF) takes values between -1 and 1, with lower FF values indicating 

poorer energy efficiency resulting from occupant-centred HVAC control. A negative FF 

value suggests that energy is primarily consumed during non-occupancy periods. In our 

study, the FF values for the conventional fixed setpoint, 10%, 20%, and 30% occupancy 

cases were -0.87, 0.48, 0.39, and 0.49, respectively. These results demonstrate that our 

proposed control strategy significantly improved the energy efficiency of the HVAC 

system for maintaining indoor thermal comfort. Specifically, the proposed strategy 

effectively shifted energy consumption from non-occupancy periods to occupancy periods, 

leading to a considerable reduction in thermal energy usage. This finding aligns with 

previous studies [28, 62, 63], which have also confirmed that occupant-centred control 

strategies for HVAC systems can enhance energy efficiency through effective energy 

shifting. By precisely releasing energy based on indoor occupants' intentions and utilising 

indoor sensing information, control strategies can effectively reduce overall energy 

consumption. 

Subsequently, we plotted the calculated PMV values obtained by controlling indoor 

temperatures under both the conventional and proposed strategies. As shown in Fig 14c, 

the proposed strategy successfully guided the indoor temperature towards a state of thermal 

neutrality, indicated by a PMV value of 0. This result confirms the feasibility of the 

proposed method in applying reference tracking to guide indoor temperatures towards 

thermal neutrality. Observing both Fig 14a and Fig 14c, it is evident that under the 

conventional control strategy, occupants tend to experience a sensation of being too warm, 

particularly in the 20% and 30% occupancy cases. However, in the 10% occupancy case, 

the thermal sensation is comparable between the conventional and proposed control 

strategies, largely due to the variation in clothing insulation levels. Similar findings have 

been reported in other studies as well. For instance, Xu et al. [10] found that a PMV-based 

indoor air temperature setpoint was higher than the conventional given range of 

temperature setpoints during most occupied times in cooling seasons, owing to the 

relatively light clothing worn by occupants in their case study. Similarly, Choi [59] 

demonstrated that when PMV-based setpoints closely resembled the current indoor 

temperature controlled by a conventional given range of setpoint strategy, occupants tended 

to report "no change" in thermal perception, indicating a satisfactory level of thermal 

comfort. Our 10% occupancy case further supports these observations. 
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4.3 Real-time sensing for indoor temperature setpoint control  

In Fig 15a, we present an example of our proposed algorithm for determining setpoints 

using real-time sensing data. The algorithm begins by capturing a single frame of video 

through the "readFrame" function in MATLAB. Subsequently, the YOLO object detection 

algorithm is called to identify and crop the regions corresponding to each indoor occupant. 

Each cropped region is then passed through our transfer-learned network for clothing 

insulation level classification, yielding an average indoor clothing insulation level. 

Furthermore, relevant measured data, such as mean radiant temperature and relative 

humidity, are read by the MATLAB engine and prepared for optimal setpoint calculation. 

The calculation of the optimal setpoint is achieved through our proposed piecewise 

linearisation PMV optimisation, as shown in the example in Fig 15a which corresponds to 

20.2 ℃. This process enables real-time adjustments of indoor temperature setpoints based 

on occupants' clothing insulation and environmental conditions, providing a personalised 

and energy-efficient thermal comfort experience. 

  

 

 

a 
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Fig. 15 (a) An example of algorithm output, along with (b) CPU usage during tasks 

performing. 

In Fig. 15, we present the results of our algorithm's output (Fig. 15a) and the corresponding 

CPU usage during task execution (Fig. 15b). To assess the practicality of the proposed 

algorithm in real-world applications, we recorded the PC's performance during a single 

action. In this study, the control time interval was set to 30 minutes, and the total 

computation time of the algorithm remained below 10 seconds (Fig. 15b), making it 

suitable for implementation. The proposed algorithm is compatible with most building 

energy management systems, where indoor parameters typically do not change 

significantly within such short time intervals. As a result, the proposed control strategy can 

effectively fulfill the task of online control. 

Notably, the CPU usage for setpoint identification is relatively low compared to the 

previous computer vision process (Fig. 15b). This observation confirms the lightweight 

nature of our optimal strategy, achieved by compressing the nonlinear problem into simple 

mixed-integer problems based on piecewise linearisation, rather than fine-tuning the 

setpoint until it reaches a zero PMV value, as commonly used in PMV-based control. 

Overall, the proposed strategy efficiently performs multiple tasks with lightweight CPU 

usage and fast response times. 

The proposed strategy also allows for further intelligent sensing technique integrations, 

enabling the rearrangement of data allocations in the algorithm to achieve different 

objectives. By embracing advanced sensing technologies, our approach holds promise for 

enhancing building energy efficiency and thermal comfort through optimised control 

strategies tailored to specific requirements. 
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5.  Conclusion and recommendations for future works  

The present work employed a detection approach based on deep vision for the detection 

and prediction of the occupant’s clothing insulation in real-time to assist in determining 

PMV for a comfort-based control strategy. This will help ensure adequate indoor thermal 

comfort conditions while minimising energy wastage to enhance the overall building 

performance. The deep vision method was based on a Yolo and GoogleNet algorithms 

which was trained with a small image dataset and implemented in videos. Experiments 

were conducted in a case study university building to evaluate the performance of the 

proposed method. During the detection, the predicted information on the occupant’s 

clothing level was used to communicate with a PMV-based control strategy. The generated 

profiles were then compared with the ground truth to evaluate the accuracy and reliability 

of the predictions. three scenarios were evaluated; 10%, 20% and 30% indoor occupants 

wear heavy clothing. The initial results suggest that the detector achieved satisfactory 

accuracy detecting occupants wear both light and heavy clothing. Future studies should 

explore the impact of data curation, labelling, and training on detection performance. This 

includes exploring the impact of the types of detection responses selected, the types of 

images used, the dataset size and how the images were proposed prior to the training of the 

models. The detection of multiple occupancies showed the potential impact of the room 

conditions, such as the lighting level, camera position, and the activities carried out by the 

occupant. Scenario-based modelling and simulations were conducted to predict the impact 

of the proposed approach on a building’s thermal comfort and energy performance. It was 

observed that the actual PMV values did not match the estimated values using the pre-

defined profile. It gave insights into how the changes in clothing level could affect the 

occupant’s thermal comfort. By applying the temperature setpoint adjustment based on 

PMV results, the thermal comfort within the space could be enhanced by satisfying the 

real-time heating demands of occupants. Meanwhile, the heating energy consumption was 

significantly reduced compared with the reference case.  

The initial findings demonstrated that such a detection approach could provide PMV-based 

control strategies with real-time clothing insulation and adjustment to improve thermal 

comfort and address the issues faced using pre-defined values. While the capabilities of the 

detection method in predicting the clothing insulation level of multiple occupants 

performing different activities was shown, we do acknowledge that the accuracy and 

precision in some cases was a little low, and our biggest modification direction of this 

approach will be to further enhance the detection accuracy. This includes further 

enhancement of the image dataset, with a greater number of training images and the 

exploration towards developing the deep learning model further with the application of 
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techniques such as image segmentation to enable higher accuracy in terms of recognition 

for different clothing levels. The present work only evaluated two levels of clothing 

insulation and the use of the image segmentation approach to detect different types and 

levels of clothing. Further verification of such models is required to ensure such model 

design can provide accurate detections and become an effective solution. Further 

developments include a series of tests and evaluations of the application of the detector on 

various types of clothing levels in different indoor spaces. Furthermore, we envision that 

this approach can work alongside all other detection strategies that can be performed using 

the same camera, which can provide real-time data for the HVAC system, for example, 

occupancy, equipment use, and window detection. Additionally, the sub zonal control is 

expected to be designed for achieving thermal neutral in different locations in a room with 

zonal heating equipment that can be controlled separately.  
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Appendix 

B1. Material and construction information of case study room  

The lecture room under study has specific dimensions, measuring 12.75 meters in length 

and 7.6 meters in width, with variable heights ranging from 2.71 meters to 4.26 meters. 

The room features windows on both the south-east and north-west facing walls, with 

window-to-wall ratios of 0.22 and 0.08, respectively. To create an accurate representation 

of the actual structure, the construction of the room was based on real-world materials. 

Table B1 provides a comprehensive list of the materials used, arranged in the order from 

the outside to the inside of the room. Additionally, Table 2 presents the properties and 

overall U-values of the walls, roof, and floor. The room was constructed using lightweight 

materials, while the U-value for the windows was assumed to be 1.1 W/m2K. 
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Table B.1 Properties of materials in the case study room 

 Material Conductivity 

(w/m K) 

Density 

(kg/m3) 

Specific 

heat (J/kg 

K) 

Overall U-

value (W/m2 

K) 

Wall 100mm brick 0.84 1700 800 1.133 

100mm insulation 0.2 1000 1700 

100mm concrete 1.13 2000 1000 

225mm mild steel  45 7800 480 

Roof 0.9mm aluminum 

sheet 

230 2700 880 0.259 

25mm Plywood 0.15 700 1420 

150mm Softwood 

rafters 

0.047 250 1300 

67mm insulation 0.2 1000 1700 

Floor 95mm 

sand/cement 

0.72 1860 840 2.301 

 

150mm concrete 1.13 2000 1000 

heating pipes  30 pipes   

 

 

The estimation of internal heat gains attributed to occupants in the lecture room was 

conducted in accordance with the guidelines outlined in CIBSE Guide A [60]. For each 

occupant, the convective and radiative gains were calculated to be 46 W and 69 W, 

respectively. Furthermore, it was assumed that LED luminaires were installed, with each 

light having a maximum power consumption of 10 W, contributing to 30% of the total 

radiative gains. Similarly, the electric equipment was assumed to consume a maximum of 

10 W per piece, with 20% of the generated heat being radiated. The usage patterns of both 

lighting and equipment were visually presented in Fig B1, offering a comprehensive 
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representation of their respective contributions to the internal heat gains within the lecture 

room. 

 

Fig B.1 Lighting and equipment usage 

B2. Thermal sensation verification of applied Fanger’s PMV model 

In order to validate the optimal indoor temperature setpoints derived from Fanger's PMV 

model, a comparison was performed during the test periods for each data collection time, 

encompassing a total of 10 individuals. The calculated PMV values, obtained through 

inserting the optimal setpoints back into the original PMV model, were then assessed 

against the occupants' thermal sensations, as presented in Table B2. Additionally, a 

questionnaire was utilised to gather the occupants' intentions for the setpoints.  

Table B.2. Data collected from 10 subjects 
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Fig B.2 PMV values obtained from different methods 

The validation of the PMV prediction based on real-time observations is depicted in Fig 

B2. The fixed values of clothing insulation (Icl) and metabolic rate (M) were utilised in 

accordance with Table B3 and Fig B1. Remarkably, the subjects were consistently regarded 

as neutral according to the PMV predictions, implying that the indoor microclimate should 

remain unchanged. However, the actual sensations reported by the subjects during data 

collection suggested that the indoor temperature should be either increased or decreased. 

For instance, subjects wearing light clothing in a room with a temperature of 19.9°C felt 

slightly cool, which aligns with the calculated results. The Fanger's model predicted 

dynamic changes in thermal sensations from slightly cool to slightly warm with varying 

levels of clothing insulation and activity among the subjects. Overall, 8 out of 10 (80%) 

thermal sensations predicted by the proposed method were found to be in agreement with 

the real sensations reported by the subjects. This comparison highlights the practicality and 

effectiveness of Fanger's method in accurately predicting thermal comfort levels.  

Table B.3. thermal sensation verification 
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Fixed 

Icl and 

M  

 

neutral 

 

neutral 

 

neutral 

 

neutral 

 

neutral 

 

neutral 

 

neutral 

 

neutral 

 

neutral 

 

neutral 

 

 

B3. Validation of linearized PMV model  

The validity of the approximate PMV model is assessed by comparing it with the original 

PMV model concerning the indoor air temperature and mean radiant temperature, as 

illustrated in Figure B3. The primary reason for this validation is that the main piecewise 

linearization is applied to the indoor temperature, which subsequently allows us to infer the 

clothing surface temperature. The temperature ranges considered for both air temperature 

and mean radiant temperature are set from 15 to 25℃ to align with the environmental 

conditions of the test room in this study. The results obtained from the comparison are 

presented in the figures below. Notably, it is observed that the difference between the PMV 

values obtained by the two models is exceedingly small, with a maximum absolute error of 

less than 0.024. This level of discrepancy is considered negligible from a practical 

perspective, confirming the accuracy and reliability of the approximate PMV model in 

estimating thermal comfort levels based on indoor air temperature and mean radiant 

temperature. 

 

a 
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Fig B. 3 Validation of PMV values of (a) 15 to 20 ℃ (b) 20 to 25 ℃ 

B4. TRNSYS model validation of case study room  

To establish the validity of the TRNSYS model, we conducted a thorough 

comparison with the measured indoor temperature data collected over a two-day 

period (2nd December - 4th December) in the case study room. Following the 

disconnection of the heating system on the preceding Friday night, indoor 

temperature measurements were taken at five-minute intervals using a K-type 

thermocouple and a data logger TC-08 thermocouple data logger, boasting an 

accuracy of ±0.5 °C [48]. The outcomes of this validation process are illustrated in 

Figure B4, which highlights the excellent agreement between the simulated and 

measured data. The cross-validation root mean square error (CVRMSE) of 0.0052 

further substantiates the model's ability to accurately predict indoor temperature 

dynamics, underscoring its reliability for subsequent analyses and predictions. 

b 
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Fig B. 4 Measured and simulated indoor temperature 

B5. Training results for Resnet 50, Vgg19 and Squeezenet  

 

 

Fig B5.  Training results of Resnet50 
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Fig B6. Training results of Squeezenet 

 

Fig B7. Training results of Vgg19 
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