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Abstract

Water pollution is a significant global menace to human health, ecosystems, and economic progress.
Despite advancements towards achieving the United Nations Sustainable Development Goals (SDGs)
regarding accessible clean water and sanitation, water pollution remains a substantial hurdle. Active
involvement of the public is vital in curbing water pollution, and comprehending their viewpoints
and knowledge is pivotal for effective behavior modification. The indispensability of social media
in our daily lives cannot be overstated, as it has emerged as the preeminent influential platform for
educating society and gathering public perceptions. By utilizing data mining techniques, Social me-
dia platforms has the potential to convert public opinions into invaluable Volunteered Geographic
Information (VGI), thus promoting citizen science. This study duly recognizes the potency of social
media, particularly Twitter, as an efficient tool for mapping water pollution patterns, trends, events,
and public sentiments. By conducting spatial analysis and data mining on Twitter data, a wealth of
valuable insights is unveiled. These insights encompass the identification of pollution hotspots, pin-
pointing event locations, the acquisition of knowledge regarding their underlying causes of pollution,
regional disparities in these causes, measurement of sentiments on the topic across regions, and the
formulation of potential resource management strategies. These contributions are in direct alignment
with the overarching goal of achieving a net-zero-plus future, which resonates with the UN SDGs.

Keywords: Volunteered Geographic Information, Social Media, Twitter, Data Mining, Latent Dirich-
let Allocation, Water Pollution.
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1 Introduction

1.1 Background
1.1.1 The Global State of Water Pollution

Water pollution is a widespread environmental concern of global scale, presenting significant chal-
lenges to the welfare of humanity, the integrity of ecosystems, and the accomplishment of sustainable
development (Inyinbor Adejumoke et al., 2018). This global phenomenon of water pollution is subject
to the influence of various sources including urbanisation, inadequate waste management practices,
and industrial operations such as mining. According to Tornqvist et al. (2011) and McGonigle et al.
(2012), these activities result in the emission of pollutants, including heavy metals, pesticides, fertil-
isers, oil, and chemicals, into aquatic ecosystems, thereby causing a variety of adverse consequences.

Water pollution has far-reaching implications that impact nations at various stages of development, en-
compassing both high and low to middle income countries. In relation to human health, the presence
of pollutants in water can give rise to health conditions, such as gastrointestinal infections, diseases
characterised by diarrhoea, and infections. According to researchers worldwide, there are evidence
suggesting that prolonged exposure to polluted water is associated with an elevated susceptibility to
chronic illnesses such as cancer, endocrine disorders, and neurological impairments. Water pollution
has a significant adverse impact on ecosystems as well. The discharge of pollutants has a significant
impact on aquatic habitats, including rivers, lakes, and oceans (McGonigle et al., 2012; Vrain and
Lovett, 2016). Eutrophication, resulting from elevated nutrient concentrations originating from agri-
cultural runoff, can induce oxygen depletion and subsequent mortality of aquatic fauna, including fish
and other organisms. The accumulation of toxic substances within the food chain has the potential
to impact various organisms, including aquatic life as well as birds and mammals that rely on these
ecosystems (Qadri et al., 2020; Bashir et al., 2020).

The implementation of international and national initiatives is imperative in addressing the issue of
water pollution. Governments and regulatory bodies across the globe are enacting increasingly strin-
gent regulations on various industries and wastewater treatment facilities with the aim of mitigating
pollutant discharges (Jones and Gomes, 2013). In order to mitigate water pollution and foster a
healthier environment for future generations, it is imperative to prioritise the promotion of sustainable
agricultural practices, the implementation of improved waste management systems, and the elevation
of public awareness regarding the significance of clean water (Qadri et al., 2020). Despite advance-
ments made in achieving the objective of reducing the global population lacking sustainable access
to safe drinking water and basic sanitation by 50 percent, as stipulated in the United Nations’ Sus-
tainable Development Goals (UN SDGs), the issue of water pollution continues to pose a substantial
barrier (Fuller et al., 2022; M. Wang et al., 2022).

The imperative of addressing water quality and pollution, as well as mitigating greenhouse gases as-
sociated with water, constitutes pivotal measures in the pursuit of climate action aimed at attaining a
future characterised by “'net zero plus” outcomes. The primary objective of the “net zero plus” initiat-
ive is to attain a state of carbon neutrality, whereby the emissions produced are effectively balanced by
the removal of greenhouse gases from the atmosphere (Mavrigiannaki et al., 2021). The primary ob-
jective is to achieve complete elimination of emissions, while concurrently engaging in activities that
actively restore ecosystems and allocate resources towards sustainable practices that foster the overall
regeneration of the planet (Levin et al., 2019).In order to mitigate the effects of climate change, it is



imperative to adopt an approach that involves intelligent sourcing and comprehensive, system-based
resource management in the future (Fisher et al., 2020). Water pollution has the potential to disrupt
the carbon cycle and consequently contribute to the emission of greenhouse gases. This underscores
the importance of addressing water pollution as a significant factor in environmental management.
Through the implementation of strategies aimed at preventing and mitigating water pollution, it be-
comes feasible to alleviate its adverse effects and progress towards a sustainable future characterised
by net zero emissions (Gassie et al., 2016; Pattanayak et al., 2005).

1.1.2 The Importance of Public Participation in Mitigating Water Pollution

In addition to governmental initiatives, legislative actions, industry efforts, academic research, and
citizen awareness plays a pivotal role in the mitigation of water pollution.The importance of pub-
lic opinion and understanding in addressing water pollution cannot be overstated, as it encompasses
multiple aspects. A comprehensive understanding of the origin and impacts of water pollution holds
paramount importance for individuals, society, and industries. Acknowledging their role in both the
cause and experience of water pollution cultivates a sense of accountability. The promotion of public
comprehension about water utilisation and recycling fosters the adoption of more environmentally
conscious behaviours, hence resulting in reduced resource consumption and pollution. Recognising
the complex interplay between the natural environment and human beings engenders a sense of re-
sponsibility, prompting proactive measures for preservation (Otero et al., 2021).

To effectively promote substantial public engagement in the mitigation of water pollution, it is crucial
to obtain a thorough comprehension of individuals’ attitudes, perspectives, and level of awareness re-
garding this issue. The initial phase plays a crucial role in facilitating the modification of behaviour in
individuals (Forleo and Romagnoli, 2021). Citizen science is an inclusive and cooperative methodo-
logy in which individuals from the general public actively engage in scientific research, as well as the
collecting and analysis of data. Through the active involvement of citizens in the scientific process,
this paradigm fosters inclusivity and democratisation, allowing individuals from all backgrounds to
contribute their observations and knowledge towards the exploration and resolution of a wide range
of scientific inquiries and difficulties (Stanton et al., 2022). The individuals involved in these endeav-
ours, commonly known as citizen scientists,” encompass a diverse group of volunteers, students, and
hobbyists that collaborate with experts in the scientific field to collect empirical information pertain-
ing to various subjects, including but not limited to wildlife surveillance, climate dynamics, ecological
variety, and even celestial exploration. Citizen science programs facilitate the acquisition of useful
data from the public, which would otherwise be arduous or expensive for academics to gather inde-
pendently. As a result, these initiatives enhance the breadth and magnitude of scientific investigations.
This methodology facilitates the cultivation of public involvement in scientific endeavours, advocates
for heightened consciousness of the environment, and enables individuals to actively contribute to the
progression of knowledge and make well-informed choices that have positive implications for society
at large (Huddart et al., 2016; Cook et al., 2021).

In recent times, there has been a noticeable increase in the dissemination of information pertaining to
water pollution among the general public. The accomplishment of this objective has been facilitated
through diverse methods, including the utilisation of reports, the organisation of events, the imple-
mentation of awareness campaigns, and the deployment of other informative strategies (Otero et al.,
2021). However, social media has become a prominent platform that can be employed to educate
the public about environmental risks and to collect their viewpoints on assessing water pollution and
other environmental perils. The integration of social media can facilitate the mapping of water pol-
lution by enabling efficient spatial identification, tracking, and consistent analysis of water pollution



events (Forleo and Romagnoli, 2021).

1.1.3 The Role of Social Media Integration in Mapping Water Pollution

The incorporation of social media platforms has revolutionised the manner in which individuals en-
gage in communication and disseminate information. In addition to interpersonal relationships, social
media has emerged as a potent instrument for addressing societal concerns and collecting Volunteered
Geographic Information (VGI). Volunteered Geographic Information (VGI) pertains to the collection
of geographical data and spatial information that is voluntarily given by individuals or communities
(Plackett et al., 2020). This phenomenon signifies a significant shift in the collecting and dissemina-
tion of geographic data, wherein the utilisation of crowd-sourcing and citizen science is employed to
enhance and expand upon conventional data sources (Zheng et al., 2017).

The growing popularity of the internet and the advent of web-based mapping tools have facilitated
the active engagement of individuals in the generation of geographic content. Volunteers have the
opportunity to contribute several sets of information, such as geographic coordinates, locations of
interest, images, geotagged social media postings, and geographical annotations, through a multitude
of internet platforms and mapping tools. VGI is distinguished by its grassroots methodology, which
empowers individuals without professional expertise, commonly known as “citizen mappers,” to en-
gage in the generation and distribution of geographic data (See et al., 2017). The democratisation
of geographical information facilitates a broader and more comprehensive portrayal of the world, en-
compassing a wider range of perspectives and insights that may otherwise be disregarded. VGI serves
multiple purposes, encompassing mapping, navigation, disaster management, environmental monit-
oring, urban planning, and scientific research. VGI has demonstrated significant value, particularly in
areas with restricted access to official data sources or in times of crises, where the availability of real-
time, crowd-sourced information can greatly contribute to decision-making processes and reaction
initiatives (Zheng et al., 2017; Tavra et al., 2021).

Social media has the potential to exert a substantial influence in the domain of water pollution map-
ping. Social media facilitates the effective identification, tracking, and analysis of water pollution
incidents through its extensive coverage, immediate updates, and content generated by users (Barbier
and Liu, 2011; Anderson et al., 2007). Social media platforms offer a wide-ranging user base that
can provide significant contributions in terms of valuable information pertaining to incidents of water
pollution. Concerned individuals have the ability to share their observations regarding polluted water
bodies, such as contaminated rivers, lakes, or oceans, by employing hashtags, geolocation tags, and
user-generated posts (Steiger et al., 2015; Otero et al., 2021). The data collected from various sources
can be systematically observed and aggregated in order to generate a spatial representation of incid-
ents and opinions related to water pollution. The utilisation of geotagging in posts enables prompt
identification and precise localization of pollution-affected regions by authorities, researchers, and
environmental organisations. This facilitates expedited response measures and focused remediation
endeavours (McGonigle et al., 2012).

The real-time nature of social media enables the swift dissemination of information. When instances
of water pollution transpire, individuals who are concerned have the ability to promptly disseminate
visual imagery, videos, and written accounts. The real-time reporting feature facilitates the monit-
oring of pollution incidents in real-time, thereby offering significant data that can aid authorities in
evaluating the magnitude and seriousness of the issue (O’Connor et al., 2010; McGregor, 2019). The
utilisation of Twitter data and citizen science has demonstrated its significance as significant assets
in the process of mapping and monitoring many natural phenomena across the world including forest
fires, earthquakes, and other natural disasters.



Forest fires are frequently accompanied by the dissemination of real-time reports, photographs, and
videos from impacted regions by Twitter users. This publicly accessible information is utilised by
researchers and organisations to monitor the dissemination and magnitude of fires. During the oc-
currence of the California wildfires in 2016, social media data, specifically from Twitter, was utilised
to generate interactive maps that depicted the spatial advancement of the fire, recommended escape
paths, and identified vulnerable regions (Wang et al., 2016; Sachdeva and McCaffrey, 2018). This fa-
cilitated the prompt and efficient response of authorities, ensuring effective communication with the
general population. At the same time, the impact of earthquakes has been expeditiously evaluated by
the utilisation of Twitter data. Following a seismic event, individuals frequently utilise social media
platforms to share their personal encounters, provide accounts of the perceived severity, and disclose
the geographical location associated with the occurrence. Through the examination of these tweets,
researchers have the ability to generate ”Did You Feel It?” maps, which facilitate the estimation of
the magnitude of shaking in the places that have been impacted. The utilisation of this data signi-
ficantly improves the accuracy of seismic hazard assessments and provides valuable support for the
development of emergency response plans (Mendoza et al., 2019).

The utilisation of Twitter data has been employed as a means to monitor and evaluate the effects of
hurricanes and storms. Individuals actively communicate and disseminate up-to-the-minute inform-
ation regarding occurrences of flooding, wind-related destruction, and electrical power disruptions.
The data is analysed by researchers and authorities in order to identify places that require immediate
assistance, distribute resources, and assess the impact of the storm on populations (Yum, 2020). Fur-
ther more, flooding incidents are frequently reported by residents on social media platforms such as
Twitter during periods of intense rainfall and flooding. The utilisation of crowd-sourced information
contributes to the development of flood maps, the identification of areas susceptible to flooding, and
the improvement of techniques for managing floods (Wang et al., 2018).

The augmentation of analytical capabilities can be achieved by integrating social media data with
pre-existing water quality monitoring systems by authorities. User-generated content, comprising of
various forms of media such as photographs and videos, has the potential to complement conven-
tional monitoring techniques by providing supplementary visual documentation of pollution occur-
rences (Alvarez-Melis and Saveski, 2016). In addition, the utilisation of sentiment analysis and data
mining methodologies can be employed to analyse social media posts with the aim of detecting pat-
terns, trends, and potential contributors to environmental pollution. The consistent analysis of water
pollution can assist authorities in comprehending the underlying causes and consequences of this is-
sue, thereby facilitating informed policy-making and the identification of specific areas that require
targeted intervention (Fuller et al., 2022; O’Connor et al., 2010; Gassie et al., 2016).

Among the diverse social media platforms, Twitter has gained significant prominence boasting a sub-
stantial user base of more than 330 million active individuals (Karami et al., 2020). Figure lillustrates
a graphical summary of twitter users across the world.
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Figure 1. Twitter users by country.

Consequently, it has become one of the most extensively utilised platforms among the various options
available. Twitter is acknowledged as a microblogging platform that enables the dissemination of
user-generated content through tweets, encompassing a daily volume exceeding 500 million posts
and comments (Cheng et al., 2021; Steiger et al., 2015). Figure 2 indicates the rapid twitter user
growth from 2010 to 2021.
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Figure 2. Twitter users by year

The utilisation of this platform has demonstrated its significance in facilitating users’ ability to articu-
late their viewpoints and ideas, thus functioning as a valuable tool for cultivating public awareness on
a wide range of subjects (Mislove et al., 2011). Additionally, it has been argued that Twitter has the
potential to effectively facilitate the transformation of public opinions and thoughts into Volunteered
Geographic Information (VGI) (Karami et al., 2020).



Researchers globally have observed that there is potential in utilising Twitter data mining for spatial
analysis to assess water pollution levels in the United Kingdom (Otero et al., 2021). This observation
is based on empirical evidence, which highlights that during the year 2021, approximately 19.05 mil-
lion individuals in the United Kingdom were found to possess a Twitter account (Cheng et al., 2021).
By conducting a systematic analysis of water pollution patterns, trends, events, and opinions, it is
possible to identify regions with high levels of pollution and improve our understanding of resource
management. The acquisition of this knowledge possesses the capacity to directly impact the process
of decision-making and provide guidance for future research initiatives focused on achieving a net-
zero-plus future and mitigating greenhouse gas emissions in alignment with the objectives outlined
by the United Nations Millennium Development Goals (Liu et al., 2014). The above statement under-
scores the intrinsic potential of social media as a tool for monitoring the environment, underscoring
the importance of integrating public viewpoints into sustainable development strategies (Otero et al.,
2021; Spielhofer et al., 2016).

1.2 Aims and Objectives

Based on the aforementioned background study, the present study aims to utilise Twitter data to
examine the spatial-temporal distribution of water pollution incidents in the UK, evaluate regional
and stakeholder disparities in perceptions and investigate the feasibility of cooperation in water quality
management.

The study is centred around the following research questions and objectives.

1.2.1 Research Questions

1. How do perceptions of water pollution vary across different regions and stakeholders in the
UK?

2. How can Twitter data be utilised to identify and validate secondary geospatial data sources for
assessing water pollution?

3. What are the potential benefits and limitations of using Twitter data for assessing the water
pollution in UK?

1.2.2 Research Objectives
1. To collect and pre- process geolocated Twitter data related to water pollution within the UK.

2. To conduct a spatio-temporal analysis to identify regional hotspots of water pollution and causes
based on the Twitter data.

3. To conduct topic modelling and sentiment analysis to identify the regional differences in public
perception and different stakeholder perception on water pollution.

4. To identify and access other secondary geospatial data sources via Twitter



1.2.3 Study Area

This research is specifically confined to the geographical boundaries of the UK. Its main purpose is
to investigate the viability of utilizing data mining and spatial analysis techniques on Twitter data to
assess the extent of water pollution within the UK’s geographical limits. The central emphasis of this
study revolves around exploring concerns and route to identify new incidents related to water quality
and instances of pollution within the context of the UK. The ultimate goal is to attain a profound and
exhaustive comprehension of these issues within this precise geographical area.

UK, despite its status as a high income country, also faces significant challenges due to water pollu-
tion. Notwithstanding substantial endeavours to enhance water quality, the issue of pollution stem-
ming from agricultural activities, urban runoff, and industrial discharges persists as a matter of con-
cern (McGonigle et al., 2012). The monitoring and regulatory efforts of the Environment Agency
in the UK are aimed at overseeing water bodies and implementing strategies to mitigate pollution.
However, despite these measures, specific regions continue to encounter challenges such as elevated
nutrient concentrations, the presence of microplastics, and contamination resulting from past indus-
trial activities (Cooper and Findlater, 2013).

By adopting a localised approach, this research ensures a concentrated and all-encompassing scru-
tiny of patterns, emotions, and spatial dispersions linked to pollution. This methodology guarantees
that the outcomes and implications are tailor-fitted to the distinct environmental and social dynamics
distinctive to the UK. The figure 3 illustrates both the geographic borders of the UK and the adminis-
trative divisions employed for the analytical procedures carried out in this research.
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Figure 3. Geographic regions in the UK
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2 Literature Review

The significance of this research is underscored by the literature review, which presents an intricate
examination of the prevailing body of knowledge concerning the subject. Within this section, we en-
capsulate the pivotal works that have undergone scrutiny throughout this study, focusing on the global
employment of social media data by researchers from diverse disciplines to amass public sentiment.

2.1 Water Pollution

Water pollution constitutes a pervasive challenge affecting countries at every stage of development,
encompassing both advanced and emerging economies. The surge in urbanization and industrial-
ization in diverse regions has notably exacerbated this issue, triggering profound ramifications for
human well-being, aquatic habitats, and biodiversity(Tornqvist et al., 2011; McGonigle et al., 2012).
These effects reverberate throughout ecosystems, resulting in the decline of numerous species (Bashir
et al., 2020). Nutrient pollution, stemming from agricultural activities, contributes to the proliferation
of harmful algal blooms. These blooms facilitate oxygen depletion and the emergence of oxygen-
deficient aquatic zones, commonly referred to as “dead zones”. Consequently, the repercussions of
water pollution extend beyond direct human impact to encompass significant ecological disruption .
The existence of hazardous elements, such as heavy metals and chemical compounds, further com-
pounds these hazards, endangering both human communities and surrounding ecosystems (Bashir et
al., 2020; Inyinbor Adejumoke et al., 2018; McGonigle et al., 2012).

The pollution of marine habitats by plastics is a growing concern due to the potential threats it poses to
both human and environmental health (Periathamby et al., 2019). The magnitude of plastic pollution
has been exacerbated by the extensive utilisation of the material, insufficient and hazardous disposal
practises, as well as its capacity to disperse and remain in the environment (Edelson et al., 2021).
The increasing apprehension among nations has led to efforts aimed at minimising and eliminating
plastic waste from the natural environment . Interventions encompass a range of measures, such as
the implementation of prohibitions on the usage of single-use plastics, the establishment of container
deposit schemes, and the allocation of resources towards the enhancement of waste management
systems (Periathamby et al., 2019).

The mitigation of water pollution necessitates a comprehensive strategy that incorporates the imple-
mentation of policy reforms, advancements in technology, and the cultivation of public consciousness.
Over the course of time, substantial research endeavours have been dedicated to the amelioration of
water pollution and the advancement of sustainable water management methodologies (McGonigle et
al., 2012). Researchers have been actively engaged in the exploration and development of innovative
water treatment technologies with the aim of enhancing the efficiency of pollutant removal. Various
methods such as membrane filtration, reverse osmosis, and ultraviolet disinfection have demonstrated
potential in the treatment of wastewater originating from industrial and municipal sources (Fuller et
al., 2022).

The collaboration between scientists and policymakers is crucial in the establishment and imple-
mentation of stringent environmental policies and standards. Governments can establish regulatory
measures to enforce restrictions on the presence of pollutants in water bodies, so ensuring that indus-
tries and individuals are held responsible for their respective roles in contributing to water pollution.
The implementation of appropriate waste management practises, the adoption of environmentally
conscious agriculture techniques, and the promotion of sustainable industrial processes are crucial in
mitigating pollution levels (Dhanwal et al., 2017; Sen et al., 2013).
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International collaboration is essential in addressing the issue of water pollution. Academic research-
ers and institutions engage in cross-border collaborations to facilitate the exchange of knowledge,
experiences, and best practises, thereby contributing to the development of more complete and effic-
acious solutions (Brack et al., 2019).

The promotion of public awareness and education plays a crucial role in cultivating a sense of re-
sponsibility among communities by disseminating information regarding the detrimental effects of
water pollution and the significance of water conservation. There is a higher likelihood of educated
individuals demonstrating support for and engaging in initiatives aimed at safeguarding their nearby
water resources Otero et al. (2021).

Communities globally encounter a substantial challenge in the form of water contamination. The
aforementioned phenomenon poses a risk not only to human well-being, but also to the intricate equi-
librium of aquatic ecosystems. Researchers and organisations are actively engaged in addressing the
significant problem of water contamination, demonstrating a deep understanding of its seriousness
and dedicating their efforts towards finding effective solutions (McGonigle et al., 2012). By lever-
aging cutting-edge technologies, implementing enhanced policies, and fostering heightened public
awareness, there exists a promising prospect of effectively tackling water pollution and ensuring the
preservation of our invaluable water resources for future generations. Nonetheless, the achievement
of significant transformation and the establishment of a water future that is cleaner, healthier, and
more sustainable require persistent dedication and involvement by governmental bodies, enterprises,
and individuals (Cooper and Findlater, 2013; Tornqvist et al., 2011)..

2.2 Current Applications of Citizen Science

Citizen science is an inclusive and cooperative methodology that engages non-expert individuals,
such as members of the public or volunteers, in the undertaking of scientific research endeavours. The
utilisation of this participatory approach has garnered substantial traction on a global scale, effectively
leveraging the potential of ordinary individuals to make valuable contributions to various scientific
pursuits (Bonney et al., 2016).

The utilisation of citizen science has emerged as a potent mechanism for the surveillance of biod-
iversity and environmental shifts. Many web based platforms allow users the opportunity to record
and disseminate observations pertaining to flora, fauna, and avian species, thereby furnishing re-
searchers and conservationists with invaluable data. Researchers worldwide emphasize that these
contributions have facilitated the identification of novel species, monitoring the geographical range
of species, and comprehending the ramifications of climate change on ecosystems (Theobald et al.,
2015; Chandler et al., 2017). Climate scientists are progressively involving civilians in the collection
of meteorological data, documentation of extreme events, and measurement of climate pattern alter-
ations. The research have facilitated the collection of comprehensive datasets, so upgrading climate
models and advancing our comprehension of climate variability (Reyes-Garcia et al., 2020).

The field of health and medicine encompasses several aspects related to the promotion, maintenance,
and restoration of physical and mental well-being. It involves the study and application of scientific
knowledge Citizen science has demonstrated significant potential within the field of health and medi-
cine. Many initiatives leverage the collective computational resources contributed by volunteers to
investigate the intricate process of protein folding, thereby facilitating advancements in drug devel-
opment and enhancing our comprehension of ailments such as Alzheimer’s disease and cancer. Addi-
tional citizen science activities in the realm of health encompass the monitoring of disease outbreaks,
the assessment of air quality, and the facilitation of public health research (Wiggins and Wilbanks,
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2019; King et al., 2019).

In the field of archaeology which encompasses the study of material remains and artefacts from past
human societies, with the aim of understanding and interpreting their cultural heritage,the particip-
ation of citizen scientists is evident through their documentation of historical places, artefacts, and
fossils. One such instance is the Ancient Lives project, when volunteers engage in the transcription
of papyri originating from ancient Egypt. These endeavours contribute to the conservation of cultural
assets and offer valuable perspectives on historical contexts (Wessman et al., 2019).

The urban planning and transportation discipline encompasses the study and practise of designing and
managing the built environment in order to facilitate efficient and sustainable movement of people
and goods within urban areas. The utilisation of citizen science has been employed to gather data
pertaining to urban infrastructure, traffic patterns, and the utilisation of public transportation. The
aforementioned data holds significant value in the context of urban planning, as it enables the optim-
isation of transport networks and contributes to the overall sustainability and accessibility of cities
(Franco and Cappa, 2021).

The utilisation of citizen science has become a prominent and cooperative strategy within the wa-
ter pollution research. Citizen science facilitates the acquisition of water quality data including the
parameters such as temperature, pH levels,nutrition levels and levels of contaminants present in water
such as heavy metals and micro plastics with generic and active involvement of the general population
(Otero et al., 2021) . Furthermore in the fields of social sciences and education , citizen science is
employed to facilitate the conduction of surveys, collection of opinions, and examination of human
behaviour. The research domains encompass political science, psychology, sociology, and educa-
tion, wherein the utilisation of extensive data collection methods can contribute to the development
of more substantial and reliable conclusions as expressed by Albert et al. (2021). The practice of cit-
izen science promotes active involvement of the public and enhances their understanding of scientific
concepts.

Citizen science also engages the public in the monitoring and mitigation of environmental degrada-
tion. Numerous research studies have demonstrated the efficacy of initiatives led by citizens in the
collection of vital data pertaining to water quality and levels of pollution. By employing affordable
monitoring devices and user-friendly applications, consumers are able to provide real-time data that
supplements conventional scientific methodologies (Brockhage et al., 2022). This methodology not
only broadens the extent of data acquisition but also enables local people to assume responsibility
for their water resources. These projects have exhibited their efficacy in the identification of pollu-
tion sources, the detection of patterns, and the provision of information for policy-making processes.
The involvement of individuals in the identification of pollution hotspots not only assists in locating
these areas but also enhances public consciousness regarding the pressing requirement for sustainable
water management. Citizen science serves as a collaborative mechanism that facilitates the connec-
tion between scientific research, public perception, and practical measures aimed at addressing water
pollution (Gacutan et al., 2023).

Thus, based on the available literature, it is evident that citizen science possesses significant poten-
tial in the future. The integration of artificial intelligence and machine learning has the potential
to significantly accelerate data analysis and validation processes, hence facilitating the execution of
more ambitious projects (Nunavath and Goodwin, 2018). The proliferation of mobile technology
and internet connectivity is anticipated to facilitate enhanced engagement of citizens in citizen sci-
entific programmes, hence fostering worldwide collaboration. The utilisation of citizen research has
become a significant catalyst for scientific exploration, environmental surveillance, and community
involvement. The applications of this technology encompass a wide array of disciplines. As scholars
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persist in enhancing approaches and confronting obstacles, it is undeniable that citizen science will
assume a progressively influential function in moulding the trajectory of scientific inquiry and soci-
etal advancement (Otero et al., 2021; Christian et al., 2012; Bonney et al., 2016; Franco and Cappa,
2021).

2.3 Integration of Social Media for Data Mining

The practice of data mining in social media is of utmost importance as it enables the extraction of
significant insights and patterns from the extensive volume of data present across many social media
platforms. In order to obtain results that hold significance, it is imperative to take into account a num-
ber of crucial aspects. Different social media platforms and data mining objectives may necessitate
distinct methodologies and algorithms. Various datasets and research inquiries necessitate the use of
distinct analytical tools. For instance, classification techniques are suitable for structured data, while
clustering methods are effective in detecting underlying trends and patterns.A comprehensive grasp of
both the data and the mining tools at one’s disposal is crucial for the attainment of successful analysis
outcomes (Gacutan et al., 2023).

The process of preprocessing is of the highest priority, encompassing various factors such as the
implementation of anonymisation techniques and the safeguarding of privacy. While it is true that
social media data is accessible to the public, it is crucial to uphold the rights of individuals and respect
the copyrights of the respective social media platforms. Furthermore, it is imperative to consider the
consequences of spam and the temporal representation (Brockhage et al., 2022; Injadat et al., 2016).
The element of time is of greatest significance, as outcomes might exhibit substantial variations over
distinct temporal intervals. Temporal shifts have a significant impact on community detection, group
behaviour, and marketing. The definition of a community or the interests associated with it may
undergo changes throughout time. Therefore, conducting a temporal analysis of data can provide
valuable insights.

Social networking sites and blogs represent two distinct categories of social media data that offer
dynamic and abundant sources of information. Social networking services, such as Facebook and
LinkedIn, are comprised of interconnected members who possess distinct profiles. Data mining can
be utilised for the purpose of identifying groups, creating profiles, and developing recommendation
systems in order to get insights about collaborative dynamics and group formations. The consideration
of privacy concerns should always be prioritised (Dittmann et al., 2023).

The utilisation of data mining techniques in the realm of social media presents a potent instrument
for acquiring significant and valuable insights. In order to obtain meaningful results, it is crucial to
possess a comprehensive understanding of the data, make informed decisions regarding the selection
of an appropriate mining strategy, and carefully examine various issues such as time constraints and
privacy concerns. Social networking sites and blogs offer valuable sources of data that can be analysed
to get insights into group dynamics, individual interests, and interpersonal relationships. This has
significant implications for both the scientific community and commercial enterprises (Gundecha and
Liu, 2012).

Volunteered Geographic Information (VGI) encompasses data that is willingly supplied by individuals
and holds significant value across several disciplines, such as disaster management, environmental
management, pollution mitigation and crisis response. The process of geocoding, which involves
linking data with location information, is understood as of paramount importance in rendering this
data suitable for geospatial analysis. Nevertheless, several social media platforms place a higher
emphasis on maintaining user anonymity, resulting in the absence of geographic markers in posts.
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The process of geocoding these posts is dependent on the examination of textual information (Tavra
et al., 2021).

2.4 Utilisation of Twitter for Data Mining

Social media platforms, with a particular emphasis on Twitter, is a noteworthy function in dissemin-
ating information and fostering public involvement in matters pertaining to the environment (Otero
et al., 2021). This study undertakes an analysis of a data set comprising more than 140,000 tweets in
order to investigate the level of public interest and awareness pertaining to marine trash. The study
employs text mining techniques, sentiment analysis, and geo-tagging to identify prevailing subjects,
trends in sentiment, and areas of concentrated debate. The examination of images related with tweets
is conducted to evaluate their capacity for identifying and categorising litter quantities and varieties,
with a specific focus on coastal regions. The results derived from this study possess the potential to as-
sist governmental organisations, academic institutions, and non-governmental organisations (NGOs)
engaged in the preservation of maritime environments in enhancing their communication strategies on
the social media platform, Twitter. By comprehending the individuals who engage in tweeting about
marine litter and their methods of doing so, these institutions can develop communication strategies
that are more efficient in reinforcing involvement, improving public comprehension of potential rem-
edies, and facilitating collaborative efforts to combat marine pollution

Twitter is a beneficial data resource in scientific research pertaining to the geospatial field. It can be
used effectively for the purpose of geographic analysis. Additionally, the data mined from Twitter can
be categorized based on the information they offer, which can be utilised for diverse data analyses.
Twitter enables the aggregation of information received from a large number of individuals, thereby
offering timely updates that were previously unattainable through conventional means of data col-
lection such as surveys and censuses. This holds significant relevance for governmental bodies and
institutions aiming to enhance societal well-being and effectively tackle specific challenges (Saldana-
Perez et al., 2019).

Twitter can be applied to examine the public attitude and interest in environmental incidents. The
Toledo water ban is utilised as a case study in this research. This observation underscores the per-
sistent occurrence of eutrophication problems induced by human activities in lakes and coastal eco-
systems, hence resulting in such occurrences. The analysis of Twitter data provides insights on con-
temporaneous terms and public sentiment during the Toledo crisis, whilst Google Trends offers a
more extended perspective by showcasing sustained attention towards the issue of algal bloom, with
a notable increase in interest during the occurrence (Cha and Stow, 2015). The integration of data
from Twitter and Google Trends yields significant insights. The utilisation of online data expands
the range of information that is available to scientists and policymakers, fostering engagement among
varied groups and facilitating connections between them. In contrast to traditional routes, online data
mining offers a more cost-effective and efficient approach, while also encompassing a broader spec-
trum of ideas. The examination of dynamic internet information plays a crucial role in providing
insights for ecosystem management and resource allocation in investigations and monitoring initiat-
ives (O’Connor et al., 2010).

The emergence of micro-blogging platforms, such as Twitter, has marked a significant avenue for
fostering public engagement with various environmental concerns. Through the extraction of valu-
able insights, these platforms play a pivotal role in facilitating the dissemination of information on
diverse environmental issues. However, within the realm of water pollution analysis, there exists a
notable research gap, where the utilization of Twitter data for this specific purpose remains relatively
unexplored. This scarcity of dedicated research underscores the significance of the current study, as
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it aims to address this gap by delving into the unique potential of Twitter data to unravel insights into
water pollution dynamics.

2.5 Data Creation and Analysis

Researchers worldwide have harnessed various techniques, tools, and methodologies to convert social
media data into valuable insights. Artificial Intelligence (Al), notably Machine Learning (ML), plays
a pivotal role in the analysis of extensive social media data streams, aiding in addressing environ-
mental concerns and evaluating natural disaster events (Nunavath and Goodwin, 2018). There is a
growing interest among individuals to actively engage in social media and believe that their contri-
butions can be beneficial to others. Posts on social media platforms contain both metadata and text,
which can be utilised for georeferencing purposes (Saldana-Perez et al., 2019). However, it is worth
noting that only a limited number of posts have location information. The study categorizes the posts
into three types: self-centric, social, and collective information. Self-centric posts reveal the emotions
and activities of the users, while social posts disseminate information about significant events such
as sociopolitical movements. On the other hand, collective information posts provide valuable data
about natural disasters and urban situations. Researchers in the social sciences primarily focus on
analyzing self-centric and social posts to gain insights into people’s emotions, activities, and opinions
(Periathamby et al., 2019).

Similarly, social and collective information posts are valuable for forecasting and modeling urban
factors and natural phenomena, considering their geographical context and timestamps. The research
underscores the importance of combining computing and geographic sciences to develop effective
data management procedures for extracting and analyzing posts for scientific purposes. Different
APIs, text mining, and NLP techniques have been developed to handle the textual aspect of posts, and
methods for georeferencing posts lacking location coordinates have been successfully designed and
implemented (Alvarez-Melis and Saveski, 2016). To enhance accuracy and ensure comprehensive
data analysis, information from this social media platform can be cross-referenced with authoritative
sources and other credible information. It is widely acknowledged as a valuable source for monitoring
real-world dynamics from the perspectives of its users, providing invaluable first-hand information
(Albert et al., 2021).

Data quality on text classification outcomes, emphasises the preference for balanced datasets. While
larger datasets generally improve performance, smaller collection windows also show positive cor-
relations. Domain-specific and API-driven sources contribute significantly to datasets, with some
researchers utilising previously published data for benchmarking. Normalization focuses on handling
nonnatural language entities in social media, including usernames, URIs, and hashtags. Converting
social media content to plain text aids algorithm processing (Rogers et al., 2021). Classic NLP tasks
like tokenisation, POS tagging, lemmatisation, and stemming are commonly employed, with a focus
on lexico-semantic sentiment and emotion analysis. The study employs SVMs, Bayesian classifiers,
and decision trees as the main algorithms, with SVMs generally outperforming others. Neural net-
works appear more frequently in recent studies, facilitated by user-friendly software packages. The
integration of text classification tools into large analytic platforms gains importance, driven by the
widespread adoption of machine learning beyond computer science. Interdisciplinary research blends
qualitative and quantitative analyses. The future of social media text mining relies on multilingual
and platform-agnostic solutions, supported by a diverse range of gold-standard corpora (Liu et al.,
2020).

An innovative method known as Geographical Knowledge Discovery (GKD) combines an analysis
of social sources, digital newspapers, and official databases to extract citizens’ viewpoints on specific
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social issues. By integrating the geographical and temporal dimensions, it not only uncovers data
correlations but also reveals additional insights, which boosts confidence in certain publications. The
GKD process effectively selects and links relevant semantic web datasets and spatial datasets related
to social problems. Future endeavors will focus on enhancing the classification process through the
application of advanced deep learning techniques and incorporating diverse data sources. Further-
more, the potential benefits of utilizing ontology to improve the data classification process will also
be investigated (Zagal et al., 2016).

The k-means technique proves effective in mapping regions afflicted by water pollution in Indonesia
based on province divisions (Nunavath and Goodwin, 2018). The researchers successfully distin-
guished four provinces, namely North Sumatra, West Java, Central Java, and East Java, in the high
cluster (K1). Additionally, they assigned thirty provinces to the lower cluster (K2). The validity of
the clustering was assessed using the Davies-Bouldin Index (DBI), yielding a value of 0.328. This
DBI score suggests that the quality of the resulting clusters is commendable. This research could have
significant implications for policymakers and environmental authorities in targeting specific areas for
pollution control and remediation initiatives.

2.6 Techniques for Topic Modelling

Topic modelling is a widely utilised unsupervised machine learning methodology employed for the
purpose of uncovering hidden semantic structures within extensive sets of unorganised textual data
(Alvarez-Melis and Saveski, 2016). The objective of this approach is to extract significant topics from
documents and classify them according to their patterns of co-occurrence. Numerous techniques for
topic modelling have been put forth, including Latent Semantic Analysis (LSA), Latent Dirichlet
Allocation (LDA), and Singular Value Decomposition (SVD). This section offers a thorough examin-
ation of various subject model possibilities, analysing their respective merits, limitations, and domains
of use according to the existing literature (Liu et al., 2020).

To successfully achieve the objectives of the present study, it is important to possess a comprehensive
understanding of the topic modelling techniques including Latent Dirichlet Allocation (LDA), Latent
Semantic Analysis (LSA), and Singular Value Decomposition (SVD). These methodologies facilit-
ate the extraction of significant patterns, subjects, and feelings from geographically tagged Twitter
data, so assisting in the identification of areas with high levels of water pollution, the determination
of underlying causes, and the exploration of varied regional perspectives. The utilisation of LDA,
LSA, and SVD techniques enables researchers to reveal latent patterns and knowledge embedded in
the data, hence facilitating the efficient study of spatial and temporal aspects (Wang and Zhu, 2017).
Moreover, these methods aid in identifying diverse perspectives held by the general public and differ-
ent stakeholders concerning the dynamics of water pollution in the United Kingdom.

The Singular Value Decomposition (SVD) is a mathematical technique used to decompose a matrix
into three separate matrices, namely the left singular vectors, the singular values, and the right singular
vectors. SVD is a matrix factorization technique that is commonly used in topic modelling (Sorour
et al., 2014). Its purpose is to decrease the SVD is extensively employed for diverse applications,
such as Latent Semantic Analysis (LSA), it is not as prevalent in the field of topic modelling as Latent
Dirichlet Allocation (LDA). This is mostly attributed to the inherent limits of SVD in terms of its
capacity to provide interpretable topics. The process of SVD results in a reduction of dimensions
without taking into account the inherent semantics of the data, perhaps resulting in the generation
of subjects that are less meaningful (Wang and Zhu, 2017). SVD is utilised in various disciplines,
including collaborative filtering, picture compression, and data visualisation. Collaborative filtering-
based recommender systems employ SVD to estimate user preferences for items, hence facilitating the
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provision of personalised recommendations (Kousika and Premalatha, 2021). The application of SVD
in image compression enables the reduction of storage space needed for image storage by expressing
images in a lower-dimensional space. Moreover, the SVD technique aids in the visualisation of data
by converting data with a high number of dimensions into a lower-dimensional representation. This
transformation facilitates the study and interpretation of the data (Xu et al., 2006; Wang and Zhu,
2017).

Latent Semantic Analysis (LSA) is a computational method used in Natural Language Processing
(NLP) and information retrieval to analyse the relationships between words and documents (Sorour
et al., 2014). LSA is a well-established topic model that use the technique of Singular Value Decom-
position (SVD) to uncover latent patterns inside a matrix representing the relationship between terms
and documents. The process involves mapping the documents and phrases onto a lower-dimensional
space in order to identify similarities among them. LSA demonstrates strong performance in redu-
cing dimensionality and eliminating noise. However, it exhibits limitations in effectively capturing
the contextual meaning of words. The potential inefficiency in handling polysemy, wherein a term
has numerous meanings, may result in issues that are less easily interpreted. LSA has been widely
utilised in diverse fields, encompassing information retrieval, document clustering, and text categor-
ization. The utilisation of this technique in the domain of information retrieval has been extensively
employed due to its capacity to enhance document ranking and retrieval within search engines. The
utilisation of latent semantic structures in LSA enables document clustering to effectively group to-
gether documents that share similar characteristics. Moreover, LSA can facilitate text classification
endeavours by effectively classifying articles into pre-established groups or topics (Wang and Zhu,
2017; Cvitanic et al., 2016).

Latent Dirichlet Allocation (LDA) is a probabilistic generative model used for topic modelling. LDA
i1s a commonly utilised probabilistic generative model employed in the field of topic modelling. LDA
model posits that every text is composed of a combination of many subjects, and each word within
the document is generated from a particular topic’s probability distribution. The proposed method
demonstrates superior interpretability of subjects in comparison to LSA and effectively manages the
challenge of polysemy. LDA is widely acknowledged as a very stable and scalable technique for topic
modelling, rendering it particularly well-suited for the analysis of extensive datasets (Lin et al., 2016).
LDA is widely utilised across various domains, including but not limited to social media analysis,
market research, healthcare, and recommender systems. In the field of social media analysis, the LDA
algorithm can be utilised to examine user-generated content on various platforms such as Twitter,
Facebook, and online forums. This application aims to identify emerging subjects of discussion and
assess the prevailing sentiments associated with them (Tong and Zhang, 2016). The utilisation of
LDA in market research facilitates the identification of patterns within customer feedback, product
reviews, and survey replies, hence enhancing comprehension of consumer preferences and behaviour.
LDA has been employed in the healthcare field to do medical text analysis, wherein it is utilised to
identify topics from electronic health records or medical literature. This application of LDA aims to
support clinical decision-making processes. Furthermore, LDA holds significant value in the context
of recommendation systems due to its ability to generate content-based recommendation systems.
This is achieved by effectively recognising latent topics within user preferences and item descriptions
(Tong and Zhang, 2016; Lin et al., 2016; Kalepalli et al., 2020).

Numerous studies have been undertaken globally utilising Twitter data to collect public sentiment on
various subjects, as discussed in the preceding sections. The table presented in table 1 provides an
overview of various methodologies and procedures employed in prior research. The inclusion of any
procedures or methods in the specific study is indicated by the columns marked in grey.
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Used Technique

Number of | Topic Sentiment | Temporal | Geospatial | Network Reference
tweets Modeling | Analysis Analysis Analysis Modeling
7,881 (Hawkes Sha et al. (2020)

Binomial

Topic

Model)
23,830,322 (LDA) Ordun et al. (2020)
1,150,825 Abd-Alrazaq et al. (2020)
203,756 (LDA) Wicke and Bolognesi (2020)
1,873,022 (LDA) Duong et al. (2020)
126,049 (LDA) Medford et al. (2020)
100,000,000 Kabir and Madria (2020)
6,468,526 Lopez et al. (2020)
2,792,513 (Identifyi Singh et al. (2020)

ng

frequently

appeared

words)
1,187,482 (Word Cinelli et al. (2020)

Embeddin

g)
8,919,411 (LDA) Chen et al. (2020)
30,800,000 (Word Sharma et al. (2020)

Embeddin

2)

Table 1. Different topic modelling, spatial and sentiment analysis techniques Incorporated in literature

3 Methodology

This section provides a detailed description of the methodology adopted in this study. This research
seeks to utilise data mining and spatial analysis methodologies to evaluate water pollution in the UK
through the examination of data derived from Twitter. In order to achieve this objective, the research
employs the Twitter API and the Python programming language to obtain pertinent tweets. The data
obtained was subsequently subjected to a data generation process, which involves data preprocessing
and geocoding, in order to improve its quality and incorporate spatial context. Following this, the
utilisation of topic modelling and sentiment analysis is employed to extract valuable insights regarding
the talks pertaining to water pollution on the social media platform, Twitter. Furthermore, the study
investigates the utilisation of image analysis techniques in order to determine the visual components
associated with water pollution. The incorporation of these methodologies facilitates a thorough
comprehension of water pollution hotspots, patterns or trends of pollution and the perception of the
public within the UK. A graphical illustration of the methodology adopted in the study is presented
in figure 4.
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Figure 4. Summary of the methodology adopted in the study

3.1 Description of Data

The data for this study was obtained using the Search API of Twitter, with the assistance of the tweepy
library in Python, along with other Python libraries. The purpose was to collect original tweets that
are pertinent to the topic of water pollution. Multiple queries are constructed with the purpose of
retrieving tweets that include particular keywords such as ’pollution’, *water’, and *waste’ in order to
guarantee the relevance of the collected data.

Throughout the duration of this research, it is crucial to emphasize a significant constraint - the lack of
historical data that is typically accessible through the Twitter Academic Research Access Tier. This
shortage of data can primarily be attributed to the dynamic and ever-changing nature of the Twitter
API, currently undergoing modifications due to changes in ownership. As a result, our research was
constrained to rely exclusively on a dataset encompassing only one week’s worth of information,
consisting of approximately 11,473 data points. This dataset specifically covers the period from
January 18, 2023, to January 26, 2023. This time frame corresponds to the data available through
the basic access tier during the specified period. Despite this limitation, the research proceeded to
conduct a comprehensive analysis within these constraints in order to extract valuable insights for
this study.

The raw structure of the location data are illustrated in figure 5. In the absence of any data cleansing
procedures, the location data exhibits mirrored and displaced coordinates on the map, appearing in
various positions.
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Twitter Data on UK Region Map (Before Correction)

s Tweets

Figure 5. Raw format visualization of extracted location attributes prior to data pre-processing

3.2 Data Creation

The present study employs a technique encompassing several key steps to facilitate the creation and
pre-processing of data, with the objective of examining geospatial patterns of tweets within the UK.
The process involves several essential stages, namely data acquisition, metadata collecting, geocod-
ing, translation, and data cleaning. Each of these procedures plays a crucial role in enhancing the
quality and accuracy of the dataset, hence facilitating more precise and meaningful analysis in fol-
lowing stages.

3.2.1 Data Acquisition and Meta Data Collection

The initial phase of the research involved data collection using the Twitter API. This process allowed
us to obtain a dataset containing tweet messages relevant to the search terms, along with crucial
metadata. This metadata included timestamps, tweet sources, and indicators of truncation or re-
sponses. Timestamps were used to analyze temporal aspects, revealing patterns and trends over time.
Furthermore, the inclusion of tweet sources and reply indicators provided valuable insights into user
engagement dynamics and interaction patterns.

3.2.2 Geocoding and Spatial Contextualization

In order to perform geospatial analysis, it was essential to establish the geographical context of the
tweets. The initial dataset contained latitude and longitude data, which was subsequently enhanced
through the utilisation of the Nominatim geocoder from the ’geopy.geocoders’ module. The geocoder
utilised coordinates to assign location information, such as addresses or place names, to each tweet.
However, further cleaning was required in order to confirm the accuracy of the location information.
In order to accomplish this, reverse geocoding operations were conducted utilising the OpenCage
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Geocoding API. The implementation of this procedure significantly enhanced the spatial context of
the information, facilitating a full comprehension of the distribution of tweets across various locations
within the UK.

3.2.3 Data cleaning and Pre-processing

In order to provide comprehensive examination of the dataset, it was imperative to perform data
cleaning as a crucial preliminary procedure. To ensure the integrity of the data, we removed informal
phrases, emoticons, symbols, hashtags, and URLs from the tweets. These factors frequently intro-
duce both noise and ambiguity, which might possibly impede the accuracy of later analysis (Otero
et al., 2021). Furthermore, the process of data cleaning involved the elimination of grammatical con-
tractions, abbreviations, and acronyms that are frequently employed on social networking sites. The
implementation of this meticulous cleaning methodology enhanced the dataset’s appropriateness for
thorough analysis, guaranteeing uniformity in the utilisation of language throughout the tweets.

3.3 Text Mining Processes

The objective of the study is to obtain a thorough understanding of discussions pertaining to water
contamination on the Twitter platform within the context of the UK. In order to accomplish this
objective, sophisticated methodologies including word frequencies, topic modelling (LDA and LSA)
and sentiment analysis were adopted to analyse the twitter data. These methodologies facilitate the
retrieval and examination of many topics being discussed, together with the emotional sentiment
linked to tweets.

The rationale for selecting LDA and LSA as the chosen methodologies for the present study is based
on many key factors found on the literature. LDA is a widely recognised and extensively studied topic
modelling technique that has been among the various alternatives for topic models that have been ex-
amined, LDA emerges as the favoured selection for a number of compelling reasons (Lin et al., 2016).
LDA operates within a probabilistic framework, which enables the incorporation of uncertainty and
the representation of the underlying uncertainty inherent in the data. As confirmed by Kalepalli et al.
(2020) inherent probabilistic characteristics of LDA contribute to its enhanced resilience in effectively
managing textual material that is characterised by noise and diversity. Furthermore, LDA offers super-
1or topic interpretability in comparison to alternative models such as Singular Value Decomposition
(SVD). (Kalepalli et al., 2020; Mohammed and Al-augby, 2020; Sorour et al., 2014).

LSA functions by generating a term-document matrix, whereby each row corresponds to a term, each
column represents a document, and the values indicate the frequency of term occurrence. By utilising
singular value decomposition (SVD), LSA effectively decreases the dimensions of the given matrix,
hence revealing latent semantic patterns and relationships that are present within it (Sorour et al.,
2014). LSA is able to successfully identify synonymous terms and uncover the contextual proximity
of words by converting the high-dimensional space into a lower-dimensional one. This capability
allows LSA to comprehend the semantic meaning of text beyond just superficial co-occurrence. This
methodology 1is utilised in various domains such as information retrieval, text summarisation, and
document clustering, among other areas. In this study LSA was utilised, alongside LDA to enhance
the comparison between these two methods (Wang and Zhu, 2017).

3.3.1 Wordclouds

A word cloud, alternatively referred to as a tag cloud or text cloud, is a visual depiction of words
derived from a collection of texts, wherein the size of each word is proportional to its frequency or
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significance within the text. Word clouds offer a rapid and easily comprehensible summary of the
most frequently used phrases, enabling analysts to discern crucial subjects, patterns, and attitudes
within a given collection of data. Within the domain of social media data mining, word clouds have
experienced a surge in popularity owing to their capacity to succinctly represent extensive textual
data in a visually comprehensible manner (Kabir et al., 2018). Word clouds were incorporated in this
study to visualise the frequency and prominence of words and analyse the topic models used in this
research.

3.3.2 Sentiment Analysis

Sentiment analysis, alternatively referred to as opinion mining, entails the systematic procedure of
ascertaining and classifying the emotional expressions conveyed within a given textual composition
(Feldman, 2013). This study utilised sentiment analysis to evaluate the polarity of feelings expressed
in tweets pertaining to water pollution, categorising them as positive, negative, or neutral. This meth-
odology facilitates the assessment of the general public’s sentiment towards water pollution matters,
the identification of probable origins of concern or discontent, and the comprehension of the public’s
perception of pertinent policies and initiatives (Otero et al., 2021).

Sentiment analysis algorithms in this study employed approaches from the field of natural language
processing (NLP) to examine textual data and discern words and phrases that convey sentiment. The
determination of sentiment in a tweet is afterwards based on the frequency and contextual usage of
the words present. Positive feeling is indicative of a favourable disposition, whilst negative senti-
ment signifies discontent or disapproval. Conversely, neutral sentiment denotes a lack of pronounced
emotional expression (Hasan et al., 2019).

Through the utilisation of sentiment analysis on tweets, researchers are able to gain a deeper un-
derstanding of the emotional reactions exhibited by the general public towards occurrences of water
pollution. Additionally, this approach allows for a more comprehensive assessment of the efficacy of
ongoing endeavours aimed at addressing pollution concerns. Furthermore, it enables the identification
of instances where popular sentiment may deviate from official positions on the matter.
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3.3.3 Topic Modelling - Implementing LDA and LSA in Python

Topic modelling is a highly effective methodology employed to reveal underlying themes or subjects
within a collection of texts, such as tweets. Latent Dirichlet Allocation (LDA) and Latent Semantic
Analysis (LSA) are frequently employed approaches in the field of topic modelling (Tong and Zhang,
2016). LDA is a probabilistic model that posits the notion that every document, such as a tweet, is
composed of a combination of multiple subjects. Furthermore, each topic is represented as a probab-
ility distribution across words. The objective of LSA is to discern latent topics and their respective
word distributions from a collection of tweets (Onan et al., 2016; Otero et al., 2021).

In the present work, LDA was utilised to extract prominent topics or issues found in tweets pertaining
to water pollution. Additionally, LSA was utilised to ensure a comprehensive comparison between
the two methodologies.. Through the process of identification and categorization, researchers have
been able to acquire a more profound comprehension of the predominant subjects pertaining to water
pollution in the UK as addressed on the Twitter platform. For example, LDA and LSA has the
potential to uncover various themes related to water pollution, including but not limited to “marine
pollution,” ”plastic waste,” and river pollution.” This analysis can offer significant insights into the
concerns and priorities of the general population concerning water pollution.

3.4 Data Visualisation

The data obtained from topic modelling and sentiment analysis, underwent processing and were af-
terwards represented through the utilisation of graph networks and heat maps. The utilisation of data
visualisation serves as a potent instrument for academics and policymakers, enabling them to com-
prehend intricate patterns and trends in a more intuitive manner. Graph networks provide a visual
depiction of the interconnections of various subjects, emotions, and picture categorizations, facilitat-
ing the identification of potential associations and valuable observations.

In contrast, heat maps serve to visually represent spatial patterns and fluctuations, effectively illustrat-
ing the dispersion of tweet subjects, emotional tones, and visual attributes among various geographic
areas of the United Kingdom. The aforementioned visualisations offer a comprehensive perspective
on the prevailing public sentiment on water pollution, the specific regions where worries are most
concentrated, and the efficacy of implemented pollution control measures.

Hence, several techniques such as topic modelling, sentiment analysis, LDA, and LSA has contributed
to a more comprehensive comprehension of debates pertaining to water pollution on the social media
platform Twitter, specifically within the UK. The utilisation of these sophisticated methodologies
facilitated the retrieval of underlying themes, classification of emotional tone, and discernment from
data that is not in textual form. Through the utilisation of data visualisation techniques, researchers
were able to get significant and informative perspectives on public sentiment, the ramifications of
water contamination, and the potential policy consequences. The use of this comprehensive approach
facilitates a deeper understanding of the patterns and trends of water pollution, so offering a valuable
contribution to the process of informed decision-making and effective environmental management
within the nation.
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4 Results and Discussion

4.1 Spatial Distribution of Tweets

The outcomes of conducting a reverse geocoding operation on the original dataset, resulting in the
precise determination of the tweet locations is illustrated in figure 6. Through this visualisation, the
spatial distribution of tweets across the UK is portrayed, offering valuable insights into the geographic
spread of user-generated content. By employing reverse geocoding techniques, the raw tweet data,
initially consisting of coordinates or vague location information, has been transformed into specific
locations within the UK. This process enhances the understanding of where the tweets originated
from, enabling researchers to discern patterns, trends, or regional variations in the data set.

Twitter Data on UK Region Map (After Correction)

o Tweets

| ¥

Figure 6. Spatial Distribution of Water Pollution Tweets in the UK, between 18/06/2023 and 26/06/2023
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The hourly temporal pattern of tweets is illustrated in figure 7, shedding light on the frequency of
tweet activity throughout the day. Interestingly, the data reveals a substantial increase in the number of
tweets during off-peak hours, suggesting a distinct pattern and a prime period for tweeting. However,
it is important to note that while this pattern is informative in understanding the temporal behavior of
tweets, it does not directly explain the underlying nature of bias, the specific categories of tweets, or
the topics being discussed.
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Figure 7. Temporal Patterns of Water Pollution Tweets

Tweet Counts per UK Region
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Figure 8. Heatmap of Tweets in the UK

The distribution of tweet counts across different regions within the UK is depicted in figure 8. Nev-
ertheless, it is important to note that the figure lacks normalisation and fails to account for population
density in the present phase of the analysis. In doing a more comprehensive analysis, it is imperative
to consider the variable of population density.
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4.2 Word clouds and Frequency of Words

The significance of regional word clouds in the context of sentiment analysis about water pollution
in the UK cannot be overstated, as they play a crucial role in enabling a more nuanced understanding
of public attitudes. Through the analysis of localised word patterns, these clouds reveal attitudes that
are distinctive to particular regions, so providing insights into the varied perspectives held across the
nation. The level of granularity provided allows policymakers and environmental authorities to cus-
tomise responses based on specific area considerations. Moreover, this study facilitates the identific-
ation of the most prominent words in different regions in the UK, hence enabling the implementation
of focused communication strategies to successfully address problems. The impact of water pollution
might exhibit variability based on the specific locality. The utilisation of regional word clouds serves
to enhance comprehension of the emotions experienced by individuals, hence facilitating a more pre-
cise and proactive approach towards addressing environmental concerns. Moreover, this technique
fosters increased public participation and trust.

The regional word clouds and frequencies of words appeared in tweets are depicted in the figures 9-
20 for the regions East, East Midlands, West Midlands, North East, North West, South East, South
West, London, Yorkshire and Humber, Scotland, Wales and Nothern Ireland respectively.
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Figure 9. Word Cloud & Word Frequencies of Water Pollution Tweets in UK East Region

Within the geographical setting of the Eastern area in the United Kingdom, a comprehensive exam-
ination of notable terms utilised in tweets revealed a noticeable emphasis on matters pertaining to
pollution and issues relating to water. In addition to the core concepts of “’pollution” and “water,”
the inclusion of keywords such as "air,” ”waste,” ”time,” and “people” offers significant analytical
perspectives on the underlying characteristics of water pollution concerns. The word “air” implies
a possible correlation between air quality and water contamination, as airborne pollutants have the
ability to deposit into aquatic environments. The term “waste” may signify apprehensions regarding
the adverse impact of inadequate disposal methods on water systems. The term “time” may allude to
the temporal aspects of pollution concerns, suggesting the existence of longstanding difficulties that
necessitate care. Lastly, the incorporation of “individuals™ indicates the socio-environmental rami-
fications of water pollution, alluding to issues related to public health and communal welfare. The
analysis indicates that there is a complex challenge including multiple aspects of contamination. This
suggests that there is a requirement for comprehensive and sustainable measures to effectively tackle
water quality problems in the Eastern region.
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Word Cloud for East Midlands
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Figure 10. Word Cloud & Word Frequencies of Water Pollution Tweets in UK East Midlands Region

Word Cloud for West Midlands
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Figure 11. Word Cloud & Word Frequencies of Water Pollution Tweets in UK West Midlands Region

In the East Midlands and West Midlands regions, the prevalent terms, aside from “pollution” and

“water,’

included the word “air.” This implies the possibility of air pollution perhaps as a resultant

effect of the underlying water pollution, particularly in the East Midlands region. Nevertheless, the
absence of major terms such as *waste’ suggests a favourable perception regarding the management

of garbage in the respective areas.
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Figure 12. Word Cloud & Word Frequencies of Water Pollution Tweets in UK North East Region

Upon analysing the word clouds pertaining to the North East region, it becomes evident that the term
"sewage’ has exhibited a significant frequency. This observation suggests that sewage has emerged as
a prominent issue within the region, hence directly impacting the water pollution levels in the area.
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Word Cloud for North West
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Figure 13. Word Cloud & Word Frequencies of Water Pollution Tweets in UK North West Region

The word cloud pertaining to the North West region prominently highlights a notable concentration of
the term plastics,” suggesting a substantial occurrence of talks relating to plastic substances within
the region. The frequent usage of the term plastics” suggests a widespread adoption and potential
apprehension surrounding the utilisation of plastic-based products within the area.

The conspicuous prevalence of the term “plastics” in the word cloud of the North West region indic-
ates a pressing necessity for collaborative endeavours aimed at tackling plastic waste management
and fostering sustainable practises within the locality.
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Figure 14. Word Cloud & Word Frequencies of Water Pollution Tweets in UK South East Region

The word cloud for the South East region reveals a notable presence of phrases such as “waste,”
“plastics,” and “sewage,” which suggests that waste management and environmental pollution are
prominent problems in this area. These phrases collectively indicate a geographic area that is facing
challenges pertaining to the management of garbage disposal, plastic pollution, and sewage. The
prevalence of “waste” signifies an emphasis on the comprehensive administration of abandoned sub-
stances, potentially suggesting difficulties in the appropriate handling and re-utilisation methods. The
concept of “plastics” highlights the increasing recognition of the adverse impacts of plastic pollu-
tion on aquatic environments and ecological systems, indicating a necessity for enhanced practises
of sustainable consumption and waste mitigation. In the meantime, the incorporation of the term
’sewage” serves to underscore apprehensions regarding the treatment of wastewater and its potential
ramifications on the quality of water resources. The word cloud composition indicates the need for
comprehensive measures that encompass trash generation, plastic pollution, and sewage treatment in
order to minimise the water pollution in the South East region.
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Most Frequent Words in South West
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Figure 15. Word Cloud & Word Frequencies of Water Pollution Tweets in UK South West Region

In contrast to the South East region, the South West region just encompasses the term ’sewage’,
so implying that there is ongoing discourse among individuals over the sewage system within this
area. This suggests that, in contrast to the South East region, the general people in this area does not
prioritise the issues of plastics and waste.
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Figure 16. Word Cloud & Word Frequencies of Water Pollution Tweets in London

Upon analysing the discourse on Twitter pertaining to London, it becomes evident that the word cloud
prominently features the term “pollution,” with a notable focus on “air.” This observation suggests a
significant level of concern regarding the issue of air quality. Significantly, the term “air” is given
priority over “water,” indicating a heightened emphasis on air pollution in comparison to water pollu-
tion. This observation indicates an urgent requirement to tackle the air quality concerns in the region.
Furthermore, the use of terms such as “health” and “traffic” highlights the wider ramifications of air
pollution, including its possible effects on public health and the occurrence of traffic congestion. The
word cloud exhibits a substantially lower degree of prominence for the term “water,” and the absence
of associated terms may indicate a more suppressed level of discourse regarding water contamination.
This highlights the pressing need to tackle air quality issues in London, so motivating a contemplation
of holistic approaches that involve the reduction of both air and water pollution.
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Word Cloud for Yorkshire and the Humber Most Frequent Words in Yorkshire and the Humber
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Figure 17. Word Cloud & Word Frequencies of Water Pollution Tweets in UK Yorkshire and Humber Region

Similar to the regions of London and North West, the Yorkshire and Humber region likewise has a
higher frequency of the word “air” compared to “water,” indicating a greater emphasis on discussions
related to air pollution. Furthermore, it is worth noting that terms such as “waste” and ’sewage” and
’plastics” were conspicuously absent from the discussions, thereby providing additional evidence to
support the aforementioned remark.
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Figure 18. Word Cloud & Word Frequencies of Water Pollution Tweets in Scotland

Upon investigating the twitter conversations surrounding Scotland, the prominent lexical items pol-
lution,” “air,” ”low,” and “quality” within the word cloud collectively indicate a notable focus on
apprehensmns over the state of air quality. The term “pollution” encompasses a wide range of envir-
onmental concerns; nevertheless, the specific mention of "air” and the emphasis on ’quality” indicate
a particular interest in the monitoring and mitigation of air quality levels.

The absence of the term “water” implies a favourable indication of less water pollution within the
area.
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Word Cloud for Wales Most Freguent Words in Wales
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Figure 19. Word Cloud & Word Frequencies of Water Pollution Tweets in Wales

Upon analysing the twitter discussions pertaining to Wales, it becomes evident that the prevailing
terms, including pollution,” “water,” “climate,” and “’people,” as depicted in the word cloud, col-
lectively construct a narrative that encompasses a comprehensive viewpoint on environmental issues.
The term pollution” implies a broad recognition of the deterioration of the environment, which may
include many forms of contamination such as air and water pollution. The salience of “water”” under-
scores a distinct emphasis on matters pertaining to water, signifying apprehensions regarding water
quality and maybe mirroring the significance of water resources in the locality. The incorporation
of the term “climate” denotes a comprehension of the wider environmental framework, implying an
acknowledgment of the interdependence among diverse ecological elements. Lastly, the inclusion of
“people” highlights the anthropogenic aspect of these ecological dilemmas, accentuating the potential
consequences for nearby societies and the well-being of the general public. The word cloud repres-
entation presented here indicates a collective recognition of several environmental aspects in Wales,
encompassing issues such as water quality, broader climate considerations, and concerns related to
human well-being.
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Figure 20. Word Cloud & Word Frequencies of Water Pollution Tweets in Northern Ireland

On examining the conversations pertaining to Northern Ireland, the prominent lexical items “air,”
“water,” "noise,” and “plastic” depicted in the word cloud collectively provide a thorough portrayal of
the environmental issues covering both air and water pollution. The term “air” denotes a concentrated
emphasis on matters pertaining to air quality, indicating an increased consciousness of potential sub-
stances that may impact the atmosphere. The incorporation of the term “water” serves as a symbolic
representation of a concurrent focus on the quality of water, so implying apprehensions regarding the
detrimental effects of pollution on aquatic environments. The term “noise” might evoke concerns
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pertaining to noise pollution, hence emphasising the multifaceted character of environmental chal-
lenges. Moreover, the inclusion of the term “plastic” raises worries on the issue of plastic pollution,
so demonstrating an understanding of its detrimental effects on ecosystems on land as well as in
the water. The aforementioned depiction emphasises the significance of tackling various aspects of
pollution in Northern Ireland, emphasising the need for comprehensive approaches that encompass
the maintenance of air and water quality, mitigation of noise pollution, and effective management of
plastic trash.

The examination of Twitter data pertaining to water pollution in the UK yields significant insights
when employing word cloud analysis techniques. The analysis of word frequency provides insight
into the prevailing themes and issues, hence illuminating the public’s concerns (Kabir et al., 2018).
The analysis of word sentiment enables the identification of the emotional tone present in dialogues,
encompassing emotions such as alarm, rage, or hopefulness. The identification of notable locations
regions or pollutants referenced in the text aids in the precise determination of certain areas of focus
(Kaptein, 2012). A clear example for this could be seen through the results of this study where some
regions have more concern on plastics where as few other regions have discussed more about sewage.

The act of monitoring popular phrases over a period of time allows for the observation of evolving
narratives and changing priorities. Through the comparison of word clouds across several time peri-
ods, discernible visual patterns emerge, effectively illuminating the dynamic nature of evolving trends
(Kabir et al., 2018). These studies provide policymakers, companies, and environmental organisations
with the necessary tools to make well-informed decisions, tackle urgent challenges, and customise
their communication strategies. Nevertheless, it is imperative to adopt a nuanced perspective when
considering the findings, as there may be inherent demographic biases present among Twitter users
and the subtle complexities of language usage must be taken into account (Valle-Cruz et al., 2017).

4.3 Sentiment Analysis

This section provides an overview of the predominant sentiments expressed in tweets across the entire
country and a comparative analysis specific to each region of the UK. The distribution of positive,
negative and neutral twitter data sentiment about water pollution as mined from Twitter data are
presented through figures 21 and 22.
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Figure 21. Distribution of Twitter Data Sentiment
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Figure 22. Distribution of Twitter Data Sentiment:Pie Chart

The analysis of sentiment within Twitter data concerning water pollution in the UK has revealed a
wide array of thoughts and emotions being conveyed by users. This diversity of sentiments is evident
in the data, as illustrated in Figures 21 and 22. Notably, the analysis indicates that a significant portion
of tweets, approximately 45.2%, exhibit a positive sentiment (1). This finding underscores the favor-
able stance taken by a considerable number of users towards the various initiatives and efforts aimed
at addressing water pollution in the UK. These figures provide compelling evidence that a substantial
proportion of individuals hold a positive perception of the strategies and actions implemented to com-
bat water pollution. The noteworthy aspect here is the substantial agreement across a wide spectrum
of users, highlighting a general consensus regarding the effectiveness and importance of the meas-
ures put in place to mitigate pollution and ensure the preservation of the quality and sustainability
of water resources. This collective recognition of the undertaken measures underscores a widespread
acknowledgment of the ongoing endeavors to tackle the issue of water pollution (Otero et al., 2021).

In contrast, there is a noticeable divergence in the statistics, with approximately 24.4% of the ana-
lyzed tweets displaying a discernibly negative sentiment marked as (-1). This negative sentiment is
indicative of prevailing apprehensions and discontent related to the pressing issue of water pollu-
tion. Within this segment of Twitter users, there appears to be a concerted effort to shed light on
instances of insufficient pollution control, resulting ecological harm, and an apparent lack of effective
regulatory protocols. The viewpoints and opinions conveyed by the individuals underscore the ur-
gent requirement for substantial improvements in environmental policies and the implementation of
more stringent enforcement measures (Ahuja and Dubey, 2017). These steps are deemed essential in
safeguarding and preserving our invaluable water resources.

It’s important to note that a substantial portion of the tweets, precisely 30.4%, exhibit a neutral sen-
timent falling under the category of 0. This observation implies that these tweets capture a sense of
impartiality and lack of bias in relation to the discussed topic. The content within these tweets might
encompass objective information, ongoing events, or balanced discussions that steer clear of any overt
emotional influences. In sentiment analysis, a neutral sentiment refers to a state in which the language
or material does not exhibit any identifiable emotional tone or inclination towards either positive or

34



negative sentiments (Sahayak et al., 2015). The language employed in the discourse is indicative of
objectivity, devoid of any overt expression of strong emotions or personal viewpoints pertaining to
the topic water pollution within the region.
4.3.1 Regional Sentiments by Location
The regional sentiment scores for the regions in the UK were calculated in this study and the graphical

representation of these regional sentiments are illustrated in the figure 23.
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Figure 23. Average Regional Sentiment scores in the UK

In the context of sentiment analysis, the sentiment values exhibited along the y-axis hold significance
as they represent the average sentiment scores derived from tweets associated with different regions
within the United Kingdom. These sentiment scores are typically distributed across a numerical scale
that ranges from -1 to 1. In this scale, negative values are indicative of a pessimistic or adverse
sentiment, while positive values symbolise optimistic or positive emotions. Additionally, scores close
to the midpoint of 0 indicate a neutral sentiment stance. Conversely, the x-axis of the graph serves
as a representation of the diverse geographical segments that comprise the UK. Each individual bar
portrayed on the graph is a visual representation of a specific geographical location. Notably, the
vertical dimension of the bar graph conveys a significant piece of information. It reflects the average
emotional score assigned to tweets originating from the corresponding geographic region. This score
is a quantitative measure of the prevailing emotional tone within that particular area, thereby shedding
light on the overall sentiment landscape across the UK’s different regions.

In the graph, each bar’s vertical dimension symbolises the average emotion score extracted from
tweets related to a specific geographical area. Taller bars on the graph correspond to a heightened
level of positive sentiment, illustrating a stronger positive outlook. Conversely, shorter bars indicate
a more pronounced negative attitude, reflecting a greater degree of negativity. If a bar is situated near
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the zero mark on the graph, it indicates that the tweets originating from that particular region tend to
showcase a relatively balanced and neutral emotional tone.

The sentiment analysis results reveal a coherent and persistent trend that mirrors the insights gleaned
from the distinct word clouds representing diverse geographical areas. The discernible fluctuations in
sentiment scores across these regions serve as telltale signs of the existence of diverse attitudes and
emotional responses in relation to the water pollution issue. Specifically, the localities encompassing
the West Midlands, South East, East, and Yorkshire and Humber manifest relatively diminished sen-
timent scores, implying a proclivity towards maintaining a more equilibrated and impartial demeanor
regarding the concern of water pollution. In these particular areas, discussions pertaining to this sub-
ject might transpire with a moderated degree of apprehension, characterised by a conscious effort to
avoid overly impassioned reactions.

On the other hand, it becomes apparent that in places like Wales, Northern Ireland, and East Midlands,
conversations revolving around water pollution tend to evoke distinctly positive reactions. These re-
gions exhibit sentiment scores that eclipse the 0.10 mark, signifying a prevailing tendency towards
favorable emotional engagement. This numerical threshold takes on added significance as it signifies
the presence of prominently agreeable sentiments or a highly hopeful vantage point. This positivity-
infused sentiment score provides valuable insight into the collective emotional disposition of these
areas when addressing the issue of water pollution, suggesting an encouraging and optimistic per-
spective in these conversations.

In the context of positive emotions, it becomes apparent that scores surpassing the threshold of 0.10
carry substantial implications, pointing towards noteworthy progress, ambitious undertakings, or not-
able achievements in the ongoing battle against water pollution within the specified regions. This
deduction underscores the existence of a discernible relationship between the sentiments expressed
by the general public and the tangible execution of affirmative actions targeted at mitigating the issue
(Otero et al., 2021). In essence, the statistical correlation between the sentiment levels and the imple-
mentation of effective measures signifies that public opinion plays a role in motivating and shaping
the constructive initiatives that are being deployed to combat water pollution in these areas.

Conversely, sentiment ratings that exceed the 0.10 threshold also indicate a heightened degree of pos-
itive reactions. These elevated sentiment levels serve as clear indicators of strong support, validation,
and acknowledgment of the concerted efforts directed towards combatting water pollution (Karami
et al., 2020). The sentiment scores exceeding this benchmark signify a profound and widespread
endorsement of the initiatives that have been set in motion to address the issue. This suggests that
the strategies, actions, and policies aimed at tackling water pollution have garnered not only recog-
nition but also a substantial degree of approval and commendation from the public, underscoring the
resonance of these efforts within the community.

The sentiment scores for regions including Scotland, North East, Southwest, North West, and Lon-
don, fall within the range of 0.06 to 0.08. These scores suggest the presence of a moderate level of
sentiment expression within these regions. Specifically, when discussing the topic of water contamin-
ation, these geographical areas display a moderate yet discernible degree of positive sentiment in their
discourse. However, it is of paramount importance to acknowledge that sentiment analysis provides
a sweeping overview of emotional content. To achieve a deeper understanding, it is imperative to en-
gage in qualitative research focusing on individual discussions within distinct geographic regions. By
delving into this approach, a more nuanced comprehension emerges, shedding light on the intricate
details that underlie emotional responses concerning water pollution (Saldana-Perez et al., 2019).

This study plays a pivotal role in enhancing our grasp of the fundamental causes and contextual

36



elements that give rise to the emotional reactions documented in connection with water pollution.
Through a meticulous examination of specific conversations occurring across various geographical
areas, we can unravel the intricate tapestry of factors influencing these emotional responses (Otero et
al., 2021). This approach transcends the limitations of sentiment analysis, offering a comprehensive
and multifaceted insight into the complex interplay of emotions and environmental concerns.

4.4 Latent Dirichlet Allocation (LDA) and Latent Semantic Analysis (LSA)

This section examines the intricate details of public discourse surrounding water pollution in the
United Kingdom by employing two distinct topic modelling techniques: LDA and LSA. The aim
of this analysis is to extract valuable information from the predominant words linked to the created
themes, so enabling a comprehensive comprehension of the discourse surrounding water pollution on
the Twitter platform.

4.4.1 Analysis of Latent Dirichlet Allocation (LDA)

The LDA model, which is a probabilistic generative model, has exceptional proficiency in capturing
the multifaceted nature of discussion pertaining to water pollution.The results obtained through the
LDA analysis of this study are depicted in figures 24 an 25 .
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Figure 24. Word clouds for LDA model topics
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Figure 25. LDA Bar plot showing weighting of words in each topic.

In this context, it can be observed that each bar within the visual representation (figure 24) symbolises
a certain word, with the length of each bar serving as an indicator of its relative significance within
the relevant topic. The horizontal axis denotes the significance score assigned to each word, while
the vertical axis displays the top terms associated with each topic. The aforementioned plots offer a
straightforward visualisation of the most impactful words within each topic.

Through the process of perception, this model is able to identify and categorise six unique subjects
derived from the Twitter data. The topics discussed in the text are not expressly labelled; however, one
can infer them based on the major words used. This effectively reveals the complex and multifaceted
nature of public perceptions. The terms - “water”, ”pollution”, ”waste”, ”quality”, ”drink™, “air” and

“people” are the most prominent words that were extracted across all topics from LDA model.

The term “water” serves as the central element, representing the primary focus. The topics of “pol-
lution” and “quality” serve as the focal points of the conversations, highlighting the collective ap-
prehension regarding the contaminated condition of water bodies. The incorporation of the term
“waste” implies a recognition of the wider ecological consequences associated with water pollution.
Moreover, the inclusion of the term “air” implies that the topic has recognised the potential interre-
lationship between cross-pollution phenomena, wherein water pollution could potentially impact the
quality of the surrounding air. The utilisation of the term “people” reveals a crucial aspect of these
conversations, namely, the impact on human health and overall welfare. The correlation between
the consumption of drinks and pollution highlights the apprehensions around the safety of drinking
water, suggesting that individuals are concerned about the availability of clean and unpolluted water
resources. The amalgamation of these concepts exemplifies a holistic perspective on the manner in
which water pollution impacts individuals’ lives, intricately linking environmental, health, and soci-
etal aspects.

The presented visual depiction in figure 26, as a heatmap, illustrates the distribution of textual mater-
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Figure 26. Topic Distribution of LDA model

ials or documents across various themes related to water pollution in the UK. Within this illustrated
framework, each row represents a distinct document, while the columns are representative of desig-
nated themes. The heatmap utilises chromatic intensity in each cell to indicate the level of correlation
between a specific document and a particular topic. A cell exhibiting a deeper shade of colour indic-
ates a higher probability of correlation between the document and the subject matter of the respective
issue. The utilisation of this visual instrument enables a more nuanced understanding of the current
prevalence of various subjects related to water pollution in the UK. This understanding is derived
from a collection of documents that have undergone text mining techniques using data obtained from
the Twitter platform.

4.4.2 Latent Semantic Analysis (LSA)

LSA is a computational method used to analyse the semantic similarity of words and documents.
In this context, the focus is on examining the limitations associated with a narrow representation of
information. The word clouds generated by LSA and the frequency of the words been prominent in
the model are illustrated in figures 27 and 28.
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Figure 27. Word clouds for LSA model topics
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Figure 28. LSA Bar plot showing weighting of words in each topic.

Hence, the LSA analysis of the study provides a narrower viewpoint. When constructing a list of
six topics, the scope of related terms is restricted to “water”, “people” and “children”. The produced
topics appears to be ambiguous and lacks a strong connection to water pollution, as observed in
the LDA analysis. The choice of “water” as the subject of investigation is unsurprising considering
the study’s primary emphasis. The terms “people” and “children” elucidate the attention given to
populations that are at risk, specifically those who are more prone to experiencing the detrimental
consequences of water pollution. Nevertheless, the significant disparity between the profoundness of
themes generated by LDA and the restricted extent of findings obtained from LSA prompts inquiries
regarding its capacity to encompass the intricacy of public conversation.

Similar to the LDA a topic distribution heatmap was generated through LSA. In the context of LSA,
the standard method for representing topic distribution involves the application of a stacked bar chart.
In the above visual depiction, each separate bar represents a unique document, with the segments
within the bars representing the proportions assigned to certain topics. The vertical length of each seg-
ment functions as a visual representation of the significance of a particular issue within the boundaries
of the corresponding document. This specific visualisation style enables a thorough understanding of
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