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Abstract 

The exploitation of so-called insiders is increasingly recognised as a common vector for 

cyberattacks. Unintentional insider threatï inadvertent mistakes and errors that cause cyber 

incidents and breaches ï can enable nefarious cyberattacks to become successful resulting in 

a range of potential harms at an individual and organisational level. Managing unintentional 

insider threat is a growing challenge for organisations and businesses. Emerging work in this 

area has considered the phenomenon from various perspectives including the technological, 

the psychological and the sociotechnical. However, there is a gap in terms of (a) investigating 

unintentional insider threat specifically (rather than being centred on intentional or malicious 

insider threat) and (b) a human centric approach whereby technologies and humans are 

considered equally in a sociotechnical context of cyber and physical spaces in which they 

coexist. In order to address this deficit, this thesis investigates unintentional insider threat to 

uncover factors that influence it by adopting a human-centric lens to address this challenge.  

A human factors theory-informed systems approach is used to evaluate and critically analyse 

related work. Through the application of Critical Decision Method and Theory of Planned 

Behaviour approaches in two linked studies, a framework is developed and validated through 

engagement with industry. It is suggested that unintentional insider threat is responsive to a 

range of factors that can be linked to the individual, the technique used in the attempted 

attack and, the wider work environment and culture. While attitudes towards human elements 

within organisational ecosystems are improving, subjective norms can be leveraged to foster 

the creation of innovative cybersecurity defences in the future. This thesis contributes a tool 

to enable organisations to reflect on the relevance of unintentional insider threat within their 

overall approach to cyber security, and provides contributions to human-centred theoretical 

and practical understanding of unintentional insider threat. Ultimately, it is argued that in 
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order build to meaningfully tackle this threat all actors must be leveraged to take advantage 

of the understanding developed in this work to enhance existing systems in which the human 

element is critical to keeping systems safe. 
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1. Introduction 

The spread of internet-enabled services and devices into the workplace has led to significant 

gains in productivity and efficiency (Schuh et al., 2014). However, this technology also offers 

potential vulnerabilities and new attack surfaces for criminals, industrial saboteurs and 

extortionists to exploit. Potential vulnerabilities that result in the exposure of personal or 

sensitive data are also a matter of widespread concern and media interest. Aside from what 

might be considered traditional hacking of digital systems at a technical level, there is 

increasing prevalence of cyberattacks that require the unwitting participation of innocent 

individuals in terms of opening an attachment, clicking on a rogue link or otherwise 

inadvertently performing an action that compromises a system (Verizon, 2020).  

This innocent facilitation of insiders to successfully cyberattack systems is considered a 

subset of ñInsider Threatò known as unintentional or accidental insider threat. Unintentional 

or accidental insiders are those individuals who unknowingly or unwittingly harm the 

organisation through their actions due to being manipulated to click on a malicious link, 

install malicious software or otherwise facilitate a cyberattack. This category of unintentional 

insider threat is the focus of this thesis. The remainder of the category is known as intentional 

or malicious insider threat comprising of deliberate and malicious actions carried out by 

disaffected or mercenary employees within an organisation (Mundie et al. 2013). 

A range of solutions have been proposed to address intentional and unintentional acts. 

Solutions tend to address both vulnerabilities that arise from the human element as well as 

technological aspects, such as those arising from software. Defences tend to focus on the 

technological elements rather than humans or processes (Ani et al., 2018). When systems are 

compromised organisations assess intentions behind insiderôs actions as either intentional or 

unintentional in order to determine the intensity of organisational response and subsequent 
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reprimands (Predd et al., 2008). This desire to control and manage the human element, which 

is believed to be the generator of unacceptable risks, stems from traditional security thought 

whereby humans are perceived to be the weakest link in the security chain (Mittal, 2015; Ani 

et al., 2018). 

Psychological and behavioural approaches have been utilised to further traditional security 

thought by devising novel solutions to assess intentions behind insider actions if systems are 

compromised. Such approaches entail creating individual and group psychological and 

behavioural profiles typically with psychometric tests used to predict stress susceptibility. 

Other approaches emphasise identifying rule breaking behaviour through background checks 

and examination of personnel records from the Human Resources department. Once 

developed these profiles can provide an insight into the intentions of insiders should a breach 

occur. Furthermore, triangulation of this personal data may also be used as early markers for 

potential insider threat (Cappelli et al., 2007; Greitzer et al, 2018; Kandias et al., 2010). 

Where local legal regulations are in effect that bar or limit the collection of personal data on 

individuals, alternative behavioural approaches have emerged to tackle insider threat. These 

approaches disregard intentions or motivations of insiders and focus instead on controlling 

opportunities afforded to individuals when interacting with technologies within systems. 

Opportunities afforded to individuals to compromise secure systems are determined through 

analysing network based behaviour with access logs to determine a baseline of acceptable 

behaviour i.e. normal behaviour. Once this baseline has been identified it is used to evaluate 

daily actions and eradicate abnormal behaviour through restricting users from accessing 

certain parts of the system and information, unless it is justified by the organisation through a 

ócase for exemptionô (Agrafiotis et al., 2015; Chattopadhyay et al., 2018; Legg et al., 2015). 

Whilst these techniques have brought forward a diverse set of propositions to expand 
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solutions stemming from traditional security thought, these techniques have had limited 

success in addressing unintentional insider threat arising from well-meaning insiders.  

To begin a meaningful discussion about unintentional insider threat, the parameters of what 

constitutes as insider threat must first be established. Establishing these parameters is 

problematic due to the multifaceted nature of insider threat which results in an abundance of 

definitions present in literature to define this term. However, for the purposes of this thesis 

insider threat is defined as follows: 

óActions [encompassing skills, rules and knowledge-based behaviour] or inaction of 

individuals or groups who wittingly or unwittingly cause loss or harm to the security of an 

organisation, without a differentiating between cyber or physical perimeters. The 

individual(s) has authorised access [physical and/or cyber] to physical assets and to 

confidential information in order to perform a function for an organisation which results in 

compromised safety or a cybersecurity breach.ô 

Nested in the above definition of insider threat, unintentional insider threat is defined as 

follows: 

óInsider threat that is not a result of intentional actions that cause loss or harm to an 

organisation by insiders.ô 

In contrast to previous approaches that have retained a focus on technologies or on 

identifying weaknesses in individuals, the work in this thesis adopts a systems perspective 

with which to view and understand unintentional insider threat by changing the way humans 

are considered within systems. This will be done through including a range of established 

approaches i.e. The Epidemiological Triangle (Cassel, 1976), the Swiss Cheese Metaphor 

(Reason, 1990a), Safety II approach (Hollnagel, 2018), Skills, Rules and Knowledge 
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approach known as SRK (Rasmussen, 1983) and, Generic Error-Modelling System known as 

GEMS (Reason, 1990b). Epidemiological Triangle (Cassel, 1976) and the Swiss Cheese 

Metaphor (Reason, 1990a) can provide a useful visual aid for representing and understanding 

the interdependent and dynamic relationship that exists between vectors within an 

environment. An implication of these approaches is that focusing on a single vector can be 

problematic and ineffective for proposing solutions to complex challenges. Safety II 

approach (Hollnagel, 2018) is used to categorise existing approaches and acknowledge the 

variability in human performance that keeps systems safe whilst learning from what works 

well and goes right as well as what goes wrong. Thus, a Safety II approach provides a further 

dimension to aid in understanding the environment under which unintentional insider threat 

occurs. Safety II approach argues that incidents or accidents are not unique events but rather 

an expression of the variability within human performance. Humans are the necessary 

element in the system that provide systems with the flexibility and resilience needed for safe 

operations and production of desirable outcomes. Being equipped with a Safety II approach 

means that learnings are acquired through understanding what goes right a vast majority of 

the time as well as when things go awry. The inclusion of skills, rules and knowledge based 

behaviour known as the SRK approach (Rasmussen, 1983) aids in examining the types of 

tasks that result in errors as it is important to understand the types of tasks being performed 

and the cognitive load on individuals during which systems are unintentionally compromised. 

Additionally, to gain a deeper understanding of erroneous actions which lead to unintentional 

insider threat Generic Error-Modelling System known as GEMS (Reason, 1990b) is utilised 

to classify the types of errors that occur. For instance, when a well-intentioned insider 

unwittingly compromises a system it could occur from a slip in attention, a lapse in their 

memory, a mistake in the classification of their memory or a routine violation that had been 

occurring in the past but never resulted in a cyber breach. 
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This body of work is grounded in the above approaches to understand unintentional insider 

threat, i.e. the types of tasks that lead to unintentional insider threat, the types of errors that 

result in it and, the variability in human performance that keeps systems safely operating a 

vast majority of the time. It is through this human centric lens that unintentional insider threat 

is investigated in order to propose a new approach to enhance existing understandings and 

solutions. 

1.1 Research Questions 

From this brief introduction it is clear that new attack surfaces have been created with the 

rapid widespread adoption and creation of connected technologies. The necessary human 

element that enables cyberspace operations has become a major vector that facilitates 

cyberattacks. Insider threat (unintentional and intentional) poses a paradox for cybersecurity 

whereby humans are necessary to enable operations whilst they generate or enhance 

vulnerabilities in systems. This paradox makes it challenging to address insider threat 

especially if it is unintentional in its nature. Proposed solutions address intentional and 

unintentional insider threat in tandem and appear to be focused on either protecting the 

technological element or leveraging it in order to control, manage or limit the human element 

within cyberspace. Additionally, psychological approaches have also emerged which aim to 

predict or ascertain intentions behind actions that result in breaches. Therefore, it is of 

interest to explore the extent to which humans are considered within systems, the suitability 

and comprehensiveness of proposed approaches to insider threat and, learn about 

unintentional insider threat from lived experienced of those that have had exposure to it. 
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Interest also arises from developing a framework that can be utilised by organisations to 

reflect on how unintentional insider threat can be examined, understood and defended 

against. Thus, this thesis seeks to explore the following research questions. 

1. To what extent are current cybersecurity approaches considering operations of the 

human element? 

Through reviewing extant literature and conducting systematic analysis of existing tools, this 

question aims to identify the limitations and scope of current approaches and show the 

opportunities of being able to apply an alternative lens with which unintentional insider threat 

can be understood. 

2. How might a sociotechnical systems approach aid in reframing current approaches 

from a human centric stance? 

This research question aims to explore the extent to which current approaches are suited to 

unintentional insider threat, the extent to which these approaches are holistic in a 

sociotechnical context and, opportunities for human factors domain to propose solutions. 

3. What can be learned from peopleôs experience of unintentional insider threat about 

factors that influence it? 

This research question applies Critical Decision Method (CDM) to understand individual 

experiences that led to unintentional insider threat in order to validate current approaches and 

introduce new elements for consideration to safeguard against such a threat. 

4. What user centric solutions could have a positive impact in an open environment for 

understanding unintentional insider threat? 
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This research question explores the extent to which the developed sociotechnical framework 

can prompt individuals to reflect on challenges posed by unintentional insider threat in 

organisational contexts. 

1.2 Industry Engagement 

Numerous industry collaborations occurred over the course of four years to help ground this 

research in an industry perspective. These experiences established challenges associated to 

unintentional insider threat and, provided distinct insights at various points that guided this 

research (detailed in Appendix 1). Warwick Manufacturing Group (WMG) is an academic 

department that facilitates collaborations between academia and industry. Since WMG 

provided access to the second industry partner, High Value Manufacturing Catapult, and 

shared insights and challenges in the context of its industry partners rather than academic 

perspectives, WMG was considered an industry partner in the context of this work. Industry 

contributions towards this research are as follows: 

¶ WMG and High Value Manufacturing Catapult: During the first year the initial 

industry partner shared need-based examples of challenges pertaining to 

cybersecurity. This input informed the PhD proposal made to the Centre for Doctoral 

Training 

¶ Connect Places Catapult (CPC): In the second year, a full-time three month placement 

was carried out for an immersive óin-the-fieldô experience. This embedding in 

industry setting aided the author in understanding the complexity of ownership and 

responsibility for cybersecurity in the design of technologies 

¶ National Cyber Security Centre (NCSC): In the third year of this project, another full-

time three month placement occurred. This experience enhanced the authorôs 
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expertise of applying models from the human factors domain to cybersecurity 

challenges 

¶ NCSC Partners: Collaborations occurred with six organisations who contributed to 

the research findings from a study to prompt a change in behaviour through eliciting 

reflection 

All i ndustry partners independently appeared to be in agreement that cybersecurity and 

insider threat were important concerns to stakeholders and a number of insights emerged 

from the three different industrial placement activities. A deeper understanding was 

developed for the nuanced complexities that exist in real-world settings on top of which 

cybersecurity is designed to be implemented. For instance, despite cutting-edge cybersecurity 

solutions being implemented, a mismatch between individual and organisational priorities 

can result in the overall cybersecurity being compromised by well-meaning insiders. 

However, if individual priorities and reasons for performing undesirable actions are not given 

due consideration (i.e. the case made by Safety II, Skills-Rules-Knowledge approach and, 

GEMS) or wrong lens with which to examine the problem is adopted, it can result in arduous 

efforts that are fruitless. Additionally, while reprimands can yield short-term results 

individuals might revert to the same actions in the long-term or worse, create a new set of 

unforeseen challenges that emerge from individuals trying to achieve the same outcomes in 

new ways.  

Similarly, when cybersecurity is retrofitted or superimposed on existing structures, it can 

reinforce the mystique associated to this domain. For instance, efforts made to build 

awareness and generalist knowledge about cybersecurity can result in a disconnect between 

top-down mandates and bottom-up efforts of how work is being performed and measured. 

This disconnect can contribute to a widening of the gulf between work-as-imagined and 
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work-as-done (Hollnagel, 2017; Suchman, 1987). The relatively innocent action of not fully 

incorporating cybersecurity advice (which might be driven by the fear from technology 

companies not fully understanding cybersecurity or imposing responsibility of cybersecurity 

onto individuals which is intrinsically tied with their key performance indicators) can result 

in technology being taken to market that has not incorporated cybersecurity as part of its 

design.  

In the context of imposing responsibility for cybersecurity elements onto individuals, which 

is recommended in the frameworks which will be discussed in Chapter 2, the situation 

becomes multifaceted when there are competing interests (such as their key performance 

indicators). Furthermore, while generalist cybersecurity knowledge can be developed by 

organisations on an individual level, a singular person responsible for the overall 

cybersecurity can create a sentiment of absolute authority and create a channel for 

reprimands. It can also serve to alienate cybersecurity knowledge and personnel from 

mainstream operations, add to the mystique of the domain by differing to an óidentified, 

responsible expertô and inevitably create a singular point of failure. 

Embedded experiences in industry settings highlighted cybersecurity challenges in real-world 

settings and, provided context and informed this body of work. From the detailed experiences 

shared in Appendix 1, the approach adopted by industry is inclined towards the technological 

element for protecting against insider threat which is reflective of the relevant literature 

discussed in Chapter 2 i.e. technological element within sociotechnical systems is leveraged 

to limit or control the operation of the human element within cyberspace. As insider threat is 

understood to be dynamic and sudden in its nature (Nurse et al., 2014), the agility needed to 

respond to unintentional insider threat can be limited when cybersecurity is superimposed 

onto existing systems or in instances where the responsibility is wholly placed on the human 
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element. Furthermore, placing emphasis on certain elements is not holistic and can especially 

fall short in its consideration of humans within systems. Thus, embedded industry experience 

provided a backdrop for the design of a human centric framework to tackle unintentional 

insider at organisations. 

1.3 Statement of novelty and expected contribution 

This work has been informed by a multiple disciplinary approach and by industry input 

through numerous partners. The diagram below reflects eleven distinct stages over the course 

of four years of this research project: 

 

Figure 1: Stages of contribution 

Whilst work has been done to address unintentional insider threat by the computer science 

domain and recently there has been an emergence of techniques from other disciplines to 

contribute solutions to this challenge, there have been limited contributions from a human 

centric approach. There is also a lack of exclusive examination of unintentional insider threat 

from its counterpart intentional insider threat. This thesis extends the application of existing 

approaches from risk and safety engineering and human factor domains to change how 
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humans are considered within systems in order to enhance existing understanding of 

unintentional insider threat. Furthermore, a sociotechnical framework is presented that is 

anticipated to assess the strength of barriers in place to determine organisational readiness 

levels against this threat, developed through the implementation of multiple disciplinary 

perspectives. This work has also benefitted from numerous industry collaborations at various 

stages and the framework aims to provide industry with a range of novel sociotechnical 

factors to consider as part of their defences. It is hoped that through focusing on unintentional 

threats specifically (rather than more commonly studied intentional threats) and by extending 

the application of established approaches, it will provide a new approach with which to 

understand and respond to unintentional insider threat in industry. 

1.4 Publications arising from this thesis 

Abridged sections of this thesis have been published in the following articles. It is worth 

noting that the ability to engage with conferences was limited due to the Covid-19 pandemic. 

Chapters 2, 5 and 8: Khan, N., J Houghton, R., & Sharples, S. (2022). Understanding 

factors that influence unintentional insider threat: a framework to counteract unintentional 

risks. Cognition, Technology & Work, 24(3), 393-421. 

Chapters 1, 7 and 8: Khan, N., Sharples, S., & J Houghton, R. (Submitted on 14/11/2022 to 

Cognition, Technology & Work). A human centric approach: presenting a framework to 

influence understanding of unintentional insider threat. 
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1.5 Structure of the thesis 

Having introduced the motivations to adopt a multiple disciplinary approach to investigate 

unintentional insider threat within this Chapter and the industry embedded nature of this 

work, the structure of this thesis is as follows: 

Chapter 2 sets out a literature review to discuss existing approaches proposed to tackle 

unintentional insider threat and introduces sociotechnical theory and perspectives from the 

human factors domain. 

Chapter 3 investigates the real-world challenges that emerge from cybersecurity 

recommendations offered by Computer Emergency Readiness Team (CERT) through 

application to SME scenarios and mapping recommendations to the onion model as a way to 

recontextualise and evaluate suggestions from a sociotechnical human factors perspective. 

Chapter 4 discusses the methods and findings of a research study designed to investigate 

factors that influence unintentional insider threat. This study applies Critical Decision 

Method (CDM) approach to elicit knowledge from those that have been compromised to 

create a sociotechnical framework. 

Chapter 5 details the process of creation and design of a website which is inspired by Action 

Design Research principles. 

Chapters 6 shares the design, methodology and results of a research study that is inspired by 

the Theory of Planned Behaviour (ToPB) approach to examine changes in behaviour amongst 

participants. The website held the sociotechnical framework and produced a personalised 

organisational report for readiness levels against unintentional insider threat to aid in the 

behavioural shift amongst participants. 
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Chapter 7 holds a discussion of the work presented in this thesis, provides concluding 

thoughts in the context of the proposed research questions and, discusses contributions before 

presenting limitations arising from this work and recommendations for future research 

avenues. 

Covid-19 Statement: 

In order to acknowledge the impact of the Covid-19 pandemic, this section discusses the 

subsequent adaptations made to this research project. The pandemic caused severe delays to 

an industry collaboration with a partner due to a backlog of security clearance and 

consequently to the second research study inspired by the Theory of Planned Behaviour. This 

study was planned to be conducted in-person so as to add an additional level of 

comfortability for participants when sharing confidential information about their 

organisations. Being on premises was also believed to ease availability of senior stakeholders 

to be present in sessions simultaneously which was a mandatory requirement for 

participation. However, since lockdown regulations were still in effect at the time participants 

were recruited, sessions were held via online platforms at times most convenient to the 

participants. Session designs were adjusted whereby senior most participant in each session 

shared their screen with other participants present in the session including the interviewer. 

Due to the increased demands on diaries during remote working, sessions were also split into 

two sessions if requested by the participants due to existing diary commitments or clashes for 

availability amongst participants. 

It has also not escaped the authorôs notice that increased remote working as a consequence of 

the pandemic increased the occurrence of unintentional insider threat in personal and 

professional lives of individuals globally. 
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This Chapter introduced the challenges associated to unintentional insider threat, research 

questions that this thesis sets out to investigate, a statement of novelty and expected 

contributions, structure of this thesis and, the impact of covid-19 pandemic on this research 

project. The following Chapter examines extant literature to tackle unintentional insider 

threat and introduces human centric perspectives to offer a lens with which errors can be 

understood and examined. 
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2. Literature Review 
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2. Literature Review 

 

 

Introduction 

The previous Chapter introduced this research and made a case was made for investigating 

unintentional insider threat (UIT) to enhance existing solutions.  

To build an understanding of what enhanced solutions might entail, this Chapter provides a 

lens with which to understand cybersecurity within the context of this thesis. It presents: the 

types of threats that make systems vulnerable (i.e. software and human); theoretical 

approaches underpinning popular extant solutions and; the challenges associated in applying 

these techniques in the context of UIT. Three major types of cyber-attacks are presented that 

leverage UIT alongside their respective solutions to counteract these unintentional threats. 

Notable frameworks designed to identify and prevent UIT are reviewed to demonstrate the 

way humans or the human element is considered in systems.  

Sociotechnical theory and pertinent perspectives are introduced to shift the perspective of the 

ways in which humans can be considered in systems. Sociotechnical perspectives include the 

Epidemiological Triangle and the Swiss Cheese Metaphor both of which examine 

interdependent relationships in environments, Safety II approach is introduced to shift away 

from exclusively investigating and learning from errors by acknowledging the variance in 

human performance, Skills-Rules-Knowledge based behaviour (SRK) approach is discussed 
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that provides taxonomies of the types of tasks that can result in undesirable outcomes and, 

Generic Error-Modelling System (GEMS) that provides a taxonomy for the types of errors 

that can arise from tasks such as those that result in cyberbreaches. 

To begin this discussion, insider threat must be defined to provide context to its subset of 

unintentional insider threat. All aspects that pertain to intentional or malicious insider threat 

are beyond the scope of this project. However, by virtue of discussing intentional insider 

threat within this Chapter, unintentional insider threat is provided context. Discussing both 

the subsets of insider threat maintains the approach adopted by literature and industry 

solutions to this challenge whereby intentional insider threat is considered in tandem with 

unintentional insider threat. The term "insider threat" in this project is defined as follows:  

óActions [encompassing skills, rules and knowledge-based behaviour] or inaction of 

individuals or groups who wittingly or unwittingly cause loss or harm to the security of an 

organisation, without a differentiating between cyber or physical perimeters. The 

individual(s) has authorised access [physical and/or cyber] to physical assets and to 

confidential information in order to perform a function for an organisation which results in 

compromised safety or a cybersecurity breach.ô 

Furthering the above understanding, unintentional insider threat is defined as follows: 

óInsider threat that is not a result of intentional actions that cause loss or harm to an 

organisation by insiders.ô 

2.1 Overview of Cybersecurity 

Despite the term cybersecurity penetrating almost all aspects of information technology there 

is a lack of agreement in literature as to its definition (Choucri et al., 2012). Cybersecurity 
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can entail a wide range of topics that exist within the space of networked computing devices. 

Most commonly, cybersecurity is defined as the freedom from harm in cyberspace and 

involves the so-called ñCIA triadò: óConfidentialityô (C) where information does not suffer 

disclosure to anyone unintended, óIntegrityô (I) where the information is not modified or 

deleted and óAvailabilityô (A) where data is accessible in a timely manner when needed by 

authorised users (Weber and Studer, 2016; B von Solms and von Solms, 2018). 

Real-time data, agile networks and growth in technological capabilities has created a host of 

new challenges, particularly those associated with controlling and safeguarding information. 

Existing, new and emerging technologies all consistently redesign the research landscape by 

expanding the cybersecurity environment making it a precarious domain and resulting in 

scientists, researchers, practitioners and analysts rapidly shifting their understandings and re-

positioning their approach to tackle this problem (Goethals and Hunt, 2019).  

2.1.1 Cyberspace Operations 

There are two main categories that define defence operations within this space based on 

intentions: offensive or defensive. According to Goethals and Hunt (2019), óOffensive 

Cyberspace Operationsô (OCOs) are still quite understudied while Defensive Cyberspace 

Operations (DCOs) are better researched and approach a threat from a defensive stance. 

DCOs in literature can largely be categorised as: ópassiveô or óactiveô defences. To visualise 

this understanding of cyberspace operations (Goethals and Hunt, 2019) the author has created 

Figure 2 below. 
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Figure 2: Taxonomy of Cyberspace operations based on intentions 

Within DCOs, óPassive Cyberspace Defencesô (PCDs) involve óbest practiceô implementation 

for setting up systems, systems monitoring and exchanging information. This avoids 

vulnerabilities in the system in terms of how its set-up that can prevent attacks from 

penetrating the system or information being highjacked in transit. In addition to being legally 

permissible, PCDs do not involve covert or overt monitoring of user activities, are not 

concerned with individual intent, motivation, psychological disposition or behavioural 

patterns. Examples of PCDs include configuration management, encryption (symmetric and 

asymmetric), configuration monitoring, data management (storage, access and architecture). 

In some instances, PCDs can also include Intrusion Detection / Prevention Systems such as 

anomaly based, signature based and stateful protocol detection (Magklaras and Furnell, 

2001). Through the use of some examples various approaches to cyber defences are 

represented in the ontology below (Figure 3 created by the author that is inspired from Figure 

1 by Goethals and Hunt, 2019). While this list of PCDs and ACDs in Figure 3 is not 

exhaustive, it is presented to demonstrate the nature of cyber defences and their approach to 

protect or leverage the technological element for instance, for monitoring purposes. 
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Figure 3: Ontology for passive and active cyber defences 

2.2 Threats 

Before beginning to explore the attacks that all cyberspace is perpetually at risk of, such as 

the popular attacks being faced today and the defences built to circumvent these attacks, core 

vulnerabilities must first be explored that can enable successful cyberattacks. It is with the 

understanding of where vulnerabilities emerge that the strategies and defences can be 

understood and evaluated for their effectiveness and robustness. From the discussion above 

about the defensive cyberspace sphere of PCDs and ACDs, two further categories of defences 

can be created: (i) to counteract software vulnerabilities and, (ii) to counteract human 

action/interaction.  

2.2.1 Software vulnerabilities, threats and solutions 

All software has vulnerabilities due to software developersô fallibility ( Ani et al., 2018). 

Borrowing a scheme of categorisation from Rumsfeld (2011), these vulnerabilities can be 

divided into four categories: óknownô, óknown unknownsô, óknown knownsô or óunknown 

unknownsô. óKnownô categories can include attacks that occurred from vulnerabilities known 

to the software developers and/or the organisation. óWhite-hat hackingô also known as 
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óethical hackingô, and external penetration testing are usually conducted to help the 

organisation measure the obviousness and weakness of such vulnerabilities (Yaqoob et al., 

2017; Sood et al., 2015). óKnown unknownsô category involves knowledge of vulnerabilities 

based on logic and so would include attacks that could not have been forecasted but expose 

an obvious vulnerability when an attack has occurred. óKnown knownsô include 

vulnerabilities that were known not just to the developer and/or the organisation but the wider 

community who has interest in this space for either protecting or attacking purposes. This can 

include examples of popular cyberattacks on services and systems that had previously 

enjoyed a reputation in the public opinion for being cyber ósafeô. For instance the spyware 

attack in 2019 on a popular mobile messaging service application called WhatsApp. 

Nefarious parties sent malicious links to select victims who were tricked into clicking a link 

that would install Pegasus spyware. Once installed, this spyware collected location data, call 

logs, contacts and, highjack the phoneôs camera and microphone (Serrano, 2021). WhatsApp 

was potentially the platform of choice for the hackers as potential victims would be lulled 

into believing that the platform is safe, primarily due to WhatsAppôs self-promotion of 

utilising end-to-end encryption technique. Another example of exploitation of known knowns 

was the ransomware attack WannaCry on the National Health Service (NHS) in the UK in 

2017. WannaCry exploited a specific vulnerability in the Microsoft Windows 7 operating 

software if it was left unpatched i.e. updates recommended by Microsoft had not been 

installed that eliminate known software vulnerabilities. Through Microsoftôs public service 

messages to IT personnel over a period of twelve months to urgently install updates, 

communities with an interest in this space were aware of the fact that leaving the operating 

system unpatched could facilitate attacks. óUnknown unknownsô are vulnerabilities that are 

simply unknown to everyone involved until an attack happens and there is no actionable way 

of building defences against it. Examples of this can include ó0 day attacksô or ózero day 
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attacksô where no one is aware of the vulnerability that is going to be attacked until it 

happens and is seen to be an unexpected and surprising event to everyone and attackers were 

unaware of this vulnerability (i.e. a lucky break) and/or the scale of disruption the attack 

would cause.  

Given this fallibility in software, constant evolution of existing software and, introduction of 

new and emerging software into the cyberspace environment threats in cyberspace are 

continuously changing. This change poses its own set of challenges for researchers in this 

area to create and implement effective solutions. Unsurprisingly, a majority of solutions place 

software at the heart of their approach as it is arguably easier to tackle software 

vulnerabilities than holistically address elements within complex systems. Currently popular 

software solutions involve monitoring of system logs to incorporate multidimensional aspects 

to build either passive or active defences. Examples of this include techniques such as those 

found in cyber-physical systems (including those from environmental sensors), stateful 

protocol detection and anomaly based identification (Zargar, 2016), network based and 

wireless based activity found in intrusion prevention systems, (end-to-end) encryption, data 

storage and its architecture, anti-malware and antivirus software and, regular patches and 

updates for existing software. 

2.2.2 Human vulnerabilities and threats 

It is insufficient to discuss cybersecurity that takes measures to counteract threats without 

discussing the human element that enables cyberspace operations. The human element is a 

key component in cybersecurity as humans are seen to form a second line of defence after 

software robustness. This means that regardless of how robust the programming language is 

for an application or how intelligent a counteracting software is (such as antivirus), human 

interaction can make executive decisions that can result in threats being realised ï creating a 
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new classification of vulnerabilities through their operation. While software-centric counter 

solutions to threats are complex, they are proving to be less challenging than human 

vulnerabilities. 

óAIC (availability, integrity and confidentiality) security triads have been noted 

to be too focused on securing technology elements, and not enough to protect 

other elements such as people and processô 

ï Ani et al., 2018 

Human vulnerabilities are separate and distinct from programmers fallibility , ultimately 

manifested in software that is discussed in the previous section. Instead here, human 

vulnerabilities encompass the human elementôs interaction within cyberspace that can result 

in threats being realised.  

Generally, insider threat (IsT) is understood to be the human element that undertakes actions 

and makes executive decisions that can potentially realise threats. IsT is a well-known 

phenomenon dating back to the 1980s (Chinchani et al., 2005) and is believed to be the 

element that creates vulnerability in systems and infrastructure, assets and/or data that can 

emerge from the actions or inactions of óinsidersô as a consequence of their access privileges, 

proximity to and knowledge of systems as well as their skills and motivations.  

However, a formal definition of insiders in literature is either absent, ambiguous or disputed 

(Mundie et al., 2013; Goethals and Hunt, 2019; Hunker and Probst 2011). This lack of 

definition hampers research efforts as approaches do not clearly indicate the specific type of 

insider threat they aim to detect and, limits the ability to compare approaches that exist for 

each type of insider threat (Bishop and Gates, 2008a). However, with the widespread global 

adoption of technologies that have transformed personal and professional lives defining who 
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qualifies as an insider, and additionally under what cyber and physical conditions, has 

become problematic. In order to establish an agreed definition for the term insider firstly,  

there would need to be an agreement within the international community on its definition 

which is reflected in law, policies and the governance of cyberspace especially during 

conflict or when there are competing state interests. Secondly, numerous factors would need 

to be agreed upon when identifying who might qualify as an insider. These factors can range 

from micro to macro levels depending on the scenario being considered. For instance, 

individualsô cyber and/or physical access to information or assets, role of the individual, time 

commitment from the individual (and thus exposure to information), timings of work, legal 

agreement with the individual, contracted (sub-contracted) individuals, geographical location 

of the individual, field of work and, the jurisdiction of law and policies, are all examples of 

such factors (Bishop and Gates, 2008a; Nurse et al., 2014). 

Categories used to define insiders and insider threat (IsT) primarily rely on distinguishing 

actions based on motivations and intentions of the insider. For instance, Bishop and Gates 

(2008a) describe insider as ña trusted entity that is given the power to violate one or more 

rules in a given security policy... the insider threat occurs when a trusted entity abuses that 

power.ò Within this definition an insider is defined through the parameters set out by 

organisational security policy and access controls are being implemented (i.e. access to 

digital and physical information and resources). Also, there are two types of insider threat 

presented in this definition: i) breach of security policy through authorised access and, ii) 

breach of access control by obtaining unauthorised access.  

Hunker and Probst (2011) argue that the motivation for investigating insider threat 

subsequently influences how insiders and insider threat (IsT) are defined. For instance, they 

state that in the United States insider threat investigations are driven by national security 
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incidents whereas in the European region insider threat investigations are motivated by 

privately employed individuals who commit (financial) crimes and break laws. They further 

state that the definition of the specific type of insider threat being discussed in literature is 

derived from the audienceôs interest. Refraining from offering a definition for insiders and 

insider threat, the closest definition offered by Hunker and Probst (2011) is, ñWe would 

observe that in practice ï at least to the extent that we are able to observe real incidents ï the 

problem of real interest is the ñreal real insiderò; an individual deeply embedded in an 

organization, highly trusted, and in a position to do great damage if so inclined (e.g., a high 

level executive, or a systems administrator). At the same time it is this kind of insider and the 

threats he poses that are hardest to deal withò.  

Predd et al. (2008) define insiders as follows, ñInsider: someone with legitimate access to an 

organization's computers and networks. Notice that we don't define what ñlegitimateò means 

and thus don't provide a single bright line distinguishing insiders from outsiders. Both 

legitimate access and the system's perimeter are a function not only of system-specific 

characteristics but also of a given organization's policies and values. For instance, an insider 

might be a contractor, auditor, ex-employee, temporary business partner, or more. Thus, the 

organization itself can best determine who is an insiderò.  Subsequently, insider threat is 

defined as, ñInsider threat: an insider's action that puts an organization or its resources at 

risk. Different insiders can pose very different types of risk, so many types of insider threats 

exist. A range of factors distinguishes them, and we can categorize insider threats according 

to risk. We consider four dimensions to understand these risks: the organization, the 

individual, the system, and the environmentò. These two definitions for insiders and IsT 

indicate a parameter of understanding drawn by individual characteristics pertaining to 

knowledge and motivation as well as the organisational policies, role of the systems that 

enable threats and, local laws and ethics. 
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Despite the variation in how an insider is quantified or the lack of agreement in literature to 

define insiders evidenced above, there is a general agreement on two types of insider threat 

(IsT) that exist: intentional (also known as malicious) which can be posed by an individual or 

a group that exist in all cyberspace operations and, unintentional (also known as accidental) 

(Predd et al., 2008; Hunker and Probst 2011). It is the unintentional category that is of 

interest to this project. 

Intentional or malicious insiders are those who largely act out of a vengeful emotional state 

followed by a negative work related event or unmet expectations and/or can involve personal 

financial rewards. This fundamentally encompasses the categories of whistle blowers and 

disgruntled employees, both categories enjoy considerable media attention for fraud, 

vandalism or sabotage. An example from disgruntled employees category is when a 

technology firm (Uber) acquired an employee from its competitor (Google) to advance their 

efforts in self-driving vehicle technology. Google filed charges against Uber for theft of 

intellectual property (IP) as they believed the ex-employee had taken software code that he 

had written whilst under Googleôs employment. This was sensationalised in international 

media for several months, with one heading titled óSilicon Valley was built on job-hopping. 

But when a leader of Googleôs self-driving-car unit joined Uber, Google filed suit. Now the 

Feds are on the caseô (Duhigg, 2018). Whilst this article by Duhigg appears to be objective, 

it is common practice for offenders and their alleged accomplices to be villainised in order to 

demonstrate the óbad applesô who acted independently from their teammates and wider 

colleagues, often portrayed to be driven by insatiable ambition and greed. This approach 

isolates the perpetrators from their wider social contexts in which they exist and the system 

that enables them to act inappropriately. 
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Unintentional or accidental insiders might not have meant to harm organisations but their 

actions can put assets and operations of the organisation at risk. Actions executed by 

unintentional/accidental insiders can include examples of hitting óreply allô that can result in 

triggering of a Denial Of Service (DoS) attack, or clicking an email link that can result in a 

ransomware or phishing attack on the organisationôs network, resources and assets. The 

intention behind the action becomes important as this determines the adequacy and 

effectiveness of the subsequent organisational response. For instance, if the action was 

accidental or unintentional but resulted in a temporary suspension of the employee, it can 

create a harmful environment that can damage productivity, trust and, morale in the 

workplace and disincentivise reporting of behaviours/actions that present a security risk. 

However, if the same action was intentional or malicious, the offender and other employees 

can take further liberties in the future and it can encourage risk taking behaviours that 

increase organisational vulnerabilities to attacks in the future. 

However, it is worth noting that in real-world settings work is not conducted in insolation 

from other parts of life. Often effectively performing work relies on a collaboration between 

individuals, systems and, organisations ï all of which form important aspects of insider 

threat. On an individual level within an organisation, it is understood that work is distinct in 

its nature of how it is imagined, conducted and evaluated (Hollnagel, 2017; Suchman, 1987). 

Humans react to their environments and adapt to new or unfamiliar conditions particularly in 

regard to decision making. Coupling this with complex sociotechnical systems often 

translates into increased demands placed on cognitive functions and a fluctuating workload 

experienced by individuals. In fact, there have been some preliminary links made between 

workload, stress and unintentional insider threat in literature (Nurse et al., 2014; Kandias et 

al., 2010).  
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Thus, in order to change the way humans are considered in systems the terms of óinsider 

threatô and óinsidersô in this project are defined as follows:  

óActions [encompassing skills, rules and knowledge-based behaviour] or inaction of 

individuals or groups who wittingly or unwittingly cause loss or harm to the security of an 

organisation, without a differentiating between cyber or physical perimeters. The 

individual(s) has authorised access [physical and/or cyber] to physical assets and to 

confidential information in order to perform a function for an organisation which results in 

compromised safety or a cybersecurity breach.ô 

Derived from the above definition, unintentional insider threat is defined as follows: 

óInsider threat that is not a result of intentional actions that cause loss or harm to an 

organisation by insiders.ô 

This definition is developed with an aim to incorporate the multifaceted features of insider 

threat and its dynamic nature reflected in the discussion above. With the definition for 

insiders, insider threat and, unintentional insider threat established, this work moves on to 

explore the approaches and the subsequent solutions to tackle this threat within systems. 

2.2.3 Solutions for human vulnerabilities 

Approaches underpinning solutions: 

In order to create solutions for unintentional insider threat (UIT) literature generally 

differentiates the óoffenderô on their intentionality i.e. if they intended to do harm to the 

organisation or if it was accidental. A prominent framework driven from real-world breaches 

and incidents by US Computer Emergency Readiness Team (CERT), emphasises three 

primary features for a successful attack as: motive, skills and, knowledge (this is discussed in 
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greater detail further on). This means that the evidence from an attack at a post-event forensic 

stage can identify the offender based on their (technical) skills, knowledge (of the company) 

and motives (disgruntlement/complaints/disciplinaries drawn from organisational records). 

The argument made by CERT is that since three elements existed in events that resulted in 

breaches, these traits can be reverse engineered to identify potential breaches. Thus, 

organisations were advised to keep a close eye on all employees that might possess the skills, 

knowledge of systems and processes and, are motivated to do harm. By this reasoning quite a 

vast net would need to be cast to identify and monitor insider threat. Depending on the nature 

of the organisation, people would possess an array of skills required to perform their 

respective tasks, knowledge about the company to operate within acceptable parameters and, 

ulterior or covert motives that might not be overtly exhibited for observation by others.  

Where literature is not considering motivations, there is ample research considering the 

psychological and behavioural characteristics to identify insiders who might pose a threat 

which can range from detection of anomaly behaviour in employeesô ónormalô day-to-day 

behaviour to background checks and personnel files that indicate órule breaking behaviourô 

such as violations of company policies (Bishop et al., 2008b; Greitzer and Hohimer, 2011; 

Kammüller and Probst, 2013; Ogiela and Ogiela 2012).  

Nurse et al. (2014) further CERTôs work by incorporating the dynamic and sudden nature 

that is understood to be a part of insider threat. They propose a framework to aid in 

understanding and reflecting on various aspects of insider threat. Through the use of insider 

threat case studies, this framework provides potential indicators for insider threat based on 

technical and behavioural aspects. Behavioural aspects include the use of psychological 

profiling through personality characteristics whereby intentional insiders are likely to be 

inclined to the Dark Triad traits of narcissism, Machiavellianism and, psychopathy while 
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unintentional insiders being inclined to OCEAN Traits especially agreeableness and 

openness. These personality characteristics are utilised to identify the two types of insiders as 

well as the attackers i.e. to understand the motivations behind attacks in order to predict 

subsequent steps within an attack as it unfolds. 

Beyond looking at motivations and the psychology of insiders, some literature moves to 

explore óopportunitiesô available to employees that can facilitate insider threat (IsT), 

regardless of the employeeôs motivation. Opportunities encompass themes such as access 

privilege, technical skills of perpetrators and, regulation of available software within an 

organisation. Legg et al. (2015) develop a ótree structure approachô to examine IsT. A visual 

representation of this tree structure approach (created by the author of this thesis) is depicted 

in Figure 4 below. 

 

Figure 4: Tree Structure Approach to insider threat 

This approach involves creating a tree-like structure by incorporating datasets of all 

employees who perform the same duties at work and is usually grouped by job titles to form a 

ótree branchô. All employeesô datasets are added in a similar fashion to form multiple 
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branches of that tree. Any outliers (who are accessing files that are not usual to their ótree 

branchô or performing abnormal actions such as frequent access) are examined against their 

groupôs individual datasets, and/or their own historic datasets, to expose any possible threats. 

This is also known as a óclustering approachô and commonly used as part of computational 

tools where the users are largely unspecified and is based on data from system logs. This 

individual data is then compared to their peers to develop individual behavioural patterns, 

where anomalies that can indicate new threats (Agrafiotis et al., 2015; Chattopadhyay et al., 

2018).  

Kandias et al., 2010 developed one of the models that combine techniques from computer 

science and psychology. This model monitors user activity in real-time to look for rule 

breaking behaviour or ómisbehaviourô. In addition, psychometric tests are used to identify 

individual susceptibility to malicious acts and stress levels that are believed to create 

vulnerabilities in organisational cybersecurity and enable insider threat. This model does 

have an important caveat to note which states that collection of such data must be legally 

permissible in the country of implementation but neglects to mention any ethical issues that 

can arise as a result of using personal information on individuals in this way. 

The approaches discussed above are well suited to intentional insider threat where intentions 

exist prior to actions being carried out and while these approaches provide a good foundation 

for unintentional insider threat (UIT), there is opportunity to enhance solutions to better suit 

UIT. For instance, the offender would not require expertise in software development or 

knowledge of the internal IT department to realise an attack. On the other hand, even if the 

insider possess all of the above elements (motive, skills and knowledge) it would not directly 

correlate with them triggering a ransomware attack. As another example, an IT worker who is 

implementing a new software system for the organisation, could have accidently triggered a 
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ransomware attack as they were experiencing a high workload during the time of 

implementation. Arming oneself with the approaches discussed above could mean crucial 

time lost during an investigation and relaxed efforts invested in understanding the            

circumstances around the incident, which can ultimately result in increasing the animosity 

between the employee and the organisation. When considering the use of personality 

characteristics some aspects presented in frameworkes can be enhanced for their application. 

For instance, a minimum level of expertise required from existing staff before they can 

conduct personality evaluations, methods for determining the motivations of insiders, 

guidelines for ethical collection and processing of data and, introducing additional risk 

assessments for potential legal and ethical challenges that can arise as a result of using 

personal information on individuals. With the application of clustering approach, well-

intentioned insiders who might be performing additional responsibilities can repeatedly be 

identified as ómaliciousô since they might access a wider set of information than their peers 

(who might experience lower workloads and responsibilities). Aside from the legal and 

ethical concerns pertaining to the creation of covert psychological profiles on individuals to 

predict harm, this approach can also foster a surveillance environment that can target 

innocent individuals and reinforce a range of racial, social, class, gender and, age biases that 

can emerge from the creators of the programme (embedded in the software) and the end-users 

(person of authority implementing the software). 

Thus, current approaches to insider threat are centred on controlling and protecting 

information (Yayla, 2011, Wall 2013) through utilising the technological element (i.e. 

software used to make deductions and predictions) to limit the operation of the human 

element. Ultimately, these understandings oversimplify complex sociotechnical systems that 

exist in real-world settings, fail to protect and consider the human element and, fall short of 

protecting against unintentional insider threat. 
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Organisational End-user Solutions: 

Emerging from these software centric security approaches solutions include human network 

behavioural analysis (Nguyen et al., 2003), signature based activity within Intrusion 

Prevention Systems and, deception techniques such as honeypots (Mokube and Adams, 2007; 

Spitzner, 2003; Shabtai et al., 2016), port surfing, packet sniffing and decoys within active 

cyber defences (ACDs). While these software centric approaches are designed to mitigate 

insider threat, they are designed with the aim to apprehend the attacker or the malicious 

insider i.e. to identify the human element or to stop it. These solutions have recently become 

popular with organisations but are controversial on individual privacy, legal and ethical 

grounds (Goethals and Hunt, 2019; Tiwary, 2011).  

In other popular solutions derived from traditional security thought, all responsibility for 

actions is placed on the human element. This shifting of onus to the human element for 

intentional and unintentional actions is showcased in solutions such as Cyber-Physical 

Systems, Industrial Control Systems (ICS) and, Industrial Internet of Things (I-IoT) (Ani et 

al., 2018). Within these approaches accountability and non-repudiation are enforced as 

secondary security principles to improve cybersecurity, where users are believed to be able to 

assume full responsibility for their actions (Gollmann, 2011; Cardenas et al., 2008; Larkin, 

2014; Wang et al., 2010) whilst operating within what are assumed to be complex 

sociotechnical systems.  

The latest cutting-edge solutions to tackle insider threat include the implementation of 

machine learning algorithms to an individualôs network behaviour for analysis (Bowen et al., 

2009, Chattopadhyay et al., 2018; Punithavathani et al., 2015) including deep learning neural 

networks (Tuor et al., 2017). In some approaches linguistic and personality ques are 

combined with signature based activity through pattern identification (Schultz 2002). Hidden 
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Markov Models are also being utilised that assess deviations in individual user activity 

patterns against the óblueprintô activity models that are in place (Thompson, 2004) or 

individualôs own historic activities (Rashid et al., 2016; Eldardiry, 2013; Mills et al., 2017). 

In some instances psychological modelling (Brdiczka 2012) is being implemented including 

those approaches that rely on personality traits such as OCEAN (Wiggins, 1996) and The 

Dark Triad (Paulhus and Williams, 2002; Maasberg et al., 2015) amongst other models to 

predict and counteract threats emerging from human elements (Greitzer and Frincke 2010; 

Greitzer et al., 2012; Liu et al., 2009). 

These approaches and their subsequent solutions are proving to be insufficient to counteract 

the maturing risk of unintentional insider threat. This is evident in the frequent coverage of 

cybersecurity breaches on news channels for instance, supply-chain attacks and subsequent 

cyberbreaches that caused disruption during the Covid-19 pandemic (Plumb, 2022). Thus, 

there is a growing need to implement new models to tackle this challenge that involves the 

exploitation of the human element (Wall 2013; Colwill 2009). 

2.3 Prominent attacks 

The need to implement new solutions is increasingly evident and showcased through 

numerous high profile attacks recently on governmental bodies, multinational corporations, 

educational institutes and health organisations that have fallen prey to social engineering, 

phishing and ransomware attacks. The following work discusses phishing, social engineering 

and ransomware attacks in specific to demonstrate how the solutions derived from software 

defence approaches discussed above are proving to be insufficient for creating effective 

unintentional insider threat (UIT) defences. 



 36 

2.3.1 Phishing attacks 

In 1996, phishing (a cyberpunk rendering of fishing) was first used to describe an attack that 

resulted in the loss of AOL accounts and their respective passwords (Huang et al., 2009). 

This means that while phishing is historically seen as an attack that steals individual identities 

this definition has grown substantially since then. There are many types of phishing attacks 

for example, malware-based, session hijacking, deceptive phishing, key-logging, web trojans,  

host file poisoning and,  man-in-the-middle (Suganya, 2016). 

Phishing is now relatively well known by the wider public with many people likely to have a 

rudimentary understanding of what this term means. This is primarily because individuals are 

more exposed to these attacks in the realm of their daily lives. In many ways, phishing is an 

evolving and complex problem by its nature as it is easily automated (sending numerous 

phishing emails in a single batch), requires little to no human resources (from the attackerôs 

perspective), various parts of the operations can be outsourced or purchased off -the-shelf 

(buying a malicious code) and, all associated activities can be carried out online (Chhikara et 

al., 2013). Coupling this nature of phishing attacks with a relatively fast turnaround for 

rewards succeeds in continually attracting  a new stream of attackers. Alongside this, the 

ingenuity used to target individuals through such attacks has been astonishing.  

An example of this evolution in attack techniques is the óAfrican Princeô phishing scam 

Okosun and Ilo, 2022). In the African Prince scam an unsolicited email would indicate that a 

person of notoriety or influence required assistance in transferring money out of their 

country. If the email recipient chose to help them then the recipient would receive a reward 

i.e. a stated percentage of the total amount being transferred. This tactic was used to open a 

dialogue with the recipient who would then be tricked into surrendering some or substantial 

amounts of their own money. This phishing scam was positioned to manipulate human 



 37 

emotions such as empathy and greed. In addition, time and stress pressures were used as a 

crucial step to manipulate the engineered situation through stimulating urgency or the 

perceived risk to health or life.  

This African Prince phishing scam has now been replaced with highly sophisticated 

impersonations of world leading banking societies that urge recipients to undertake irrational 

actions in order to protect their accounts in a tight timeframe. Current phishing attacks make 

it extremely difficult for individuals to be able to distinguish between a phishing email and a 

legitimate email from their bank which may lead to individuals sharing sensitive information 

due to a temporary lapse in judgement. Phishing attacks also rely on using various confidence 

tricks and game theory to make individuals fall prey to divulging private and/or sensitive 

information that they normally wouldnôt have done. This information can then be misused, 

sold or shared for gains (financial or otherwise) by the attacker . Furthermore, such attacks 

can cost victims financial and identity loss and create the possibility of being susceptible to 

an attack again whilst the impersonated party (such as the bank) might suffer reputational and 

financial damages. These types of attacks also create a paradox whereby banks would still 

need to contact their clients via online channels with important information and so this 

channel cannot be easily blocked entirely (Ramzan, 2010). 

There are numerous anti-phishing active and passive cyber defence (ACDs and PCDs) 

solutions such as awareness campaigns and software algorithms either at a server level, 

bowser level (black and white lists), web-page and, information flow level to counteract 

phishing threats (Huang et al., 2009). The range of algorithm based solutions include web 

browser based plug-ins that prevent users from entering sensitive information to óuntrustedô 

websites, software that can detect phishing emails (auto-spam script), software to detect 

anomalies between the document object (DOM i.e. what is shown on screen to the user) and 
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the HTTP transaction (request command sent to the server and the response result sent to the 

user), software that uses honey tokens, data mining algorithms (some of which are based on 

mathematical models such as Bayesian probabilistic theory or frequency or analysis of text), 

antimalware (Jakobsson and Stamm, 2006) and, game theory based complex designs for 

systems and algorithms (Woo, 2019; Kim et al., 2017). Recently, the application of machine 

learning algorithms and artificial intelligence have become popular to overcome this threat as 

they aid users in their decision making prior to engaging with harmful content.  

Solutions discussed earlier (such as port surfing, packet sniffing, active decoys, linguistic and 

personality ques, signature based activity and, personality tests) are well-suited to indicating 

intentional insider threat as malicious actions would reflect ill intention as there are 

opportunities to catch individuals red-handed. In contrast, unintentional insider threat (UIT) 

is void of any pre-existing intent to harm. In the context of insider threat that can facilitate 

phishing attacks, these techniques remain limited in their application as cyberbreaches linked 

to phishing are associated to UIT. In fact, the association of such compromises to UIT could 

potentially be because it is problematic, if not impossible, to ascertain with certainty that an 

insider intentionally or unintentionally engaged with a malicious link that surfaced through 

an external phishing attack. However, deception techniques discussed earlier are extended in 

their application to afford óphishing simulationsô. Phishing simulations are tests carried out 

by organisations acting as a malicious outside party to simulate a real attack in order to test 

the strength of their defences i.e. to assess the number of employees that compromise the 

system during a simulation and the amount of time an attack would take to penetrate 

organisational systems. Based on principles of accountability and non-repudiation driven 

from traditional security thought discussed earlier, phishing simulations are grounded in the 

same principles i.e. if users engaged with malicious content they were fully to blame, were 
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negligent or should have known better. This review shows how varied technological, human 

and, organisational remedies may be brought to bear on the same problem. 

2.3.2 Social Engineering attacks 

The phenomenon of social engineering became widely known by the general public after 

allegations against the rigging of U.S. presidential elections in 2016. Social engineering is 

described as the óhacking of humansô (Hadnagy, 2010) whereby sensitive knowledge can be 

extracted from individuals through manipulation and persuasion. This knowledge is then used 

to attack even the most secure of systems through four primary channels: physical, social, 

technical and, sociotechnical. óPhysicalô channels include gathering information through 

physical or real-world surroundings which can include watching someone physically type 

passwords/PINs, collecting credentials from physical spaces such as those found on memo 

notes or extracting useful information from an organisationôs garbage bin. Gaining enough 

knowledge about victims to convince them of the legitimacy of the operation is a part of the 

ósocialô aspect of social engineering. óTechnicalô aspects rely on gathering sensitive personal 

information about the victims through online activities such as those available on social 

media platforms. The use of social media platforms thus becomes a key component of a 

social engineering attack (Jagatic, 2007). óSociotechnicalô channels for an attack utilise 

multiple or all of the channels mentioned above, where social engineering usually involves 

small groups of people being targeted all at once. This makes the attacks very sophisticated in 

their nature (Krombholz et al., 2015). Social engineering is tightly knit with phishing attacks 

whereby social engineering is often regarded as a part of phishing including attacks such as 

spear-phishing. However, in this writing social engineering is discussed as a separate and 

distinct topic to phishing as it is more widely understood than other phishing attacks 

(compared to Smishing for instance), perhaps due to its  popularity in media coverage.  
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Research being conducted for social engineering applies specific tools and proposes specific 

solutions to this problem that are largely unique to and distinct from the solutions presented 

for phishing in general. As there is willingness to communicate and share information online, 

with individuals sharing personal data on social platforms, humans are considered the 

óweakest linkô in any given system by researchers. Countermeasures for social engineering 

include awareness training programmes, internet browser plug-ins, use of password pathway 

managers where alerts are provided when users are entering sensitive information to an 

unsecure or untrusted website, countermeasures for known attack vectors, amongst other 

solutions (Ivaturi, 2011). These types of solutions are part of passive cyber defence 

techniques (PCDs) discussed earlier as the strategy is complaisant in its nature until a threat is 

identified i.e. software is used to identify malicious content when it comes across it through 

the userôs interaction rather than actively looking for malicious content on the entire internet. 

2.3.3 Ransomware attacks 

Using malware to encrypt files and hold them to ransom until a fee is paid by the victim is 

known as ransomware. Cybercriminals use a variety of techniques that include phishing and 

social engineering techniques to gain access to a device, such as a computer. Once access has 

been triggered, for instance through accidentally clicking a URL by the victim, the malware 

begins to encrypt data files (Kok et al., 2019). Depending on the algorithmic code of the 

malware, if the device is connected to a network it can begin to act as a worm and spread to 

other connected devices. Whilst ransomware is not a new concept, WanaCry (also known as 

WanaCrypt) discussed above was one of the most notorious ransomware attacks in 2017 

which affected the NHS in the United Kingdom (Mohurle and Patil, 2017).  

Popular solutions discussed earlier aid in reducing the impact of ransomware attacks. This 

includes regularly backing up files, installing updates for software that includes patches, 
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setting up honeypots as part of active cyber defences, machine learning algorithms that 

include behavioural-based monitoring and off-the-shelf intrusion prevention software 

discussed earlier. Despite these solutions being in place by many international organisations 

(Travelex, UCSF, Grubman Shire Meiselas & Sacks and, Cognizant), 2020 witnessed an 

exponential increase in ransomware attacks (Novinson, 2020). Arguably, this could be due to 

the widespread remote-working afforded to employees during the global pandemic of Covid-

19. However, while these solutions can act to reduce the impact of an attack, they cannot 

bypass it. Honeypots can certainly aid in weeding out or misdirecting potential threats, no 

software can completely prevent all malicious content from coming into contact with 

organisational systems. In the context of unintentional insider threat, not only would it be 

problematic to determine if an insider intended to compromise the system but also the 

technological element is leveraged once again to limit the operation of the human element in 

order to adequately protect information and systems. 

It can be observed from the discussion above that solutions fall short in protecting systems 

from cyberbreaches and more specifically from unintentional insider threat. Solutions 

approach cybersecurity challenges in a 2D fashion that are software centric and propose 

óintelligentô algorithms that shadow individual activities in order to intervene at the exact 

moment before disaster strikes ï saving humans from themselves. Instead of approaching 

threats through automation and implementation of rules, there is potential to tackle insider 

threat through building sociotechnical solutions that can rely on strengthening the human 

element by shifting the way humans are considered within systems. Afterall, humans are an 

integral part of the cybersecurity chain that enable cyber operations and can make executive 

decisions making them worthy of being given the due consideration.  
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2.4 Relevant frameworks 

Several frameworks exist that either directly or indirectly address insider threat. For instance, 

NIST Cyber Security Framework (2014) which has five pillars (Identify, Protect, Detect, 

Respond and, Recover) to provide organisations with a baseline of cybersecurity standards to 

assess and manage cybersecurity risks. However, NIST is aimed at best practices and grass-

root effort at organisations to create cybersecurity momentum through awareness rather than 

explicitly focusing on insider threat which made NIST not very well-suited for this work to 

be included as a focus for this work. Additionally, MERIT model by CERT was selected as 

there are a range of frameworks that emerge from the work carried out by CERT that build on 

insiderôs ability/skill, opportunities afforded to them in systems and, for establishing their 

intent. Building on this work by CERT and directly associated frameworks which seek to 

protect the technological element, other prominent frameworks emerge that include 

psychological, behavioural and/or social elements. Thus, the MERIT model by CERT was 

included as a relevant framework as CERT is a prominent and world-leading research 

institute that enjoys the reputation of providing cutting-edge solutions and has subsequently 

served as a foundation for numerous insider threat frameworks. While SOFIT is one example 

of a framework that is rooted in MERIT model, it was included in this work as it claims to be 

derived from a human factors-oriented ontology (HUFO) which includes an equal focus on 

the social and technical aspects within a system. Error Management Programme (EMP) was 

selected as it provides a solution directly derived from the Generic Error-Modelling System 

(GEMS) from the sociotechnical theory perspective and this inclusion aids the reader in 

understanding the how these perspectives can also be enhanced when applied to insider 

threat.  
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While it is worth noting that ó10 Steps to Cybersecurityô by National Cyber Security Centre is 

not explicitly for insider threat, it was included as it has elements that pertain to this threat. 

As NCSC provides cutting-edge coverage on a range of cybersecurity related topics including 

those related to the human element and processes, this guidance appears in numerous 

documents on various topics which can be varying in its coverage and left to the 

interpretation of the reader on the type of insider threat being discussed. ó10 Steps to 

Cybersecurityô was selected as a relevant framework to inform this discussion as NCSC is the 

prominent organisation in the UK that covers insider threat, it is prominent guide and, is 

aimed at the UK audience where this research is conducted. 

Thus, the following work takes an in-depth view of three frameworks and the NCSC guide 

that are designed to identify and prevent insider threat (i) MERIT model proposed by 

Computer Emergency Readiness Team (CERT), (ii) Sociotechnical and Organizational 

Factors for Insider Threat (SOFIT) by Greitzer et al., (iii) Error Management Programme 

(EMP) by Liginlal et al. and, (iv) 10 Steps to Cybersecurity.  

This is done with an aim to aid the reader in understanding the motivations behind the 

development of these key frameworks, to build a case for the due consideration of human 

elements within the cybersecurity chain and, the extent to which proposed solutions can be 

applied to insider threat. To aid the reader in through this in-depth discussion of frameworks 

a comparison table is provided below. 

Framework MERIT 

(CERT) 

SOFIT EMP NCSC 
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Derived from Real-world 

cases 

Academic 

literature 

Generic Error-

Modelling 

System 

Real-world 

cases 

Model type Descriptive Predictive Error focused Guidance 

Stage Early 

detection 

Early detection Pre and post 

incidents 

Pre and post 

incidents 

Method Game play Assessments Investigation Guidance 

Aim Seeks to 

establish 

malicious 

intent and 

motive 

Seeks to 

establish 

malicious 

intent and 

motive 

Seeks to 

understand 

errors 

Seeks to build 

knowledge 

Audience IT, Financial 

sector, 

Critical 

National 

Infrastructure 

Business-to-

business 

Business-to-

business 

Individuals, 

Businesses, 

Critical 

National 

Infrastructure, 

Aerospace, 

Financial 

sector 

Elements used or considered for Insider Threat 

 CERT SOFIT EMP NCSC 
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Works with limited 

knowledge about the 

attack 

Yes No No No 

Individual behavioural 

indicators 

Yes Yes No Yes 

Technical/ 

technological aspects 

Yes Yes Yes Yes 

Root-causes for 

problematic behaviour 

Yes Unknown Yes No 

Human Resources 

input 

Yes Yes No No 

PCDs (anomaly 

detection, secure 

configuration, 

antimalware, network 

behaviour) 

Yes Yes No Yes 

Organisational Factors Yes Yes Yes Yes 

Communication Yes Yes No Yes 

Risk Management Yes Yes No  

(error 

management) 

No  

(incident 

management) 

Using 3rd party admin 

and monitoring tools 

Yes No Yes 

(monitoring) 

Yes 

(monitoring) 

Elements used or considered for Insider Threat 

 CERT SOFIT EMP NCSC 
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Policies, culture, 

procedures 

Yes  

(societal 

culture) 

Yes 

(organisational 

culture) 

Yes 

(organisational 

culture) 

Yes 

(organisational 

culture) 

Training programmes 

and educational 

materials 

Yes Yes Yes Yes 

Access points and log 

use 

Yes Yes No Yes 

Workload considered Yes Yes Yes (fatigue) No 

Staff Satisfaction Yes Unknown No Yes 

Goals, stress, 

deadlines, 

expectations, morale 

Yes Yes No No 

Design of 

technologies 

No Yes Yes No 

Consideration before 

implementing new 

technologies 

No No Yes No 

Table to reflect comparative aspects of relevant frameworks 

 

 

2.4.1 CERTôs MERIT model 

Carnegie Mellon Universityôs Software Engineering Institute developed the CERT Program 

to study insider incidents. These incidents included those that were reported to law 

enforcement agencies as well as those available in the public domain. In their three major 
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publications in 2005, 2007 and 2008, their findings developed a framework called the 

MERIT insider threat model. Apart from being one of the most recognised frameworks in the 

field of cybersecurity pertaining to insider threat, a discussion on the topic of insider threat 

(IsT) would be incomplete if this work is left uncharted due to its influence on how IsT is 

understood and approached. 

Management and Education of the Risk of Insider Threat (MERIT) provides findings from 

the work conducted as part of a collaborative project called óInsider Threat Studyô between 

several institutes, Carnegie Mellon University Software Engineering Instituteôs CERT 

programme and, the United States Secret Service that started in 2001. This project was 

funded by CyLab at the Carnegie Mellon University with an aim to tackle insider threat 

through proposing early indicators for this threat i.e. before this threat matures or is realised.  

A cumulative one hundred and fifty cases that occurred between 1996 and 2002 involving 

insider threat were evaluated in the initial study published in 2005 (Keeney et al., 2005). 

Their methodology included cases where there was an insider (current or former employee) 

who purposefully enhanced their access privileges or misused their access to a network, 

system or company data affecting the security of the organisationôs data, processes or 

operations. Cases where the perpetrator attempted to view, disclose, harvest, alter, download, 

delete, change or add information were also included. Any incidents that were outside the 

critical infrastructure sector and not conducted on US soil were excluded from this study. As 

a result, hypothetical scenarios only included known elements drawn from real-world 

incidents which encapsulate the challenges associated to working with limited knowledge 

since companies refrain from reporting insider incidents due to the fear of reputational and 

financial damages that result from such breaches. This approach of operating on limited 

knowledge did not limit the outcomes of this project but instead for the first time provided 
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insights into actual behaviour of perpetrators and an analysis of the incidents themselves. 

Analysis included all available information about the online and offline behaviour of 

perpetrators through various documentation (HR files, system logs etc) and covered the time 

from where the idea was conceived to the time of the attack, through reverse engineering the 

timeline from the moment the attack was triggered. This information was used to answer 

several hundred pre-set questions by the researchers about the insider and the behavioural and 

technical aspects of each case. These questions broadly encompassed themes such as the 

various components of the incident, detection of the incident and the perpetrator, planning 

and communication prior to the incident by the perpetrator, nature of harm, law enforcement 

and organisationôs response, characteristics of the insider and the organisation, background of 

the perpetrator and, the perpetratorôs technical skills and interests.  

This project brought together experts in the fields of behavioural analysis and network 

systems survivability and security. MERIT developed an Interactive Learning Environment 

(ILE), such as role playing games, whereby hypothetical scenarios were simulated. It 

explored insider threat attacks linked specifically to sabotage and cases were identified 

through the Secret Service computer fraud department, reports from various media outlets 

and, criminal justice records (Lexis-Nexis database). Various simulation workshops were 

conducted with an aim to impart valuable lessons for participants and provide tools that 

helped participants understand and assess risk levels for insider threat based on organisational 

policies, culture, technical and, procedural factors. MERITôs scope was specifically to 

evaluate, understand, access and, prevent the risk of malicious or intentional insider attacks 

through exclusively examining sabotage and espionage incidents in specific sectors i.e. IT, 

financial and banking and, critical infrastructure. This programme evaluated behaviour in the 

cyberworld as well as offline relations, offences and reprimands that included disciplinary 
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actions, suspensions, demotions and salary reductions to evaluate behaviour and technical 

aspects of the attack. 

Cases reflected that the insiders were predominantly former employees with technical 

positions at the victim organisations.  Equal attention being paid to technical and 

psychological aspects of the attack are reportedly the key for this modelôs success. This led to 

MERIT model being widely adopted in industry settings and it served as a foundation for 

numerous popular approaches discussed earlier that involve a mixture of technological and 

psychological profiling. 

MERIT applied system dynamics modelling to assess the risks and gain insights into difficult 

management situations as óintuitive solutionsô were believed to be ineffective in the long-

term creating a magnitude of problems as a by-product. This risk modelling was also deemed 

suitable as it is able to provide effective solutions and can demonstrate the solutionsô benefits 

over a longer timeline. MERIT model captured the complexity of problematic behaviour, its 

underlying root causes and, included soft and hard factors so as to not render any factor(s) in 

the attack as negligible. This model was not predictive but rather descriptive to illustrate 

various trigger points that led to an attack. Simulations with participants started at the highest 

point of the perpetratorôs career within the victim organisation where the insider enjoyed the 

most liberties (post the point of hiring) and ended at the point just after the attack was 

conducted (usually post the offenderôs termination or resignation).  

Findings from this study (Keeney et al., 2005) reported that organisations had the opportunity 

to detect harm prior to an attack and, victim organisations (82%) belonged to the private 

sector and had similar technical controls, policies, processes and procedures in place. 

Findings revealed that there was no standardised profile of a malicious insider as the 

demographic of perpetrators varied in age (mean age of 32 years), ethnic and racial 
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backgrounds and in their marital status. However, a vast majority of the perpetrators were 

male (96%), with a third of the population with a prior arrest history. An overwhelming 

amount of the included case studies shared a scenario where the perpetrator felt they had been 

treated unjustly for their hard work, had unmet or diminished expectations about their career 

at the victim organisation, were reprimanded for liberties they had enjoyed in the past, had 

experienced a change in management or reporting structure and, had reports from colleagues 

noticing a deterioration in perpetratorôs behaviour. Attacks relied on social engineering and 

physical sabotage. 

In light of these findings, the recommendations put forward by the research group included 

awareness training of employees and physical security systems to be put in place that were 

monitored and maintained. Awareness training included the recommendation to safeguard 

privacy of passwords and not disclosing personal passwords to colleagues. Password 

awareness included password policies to be implemented by organisations so as to limit 

unwarranted access by anyone other than the intended party. Recommendations also included 

regular audits of system logs to ensure backdoor accounts have not been created, restricting 

the existence of óunknownô accounts on the system and, the organisation being 

knowledgeable about unauthorised privilege escalations associated to accounts within a 

network. The use of anomaly detection tools was suggested and importance was placed on 

organisations proactively dealing with insider threat through vigorous systems security, 

regular monitoring of those systems and resolving employee grievances in a way that doesnôt 

provoke aggression but simultaneously addresses any concerning behaviour by employees.  

In 2007, the CERT Program published another report by Cappelli et al., that built on the 

findings outlined in their 2005 report and described the MERIT modelling and simulation 

results. This report made a direct correlation between the decisions made by management 
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regarding performance and an increased level of insider threat posed by disgruntled 

employees. Attacks were possible primarily due to the lack of tools available to understand 

and mitigate insider threat, lack of risk mitigation techniques and, an overall lack of good 

communication channels within an organisation.  

MERIT modelôs proposition grew from equal attention being paid to the technical as well as 

psychological aspects. This incorporation of psychological elements was the first time that 

insider threat was not viewed with a singular lens of software solutions to overcome 

vulnerabilities and strengthen barriers but rather a broad approach was being adopted to 

understand the various components of the insider threat problem and its interdependences. 

Several technical and administrative controls were recommended to mitigate insider threat 

which included aspects such as technical monitoring of employees (access paths, resources 

and information accesses, online actions), tracking of employees, auditing and disabling 

rogue access paths, balancing termination threshold and employee intervention (Figure 4, pg. 

15; Cappelli et al., 2008).   

MERIT system dynamics modelling was used to simulate different company policies, their 

impact on the outcome and how that would affect the level of insider threat (IsT) risk for the 

organisation. Other factors such as culture, technical skills and procedural factors were also 

considered. In contrast to the previous report in 2005, this report offered succinct details 

about the conditions and factors that can increase the risk of IsT within organisations. 

Specific behavioural precursors that were exhibited by perpetrators in this studyôs data 

included high expectations from the perpetrator for technical freedom, perpetrator considered 

themselves as being above the rules and policies set out by the organisation and, perpetrator 

expected to have, or actually had, complete control of the organisationôs network. To note 

amongst the findings is that the above behavioural precursors were claimed to usually be 
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exhibited four weeks prior to any technical precursors being visible on system logs. Thus, 

findings stated that there is a high risk of IsT at an organisation if the following elements are 

present in a real-world setting: 

1. There is a disgruntled employee following a negative work related event (potential 

perpetrator) 

2. The potential perpetrator shows concerning social behaviour (a precursor to an 

imminent attack) 

3. The potential perpetrator has held or is holding a technical position (skills available to 

conduct an attack) 

4. The perpetrator is likely to or has been terminated from his designation (59% of 

attacks happened post perpetratorôs termination) 

Subsequent recommendations from these findings included building stronger defences 

against insider threat through regular audits of system logs pertaining to access, monitoring 

of any breaches to privileges, measuring employee satisfaction, evaluating concerning 

behaviour exhibited by employees, increasing the monitoring of employees who exhibit 

concerning behaviour, taking positive actions to help employees who exhibit disgruntled 

behaviour through HR interventions and, employee support groups. Findings stated that 

timely detection of possible insiders that can cause harm is critical and consistently 

strengthening defences against possible insider threat through technical and administrative 

controls is essential.  

In 2008 CERT Program published the third major report as a white paper to describe the 

MERIT insider threat system dynamics modelling and corresponding simulation results 

(Cappelli et al., 2008). This modelling provided tools for understanding, assessing and 

analysing risk mitigation decisions that arose from insider threat within organisations. 
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Through the use of interactive learning environments (ILEs) based simulation workshops 

demonstrated how day-to-day decisions influence other components that interact with insider 

threat, such as technical skills, management decisions, expectations, and the subsequent paths 

an attack can take. ILEs also appeared to overcome Stermanôs (2006) three challenges 

associated to learning lessons from experience in complex systems that involve humans and 

technology i.e. presence of good data, ability to draw conclusive lessons from complicated 

interdependent information and, involvement of stakeholders in the development of company 

policies. 

Early detection was deemed key in being able to mitigate any potential insider attacks in the 

simulation workshops. The research team recognised that management, IT department, 

human resources, security as well as other parts of the business needed to be able to work 

together through good communication, have a firm understanding of the psychological, 

technical and organisational aspects that foster the emergence of insider threat and, be able to 

formulate responsive actions plans as countermeasures. In order to be able to achieve the 

above, new communication tools and training materials needed to be developed that could be 

utilised by various departments within an organisation. These materials were developed 

through a continued application of system dynamics modelling. This modelling was claimed 

to be effective in communicating and measuring the risk of insider threat (specifically 

sabotage) and its mitigation to various stakeholders. Fundamental components to simulate the 

application of this model were, (i) revenge or disgruntlement as motivations behind insider 

attacks, (ii) concerning behaviour being exhibited by perpetrators prior to attacks, (iii) 

perpetrators held technical positions and, (iv) a majority of attacks occurred post termination 

of the insider.  
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Key recommendations from this report in 2008 highlighted the importance of completely 

disabling all known access points of the insider in a timely fashion and doing regular access 

audits on system logs.  It also recommended that all ILEs must impart the knowledge and 

importance of raising awareness towards proactive, continuous and thorough access 

management practices for IT departments within all organisations. Recommendations stated 

that given the workload experienced by employees, those employees who have demonstrated 

concerning social behaviour following a negative work related event should be carefully 

evaluated by management and possibly be monitored for their online interactions. It was 

recommended that employers must be aware of their employees satisfaction ratings and 

promptly evaluate concerning behaviour. Whilst the technical and admin tools helped 

stakeholders to work together to counteract insider threat (IsT), it was recommended that 

employers should take positive action to address disgruntlement such as formulating support 

groups and offering counselling to address the situation instead of taking punitive actions or 

reprimanding individuals.  

Some assumptions that were made as part of this modelling that are important to note are that 

malicious insiders were believed to work independently in their actions to conduct an attack, 

perpetrators had a strong sense of entitlement, the attack was usually driven by vengeance 

and disgruntlement which are directly correlated with a sense of entitlement, the attack 

timeline started from the highest point in perpetratorsô career with the organisation, poor 

security management practices were in place, insiders had access through granted, created 

and/or discovered paths that the organisation might or might not have been aware of and, 

poor defences were in place against unacceptable employee behaviour with an absence or 

lack of technical and administrative controls. 
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However, a study by Bell et al. (2019) discovered that individuals are reluctant to report 

behaviour that might be deemed óinappropriateô in the context of predicting or preventing 

insider threat. This reluctance can emerge from a lack of evidence, self-ability to assess 

change prior to  reporting behavioural indicators, seniority of the insider, confidentiality of 

the process and, the lack of clear reporting channels. Findings suggest multiple factors are at 

play in an organisation when proposing solutions to counteract insider threat. Such factors 

include management tensions, politics, confidentiality and rapport between the employees 

and the employer, policies and governance, organisational culture, training, awareness and, 

communicated transparency. Since these factors form a complex sociotechnical system that is 

the organisation, it becomes problematic to propose solutions for systems in insolation to all 

its other parts or to fragment the system into its parts (Hollnagel et al., 2015). Here an 

argument can be made that a stance adopted from a traditional security approach can propose 

solutions that are óquick winsô at a first glance but through a detailed evaluation it can be 

argued that proposed recommendations can only enjoy limited success. This limited success 

for outcomes is primarily due to the lens being adopted to understand the system and the 

creation of undesirable outcomes within a system by technologies and humans that operate 

within it. 

MERIT model discussed above made incremental, albeit minor, changes to their frameworks 

over the years. Changes include the elimination of using arrest records of employees, 

importance of a culture shift in organisations and, the focus on regular audits of access points 

to the organisational network. This framework is centred on behavioural analysis that is 

retrofitted on to known cases. It simplifies relationships between various departments and 

their ability to efficiently communicate with each other to develop an action plan that can be 

used as a preventative measure against insider threat. Arguably, real-life scenarios can 

potentially be riddled with navigating challenges such as different priorities, availability, 
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training and, technical levels of understanding possessed by vital players such as HR, IT, 

CEOs and Board Members which will cost crucial time to prevent or mitigate insider threat 

as it unfolds. 

2.4.2 SOFIT 

óSociotechnical and Organizational Factors for Insider Threatô or SOFIT is a framework 

developed by Greitzer et al. (2018). SOFIT combines technical aspects, individual 

behavioural indicators and organisational factors to identify insider threat (IsT).  

Adopting MERITôs recommendations SOFIT incorporates technical aspects which include a 

range of active cyber defences (ACDs) for initial mapping and then monitors the host 

network behaviour. Once this is done, anomalies in the network are identified and given a 

rating of how secure the network is in the form of a óyesô or ónoô checklist. For instance, if a 

company hasnôt updated their software but have all the other nine technical measures in place 

then SOFIT will give this category a rating of 90% secure. These checklists are in the form of 

parent-child factors and overall ratings of parent factors within the technical category show 

stakeholders how robust the systems are against IsT and highlight areas that require further 

attention. 

Similarly, 271 different óindividualô behavioural factors are utilised to establish intent and 

motivation to identify IsT through assigning a rating to each trait. These indicators are 

adopted from human factors-oriented ontology (HUFO) for cybersecurity risk and other 

psychology constructs such as the Dark Triad, dynamic states and personality dimensions. 

Similar to CERTôs MERIT model discussed earlier, SOFIT also relies on the reporting of 

óobservedô behaviours that are exhibited by individuals usually by HR personnel. Such 

behaviours include: 
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óThe behavioral indicators associated with the highest risk were disregard for authority, 

disgruntlement, anger management issues, and confrontational behavior; the occurrence 

of any one of these indicators would yield heightened concern about the insider threat 

risk of an individualô 

ï Greitzer et al., 2018 

Alongside the technical and individual categories above, SOFIT also incorporates 49 

organisational factors and provides a rating to identify IsT. Within this model organisational 

factors are believed to affect performance and increase errors. Factors include a range of 

indicators such as poor communication, inadequate training, ambiguous goals, stress, 

workload, blame culture, poor team management, poor system designs, environmental 

stressors, unrealistic deadlines, mismatch between expectations and abilities and, morale. 

Within this framework organisational factors are believed to be primary contributors to 

increased risk of insider threat as it can propagate human errors and lapses from individuals 

that cybercriminals can take advantage of through attacks such as social engineering and 

phishing. For instance, a staff survey might indicate that individuals are experiencing a high 

workload and thus, SOFIT will give them a rating of 10%. 

Once there is a score for each of the factors within technical, individual and organisational 

categories SOFIT provides an output as a pie chart. The algorithm then considers a 

combination of factors, taking a weighted value if there are multiple factors in the same 

category, to provide another output as a pie chart and an overall value to indicate 

organisational risk levels for insider threat (IsT). With this framework certain combinations 

of factors might provide a higher risk level of IsT, for instance ódisregard for authorityô and 

ópoor communicationsô versus óminor policy violationô and ódistractionsô. 
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While this approach appears to be promising, SOFIT does not disclose a complete list of 

indicators for any of its three categories that researchers can investigate. Authors also 

acknowledge that indicators within each of the categories are continuously being revised with 

additions and exclusions which makes the reliability of such a framework problematic. 

Despite SOFIT admittedly being more focused on the óindividual insiderô, in contrast to 

technical aspects for describing the event that are imperative to MERIT (and the Insider 

Threat Indicator Ontology óITIOô), SOFIT appears to rely heavily on individual 

psychological profiling. This can mean that a lot of the factors used to identify IsT might 

simply not be known to the organisation or the collection of various indicators might not be 

legally permissible in certain countries of operation. The undisclosed techniques used to 

gather personal data on individuals might also prove problematic. For instance, SOFIT only 

allows HR personnel to upload individual behavioural data which can make the data 

susceptible to manipulation due to real-world politics that exist in the workplace. It can also 

result in an ironic paradox of expectations and abilities with HR personnel not being able to 

make those deductions (lack of professional psychological qualifications) and the expectation 

from the organisation and SOFIT to do so. 

2.4.3 Error Management Programme 

Liginlal et al. (2009) created a sociotechnical framework known as the Error Management 

Programme to tackle insider threat (IsT). Through extending the application of Generic Error 

Modelling System (GEMS) to examine errors arising from slips, lapses, mistakes and, 

violations (discussed in greater detail later on in this Chapter) Error Management Programme 

examines root causes that lead to errors. It proposes creation of defence strategies that avoid, 

intercept and correct errors and recommends evaluating processes periodically for 

effectiveness. Liginlal et al. (2009) framework also recommends training programmes, 
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effective design of technologies which includes displays, monitoring and alarms, timely 

investigation of errors, a no-blame organisational culture, careful organisational consideration 

being paid prior to the implementation of new systems, having effective processes in place 

and, monitoring work related fatigue. This approach argues that effective policies must put in 

place by organisations and enforced in the daily delivery of work. 

While this approach adopts GEMS, it places the onus of accidents on organisations. 

Organisations in this approach are responsible for a range of aspects in order to avoid errors. 

For instance, it is the responsibility of the organisation to create and implement the use of 

policies that prescribe the delivery of tasks. Organisations would need to invest resources 

such as time and money in training and the design of software solutions being used by 

individuals to deliver tasks i.e. óeffectiveô design of technologies mentioned above. Whilst 

this programme recommends training people to address the lack of expertise amongst people 

who deliver tasks, it does not take into consideration utilising expert individuals that exist 

within organisations. 

This writing now moves on to discuss various pieces of work by the National Cyber Security 

Centre (NCSC). While not all of NCSCôs work is directly relevant to this project, it is still 

important to highlight the approach and efforts being adopted in the United Kingdom where 

this research project is conducted. 

2.4.4 NCSCôs ñ10 Steps to Cybersecurityò 

The National Cyber Security Centre (NCSC) was established in the United Kingdom in 2016. 

It aims to provide a single point of contact for businesses and governmental agencies that 

operate in the UK for all matters pertaining to cybersecurity. NCSC is also responsible for 
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providing a range of information and guidelines to the general public to raise awareness and 

utilises expertise from a range of backgrounds that includes industry and academia. 

NCSC, as part of GCHQ, supports the most critical organisations, the wider public sector, 

SMEs and the general public to guard cyberspace operations in the UK to drive it towards a 

digital economy as part of Industry 4.0. NCSCôs operations are not focused on a singular 

strand but encompass all micro and macro incidents and remits within cybersecurity. For 

instance, NCSC will provide individuals with a guide on how to make strong passwords for 

their social media accounts (micro effort at grassroot level) as well as monitor, strategize and, 

respond to a national cyber incidents that can involve foreign state-backed hackers as part of 

organised cybercrime groups that might target critical infrastructure, aviation domain or 

financial services. NCSC also works towards improving the cyber resilience of UKôs 

infrastructure, managing and mitigating risks as well as providing funding for new innovative 

technologies for cyberspace. 

In the guide by NCSC ó10 Steps to Cybersecurityô (2019), first published in 2012, businesses 

were advised to incorporate ten suggestions in order for organisations to be better protected 

in cyberspace. The first step offered fundamental understanding of óNetwork Securityô and 

recommended setting correct perimeters for networks to operate within. This included 

monitoring access, removing unauthorised users and malicious content and, testing security 

controls within the organisational network. óUser education and awarenessô was the second 

step that entailed the creation and distribution of security policies to all employees. It 

included regularly making employees aware of the various risks in their cyber interactions 

and communicating acceptable and secure use of company systems. óMalware preventionô 

recommended having various relevant policies and anti-malware software in place for all 

company assets. óRemovable media controlsô as the fourth step advised companies to control 
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and limit access to removable media technologies such as USBs to organisational devices. If 

such were permissible, it was advised that an anti-malware software scanned the content of 

the device prior to importing files onto company systems. The fifth recommendation was 

óSecure configurationô which endorsed performing regular software updates that included 

security patches and to properly configure organisational systems. A system inventory was 

recommended to track and implement the minimum baseline build for all company devices 

that might use different operating software. The sixth step of óManaging user privilegesô 

recommended limiting the number of privileged accounts, limiting user privileges and 

monitoring user activity. This included maintaining audit and activity logs. The seventh step, 

óIncident managementô, outlined the need for businesses to have a response plan in the event 

of a successful cyberattack, organisations were advised to conduct periodic drills, provide 

specialist training to staff and, recommended involving local law enforcement if  a 

cyberbreach occurred. The eighth step titled óMonitoringô advised organisation to establish a 

strategy to monitor employee activities, create supporting policies and analyse datasets for 

unusual or suspicious activity that could be a precursor to a cyberattack. As the final step for 

cybersecurity within this guide, NCSC covered óHome and mobile workingô which suggested 

developing a company policy, training staff to understand the policy and monitoring staff 

compliance to this policy. At the heart of this guide organisations are to be aware and in 

charge of their organisational cybersecurity, prioritise it in the same way as financial or 

operational risks and, establish a regular risk management regime. It also highlighted the 

importance of organisational cybersecurity initiatives to be supported by board members, 

senior managers and overall throughout the organisation. 

When querying óInsider threatô on the NCSC website on 30 July 2020, 155 items were 

returned in search results. However it was apparent that instead of tackling insider threat as 

its own subset heading, insider threat elements were captured across various other headings. 
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This means that the insider threat (IsT) topic was scattered across numerous guides which 

were extremely varied such as óCloud security guidanceô and óMacro Security for Microsoft 

Officeô. One of the most relevant search result to directly tackle insider threat (IsT) was óUser 

education and awarenessô contained within the guide ó10 Steps to Cybersecurityô (2019) 

discussed above. This section of the guide mentioned how IsT could arise due to dissatisfied 

employees or an individualôs changing personal circumstances which largely implied 

intentional IsT but also had undertones of unintentional IsT. Unintentional and intentional IsT 

was thus indirectly addressed in the guideôs scenarios and suggestions. Suggestions included: 

1. Creating a user security policy 

2. Conducting staff inductions which highlights that users are personally responsible for 

complying with the security policy and would face disciplinary action for any 

deviations 

3. Regularly making employees aware of the security risks faced by the organisation 

including refresher trainings 

4. Encouraging staff to attain formal qualifications to build security skills within the 

organisation 

5. To test and evaluate user training 

6. Promoting an incident reporting culture within the organisation which includes 

empowering staff to share poor practices and report incidents to senior managers 

without fear of being blamed 

7.  Establishing a formal disciplinary process for any offenders who do not comply with 

the security policy including actionable penalties that are enforceable  

These suggestions were not limited to this guide but are largely prevalent, albeit in different 

wordings, in all the 155 results that are returned in the search querying the NCSC database 
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for insider threat (IsT). While NCSC has taken major steps in being user centric and 

separated itself from the USô requirement of cybersecurity, which hinge on monitoring 

individualôs activities, NCSC appears to contradict its stance within the search results to 

tackle IsT. For instance, in the suggestions listed above NCSC advices that security policies 

are created with consideration to different userôs roles and processes and should empower 

individuals to share their concerns about poor practices and report incidents (including near 

misses). Simultaneously, the guide suggests individuals should be held personally 

accountable for any deviations in their actions from the security policy, action should be 

taken against offenders and that said action is enforceable and attainable. Such clear onus 

placed on individuals and swift action in the context of incidents can be seen as a reprimand 

when reporting an incident, foster a blame culture and viewed as óexample settingô by peers 

who consequently might not raise concerns or share incidents when there is a breach of the 

same security policy.  

In real-world settings shifting the onus to end users or levying fines on organisations can 

potentially be a major deterrent for reporting cyber incidents, especially ónear missesô that in 

contrast are seen as invaluable learning experiences in nuclear and aviation industries (Bair et 

al., 2017). While reprimands can be a óquick fixô to ensure individuals act reasonably and 

responsibly, it can provide organisations with a false sense of security. For instance, during 

the Covid-19 pandemic UK government rolled out a ótest and traceô or ócontact-trackingô 

mobile app that would identify infected people and trace others who might have been 

exposed unwittingly during a certain time frame. It was argued by the UK government that 

this could help identify ósuper spreadersô of the disease. There were two options ï a 

centralised application (app) or a decentralised app. The centralised app meant that all mobile 

data from individual mobile devices would be held in a national database. A decentralised 

app meant that Apple (iOS devices) or Google (android devices) would create an app for each 
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city and hold the data. Both options require Bluetooth data to identify other local devices. 

However a decentralised app was believed to be more cybersecure because personal data was 

to be encrypted or óhashedô, which meant that doctors or nurses operating in the National 

Health Service (NHS) would not be able to access or view individualsô data. In an article by 

McCarthy (2020) he writes: 

ñThe other concern with the UK approach is that while it insists it will keep data private, and 

location data will not be stored nor attached to individuals, the truth is that it will only work 

as promised if that data is not kept private and location data is stored and attached to 

individualsé Levy [Technical Director of NCSC] repeatedly tried to square this circle, 

leading to some ludicrous assertions. He stated boldly in bullet points that the app "doesn't 

have any personal information about you, it doesn't collect your location and the design 

works hard to ensure that you can't work out who has become symptomatic" and that "it 

holds only anonymous data and communicates out to other NHS systems through privacy 

preserving gatewaysòé So long as you can rely on one piece of per-user data ï like a "big 

random number" ï everything else can be connected. And if you also have a postcode, that 

becomes 100 times easier. Ever heard of Facebook? It's worth billions solely because it is 

able to connect the dots between datasets.ò 

ï McCarthy, 2020 

While the storage and use of personal data was a particularly rampant debate in the midst of 

the global covid-19 pandemic, cybersecurity of the app directly included protected access to 

third parties, such as the NHS. Personal data being encrypted meant the decentralised app 

was believed to be more secure by members of the parliament and the wider public. In the 

context of insider threat (IsT), data held by a decentralised app with any access points to the 

human element in the cybersecurity chain would make the data just as vulnerable with 
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providerôs employees (Apple and Google) as it would be for civil servants or NHS staff in 

case it was intentionally or unintentionally compromised. 

Through the discussion of relevant frameworks that are utilised as a blueprints for existing 

solutions, it can be argued that real-world settings are complex environments that have a 

range of concurrent factors that influence decision making and how work is subsequently 

performed. Given the complexities of conditions that exist as part of everyday life, it 

becomes problematic to label people into binary categories of either good or bad or to 

oversimplify complex systems by taking for granted that people know the entirety of the 

system to make informed decisions. Equally, limiting the operation of the human element can 

create a gulf between how work is imagined and delivered as well as restrict innovation 

within the devising of processes. Thus, this work now progresses to discuss relevant 

approaches from the risk and safety and, human factors domain. 

2.5 Alternative perspectives to undesirable outcomes 

Continuing with an human centric stance adopted above to evaluate solutions proposed 

broadly for cybersecurity, and in some cases more specifically for insider threat, this work 

will now briefly introduce sociotechnical theory. Sociotechnical perspectives relevant to this 

work are subsequently discussed and are as follows: Epidemiological Triangle (Cassel, 

1976), Swiss Cheese Metaphor (Reason, 1990a), Safety II approach (Hollnagel, 2018), Skills, 

Rules and Knowledge (SRK, Rasmussen, 1983) and, Generic Error-Modelling System 

(Reason, 1990b). These sociotechnical perspectives are discussed with the intention to 

provide the reader with alternative methods for considering the human element in systems 

through understanding the occurrence of errors, such as those that result in unintentional 

insider threat (UIT). Discussing taxonomies to understand errors also increases the scope of 
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understanding to include errors that lead to near-misses (i.e. creation of undesirable outcomes 

such as cyber incidents) but not necessarily a cyberbreach. 

The term sociotechnical comprises of two aspects: socio that pertains to humans and society 

and technical that concerns technology and machines. Sociotechnical as a term refers to the 

interconnectedness of  the social and technical elements within a system. Sociotechnical 

theory rests on two primary principles (Walker et al., 2008):  

1. A sociotechnical system contains dynamic relationships within and between the socio 

and technical elements and both elements exhibit unique behaviour to one another. 

System performance (success or failure) is dependent on the interactions between the 

social and technical elements. These interactions comprise of a mixture of 

relationships shared between the two elements i.e. partially linear (cause and effect) 

and partially non-linear, relationships are typically planned or designed, relationships 

are complex, unpredictable and, frequently unexpected. These relationships between 

the elements and larger systems are interdependent and sensitive to change which can 

aid (or hinder) the achievement of (organisational development) goals (Cooper and 

Foster, 1971; Appelbaum, 1997). In addition, the two elements behave differently i.e. 

socio does not behave as the technical since humans are not machines. However, 

increasingly the technical element has also started to display non-linear behaviour due 

to the complexity and interdependency of technologies. 

2. The focusing on one element i.e. either socio or technical (as discussed earlier where 

the technological element is leveraged to protect against the vulnerabilities posed by 

the human element) can result in increased unstable relationships between the two 

elements (i.e. unpredictable, unplanned, non-linear relationships) that can harm 

system performance. 
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Therefore, sociotechnical theory emphasises mutual optimisation of both elements i.e. the 

socio and the technical. Walker et al. (2008) describe a sociotechnical system as the 

purposeful collaboration between the socio and technical elements to achieve a goal. 

Sociotechnical theory is adopted from general systems theory where the term open systems is 

used to describe, analyse and, design systems based on mutual optimisation of both elements 

and feature a level of non-linearity between the elements and the environment within which 

they co-exist. Subsequently, a specific set of methods and perspectives can be utilised to 

create open systems in organisations to make them responsive to challenges posed by 

complex environments (Carayon, 2006), make them dynamic and, be able to tolerate and 

leverage the introduction of new technologies (Walker et al., 2008). The following sections 

present relevant sociotechnical perspectives for understanding errors that can unintentionally 

result in cyberbreach or incidents. 

2.5.1 Epidemiological Triangle and Swiss Cheese Metaphor 

One possible way of viewing unintentional insider threat (UIT) is through an 

Epidemiological Triangle (Cassel, 1976) which is also known as the Epidemiologic Triangle. 

This triangle is commonly used as a visualisation technique to understand and demonstrate 

the interdependent relationship between three vectors. It is most often used in public health 

communications and safety science (e.g., Gordon 1949; Haddon 1968; Mpolya et al., 2009; 

Gulis and Fujino, 2015; Lagerstrom et al., 2016). 

Amongst the triad, the first vector represents the óAgentô which portrays the óhowô or the 

infectious disease like malaria, responsible for causing the disease. The second vector of 

óHostô represents the ówhoô or the victim who suffers the punitive damages received by the 

Agent. The third vector represents the ówhereô aspect in the tripod which is presented as the 

óEnvironmentô within which the Agent and the Host coexist. In the example of a viral 
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disease, the Agent would be malaria, Host would be the humans and the Environment might 

be stagnant bodies of water or a tropical climate. Within this perspective, all three vectors can 

be worked upon to reduce the chance of an incident occurring i.e. to contain the spread of 

malaria. Continuing with the example of malaria, preventative measures such as medicinal 

vaccines can be provided to strengthen the Host and a range of anti-disease steps can be 

undertaken to weaken the agent and to modify the environment. This model provides a 

notable insight i.e. causational factors should not be oversimplified to a singular cause but 

rather emerge from the interaction between various vectors which can then be strengthened to 

reduce negative impact. However, this approach can be limiting when trying to determine 

which of the three vectors has the highest contribution to a more adverse outcome (Burke, 

2019) and, the Epidemiological Triangle model itself can portray an oversimplification of 

real-world conditions that are removed from reality (Wu and Zha, 2020). 

This approach was adopted as it serves as an informative backdrop against which 

unintentional insider threat can be viewed. Through extending its application from public 

health communications and safety science to unintentional insider threat, this model can aid 

in understanding the dynamic and interdependent relationship that exists between the three 

entities that coexist in cyberspace when incidents or breaches occur i.e. the human element 

who is the operator, the type of cyberattack and, the environment within which the human 

and the attack coexist. This approach also demonstrates that adopting a binary approach to 

examine causes can potentially be limiting for understanding challenges that arise from the 

interaction of multiple co-dependent factors. 

Similar to the Epidemiological Triangle, the Swiss Cheese Metaphor (Reason, 1990a) also 

provides a visualisation of the relationship between defences and the occurrence of accidents 

in complex systems. Swiss Cheese Metaphor approach has been popular since its first 
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emergence and has been applied in various domains to assess and understand the generation 

of errors in sociotechnical systems. Each defence is represented by a slice of Swiss cheese 

(famous for its holes). Holes within each slice represent contributors that have inherent 

weaknesses and vulnerabilities that can result in, or contribute towards, the failure of that 

defence. Numerous amount of defences (represented in a linear way as multiple cheese 

slices) can be implemented by an organisation to protect itself against adverse events. With 

the implementation of numerous defences, even if an accident occurs within one element of a 

system it can be stopped from penetrating all other aspects as a subsequent defence (i.e. the 

following cheese slice) might block it. Inversely, there can be times when all the holes in the 

cheese slices align to realise an accident in defences that otherwise are believed to be robust 

i.e. the vulnerabilities intrinsically present in various contributors acted in a way whereby 

each defence was unable to limit or avoid the event from occurring. Thus, accidents that 

occur in complex environments can be understood as the accumulation of multiple factors 

and failures that worked in combination with each other. Despite this modelôs widespread 

application, specifically in safety critical domain, its limitations include an absence of how 

causal factors interact with each other, defences are represented as being stagnant over time 

(i.e. vulnerabilities represented as holes might change or interact with other defencesô 

aspects), defences are viewed as being independent of each other and, it offers little 

instructions about its application to real-world settings (Reason et al, 2006).  

This visualisation, in addition to the Epidemiological Triangle, was adopted as it offers an 

insight for evaluating defences i.e. despite strong defences, intrinsic vulnerabilities in 

complex sociotechnical systems can create systematic conditions that realise accidents or 

cyberattacks. 
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2.5.2 Safety II 

The Safety II (Hollnagel, 2018) approach begins by problematising the retrospective and 

eliminative nature of safety science towards errors. Hollnagel (2018) states that with a 

ówhack-a-moleô attitude, established safety science techniques concern themselves with 

failures and their correction. However, it is argued that in modern systems, such as connected 

technologies that form complex systems discussed above, it might be more appropriate and 

effective to focus on emulating success. 

By adopting the above stance, Safety II (Hollnagel, 2018) provides an alternative approach to 

understanding safety. This is done through classifying all existing safety science approaches 

as Safety I. This approach argues that it is through understanding Safety I that provides the 

contrast by which Safety II can be understood. 

Safety I is the established or traditional approach to safety such as the traditional security 

approach adopted by the frameworks discussed earlier i.e. MERIT, SOFIT and NCSC 

guidance. With this view, the absence of accidents or incidents is considered ósafeô and, 

ósafetyô is defined as a state whereby as few things as possible go awry. However, when 

something goes wrong, failures or malfunctions can be identified through examining three 

components in a system: 1. Technology 2. Procedures and, 3. Human workers. The third 

element, i.e. humans, are the most variable of these three components and thus viewed as a 

liability and creators of arising incidents or accidents. This stance is common to traditional 

security thought that views óhumans as the weakest linkô in the security chain. With a Safety I 

approach, either a system works as desired or fails. If work is delivered in line with work-as-

imagined (Suchman, 1987) by the developers of the system, everything will function as it is 

supposed to, resulting in acceptable outcomes with no adverse events. However, if 

malfunctions occur within the three components, such as non-compliance to procedures, 
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insufficient procedures and system descriptions or errors in technologies, it can result in 

failures or unacceptable outcomes. The experienced failure or unacceptable risk prompts an 

accident investigation to determine the root cause with an aim to either eliminate the cause 

and/or implement preventative measures so as to eradicate the error in the future. Thus, a 

Safety I approach examines things that go wrong and reasserts ówork as imaginedô through 

the avoidance of deviation to the work being performed. Accident investigations set out to 

identify root causes for the adverse outcome and involve risk assessments to determine the 

likelihood of deviations occurring in the future as ways to strengthen barriers or defences 

against undesirable outcomes. 

However, Safety II approach argues that modern systems are not stable and increasingly 

interconnected. While Safety I approach seeks to control and correct human variability that 

result in errors (for instance the blame and punitive measures placed on humans after 

accident investigations), it is the same human variability in modern systems that allows 

adaptability necessary for systems to function in a desirable way. Furthermore, as Safety I 

exclusively investigates things that go wrong, it neglects the examination of things that go 

right (i.e. actions that have yielded desirable outcomes many times before). Therefore, a 

Safety I approach limits learning opportunities and the ability to replicate success or the 

creation of desirable outcomes that happen a vast majority of the time. 

In contrast to Safety I, Safety II acknowledges that there is performance variation by humans 

when they deliver tasks. Through the acceptance of performance variation in the human 

element, a Safety II approach subsequently establishes that there is a constant variability in 

system performance that results from the variance in human performance. Thus, this 

approach argues that it is problematic to characterise components in a binary fashion as either 

working as desired or failing. As the performance of a system is constantly varying, it is 
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instead classified as óevery-day-workô. Safety II approach believes that this performance 

variation is the factor that allows adaptability required by a system to respond to any changes 

in its environment. Consequently, humans are viewed as the element necessary for a systemôs 

flexibility and resilience. Thus, systems working correctly is not due to humans conducting 

ówork as imaginedô by the creators but rather due to humans adjusting to their environment. 

Safety II believes that this human adaptability and flexibility becomes a cornerstone to 

understanding how tasks are conducted safely within complex systems. Desirable or 

undesirable outcomes have a common basis i.e. day-to-day performance adjustments carried 

out by the human element. Therefore, accidents are not perceived as unique individual events 

but rather an expression of everyday human performance variability.  

With a Safety II lens something that goes wrong has in actuality produced desirable results 

numerous times in the past and will continue to produce desired results again many times in 

the future. Thus, Safety II approach suggests that learnings can be obtained from examining 

aspects that allow the system to perform as desired and not only when it fails or produces 

undesirable outcomes. In order to harness these learnings and produce desirable results in 

varying conditions, there are five principles:  

1. Examining things that go well 

2. Focusing on events that are occurring frequently (such as near misses) rather than the 

perceived severity 

3. Being sensitive to the possibility of failure 

4. Thoroughness is preferred to capture learning lessons than efficiency and, 

5. Investing in safety also increases productivity as the focus is on learning from and 

replication of making systems perform to produce desirable outcomes. 
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As highlighted in the earlier part of this Chapter, current approaches adopt a binary stance 

when determining the state of a system (i.e. as safe that has withstood cyberattacks or unsafe 

that has resulted in a successful cyber-attack), efforts are made to eliminate errors through 

investigations of causal factors for cyber incidents and breaches and, technological element is 

utilised to predict or limit the operation of the human element as humans are believed to be 

the most variable component. As current approaches have demonstrated limited success in 

addressing unintentional insider threat and due to the perspective offered by Safety II 

approach discussed above, a Safety II perspective was adopted as a guiding school of thought 

to underpin the work conducted and presented in this thesis. 

2.5.3 Skills, Rules and Knowledge 

Skills, Rules and Knowledge (SRK) approach (Rasmussen, 1983) rejects simplified 

narratives pertaining to errors which describe error creation as part of a human condition. 

This narrative of errors being a part of the human condition has been adopted in the solutions 

that tackle human vulnerabilities and prominent frameworks discussed earlier that either aim 

to save humans from themselves or accept error creation as a human condition. Instead, SRK 

approach provided an insight for how decisions are made i.e. decision are made in different 

ways with different information, and indeed, in the cases of novice versus expert the same 

decision may be made in a variety of ways. 

SRK introduced by Rasmussen (1983) provides a classification system for cognitive tasks 

that describe human behaviour and decision making within man-machine environments. 

According to this approach the type of task being performed can either be skill, rule or 

knowledge based that can potentially result in an undesirable outcome due to the physical or 

cognitive load being experienced by the individual whilst performing it. 
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The first level, called óSkill based behaviourô, is automated behaviour and requires very little 

conscious effort. This includes well-rehearsed behaviours such as riding a bicycle or a skilled 

musician playing an instrument. The intermediate stage is óRule based behaviourô. During 

this intermediate stage, tasks are more cognitively demanding than skill based behaviour as 

tasks require actions to be guided by pre-set rules or procedures that are stored in memory. 

These rules can be taught or explicitly communicated. However, these sets of rules can be 

overwritten by ónew rulesô that are created through individualôs learning and experience. For 

instance, a car is driven within pre-set órules of the roadô such as no-turning at a red traffic 

light. However, an individual might decide to take a left-turn at a red traffic light as they have 

seen others do it without incurring any harm or challenge. Thus, the new rule becomes to get 

to the destination in the fastest time possible, overwriting the previous rule of no-turning at a 

red traffic light. The third and final category, which is the highest level of the three cognitive 

stages, is óKnowledge based behaviourô. This stage is the most cognitively demanding on 

individuals when delivering a task. Knowledge based behaviour is essential for novel 

situations as it occurs in environments that have no prior set of rules available for control or 

recovery. When faced with such a situation, an individual must have knowledge of the 

system, generate a range of hypothesis and, test the hypothesis through logic or trial-and-

error before the situation is under control. If the state of the system has not changed after a 

hypothesis has been tested then another hypothesis needs to be generated and tested by the 

individual until the situation is resolved. For instance, Captain ñSullyò Sullenberger landed 

US Airways Flight 1549 in the Hudson River in 2009 with 150 passengers. The novel 

situation of a flock of birds flying into the aircraft jet required the Captain to have knowledge 

of the system (various alarms and indicators), experience and, understanding of aviation rules 

before proceeding to generate a range of hypotheses. These hypotheses would then be 

logically worked out and/or implemented through actions to confirm if the state of the system 
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had changed. These stages would be conducted consecutively until the situation was resolved 

i.e. safely landing of the flight with minimum to no loss of human life. Despite this modelôs 

widespread application in man-machine interaction, it has been argued that SRK can imply 

that there is a preferred or a natural way for creating sequences to support cognition which in 

some instances can diminish the context of situated actions (Hollnagel, 1992; Le Coze, 2015). 

Furthermore, there might not be such a clear delineation between behaviour types and it is 

challenging to predict human behaviour in complex environments (Kirwan, 1992). 

SRK approach was adopted as it offers a perspective that human behaviour and decision 

making are complex and variable. This approach provides an understanding that human 

behaviour is subject to constant change due to the context of the situation, information cues 

being presented in the environment that inform interactions and decisions and, personal 

experiences of the individual. Therefore, a reductionist approach that associates unintentional 

errors that result in cyber incidents or breaches to an inevitable human condition can be 

simplistic and insufficient in understanding causal factors and in subsequently proposed 

solutions. 

2.5.3 Generic Error-Modelling System 

Introduced by Reason (1990b) Generic Error-Modelling System (GEMS) presents a 

taxonomy of tasks by integrating the SRK approach and cognitive psychology. This approach 

argues that errors can be generated from the type of task that is being performed by the 

human. Thus, human behaviour is dynamic in its nature and depended on the interactional 

context, the information being presented by the system and, experience and knowledge 

possessed by the human. Error Management Programme (ERP) discussed as part of relevant 

frameworks is founded on GEMS approach. Within this approach human errors are 

considered in isolation from environmental or other context related factors. According to 
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GEMS unsafe actions and decisions are believed to originate from unintentional or 

intentional actions which subsequently result in undesirable outcomes or errors. These errors 

are classified into four categories: slips, lapses, mistakes and violations. 

óSlipsô in memory are linked to attentional failures that occur within an individual while 

performing a task. For instance, when an individual is performing a task, a certain step or 

aspect pertaining to a task can slip the mind of the individual. This is not to say that the 

individual was not aware of said step but rather simply that it has slipped their memory 

because they were focused on another aspects within the task while it was being performed. 

óLapsesô is the second category within GEMS responsible for producing errors. Lapses occur 

in memory whereby individuals know the answer but cannot locate the information in their 

mind, resulting in a lapse or failure of required information retrieval by the brain. This can be 

seen in individuals ódrawing a blankô when performing a task i.e. a lapse of memory. The 

third category of errors originate from óMistakesô. Mistakes extend the SRK approach 

whereby errors are either rule or knowledge based. The last category of errors is generated 

from óViolationsô whereby unsafe routines are normalised or a violation occurs through a 

novel application of known information in exceptional circumstances. Novel application of 

existing information in exceptional circumstances deemed as óviolationsô has been witnessed 

in a range of high-profile aviation and nuclear industry incidents. In the context of 

unintentional insider threat, normalisation of unsafe routines can include leaving a security 

protected door open to strangers for entry or leaving a fire door open for ventilation or, 

writing passwords on sticky-notes which are left around the desk. However, it has been 

argued that GEMS has not resulted in the creation of established techniques that aid in the 

application of this model and, it is arguably oversimplified as it does not capture the complex 

multitude of actions that occur in real-world settings (Johnson, 1999). 
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GEMS was adopted as it offers an understanding of the types of errors that occur in a range 

of situations and provides a deeper understanding for skill, rule and, knowledge based 

behaviours as presented in SRK approach discussed above (Levine and Woody, 2010). 

2.6 Summary 

This Chapter provided an overview of cybersecurity and a paradigm through which 

cybersecurity can be considered. This paradigm began by categorising all actions within 

cyberspace as either offensive or defensive. Defensive cyberspace operations were further 

categorised as either active, passive or mixture of the two (active and passive). In order to 

appreciate threats within cyberspace, software and human vulnerabilities which afford cyber 

threats were discussed. Whilst many types of threats exist within cyberspace, prominent 

attacks that are the leading cause for cyberbreaches were highlighted as they are intertangled 

with the human element within the cybersecurity chain. After establishing an understanding 

of the nature of attacks, prominent frameworks were evaluated with a human factors stance as 

these frameworks have served as inspiration for subsequent solutions to tackle unintentional 

insider threat (UIT) within the field of cybersecurity. Numerous challenges that arise from 

these frameworks in the context of UIT were discussed as they attempt to classify, 

understand, monitor and, aim to avoid erroneous actions that can compromise system 

security.  

Sociotechnical theory and perspectives were introduced to provide context with which 

unintentional insider threat (UIT) can be examined as ultimately, UIT also exists in complex, 

dynamic and, responsive environments and results in undesirable outcomes i.e. cyber 

incidents or breaches. The Epidemiological Triangle offered an alternative perspective to 

traditional security thought, psychological and behavioural approaches and, subsequent 

frameworks by presenting the relationship between the three vectors of: human, attack and, 



 78 

the cyberspace environment in which they coexist. The Swiss Cheese Metaphor offered an 

analogy that aids in understanding how errors can be generated in defences that exist in 

complex sociotechnical systems due to intrinsic vulnerabilities of the contributors. Otherwise 

robust defences can still lead to accidents or the generation of errors as vulnerabilities in 

defences can align in a way that is favourable for the attack to succeed. With the analogies of 

the Epidemiological Triangle and the Swiss Cheese Metaphor, investigating a singular cause 

(which is the case for approaches and solutions being presented to tackle unintentional insider 

threat) can be limiting as problems can arise from the interaction of several factors in 

complex sociotechnical systems that exist within cyberspace. Safety II approach was 

discussed that fundamentally believes that modern-day complex systems require safety 

science to learn from things that work correctly instead of focusing on eradicating errors. 

This approach naturally lends itself to investigating unintentional insider threat as the action 

that led to a cyberbreach might have been practiced many times previously without 

generating any adverse outcomes. Safety II also uses the contrast to Safety I in order to 

provide context to Safety II. This is similar to the approach in this thesis as intentional insider 

threat is examined and discussed in order to provide context to unintentional insider threat. 

Skills, Rules and Knowledge (SRK) approach is presented to provide an argument that a 

simplistic approach that reduces errors to a human condition is insufficient to understand 

UIT. Furthermore and in line with SRKôs suggestion, human behaviour and decision making 

are not monolithic, humans can behave in different ways depending on the nature of the 

situation, the available informational cues that inform interactions and decisions and, their 

own experience which can result in UIT. Generic Error-Modelling System (GEMS) was 

presented which integrates SRK and cognitive psychology to classify the types of errors that 

are generated when tasks are performed. This is suitable in the context of unintentional 

insider threat as human behaviour is believed to be informed by a range of factors such as 
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information, context, experience and, knowledge. Thus, these approaches i.e. 

Epidemiological Triangle, Safety II, SRK and, GEMS, further the understanding of the 

complexity that exists in human decision making, performance and, environments. This is in 

contrast to existing approaches to insider threat that reduce root-causes to binary 

understandings of good or bad people or decisions with an aim to eliminate them or coerce 

people into conforming to the desired behaviour. 

Having established a human centric lens with which unintentional insider threat (UIT) can be 

examined through the discussion above, the following Chapter details the findings from a 

critical analysis which explores the extent to which a notable approach introduced by CERT 

holistically interweaves cybersecurity elements from a sociotechnical perspective to guard 

against insider threat.  
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3. Critical analysis of cybersecurity recommendations  
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3. Critical analysis of cybersecurity recommendations 

 

Introduction 

Various approaches designed to tackle unintentional insider threat were discussed in the 

previous Chapter. These approaches are often presented as fused blanket solutions to defend 

against both subsets within insider threat (i.e. intentional and unintentional) however, are 

arguably limited in tackling unintentional aspects. Sociotechnical theory perspectives were 

also discussed to further understandings about considerations of the human element, 

environments, performance and decision making. 

This Chapter explores the extent to which solutions consider the nuances and complexities 

that exist in sociotechnical environments within which work is conducted as it consequently 

impacts the applicability of proposed solutions. It also aims to demonstrate the extent to 

which these recommendations are applicable, convenient and holistic and the need for 

human-centric solutions to contribute towards the challenges associated to unintentional 

insider threat. 

A critical evaluation of a notable guide introduced by CERT, titled óCommon Sense Guide to 

Mitigating Insider Threats, Sixth Editionô (Theis et al., 2019), was conducted to evaluate the 

extent to which it interweaves cybersecurity holistically within its recommendations for 

small-to-medium sized enterprises (SMEs). This guide is targeted primarily at UK 

organisations whereby suggestions can be incorporated quickly and conveniently to establish 
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insider threat programmes. The aim of this critical analysis exercise was to establish the 

applicability and convenience of these recommendations for SMEs by considering 

recommendations for óall organisationsô presented at the end of each chapter.  

Whilst there are numerous options which can be used for evaluation to showcase the aims 

mentioned above, CERTôs guide was deemed the most suitable for a number of reasons. 

Firstly, CERT is one the leading voices for providing guidance on insider threat related 

challenges including best practices, case studies to offer learning opportunities and, current 

trends pertaining to this threat. Due to this positioning this guide becomes suitable as 

recommendations are adopted by industry and provide future directions for academic 

research. Additionally, this guide is derived from the research and analysis of 1,500 real-

world cases and is thus embedded in the context of real-world settings which aligns with the 

overarching context of the research presented in this thesis. In addition to the above, this 

edition of the guide was aimed at the UK audience, a region that this research project is based 

in, as it was developed to comply with European Unionôs General Data Protection Regulation 

(GDPR) law. The guide subsequently provides recommendations that limit or exclude the 

monitoring of individuals which are regionally appropriate. In lieu of monitoring individuals, 

positive incentives are introduced as part of implementing best practices to ñalign the 

workforce with the organizationò. Work in this guide recognises that insider threat is 

influenced by a range of sociotechnical factors such as technical abilities, behaviour 

inclinations and, organisational issues. To address these threats organisations are advised to 

closely consider their policies, procedures and technologies. This stance indicates 

consideration to aspects beyond the technological element which added to the suitability of 

this guide. The guide is aimed at businesses of all size that belong from all sectors as the 

types of insider attacks remain the same i.e. intentional or unintentional (however, attack 

paths or methods deployed by the insider might be subject to change depending on the sector) 
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adding to the suitability of this guide for a critical analysis. Furthermore, it was of interest to 

determine if the understandings developed from the literature review in the previous Chapter 

were reflected in this guide i.e. an emphasis on technological elements to control, limit and 

predict human operations within cyberspace and the limited considerations paid to the 

operation of the human element in systems. The argument being that it might be problematic 

to approach elements within complex systems with simplistic views that subsequently offer 

oversimplified solutions. In addition, this exercise aimed to establish areas within 

environments that are being emphasised and held responsible for safeguarding against insider 

threat and identify opportunities for reframing existing thoughts from a human centric stance. 

A sociotechnical systems approach called the onion model from the human factors domain is 

then applied to said recommendations in order to identify the elements responsible for 

mitigating insider threat. An unequal distribution of recommendations when classified by the 

categories presented in the onion model would be indicative of the importance placed on 

certain elements and the discounting of other aspects in proposed solutions.  

A sociotechnical systems approach was deemed suitable as it considers social and technical 

factors when organisations are implementing a change, which can range from new 

technology to business change programmes (Cherns,1976). As organisations exist within 

complex sociotechnical systems that are created by them, implementing change in one aspect 

can affect other parts of the system and limit effectiveness (Hendrick,1997). Numerous 

methods that apply sociotechnical systems principles were considered prior to the selection of 

the onion model. For instance, Human Factors Analysis and Classification System or HFACS 

(Shappell and Wiegmann, 2003), Swiss Cheese Metaphor (Reason, 1990a), Systems 

Theoretic Accident Modelling and Process model or STAMP (Leveson,2004) and the Leavitt 

model (Leavitt, 1965). These methods, including the onion model, all stem from the same 
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sociotechnical systems principles and largely aim to accomplish the consideration of all 

elements in a system equally and in an interconnected and interdependent manner. However, 

the onion model was selected as it presents a clear visualisation of a complete human-

environment system in a simplified and accessible manner to its audience. The other models 

such as HFACS or STAMP, would need further granularity in the organisational personas 

whereas the Swiss Cheese Metaphor can appear linear in its representation. Leavittôs 

framework or the Leavitt model could appear overly complex when mapping the guideôs 79 

recommendations and potentially reduce the visual impact of the redistribution. 

The outcomes from these two endeavours, i.e. evaluating the guideôs recommendation to 

organisational personas and applying the recommendations to the onion model, serve to 

showcase two points: current approaches, such as CERTôs guidelines, that aim to tackle 

unintentional insider threat can be enhanced in their holistic approach and, findings make a 

case for the human factors domain to contribute towards the challenges associated to 

unintentional insider threat. 

This Chapter now proceeds to share the method used to critically analyse the guide. The 

writing progresses to discuss findings that emerge from implementing 79 recommendations 

to pseudo company profiles which serve as case studies. In line with document analysis 

method, these findings are discussed in a chapter-by-chapter format to maintain the structure 

of the guide. Work then proceeds to introduce a human factors perspective by reclassifying 

recommendations according to the eight sociotechnical categories contained within the 

óonion modelô. A summary is then presented to conclude this Chapter. 
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3.1 Method 

Document analysis method (Bowen, 2009) was adopted to interpret the guideôs 

recommendations with an aim to analyse their applicability to SMEs. This method was 

selected as it would give meaning to these recommendations in light of the findings from 

extant literature review that indicated an inclination towards certain elements in systems. So 

as to avoid any preconceived ideas about the nature of recommendations a grounded 

approach was adopted to examine the applicability and attainability of recommendations to 

SMEs. Additionally, document analysis method was deemed suitable as it provides 

researchers with progressing through the document systematically, is less time constraining 

and less costly compared to other methods which were initially considered and excluded such 

as, empirical field-work with industry partners, interviews with individuals from industry or 

workshops. 

Analysis began by compiling and coding all 108 recommendations to create a table 

(presented in Appendix 2) to identify recommendations applicable to SMEs. With this criteria 

i.e. recommendations applicable to SMEs, 79 recommendations were identified as being 

relevant to SMEs and 29 recommendations for large organisations were considered beyond 

the scope of this work. Large organisations were excluded as recommendations can be 

achievable by organisations that have resources, such as human resources and monetary 

funds, available to them, as is the nature of organisations that are qualified as large which 

have over 250 employees, turn-over equal to or in excess of 50 million (Euro) and a balance 

sheet equal to or in excess of 43 million (Euro). In addition, SMEs were suitable to reflect the 

intricacies of sociotechnical systems on micro or small levels which might be less 

pronounced in the complexities present in larger organisational structures. 
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In line with document analysis, recommendations were provided context from extant 

literature presented earlier whilst maintaining the structure of the document being analysed. 

A heuristic approach (Groner et al., 2014; Friess, 2015) was adopted to enrich the document 

analysis method by providing industry contexts and highlight usability issues in 

sociotechnical systems that might emerge from the implementation of these 

recommendations. Thus, organisational personas or scenarios were created by the author to 

act as case studies for each of the 21 chapters within the guide. A heuristic approach is 

advantageous as it provides access to information which is broadly representative of an 

organisation it aims to symbolise. Personas were created with the EU definition of SMEs 

(European Commission, 2003) and through a variety of channels by the author such as, media 

reports of breaches that described the victim organisation, desk-research of specific industries 

to establish realistic scenarios that were representative of their ways of operation, 

documentaries that provided insights about working in specific environments and, the 

experiences shared by industry partners of this research. These organisational personas were 

not developed to a specific theme outlined in the guideôs chapter and selected prior to 

evaluating recommendations so as to maintain a grounded approach. In the guideôs chapters 

where recommendations were found to be applicable or too generalist to benefit from 

presenting a case study, an industry persona is not presented as it was not deemed to be 

beneficial. 

Organisational personas presented as case studies were used to evaluate three aspects: if the 

recommendations could be implementable, if the recommendations were easy to achieve and, 

if the recommendations had a high-impact to safeguard against insider threat for SMEs. Once 

recommendations were evaluated in an SME context, another table was created to capture the 

imagined ease for implementing these recommendations (presented in Appendix 3) where 

ratings were depicted as a range of three symbols (óṉé which indicated that recommendations 
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would be easy to implement and achievable , ó?ô which indicated that the recommendation 

was actionable but not easily achievable or, óṋé which indicated that an SME would not be 

able to achieve or easily implement this recommendation). Brief comments that discuss the 

possible challenges that SMEs might encounter are listed in the column titled óPotential 

challenges for implementation for SMEsô. 

After recommendations were evaluated through SME scenarios, they were numbered and re-

categorized according to each of the aspects found in the óonion modelô by Wilson and 

Sharples (2015) maintaining a grounded approach to the analysis of data. This 

recategorization allowed new distributions and groupings to emerge, presented in a table 

format (Appendix 4) and as Figure 5 later on in this Chapter. For instance, if a 

recommendation related to ótechnologiesô i.e. configuring software and hardware of 

technologies or, ópeopleô i.e. thinking through decisions prior to action. 

3.2 Application of recommendations to case studies 

This section critically analyses the guide by evaluating recommendations presented under 

óQuick Winsô and óHigh-Impact solutionsô within each of the guideôs chapters. 

Recommendations take into account technological, behavioural and, organisational aspects 

and are presented in their relevant subsections below (full list of recommendations within the 

scope of this exercise are presented in Appendix 2).  

This guide is aimed at businesses to help them implement an insider threat programme at 

their organisations and pseudo organisational personas are presented as case studies to enrich 

the document analysis and to provide an industry context. Despite heuristic analysis being a 

useful tool to evaluate usability issues in systems and document analysis providing structure 

and context to the document being evaluated, limitations with these techniques arise from the 
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inherent subjectivity within these methods as they rely on the evaluatorôs  subjective 

knowledge and judgement to determine the severity of issues and, highlight aspects that 

might not necessarily be important in real-world settings (Love, 2013; Friess, 2015).  

Chapter 1: Know and protect your critical assets 

Recommendations presented in this chapter of the guide are as follows: 

¶ Conduct a physical asset inventory. Identify asset ownersô assets and functions and 

identify the type of data on the system. 

¶ Understand what data your organization processes by speaking with data owners and 

users from across your organization. 

¶ Identify and document the software configurations of all assets. 

¶ Prioritize assets and data to determine the high-value targets. 

 ï pg. 16-17, Theis et al., 2019 

This chapter outlines the importance of organisations identifying their critical assets. Critical 

assets are described as: (a) anything of value or potential value to a company; (b) 

organisation is responsible for the security of such assets; (c) if a critical asset is destroyed or 

harmed in a way that could affect its confidentiality, integrity or availability it would result in 

a severe negative outcome for the organisationôs operations. Critical assets can be physical or 

technological and can be comprised of a range of things including equipment, people, 

facilities, technologies and systems.  

The guide states that with the advent of seamless technologies it is essential for companies to 

monitor and control data that is in rest or in transit as it can easily be removed from the 

organisation. It provides a list of questions to help identify and prioritise an organisationôs 

critical assets and formulate a ranked list. Another ranked list must be created pertaining to 
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employees who might pose a risk to these assets as insiders. This is followed by conducting a 

risk assessment, checking compliance to procedures in line with GDPR for organisations 

based in Europe and, developing compliance controls for operations when employees interact 

with critical assets.  

Critical assets can also be identified through monitoring network traffic for digital assets and 

an inventory is to be developed for physical assets such as hardware. The inventory should 

include all the servers, their type of operating software, their óenvironmentô (integration, 

model, production), the applications running on each of the sever, each applicationôs 

corresponding IT support contact and the name of an employee who is the óownerô for each 

of applications running within a system from the wider company. The guide suggests using a 

statistical software tool called óPairwise Rankingsô to help create a ranked list and develop 

metrics for identified critical assets to the organisation.  

The case study presented within this guide describes an incident at a small private hospital 

facility where a nightshift security guard accessed the server room twice, once through his 

security card and a second instance from a nurseôs unattended workstation, in an attempt to 

launch a distributed-denial-of-service (DDoS) attack. He was left unsupervised during his 

shifts and in his personal life acted as a leader of an online underground hacking group. 

Eventually his malicious actions led to the heating, ventilation and, air conditioning (HVAC) 

to become unstable and caused a power outage for one hour. A security researcher discovered 

this insiderôs malicious activity. The discussion in the case study is centred on the night shift 

security guard as a malicious insider, ignoring the actuality of two types of insider threat that 

unfolded at the hospital facility (the security guard and the well-intentioned nurse), both of 

which should be considered in equal importance for research and analysis. 
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SME Case Study Evaluation 

This is a heavy rescue towing and incident response company. It struggles to financially 

breakeven in most years as the business is climate dependent (bad weather would equate to 

more breakdowns and a financially lucrative year). This organisation has fewer than a 100 

employees and the organisation collaborates with the highway authorities to assist with 

emergency breakdowns, recovery of vehicles and, provide accident response. They have a 

dispatch centre, a small fleet of trucks, a website and, seasonal employees for busier months. 

The organisation experience a high turnover. Communications are over the phone or through 

truck radios which are used to request back-up, seek advice from experienced drivers on 

difficult jobs and, give task status updates to the dispatch centre.  The owner of this company 

is an expert in the recovery of heavy-goods-vehicles (HGVs) and inherited this business 

which has been family owned for two generations. The owner is responsible for 

administrative tasks, maintenance of equipment, accounting, HR operations (such as 

recruiting, training, grievances etc), strategic decisions and, ensuring smooth day-to-day 

operations. 
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Analysis, Chapter 1 

With this organisational scenario to serve as a case study, recommendations put forward by 

the guide as óQuick Wins and High-Impact Solutionsô will now be considered. It might be 

relatively straight forward to achieve creating an inventory of the digital and physical 

critical assets while at rest and in transit and the type of data that exists in various systems. 

Such assets might include the fleet of recovery trucks, people, equipment, the website, 

payment details of clients etc. However, creating such an inventory would mean a lot of 

time and resources being spent towards developing it. In this scenario where one person is 

performing multiple organisational roles, it might be relatively straight forward for them to 

identify what data the organisation processes and list assets to create a ranked priority list. 

However, when identifying óassets ownersô i.e. people who are responsible for protecting 

these critical assets, the owner of this company will be responsible for a vast majority of 

the items on the list, making this process problematic and difficult to keep up to date. This 

challenge is not farfetched for SMEs who often have one person performing various job 

functions with numerous skills in a flat management structure (Frantz et al., 2017). A high 

turnover might mean that there is no one to take ownership of the critical asset if someone 

leaves and keeping the inventory up-to-date would require continuous diligence and time. 

Identifying and documenting software configurations of all assets might lie well beyond 

the capabilities of the CEO of an SME, especially if the CEO is adverse to information 

technologies (Thong and Yap, 1995) . Mapping critical asset information might also pose 

additional challenges if the business is outsourcing specialist functions such as using an 

online accounting platform or using third parties to build their website. 
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Chapter 2: Develop a formalized insider threat program 

Recommendations presented in this chapter of the guide are as follows: 

¶ Ensure that legal counsel determines the legal framework the team will work in. 

¶ Establish policies and procedures for addressing insider threats that include HR, Legal 

Counsel, Security, Management, and IA. 

¶ Consider establishing a contract with an outside consulting firm that is capable of 

providing incident response capabilities for all types of incidents, if the organization 

has not yet developed the expertise to conduct a legal, objective, and thorough 

inquiry. 

ï pg. 31, Theis et al., 2019 

This chapter synchronises technical system logs with human action and intelligence to tackle 

insider threat. It primarily relies on organisational monitoring and peers alerting and reporting 

individuals that appear to be conducting suspicious activity or have experienced a sudden 

change in their personal financial circumstances. A working group is recommended to be set 

up consisting of employees across the organisation, with ótrusted agentsô (usually line 

managers) to provide context or legitimacy to individualôs suspicious actions that are flagged 

up in system logs. This chapter points out that any monitoring should be legally permissible, 

the organisation should use encrypted communications within the working group for 

confidentiality, utilise HRôs ówatch listô to monitor concerning employees who can 

potentially pose an insider threat and, deploy good practices for terminating access for 

employees leaving the company.  

 

 



 93 

SME Case Study Evaluation 

This company provides an online software platform that helps researchers write and 

collaborate on articles intended for publication in academic journals. It has between 100-150 

employees with teams dedicated to development of the software (50 software engineers), an 

IT team (3-5 people), a HR team (1-2 people), copy editors (30 people) and, a Sales & 

Marketing team (20-30 people). It has two CEOs who report to three actively involved 

owners, a Board of Trustees who offer strategic advice and approve business-critical 

decisions and, the company outsource an external law firm that provides them with legal 

counsel. This law firm charges the organisation an expensive hourly rate for consulting on 

any documents that are put forward to them for review. This company has been in existence 

for ten years and has recently managed to financially breakeven. 

Analysis, Chapter 2 

The first recommendation to determine the legal parameters of the working group (listed in 

Appendix 3) can be implemented by the company but the process might be financially 

expensive and time consuming. Creating a legal framework that the law firm can be 

consulted on would require in-house rudimentary legal skills which might not exist. If the 

legal firm is to create this framework, it would require for the insider threat program team 

to be able to understand legal terminology to interpret their operational parameters once it 

has been created. The second recommendation is problematic as it requires policy making 

skillset to exist within the company. This can create additional workload for relatively 

small teams (1-5 people) and can be time and effort intensive. Hiring a third-party to 

provide incident response capabilities could create an additional financial burden that the 

organisation might not be able to bear in this company scenario. For a SME company 
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fighting to survive, it could mean that developing incident response capabilities might be a 

low priority and hard to justify as SMEs often struggle to be financially stable. The 

Business statistics (Ward and Hutton, 2021) reported that 75% of UK businesses had 0-1 

employees in 2021.  While it is possible that there might be high-impact from these 

recommendations, each suggestion would be time and cost consuming and difficult for a 

SME to develop as it competes with its finite amount of existing resources. 

óUnderstanding and Avoiding Potential Pitfallsô section within this chapter can be read as a 

cautionary warning when approaching the implementation of learnings and 

recommendations. These points largely undermine the recommendations presented in this 

chapter to set up an insider threat program within an organisation. Setting up a working 

group to deliver an insider threat program with importance placed on covert monitoring 

and reporting on selected individuals or ótargetsô can induce a safety climate rather than a 

safety culture (Mearns and Flin, 1999) ï lulling the organisation into a sense of robust 

cybersecurity state. Instead, a non-punitive proactive self-reporting culture can be 

developed in an organisation that can offer learnings for the entire organisation from ónear 

missesô for unintentional or accidental insider threat. Proactive reporting culture has 

successfully been implemented in aviation, nuclear energy, petrochemical processing, 

military operations and steel industries (Barach and Small, 2000). Since proactive reporting 

culture is closely connected to a range of sociotechnical factors (such as the attitudes of the 

employees), the ways in which the program is implemented and, managerial attitudes thus, 

it is important for an SME organisation to begin by understanding its existing practices and 

influencing factors prior to implementation (Douglas et al., 2014) instead of being 

cautioned against starting an insider threat programme of its pitfalls. 
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Chapter 3: Clearly document and consistently enforce policies and controls 

Recommendations presented in this chapter of the guide are as follows: 

¶ Ensure that senior management advocates, enforces, and complies with all 

organizational policies. Policies that do not have management buy-in will fail and not 

be enforced equally. Management must also comply with policies. If management 

does not do so, subordinates will see this as a sign that the policies do not matter or 

they are being held to a different standard than management. Your organization 

should consider exceptions to policies in this light as well. 

¶ Ensure that management briefs all employees on all policies and procedures. 

Employees, contractors, and trusted business partners should sign acceptable-use 

policies and acceptable workplace behavior policies upon their hiring and once every 

year thereafter or when a significant change occurs. This is also an opportunity for 

your organization and employees,  contractors, or trusted business partners to reaffirm 

any nondisclosure agreements. 

¶ Ensure that management makes policies for all departments within your organization 

easily accessible to all employees. Posting policies on your organizationôs internal 

website can facilitate widespread dissemination of documents and ensure that 

everyone has the latest copy. 

¶ Ensure that management makes annual refresher training for all employees 

mandatory. Refresher training needs to cover all facets of your organization, not just 

information security. Training should encompass the following topics: human 

resources, legal counsel, physical security, and any others of interest. Training can 

include, but is not limited to, changes to policies, issues that have emerged over the 

past year, and information security trends. 
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¶ Ensure that management enforces policies consistently to prevent the appearance of 

favoritism and injustice. The Human Resources department should have policies and 

procedures in place that specify the consequences of particular policy violations. This 

will facilitate clear and concise enforcement of policies. 

ï pg. 35, Theis et al., 2019 

This chapter outlines the need for developing awareness amongst employees about the 

organisational procedures, policies and consequences for rule breaking behaviour (where 

punishment should not be disproportionate to the offence). It sets out by emphasising the 

importance of expectation setting whereby employees who develop IPs for the company 

understand that they do not own it. Consistent reinforcement of policies that are supported by 

clear documentation can avoid unmet expectations for rewards (e.g. recognition, promotions, 

bonuses etc) and lead to a sense of fairness and equality where specific individuals do not 

feel like theyôre being targeted. The guide mentions the need for every employee being held 

to the same standards with no exemptions based on job titles and a regular review of the 

policies.  

SME Case Study Evaluation 

The company in this scenario manufactures and supplies various types of dental implants to 

local clinics. This company has been in operation for over fifteen years and has successfully 

digitised physical records over the past year. It has an in-house IT team, two offices that host 

expensive specialist equipment, a couple of delivery vans for daily drop-offs and employs 

approximately 30 people at any given time. Majority of the processes are automated but 

trained technicians are required to oversee the manufacturing process and examine dental 

reports to produce requested implants to exact specifications and materials. Within this 
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organisation the owner is the CEO who manages fifteen trained technicians alternating a 24-

hour working shift, four IT team members, four people who are responsible for taking orders, 

providing customer services and managing grievances, two people are responsible for 

accounting and, there are four drivers. With the exception of the drivers, employees have 

appropriate access to sensitive information that is required to deliver their job functions such 

as payment details, operation of the specialised equipment and dental records that have been 

submitted by the local clients (i.e. dental clinics). Employee turnover in the company is low 

but replacing a trained technician proves to be a lengthy process that takes several months to 

find adequate replacements. 

Analysis, Chapter 3 

In order to create a safety culture in this company scenario, the guideôs suggestion to hold 

every employee to the same standard is important and might be implemented successfully 

if there is buy-in from senior stakeholders (CEO and senior managers). If senior 

stakeholder buy-in is absent it can be a time intensive task to convert stakeholders into 

being actively engaged, educated in cyber awareness and good at maintaining transparent 

communication (Dul et al., 2012). And if this conversion of senior stakeholders needs to be 

achieved then the outcome would be on the contrary of the guideôs positioning of this 

recommendation as a óquick winô. Requesting existing, trusted business partners to sign 

additional legal documents   could result in the loss of clients or create a precarious 

position for the SME if partners refuse to sign documents in addition to their existing 

contracts. Depending on the accountability chain and internal procedures in place at trusted 

business partner organisations, it might result in orders being paused or delayed due to 

bureaucratic procedures (all orders are on hold until óacceptable use policyô is signed). 
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Similarly, trained technicians who are difficult to source, might not be willing to sign 

additional documents that are not the norm in their industry and can cause significant 

delays to an already challenging recruitment process.  Making company policies accessible 

to all employees via internal intranet, shared folders or email is a relatively quick task. 

However, designing and delivering training can be a costly expense for an SME as training 

programmes take resources in planning as well as during delivery whilst employees 

attended training sessions. Mandatory sessions such as these might result in animosity 

between management and the trained technicians who would need to make-up for the 

backlog of orders while they were in training sessions.  While the recommendation to 

implement policies consistently to avoid the appearance of favouritism and injustice is 

correct, it too would consistently require resources to monitor activities, oversee the 

enforcement of policies and reprimand violations. This as a cumulative effort can push the 

boundaries of what is actually manageable by this manufacturing SME whilst it delivers its 

day-to-day operations. 

 

Chapter 4: Beginning with the hiring process, monitor and respond to suspicious or disruptive 

behavior 

Recommendations presented in this chapter are as follows: 

¶ Ensure that potential employees have undergone a thorough background 

investigation, which at a minimum should include a criminal background and credit 

check. 

¶ Encourage employees to report suspicious behavior to appropriate personnel for 

further investigation. 
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¶ Investigate and document all issues of suspicious or disruptive behavior. 

¶ Enforce policies and procedures consistently for all employees. 

¶ Consider offering an EAP. These programs can help employees deal with many 

personal issues confidentially. 

ï pg. 40, Theis et al., 2019 

This chapter recommends that organisations should proactively deal with suspicious or 

disruptive employees to avoid developing malicious (also known as intentional) insider 

threat. Should it be legally permissible in the country of operation then within the hiring 

process background checks should be conducted for all applicants that details how applicants 

approached workplace conflicts. It is recommended that applicants conviction records should 

also be consulted and certain job functions should have stringent checks that directly 

correlate to their associated risks (for example customer complaints versus accounting and 

finance). Managers should be trained to identify and respond to inappropriate behaviour and 

the organisations should consistently enforce policies. Employees should also be trained to 

report concerning or disruptive behaviour from their peers and a formal process should be 

embedded in the organisationôs practices to address employee grievances. Organisations 

should also be alert to an employeeôs personal financial problems or unexplained personal 

financial gain. While this chapter recognises the possible decrease in employee morale due to 

the implementation of a reporting culture, it does not provide any suggestions about how to 

maintain a high morale if these practices were implemented. This chapter also pays caution 

for the need to be legally compliant when sharing employee information. 

 

 



 100 

SME Case Study Evaluation 

This scenario considers a software company that provides project management tools for 

teams collaborating together within organisations. This SME has been in existence for five 

years, employs approximately fifty people who perform various functions such as software 

engineers, sales, marketing, accounting and, HR. The business operates informally, offers 

flexible hours of work and a majority of the employees are between 24-35 years of age. 

Employees work on projects that are of interest to them (with each employee required to be 

involved in at least three projects) and all work is conducted as part of teams with assigned 

project leads. The employee morale is high, employees frequently engage in recreational 

activities together (yoga, playing foosball, shooting hoops, table tennis etc) and, share a 

relationship where they can rely on each other for support, advice and assistance. As this 

company has a flat management structure, there is considerable employee turnover due to the 

lack of personal career growth. The company has a short notice period of three weeks as 

productivity from software engineers was seen to decline during their notice period. Thus, the 

company faces challenges when recruiting new employees in quick succession to backfill 

existing positions. 

Analysis, Chapter 4 

A majority of recommendations in this chapter are possible to achieve for the SME 

scenario described above but might create interlinked challenges. For instance, while it 

would be good practice to conduct background checks, including criminal convictions and 

a financial history credit check, it would ass time delays that can have a significant impact 

on operations of the company. Conducting a check on each potential employee (especially 

software engineers who interact with the companyôs IP) would also entail additional 



 101 

financial costs for the organisation. In this scenario, encouraging employees to report 

ósuspicious behaviourô (which could be defined by any measure or to any detail) can 

severely damage existing interpersonal relationships, communications and, compromise 

day-to-day business operations. Performance and behaviour in team settings are important 

factors when discussing a modern day workplaces and serious thought is paid to these 

factors in the human factor domain, including the design, layout, performance and 

outcomes to instil best practices and managing risks (Becker and Steele, 1995; Salas et al., 

2008). Offering confidential Employee Assistance Programme support lines, keeping a 

strictly confidential record of suspicious or disruptive behaviour and implementing policies 

and procedures consistently across all designations would also be attainable and potentially 

contribute to a just culture in this case study (Dekker, 2011). However, this would require 

time, financial resources and, consistent diligence from IT and HR resources that might 

already be finite. 

 

Chapter 5: Anticipate and manage negative issues in the work environment 

The following recommendations are presented at the end of this chapter: 

¶ Enhance monitoring of employees with an impending or ongoing personnel issue, in 

accordance with organizational policy and laws. Enable additional auditing and 

monitoring controls outlined in policies and procedures. Regularly review audit logs 

to detect activities outside of the employeeôs normal scope of work. Limit access to 

these log files to those with a need to know. 
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¶ All levels of management must regularly communicate organizational changes to all 

employees. This allows for a more transparent organization, and employees can better 

plan for their future. 

ï pg. 43, Theis et al., 2019 

This chapter highlights the importance of consistently enforcing policies and consequences 

for violations. It is advised that security related policies are clearly communicated during 

induction of new employees and generally over the course of the year. While organisations 

are instructed to be as transparent as possible to set expectations for promotions and bonuses, 

organisations are simultaneously warned to be alert of potential threats that might arise as a 

consequence of such decisions (i.e. IP theft for personal financial gain during lay-offs). 

Employee Assistance Programmes (EAPs) are presented as a possible solution for curbing 

employeeôs reactions that can result in insider threat. However, this suggestion 

simultaneously removes responsibility from the organisation as the employeeôs reactions (to 

lay-offs for instance) are inadvertently implied to be ótheir problemsô that would require 

independent help and not as those resulting from organisational decisions.  

SME Case Study Evaluation 

This is an SME company that publishes scientific research content online. This company 

employs between 30 ï 50 people (primarily content editors) at any point in time and has been 

in existence for three years. Higher management has communicated that with the recent loss 

of lucrative clients the company is fighting for its survival. Despite the content still being 

produced to a high volume, there has been a recruitment freeze and several people have left 

for external opportunities. Teams have reduced in size significantly with a total of fifteen 
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employees remaining and the company is experiencing a shortage of specialised skills such as 

proficient content editors. 

Analysis, Chapter 5 

In uncertain times such as those mentioned in the scenario above, SMEs might struggle to 

consistently perform day-to-day operations and experience a loss of specialised labour. 

Under such circumstances, enhanced monitoring might not be possible due to the IT 

department prioritising daily support and also being involved with terminating access of 

ex-employees to organisational systems. Implementation additional tasks such as auditing 

logs and monitoring controls during this time might prove unattainable with additional 

workload being experience by employees. However, the organisation being transparent 

during times of change and maintaining open lines of communications can leverage trust 

and sincerity from employees towards the organisation thus, safeguarding against insider 

threat. Research conducted in the human factors field indicates the importance of trust and 

team functioning (Spector and Jones, 2004) and the trust between peers and higher 

management can be a driver for employee satisfaction, loyalty and effective performance 

(Matzler and Renzl, 2006; Costa et al., 2001). Additional controls being recommended for 

audits of procedures and policies might instil an absolute organisational faith in processes 

and limit the leveraging of specialised employees to devise new, innovative and, efficient 

ways of work (Dekker, 2017). 

 

 



 104 

Chapter 6: Consider threats from insiders and business partners in enterprise-wide risk 

assessments 

Recommendations in this chapter are as follows: 

¶ Have all employees, contractors, and trusted business partners sign nondisclosure 

agreements (NDAs) upon hiring and termination of employment or contracts. 

¶ Ensure that all employees, contractors, and trusted business partners sign workplace 

violence prevention and/or appropriate workplace behaviors documentation upon 

hiring. 

¶ Ensure each trusted business partner has performed background investigations on all 

of its employees who will have access to your organizationôs systems or information. 

These should be commensurate with your organizationôs own background 

investigations and required as a contractual obligation. 

¶ If your organization is acquiring companies during a merger or acquisition, perform 

background investigations on all employees to be acquired, at a level commensurate 

with your organizationôs policies. 

¶ Prevent sensitive documents from being printed if they are not required for business 

purposes. Insiders could take a printout of their own or someone elseôs sensitive 

document from a printer, desk, office, or from garbage. Electronic documents can be 

easier to track. 

¶ Avoid direct connections with the information systems of trusted business partners if 

possible. Provide partners with task-related data without providing access to your 

organizationôs internal network. 
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¶ Restrict access to the system backup process to only administrators responsible for 

backup and restoration. 

ï pg. 47, Theis et al., 2019 

In this chapter of the guide importance is placed on developing a risk-based security strategy. 

This strategy aims to protect critical assets from internal and external threats that might 

emerge from internal employees, external trusted business partners, consultants and, 

contractors with authorised access. This chapter acknowledges the natural tension that creates 

a paradox between core interests such as business productivity and (cyber-)security of critical 

assets in an organisation. It is suggested that a balance must be struck between security 

procedures that counteract insider threat and procedures that allow a company to accomplish 

its mission. This stance is captured in the following sentence: 

ñHaving too many security restrictions can impede the organisationôs mission, and having 

too few may permit a security breachò  

ï pg. 44, Theis et al., 2019 

Signing legal agreements with external partners is advised, especially ensuring that external 

partners are performing the required background checks and investigations on employees 

who collaborate in mutual partnerships. 

SME Case Study Evaluation 

This SME manufactures traditional leather satchels and bags in the UK. Producing 1970ôs 

iconic style of satchels mean that neither the process nor the design are unique or under 

copyright by the organisation. There are approximately fifty employees which are primarily 

in-house designers and sewists to promote high quality British products. Originally, the 
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company was sourcing its products from a company based in China but the partnership 

dissolved when they did not return a non-disclosure agreement (NDA) after numerous 

reminders sent over a period of fourteen months. Now, the organisation has trusted local 

providers who deliver within different stages of the sub-processes (raw material processing, 

tanning, crusting, dyeing, surface coating, etc). Once the materials are processed, sewers 

stitch the bags which undergo quality testing before being supplied to a couple of luxury 

retail stores and sold directly to customers through their website. As business has grown over 

the last decade with celebrities endorsing their brand, the company has been able to outsource 

its IT, legal and, accounting services to trusted business partners. Producing high quality 

leather satchels for over a decade, the SME is focused on managing the high demand and 

does not currently have any plans of further growth. 

Analysis, Chapter 6 

For this SME scenario, creating non-disclosure agreements (NDA) would entail additional 

financial costs. It could also be time consuming to reach an agreement which can cause 

significant delays or dissolution of critical partnerships such as those experienced with 

Chinese suppliers at the start of this business venture. As the brand enjoys popularity, the 

process nor the design are unique or copyrighted (a classic 1970ôs satchel design). This 

might mean that this SME does not believe that they have something of value that would 

require business partners to sign a NDA. Requesting to sign an NDA at this stage for the 

SME might sour established relationships with trusted business partners and jeopardise 

business operations. While in-house employees might sign workplace violence prevention 

and/or appropriate workplace behaviour documentation, it might be a time consuming task 

to develop this for third party contractors and business partners. This SME might be aware 
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that trusted partners, such as those that provide IT and accounting services, perform credit 

checks on their employees but it would not be possible for the SME to ensure that this is 

indeed true. As part of good practices, the company can choose not to share direct 

connections with the IT department of trusted business partners and provide only task 

related data. Partners that provide the IT functions for the organisation can only be made 

responsible for backing up data and restoration, managing access and provide use of cloud 

and local servers. However, in-house sewists might use print outs of documents to make 

notes about their sewing tasks which is a commonly occurring trait in this field. Restricting 

the of printing documents might mean that sewists make mistakes or might need to be 

trained in the skill of making online edits. Apart from the expenses of training, it would be 

financially expensive for this SME to provide sewists with technology (desktops, tablets, 

pens etc for digitisation) to do design specifications with, especially if sewists are not 

motivated to switch from physical documentation in the first place. 

 

Chapter 7: Be especially vigilant regarding social media 

The following recommendations are provided in this chapter: 

¶ Establish a social media policy that defines acceptable uses of social media and 

information that should not be discussed online. 

¶ Include social media awareness training as part of the organizationôs security 

awareness training program. 

¶ Encourage users to report suspicious emails or phone calls to the information security 

team, who can track these emails to identify any patterns and issue alerts to users. 

ï pg. 52, Theis et al., 2019 
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This chapter discusses the possible correlation between the use of social media and insider 

threat (intentional and unintentional). Since social media platforms, personal or professional, 

allow information sharing opportunities with other people most information shared on these 

platforms are set to ópublicô, leaving behind a digital footprint. Consequently, a great deal of 

personal information can be found out about individuals through an online search. This 

chapter explains that any information shared maliciously or unintentionally on online 

platforms about an organisation can be used by attackers to design cyberattacks that can 

compromise critical organisational assets. This includes asking troubleshooting questions 

about organisational platforms where information about implemented technology can be 

revealed including information about operating software, the make and model numbers of 

devices and, Internet Protocol (IP) address. Recommendations strongly suggest that any 

company monitoring of social media platforms of employees must ensure they are doing so 

legally. Furthermore, organisations must be careful when reprimanding or penalizing 

employees who share working conditions, managerial complaints and other opinions that 

might be permissible under local law. Organisations must also avoid discrimination based on 

personal information gathered from online platforms such as personal perspectives on race, 

religion, sexual orientation etc that can result in legal lawsuits. The guide highlights the óright 

to be forgottenô under GDPR for European Union citizens which can render selective search 

results on individuals. Finally, the guide argues that social media accounts of employees are a 

serious risk to the organisational cybersecurity and its use must be strictly controlled and 

regulated.  

SME Case Study Evaluation 

The company in this scenario has been in existence for a little over five years and has 

recently finished another successful round of funding from private investors. It employs 25 



 109 

young, tech-savvy individuals and they provide filters for photographs that are shared on 

popular online social media platforms. The app and all its filters are free to download by 

users on their mobile devices and the app launches new filters every two weeks. These filters 

allow users to write text, insert stickers, overlay gifs, edit hues and, compile numerous 

photographs to create collages. The company has thousands of followers on their official 

social media accounts that exist on all major social platforms. In order to bypass the need to 

share company account passwords, employees often use their personal accounts to promptly 

help answer questions and to promote the release of new filters to their target audience. All 

employees understand the importance of confidentiality when developing filters and the use 

of their personal accounts when engaging with clients, should they choose to do so. 

Employees are mindful about never sharing any spoilers about the new filters. Usually the 

late deployment between agreeing on an idea and then the development of the filter means 

that there isnôt enough time to disclose any vital information. 

Analysis, Chapter 7 

In context of the guideôs recommendations, this SME could benefit from establishing a 

social media policy for its employees despite having a collective understanding of 

appropriate social media use in place. It might also benefit from employees reporting 

suspicious emails to the IT department that in turn could be used to raise awareness 

amongst employees for potential socially engineered cyberattacks. However, it could result 

in the IT teams being inundated with reports or data that might be ófalse alarmsô (Treisman, 

1965) which can be influenced by personal perceptions and various biases of the IT 

personnel ï false positive alarms are a major concern for current insider threat 

identification software (Agrafiotis et al., 2016; Martinez-Moyano et al., 2006). In addition, 
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identifying suitable training programmes for tech-savvy or advance skilled employees 

could be financially expensive, time consuming and can also risk patronising employees 

and damaging morale of the workplace. 

 

Chapter 8: Structure management and tasks to minimize insider stress and mistakes 

Recommendations within this chapter are as follows: 

¶ Establish a work culture that measures success based on appropriate metrics for the 

work environment. For instance, knowledge workers might measure their success 

based on outcomes and efficiency instead of metrics that are better suited for a 

production line. 

¶ Encourage employees to think through projects, actions, and statements before 

committing to them. 

¶ Create an environment that encourages focusing upon one thing at a time, rather than 

multitasking. 

¶ Offer employees who are under stress options to de-stress, such as massages, time off, 

games, or other social but non-project oriented activities. 

¶ Routinely monitor employee workloads to make sure that they are commensurate with 

the employeeôs skills and available resources. 

ï pg. 55, Theis et al., 2019 

This section outlines the correlation between multitasking in high-stress environments and 

the emergence of intentional and unintentional insider threat. The pressure faced by 

employees to deliver to tight deadlines can increase insider threat levels and develop a 
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negative attitudes towards management and the organisation. The guide states that 

organisational overdrive for productivity can compromise (cyber)security protocols that are 

in place. This discussion once again acknowledges a natural tension that creates a paradox 

between core organisational objectives, such as productivity, and the (cyber)security of 

critical assets. It advises organisations to develop protective measures that are human centric, 

allow employees more time to achieve objectives, be responsive to human oriented 

management and, allocate adequate time towards planning tasks. 

SME Case Study Evaluation 

This company is an online publication SME which was established ten years ago and 

currently employs sixty people. Unlike other major publication platforms that might take up 

to a year to publish research content, this organisationôs unique selling point is the publishing 

of cutting-edge advances in research to the scientific community in a matter of days. Upon 

receiving a manuscript the employees must perform basic checks (such as content 

originality), verify affiliations listed by the authors, categorise the content by discipline, 

identify relevant peer reviewers etc. Once the manuscript is with peer-reviewers, employees 

must follow up for comments, find alternative reviewers, take note of suggestions, copy-edit, 

maintain communications with submitting authors and, publish the content on the platform 

when ready. Employees are strongly encouraged to think before taking any actions as any 

mistakes in the process can damage organisational reputation in a highly competitive field. 

The SME uses ótotal number of submissions published on the platformô as key process 

indicators (KPIs) to measure employee performance. Certain stages during the process are 

time sensitive and the steady stream of submissions means there is always a lot of work to be 

done in a busy working environment. Junior commissioners track the progress of several 

manuscripts that are assigned to them at various stages of review. Over the last two years, the 
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organisation has measured employees stress levels, workloads and, resources available to 

staff through all staff surveys. However, these elements are normalised and this fast-paced 

environment is considered to come as part of the field. 

Analysis, Chapter 8 

Applying the recommendations from this chapter, it would be beneficial for this SME to 

develop appropriate metrics that measure success and efficiency in processes instead of 

solely using the total number of published submissions. Despite the importance placed by 

the organisation to think through projects before taking any actions, the inherent nature of 

the job which requires quick turnaround from submission to publication would mean 

unavoidable time pressures on employees. If time critical stages within processes are 

prolonged it can harm employeesô KPIs and jeopardise the companyôs overall mission. 

Furthermore, since employees publish a range of scientific content and have a steady 

stream of submissions to process, individuals would need to multitask in order to succeed 

at their agreed objectives. Reducing complex environments, such as the one presented at 

this SME, to singular tasks being performed in a prescribed about of time as suggested by 

the guide can prove challenging. Similarly, this SME might not be able to financially 

afford offering time off and activities to de-stress employees. While this SME routinely 

measures employee workloads, skills and, available resources it might not have the 

financial ability to improve working conditions or demands. Even with disposable income 

available to the SME, implementation of recommendations would require major work re-

design to tackle perceived workload, capacity and stress amongst its employees. In fact, the 

evaluation of work (Wilson and Sharples, 2015) and, understanding perceived workload 

and its measurement are complex phenomena in human factors domain that require 
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detailed investigation to help inform design or redesign of workplaces. Analysis of 

workload involves the measurement of the cognitive demands and the capacity to respond 

to those demands within complex environments (Dekker, 2012) and sociotechnical systems 

(Sharples, 2018), where ubiquitous technology can provide data on valuable indicators 

(Sharples et al., 2015). Adopting the recommendations presented in this chapter would be 

difficult to achieve as recommendations would require human factors domain specialists, 

time and, financial resources in order to achieve effective outcomes. The need to involve 

specialists and associated financial costs might be beyond the SMEôs awareness and 

abilities. 

 

Chapter 9: Incorporate malicious and unintentional insider threat awareness into periodic 

security training for all employees 

The following recommendations are presented in this chapter: 

¶ Develop and implement an enterprise-wide training program that discusses various 

topics related to insider threat. The training program must have the support of senior 

management to be effective. Management must be seen participating in the course and 

must not be exempt from it, which other employees could see as a lack of support and 

an unequal enforcement of policies. 

¶ Train all new employees and contractors in security awareness, including insider 

threat, before giving them access to any computer system. Make sure to include 

training for employees who may not need to access computer systems daily, such as 

janitorial and maintenance staff. These users may require a special training program 
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that covers security scenarios they may encounter, such as social engineering, active 

shooter, and sensitive documents left out in the open. 

¶ Train employees continuously. However, training does not always need to be 

classroom instruction. Posters, newsletters, alert emails, and brown-bag lunch 

programs are all effective training methods. Your organization should consider 

implementing one or more of these programs to increase security awareness. 

¶ Establish an anonymous or confidential mechanism for reporting security incidents. 

Encourage employees to report security issues and consider incentives to reporting by 

rewarding those who do. 

ï pg. 60-61, Theis et al., 2019 

This chapter of the guide discusses the importance of senior stakeholder buy-in to the insider 

threat program and its successful implementation at an organisation. The guide states that 

vulnerabilities in business processes are just as important as technical vulnerabilities in 

cybersecurity. In the absence of a stereotypical profile of an inside attacker (race, age, 

ethnicity, job title etc), known information and individual characteristics can be utilised to 

create a list of employees who might pose insider threat to the company. With the help of this 

created list, mitigation strategies can be implemented to counteract an attack if it occurs. 

Security training should include encouraging confidential peer-reporting of threatening or 

unacceptable behaviour (i.e. accessing company systems post termination, requesting peer 

employeesô passwords or using company resources for personal business). Awareness 

training should include potential consequences of risk-taking behaviours, lack of attention to 

detail, multi-tasking, excessive access to personal or propriety data and, recruitment of 

employees by harmful external agents (i.e. through social media). Policies should be 

consistently enforced and periodically reviewed.  
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SME Case Study Evaluation: N/A 

Analysis, Chapter 9 

A specific scenario based on a case study is not presented in this section as 

recommendations in this chapter are more generalised in their nature. Developing and 

delivering training programmes is a challenging endeavour for organisations of all sizes. It 

requires content development, relevance to the audience, audience engagement, materials 

and, time. Thus, developing and conducting an organisation wide training program would 

be an immense challenge for organisations that require resources as well as buy-in from 

management and employees. Even if contractors are able to create training programmes, 

for an SME to deliver training to their staff who might possess completely different skill-

sets and knowledge levels would be nearly beyond a SMEôs capacity. Creating an 

anonymous mechanism for peer-reporting would also be extremely difficult as all devices 

would have something revealing about the individual reporting their concerns (IP address 

for instance). Additionally, IT department or another relevant person assigned to access 

these reports would then have additional workload, they would be required to exercise 

confidentiality at all times and, might be held responsible for any investigations that are 

being carried out on potentially harmful individuals. However, once recommended 

programmes have been developed and implemented, continuously training employees 

would be relatively easier to achieve but would still require resources such as time and 

money. 
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Chapter 10: Implement strict password and account management policies and practices 

Recommendations presented in this chapter are as follows: 

¶ Establish account management policies and procedures for all accounts created on all 

information systems. These policies should address how accounts are created, 

reviewed, and terminated. In addition, the policy should address who authorizes the 

account and what data they can access. 

¶ Perform audits of account creation and password changes by system administrators. 

The account management process should include creation of a trouble ticket by the 

help desk. (Help desk staff should not be able to create accounts.) Your organization 

could confirm the legitimacy of requests to reset passwords or create accounts by 

correlating such requests with help desk logs. 

¶ Define password requirements and train users on creating strong passwords. Some 

systems may tolerate long passwords. Encourage users to use passphrases that include 

proper punctuation and capitalization, thereby increasing passphrase strength and 

making it more memorable to the user. 

¶ Security training should include instruction to block visual access to others as users 

type their passcodes. 

¶ Ensure all shared accounts are absolutely necessary and are addressed in a risk 

management decision. 

ï pg. 65, Theis et al., 2019 

This chapter discusses the importance of security training for all employees which includes 

setting strong passwords and being vigilant of protecting passwords from visual access by 
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peers. It recommends implementing best practices to manage account access privileges, 

avoiding shared accounts and, performing regular account audits. Employees should report 

any attempts to gain access by unauthorised accounts to the IT help desk. Based on a 

companyôs termination policy access should be terminated promptly for any individuals 

leaving the organisation and contractors should never be granted access to the entire IT 

system or access to shared accounts. It is important to note that this discussion about detailed 

access controls, account management and other account security measures once again 

highlights the tension between core business objectives and the (cyber)security of critical 

organisational assets. It can also be challenging to keep on top of such access controls where 

people are conducting work on distributed workstations.  

SME Case Study Evaluation 

This SME delivers an online platform for organisations to host virtual meetings. It has sixty 

employees and has been in existence for seven years. Employees are predominantly software 

developers residing in two European countries who work closely together to develop new 

features and fix algorithm code clashes (i.e. bug fixing). There are teams based in the UK for 

sales, marketing, IT, accounts and, HR. Developers work to tight deadlines that factor in time 

dedicated to quality assurance (QA) testing which is conducted in staging environments (i.e. 

a platform that mirrors the live website) prior to its integration in production environment 

(i.e. the live website). The sales team experience a high turnover and have utilised various 

customised software for customer relationship management (CRM such as Salesforce) over 

the past seven years. As the information has not been integrated well when providers have 

been changed, data is distributed across platforms. Since the sales team work closely with the 

software developers, they also test for bugs prior to launch and troubleshoot for clients. 
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Analysis, Chapter 10 

In the context of recommendation proposed in this chapter, it would be beneficial for the 

organisation to identify, manage and terminate excessive access from user accounts albeit 

it might be a difficult and arduous process. It might also be beneficial to ensure that 

software engineers who use shared accounts for QA testing are known and any shared 

accounts are subject to regular and frequent password change and audits. Exercising 

excessive account controls and limiting access privileges might disrupt business 

productivity and employees might be unable to perform daily tasks if the use, frequency 

and reasons for access are not properly understood prior to termination/restriction of access 

privileges. Furthermore, close consideration must be paid prior to limiting and controlling 

access to incorporate lessons learnt about designing productive sociotechnical systems for 

distributed work (Sharples and Houghton, 2016). Whilst it may be expensive, this SME 

would benefit from organising training workshops for employees that increase awareness 

for creating strong passwords, understanding the restriction of shared accounts and, 

blocking visual access to others as passwords are being typed. 

 

Chapter 11: Institute stringent access controls and monitoring policies on privileged users 

A single recommendation is made as part of this chapter: 

¶ Conduct periodic account reviews to avoid privilege creep. Employees should have 

sufficient access rights to perform their everyday duties. When an employee changes 

roles, the organization should review the employeeôs account and rescind permissions 

that the employee no longer needs. 
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ï pg. 69, Theis et al., 2019 

This chapter discusses the advantages system administrators, technical and privileged users 

have since they possess technical skills, access and sufficient knowledge of processes to pose 

insider threat. For this reason it is advised that stringent rules are implemented for privileged 

users. Privileged and skilled users should sign a privileged user agreement that outlines their 

code of conduct and operations and sets expectations for their conduct. Similar to two-factor 

authentication (2FA), it is recommended that software developers should have all their code 

approved by another developer before it is deployed to avoid malicious code being embedded 

in the system. It is recommended that there should be documented access termination 

procedures that are enforced and organisations that cannot afford two system administrators 

must recognise their increased risk of insider threat. The discussion in this chapter is centred 

on regularly conducting access audits for privilege creeping.  

SME Case Study Evaluation 

This SME provides an application for mobile devices to help individuals with meeting 

reminders and any associated documentation required for meetings. It also stores the chat 

logs which are available offline to track agreed follow-up actions. This organisation was 

created four years ago and has twenty employees with fifteen vacant positions that are being 

recruited. Teams operate on a skeletal framework as positions stay unfulfilled for months due 

to the lack of desirable candidates. The organisation also outsources cloud servers for 

backups and developers are challenged with tasks that are outside their expertise (HTML 

developer might be assigned designing user interface or writing code in JavaScript). 
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Analysis, Chapter 11 

In light of the recommendations the SME discussed above would be able to afford hiring 

another system administrator. However, the IT team would not traditionally have the skills 

or the remit to oversee the work of software developers. Peer checking of all software code 

that is developed for the mobile application would increase the workload and developers 

might feel that they are being assigned more responsibility of approving colleaguesô code 

and not trusted by the organisation in their skills and abilities. This might lead to low 

morale and resignations which can threaten operations for this SME especially as it already 

experiences difficulties in attracting  skilled labour. With blurry lines between job roles 

(developers are responsible for a range of tasks such as user interface design, QA testing 

etc), IT team and senior management would need to invest significant time in determining 

the parameters of access privileges based on their constructs of tasks involved for each job 

title. 

 

Chapter 12: Deploy solutions for monitoring employee actions and correlating information 

from multiple data sources 

The following two recommendations are presented in this chapter: 

¶ Implement rules within the SIEM system, to automate alerts. 

¶ Create log management policy and procedures. Ensure they address log retention 

(consult legal counsel for specific requirements), what logs to collect, and who 

manages the logging systems. 

ï pg. 75, Theis et al., 2019 
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This chapter discusses the importance of fusing data from various system logs, including 

monitoring employee cyber actions, to tackle insider threat. It is recommended that 

information should be collected from a range of sources across the organisation since solely 

logging network activity is insufficient to safeguard critical organisational assets. Security 

information and event management (SIEM) system is recommended as powerful tools that 

continuously monitor employee actions, correlates these activities to events and eliminates 

background noise to highlight cases that require review or further investigation by security 

personnel. However, this chapter does not share how these software eliminate background 

noise i.e. false positives nor how the software decides which incidents need further 

investigation. This chapter also lists numerous other types of data that can be collected to be 

analysed in addition to SIEM tools.  

SME Case Study Evaluation: N/A 

Analysis, Chapter 12 

A specific SME scenario is not created for this chapter as the recommendations pertain to 

the utilisation of software tools. Whilst there are numerous SIEM system tools available in 

the market, including those offered by IBM (QRadar) and McAfee (Enterprise Security 

Manager), this process would require resources such as financial investment, in-house 

employee skills to correctly set up the software alert thresholds and, time. Possessing and 

dedicating such resources towards this activity would  pose major challenges for this SME. 

Additional legal and supplier costs associated to the retention of system logs that monitor 

employee interactions might also be unaffordable for most SMEs or add financial and legal 

pressures to the SME presented in this case study. However, once SIEM tools have been 
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set up, it might be advantageous for identifying insider threat through correlating data from 

various sources into a single platform and identifying anomalies in the system. 

 

Chapter 13: Monitor and control remote access from all end points, including mobile devices 

Recommendations made in this chapter are as follows: 

¶ Disable remote access to the organizationôs systems when an employee or contractor 

separates from the organization. Be sure to disable access to VPN service, application 

servers, email, network infrastructure devices, and remote management software. Be 

sure to close all open sessions as well. In addition, collect all company-owned 

equipment, including multifactor authentication tokens, such as RSA SecurID tokens 

or smart cards. 

¶ Include mobile devices, with a listing of their features, as part of the enterprise risk 

assessment. 

¶ Prohibit or limit the use of personally owned devices. 

¶ Prohibit devices with cameras in sensitive areas. 

ï pg. 81, Theis et al., 2019 

This chapter discusses providing employees with access points to work remotely through the 

use of ubiquitous technologies. Whilst ubiquitous technologies allow employees to 

ótelecommuteô the guide states that this access poses its own set of organisational risks to 

critical assets. It is advised in the guide that access points must be known, controlled and, 

monitored to prevent insider threat against organisational data and systems. This includes 

technologies such as smart phones, remote home computers, tablets, mobile devices etc. Due 
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to a high demand from employees to work from mobile devices, organisations have 

facilitated access paths. However, CERT National Insider Threat Center emphasises their 

stance against this facilitation as it is believed to create a high risk for malicious insider 

threats through remote attacks. It is acknowledged in the guide that whilst remote access can 

enhance productivity, organisations should be aware of associated risks and trade-offs prior 

to facilitating mobile or remote access. This chapter discusses the ability of personal devices 

to bypass system security measures in place (e.g. intrusion prevention systems, and, 

firewalls). For instance, mobile phones can capture sensitive information through video 

recording or pictures and transport this information externally (through multimedia 

messaging platforms like MMS or public cellular internet networks). This affordance offered 

by personal devices can also allow malicious insiders to go undetected and for organisational 

data to be transported outside authorised organisational IT networks.  

SME Case Study Evaluation 

This SME provides marketing services to other organisations to help develop their brand and 

marketing strategies. They have eighteen employees, twelve of whom are marketing experts. 

Each employee is a project leader for a client and they collaborate in teams of four to deliver 

various projects that can include brand image, online marketing campaigns, multimedia 

campaigns (TV, billboards, social media advertisements), marketing strategies and 

competitor analysis. They have one meeting a week where everyone is required to be 

physically present in the office, provide updates, highlights and, share any challenges they 

have faced in the previous week. Employees are rarely at their assigned workstations since 

they work remotely which has increased exponentially post the covid-19 pandemic. 

Employees also frequently conduct meetings with current and potential clients at their 

clientôs offices. They often liaise with each other through mobile phone calls and text 
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messages, emails and, other free off-the-shelf software tools. In addition, employees also 

choose to utilise communication platforms that are most convenient for their clients to 

communicate on. 

Analysis, Chapter 13 

For this SME disabling or terminating remote access would cause major disruptions in day-

to-day operations and trigger unavailability of necessary documentation (portfolios) needed 

during client meetings. Promptly and diligently terminating access for ex-employees will 

be crucial for this SME to protect its critical assets which might include client details, rates, 

strategies and developed design work. However, declaring personal mobile devices for the 

organisation to scope its features and associated risks might not prove meaningful. In the 

context of implementing the recommendations within this chapter, it could mean that every 

employee is considered a risk because they own a cell phone with largely similar features 

(i.e. a camera, mic, video recording, mass storage capabilities). An organisational 

evaluation of personal device operating software might unduly target individuals as high 

risk due to the type technologies they own (for instance iOS or Android users), or perhaps 

identify malicious insiders as low risk based on their personal choice of devices. 

Completely prohibiting or limiting the use of personal devices would be extremely 

problematic as employees in this SME are trusted to work independently to deliver projects 

and their organisational culture incorporates remote working and frequent off-site client 

meetings. With the advent of Covid-19 pandemic and remote working, recommendation 

appear to have limited applicability although the challenge to protect organisational assets 

and networks remains a primary concern. 
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Chapter 14: Establish a baseline of normal behavior for both networks and employees 

The following recommendations are presented at the end of this chapter: 

¶ Use monitoring tools to monitor network and employee activity for a period of time to 

establish a baseline of normal behaviors and trends. 

¶ Deny VPN access to foreign countries where a genuine business need does not exist. 

White list only countries where a genuine business need exists.34 

¶ Establish which ports and protocols are needed for normal network activity, and 

configure devices to use only these services. 

¶ Determine which firewall and IDS alerts are normal. Either correct what causes these 

alerts or document normal ranges and include them in the network baseline 

documentation. 

ï pg. 85-86, Theis et al., 2019 

This chapter discusses the analysis of information rich data that can be generated and 

effectively utilised by organisations through ubiquitous technologies to counteract insider 

threat. Once SIEM tools are implemented, it discusses the importance of establishing a 

baseline for normal behaviour. Normal behaviour can include network and individual 

characteristics. Network characteristics include bandwidth consumption, usage patterns and 

protocols, while individual characteristics can include working hours, usage of resources and 

accessing documents that are considered to be critical assets. Several off-the-shelf software 

solutions can be adopted to assist with identifying normal network and individual behaviour. 

This chapter states that defining and enforcing access policies related to organisational virtual 

private networks or VPNs (for remote access) can help organisations detect insider threat. 

Security measures include blacklisting countries where there are no employees, implementing 










































































































































































































































































































































































































































































































































































































































