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Abstract

The exploitation of saalled insiders is increasingly recognised as a common vector for
cyberattacksUnintentional insider threatinadvertent mistakes and errors that cause cyber
incidents andreache$ can enable nefarious cyberattacks to become ssitdeesulting in

a range of potential harnagan individual and organisational levlanagingunintentional
insider threats a growingchallengefor organisations and businessémerging work in this
area has considered the phenomenon franous perspectives including the technological,
the psychological and the sociotechnitédwever, there is gap in term®f (a) investigating
unintentional insider threapecifically(rather than being centred orientional or malicious
insider threg and (b) a human centric approach wheremyhnologies andumans are
considered equally in a sociotechnical context of cyber and physical spadash they
coexist In order to address this deficit, this thesis investigates unintentional insidartthre

uncover factors that influencelly adopting enhumancentriclens toaddresshis challenge

A human factors theorinformedsystems approadh usedo evaluate and critically analyse
related workThrough the application @ritical Decision Metbd and Theory of Planned
Behaviourapproaches two linked studies, a frameworkdevelopedand validated through
engagement with industry. It is suggested thmntentional insidethreat isresponsive to a

range of factors that can be linked to thaiwidual, the technique used in the attempted

attack angdthe widerwork environmentind cultureWhile attitudes towards human elements
within organisationaécosystermare improving subjective norms cdve leveraged téoster

the creation of innovative cybersecurity defences in the fufinis.thesis contributes a tool

to enable organisations to reflect on the relevance of unintentional insider threat within their
overall approach to cyber security, and provides domions to humaitentred theoretical

and practical understanding of unintentional insider thidtimately, it is arguedhat in



orderbuild to meaningfully tackle this threat all actors must be leveraged to take advantage
of the understanding developredthis work to enhance existing systems in which the human

element is critical to keeping systems safe.
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1. Introduction



1. Introduction

The spread of internetnabled services and devices itite workplace has led to significant
gains in productivity and efficiency (Schuh et 2D14). However, this technology also offers
potential vulnerabilitieend new attack surfacés criminals, industrial saboteurs and
extortionists to exploitPotental vulnerabilitieghat result in the exposure of personal or
sensitive datare alsa matter of widespread concern and media interest. Aside from what
might be considered traditional hacking of digital systems at a technical level, there is
increasing pevalence of cyberattacks that require the unwitting participation of innocent
individuals in terms of opening an attachment, clicking on a rogue link or otherwise

inadvertentlyperforminganaction that compromises a system (VeriZ20R0).

This innocentacilitation of insiderdo successfully cyberattack systeimgonsidered a

subset of Al nsi der T lraeidental ingiderdhnedinistesitionah i nt e nt
or accidentainsiders are those individuals who unknowingly or unwittingly harm the

organisation through their actions dudotang manipulated to click on a malicious link,

install malicious software or otherwise facilitate a cyberatt@bis category of unintentional

insider threat is the focus of this thedikeremainder of the cag@ry is known as intentional

or malicious insider threat comprising of deliberate and malicious actions carried out by

disaffected or mercenary employees within an organisation (Mundie et al. 2013)

A range ofsolutions have been proposedattdressntentional and unintentionalts

Solutions tend taddress botliulnerabilities that arise from the human elensntvell as
techrologicalaspects, such as those arising from software. Deféeeddo focus othe

technological elements rather than humans or procéssest al., 2018)When systems are
compromi sed organisati ons as aseitherinteniglemt i ons

unintentional in order to determitige intensity of organisational response and subsequent



reprimandgPredd et al., 20Q8This desire to control and manage the human element, which
is believed to be the generator of unacceptable ss&m)s frontraditional security thought
whereby humans are perceived to be the weakest link in the security{Mittah 2015 Ani

etal., 2018

Psychological and behavioural approaches have been utilised to further traditional security
thoughtby devisang novelsolutionsto assesintentions behind insider actions if systems are
compromised. Such approaches entail creating individual and group psychological and
behavioural profilesypically with psychometric testssedto predict stress susceptibility

Other appoaches emphasise identifyinge breaking behaviour through background checks
andexamination opersonnel records from tlituman ResourcedepartmentOnce
developedtiese profiles can provide an insight into the intentions of insiders should a breach
occur. Furthermore, triangulation of ttpsrsonablatamay also beised as early markefsr

potential insider thredCappelli et al., 2007Greitzer et 312018 Kandias et al., 2030

Where local legal regulations are in effect that bar or limit the collection of personal data on
individuals, alternativéehaviourabpproachebave emergetb tackle insidethreat These
approaches disregard intentions or motivations of insiders andif@teadon controlling
opportunities afforded to individuals when interacting with technologies within systems
Opportunities afforded to individuals to compromise secure systems are determined through
analysing network based behaviauith access log$o determinea baseline of acceptable
behaviour i.enormal behaviourOnce this baselinieas beemdentified it is usedo evaluate

daily actions and eradicaédnormal behaviouthrough restricting users from accessing

certain parts of the system andarrhation, unless it is justified by the organisation through a
60case f or(Ageaiotismipal, 2045 Ghattopadhyay et al., 201éyg et al., 2016

Whilst these techniques have brought forward a diverse pevpbsitiongo expand



solutionsstanming from traditional security thoughthese techniques have had limited

success in addressing unintentional insider threat arising frormvealhing insiders.

To begin a meaningful discussion about unintentional insider threat, the parametleas of
constitutes amsider threat must first be establishEgtablishing these parameters is
problematiadue to the multifaceted nature of insider threat which results in an abundance of
definitions present in literature to define this ternowéver,for the purposes of thishesis

insider threat is defined as follows:

GActions [encompassing skills, rules and knowlebddgsed behaviour] or inaction of
individuals or groupsvhowittingly or unwittingly cause loss or harm to the security of an
organisation, without a differentiating between cyber or physical perimeters. The
individuak(s) has authorised access [physical and/or cyber] to physical assets and to
confidential information in order to perform a function for an orgation which results in

compromised safety or a cybersecuritydmed

Nested in the above definitiaf insider threat, mintentional insider threat is defined as

follows:

dnsider threat that is not a result of intentional actigdhat cause loss oharmto an

organisation by insiders.

In contrast tgoreviousapproaches th&iave retained a focus orctanologies or on
identifying weaknesses individuals, the work in this thes&lopt a systemgerspective
with which to view and understand unintentional insider tHpgathanging the way humans
are considered within systenthis will be done througlincludinga range ogstablished
approaches i.e. The Epidemiological Trianglagsel, 1976the Swiss Cheese Metaphor

(Reason, 1990a), Safety Il approach (Hollnagel, 208d)s, Rules andKnowledge



approach known as SRK (Rasmussen, 1888) Generic ErreModelling System known as
GEMS (Reason, 1990b). Epidemiological Trianglagsel, 19763nd the Swiss Cheese
Metaphor (Reason, 1990a) can provide a useful visual aid for representing and understanding
the interdependent and dynamic telaship that exists between vectors within an

environment. An implication of #seapproachksis that focusing on a single vector can be
problematic and ineffective for proposing solutions to complex challeBGgésty 11

approach (Hollnagel, 2018) is wkt categorise existing approaches ackhowledge the
variability in human performance that keeps systems safe whilst ledromgvhat works

well and goesight as well as what goes wrong. Thus, a Safety Il approach provides a further
dimension to aidh understanding the environment under which unintentional insider threat
occurs. Safety Il approach argues that incidents or accidents are not unique events but rather
an expression of the variability within human performance. Humans are the necessary
element in the system that provide systems with the flexibility and resilience needed for safe
operations and production of desirable outcomes. Being equipped with a Safety Il approach
means that learnings are acquired through understanding what goesvaghtrejority of

the time as well as when things go awfrfie inclusion of skills, rules and knowledge based
behaviour known as the SRK approach (Rasmussen, 1983) aids in examining the types of
tasks that result in errors as it is important to understanty/pes of tasks being performed

and the cognitive load on individuals during which systems are unintentionally compromised.
Additionally, to gain a deeper understanding of erroneous actions which lead to unintentional
insider threat Generic Errdodelling System known as GEMS (Reason, 1990b) is utilised

to classify the types of errors that occur. For instance, when ansezitioned insider

unwittingly compromises a system it could occur from a slip in attention, a lapse in their
memory, a mistake in éhclassification of their memory or a routine violation that had been

occurring in the past but never resulted in a cyber breach.



This body of work is grounded the aboveapproaches to understand unintentional insider
threat, i.e. the types of tasks tihedd tounintentional insider threathe types of errors that
result init and the variability in human performance that keeps systems safely operating a
vast majority of the time. It is through thisiman centritensthat unintentional insider threat
is investigatedn orderto propose a new approatthenhancexistingunderstandings and

solutions.

1.1 Research Questions

From this brief introduction it is clear thaew attack surfaces haleencreated wittthe
rapid widespreaddoptionand creatiorf connectedechnologiesThe necessary human
elementhatenabls cyberspace operatiolgas become major vector hatfacilitates
cyberattackslnsider threat (unintentional and intentionadses a paraddrr cybersecurity
whereby humanare necessary to enable operations witilsygenerag or enhance
vulnerabilities in systemd hisparadoxmakes it challenging to address insider threat
especially if it is unintentional in its natuf@roposed solutions address intenticarad
unintentbnal insider threat in tandeamdappear to béocused on either protecting the
technological element or leveragingntorderto control, manage or limthe human element
within cyberspaceAdditionally, psychological approaches have also emengech aimto
predict or ascertain intentions behind actions that result in breddterefore, it isof

interest to explore the extent to which humans are considered within systems, the suitability
andcomprehensiveness proposed approaches to insider theest learn about

unintentional insider threat from lived experienced of those that have had exposure to it.



Interest also arises from developing a framework that can be utilised by organisations to
reflect on how unintentional insider threat can be exathinederstood and defended

against.Thus, this thesis seeks to explore the following research questions.

1. To what extent are current cybersecurity approaches considering operatiarof the
human element?

Throughreviewingextant literaturend conducting systematic analysis of existing tabis
guestion aims tadentify the limitations and scope of current approaches and show the
opportunities of being able to apply alternativdens with which unintentional insidenreat

can be understood.

2. How might a sociotechnicalsystems approach aid in reframing current approaches
from a human centric stance?

Thisresearclguestion aims to explore the extent to which current approachssitae to
unintentional insider thréathe extent to which these approacheshaltisticin a

sociotechnical contexdnd,opportunities for human factors domain to propose solutions.

3.Whatcanbelearredf r om peopl ebs experience of wuninte
factors that influenceit?

This research questi@pplies Critical Decision Method (CDM) to understand individual
experienceshat led to unintentional insider threat in order to validate current approaches and

introduce new elements for consideration to safeguard against fueat

4. What user centric solutions could have a positive impact in an open environment for

understanding unintentional insider threat?



This research question explores the extent to wihieldevelopedociotechnical framework
can prompt individuals to reflect on challenges posed by unintentional insider threat in

organisational contexts.

1.2 Industry Engagement

Numerous industry collaborations occurred over the course of four years to help ground this
research in an industry perspectiVaese experiencesstablished challenges associated to
unintentional insider threat and, provided distinct insights at various points that guided this
researchdetailed in Appendix )1 Warwick Manufacturing Group (WM@$ an academic
department that facilitates collaborations between academia and in@istgWMG

provided access tihe secondndustry partnerHigh Value Manufacturing Catapufind

shared insights and challenges in the context of its industry partitber than academic
perspectivesWMG was considered an industry partner in the context of this. \watlstry

contributions towards this research are as follows:

1 WMG and High Value Manufacturing Catapulturing the first yeathe initial
industry pamer shared needased examples of challenges pertaining to
cybersecurity. This input informed the PhD proposal made to the Centre for Doctoral
Training

1 Connect Places Catapult (CPG)the second year, a fdiilme three month placement
was carriedout or an | nimeér el dé éxperience. This
industry setting aided the author in understanding the complexity of ownership and
responsibility for cybersecurity in the design of technologies

1 National Cyber Security Centre (NCS@):the thrd yearof this projectanother full

time three month placement occurrédlis experience enhancedthasit hor 0 s



expertiseof applying models from the human factors domain to cybersecurity
challenges

1 NCSC PartnersCollaborations occurred with six orgaai®ns who contributed to
the research findings from a study to prompt a change in behaviour through eliciting

reflection

All i ndustry partnersxdependently appeared to be in agreertteattcybersecurity and

insider threat were important concerns to stakders and a number of insights emerged

from the three different industrial placement activities. A deeper understanding was
developed for the nuanced complexities that exist inweald settings on top of which
cybersecurity is designed to be implensehtFor instance, despite cuttiadge cybersecurity
solutions being implemented, a mismatch between individual and organisational priorities
can result in the overall cybersecurity being compromised bymesdining insiders.

However, if individual priorites and reasons for performing undesirable actions are not given
due consideration (i.e. the case made by SafetkillsSRulesKnowledge approach and
GEMS) or wrong lens with which to examine the problem is adopted, it can result in arduous
efforts tha are fruitless. Additionally, while reprimands can yield stierin results

individuals might revert to the same actions in the {tergy or worse, create a new set of
unforeseen challenges that emerge from individuals trying to achieve the same ouricomes

new ways.

Similarly, when cybersecurity is retrofitted or superimposed on existing structures, it can
reinforce the mystique associated to this domain. For instance, efforts made to build
awareness and generalist knowledge about cybersecurity carnnmesdisconnect between
top-down mandates and botteup efforts of how work is being performed and measured.

This disconnect can contribute to a widening of the gulf between-asirkagined and



work-asdone (Hollnagel, 2017; Suchman, 1987). The relbtiveocent action of not fully
incorporating cybersecurity advice (which might be driven by the fear from technology
companies not fully understanding cybersecurity or imposing responsibility of cybersecurity
onto individuals which is intrinsically tieditl their key performance indicators) can result

in technology being taken to market that has not incorporated cybersecurity as part of its

design.

In the context of imposing responsibility for cybersecurity elements onto individuals, which

is recommendeth the frameworksvhich will be discussetoh Chapter 2, the situation

becomes multifaceted when there are competing interests (such as their key performance
indicators). Furthermore, while generalist cybersecurity knowledge can be developed by
organisatias on an individual level, a singular person responsible for the overall
cybersecurity can create a sentiment of absolute authority and create a channel for
reprimands. It can also serve to alienate cybersecurity knowledge and personnel from
mainstreamopeat i ons, add to the mystique of the

responsible expertd and inevitably create

Embedded experiences in industry settings highlighted cybersecurity challengesnartéal
settings and, praded context and informed this body of work. From the detailed experiences
shared in Appendix 1, the approach adopted by industry is inclined towards the technological
element for protecting against insider threat which is reflective of the relevaaturesr

discussed in Chapter 2 i.e. technological element within sociotechnical systems is leveraged
to limit or control the operation of the human element within cyberspace. As insider threat is
understood to be dynamic and sudden in its nature (Nurse 20 4), the agility needed to
respond to unintentional insider threat can be limited when cybersecurity is superimposed

onto existing systems or in instances where the responsibility is wholly placed on the human
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element. Furthermore, placing emphasisertiain elements is not holistic and can especially
fall short in its consideration of humans within systems. Thus, embedded industry experience
provided a backdrop for the design of a human centric framework to tackle unintentional

insiderat organisatios.

1.3 Statement of novelty and expected ciimition

This work has been informed by a multiple disciplinary approach and by industry input
through numerous partners. The diagram below reflects eleven distinct stages over the course

of four years othis research project:

o] Q o Q Qo
Supervisory Team Literature Review CDM Study Website Findings

Supervisory team and Literature review conducted Research study conducted Research study’s framework Findings demonstrate the

external advisor identified to ta identify gaps within to investigate factors that used to create a website sessions facilitated

infarm the project. insider threat domain. influence the occurrence of that assesses organizational reflection amongst
Knowledge acquired for the unintentional insider threat readiness levels against participants to gain new

Internal Team: appropriate application of through the application of UlIsT. Web assessment tool perspectives to established

Prof. Sarah Sharples Generic Error Modelling Critical Decision Method evaluated 45 inputs across UIsT challenges and added

Dr. Robert Houghton System (Reason) and Skill- {CDM). six pillars. Outputs rendered new aspects to consider as

HFRG, Faculty of Engineering, Rule-Knowledge model on the website as radar part of existing.

University of Nottingham (Rasmussen). graphs to depict the organizational defenses.

External Advisor: strength of defenses as part

Professor Keith Martin of a personalised report.

Royal Holloway,

University of London

CDT Training Industry Partners Critical Analysis of CERT | Findings ToPB Study Thesis
Formalized academic Numerous conversations Evaluating a prominent Epidemiclogical triangle Research study conducted in Thesis produced to
training undertaken in held with industry partners framework (CERT) through developed from findings to collaboration with two demonstrate work,
digital economy and to create an industry the lens of human factors' demonstrate interplay strands of partnerships. Study limitations and
personal data at the Centre informed research project. Onion Model to establish between three vectors. explored the use of the future directions of
for Doctoral Training. In the need for human centric Framework developed to website to alter the attitudes research.
addition, further courses solutions for unintentional indicate UlsT levels at towards UlsT.
undertaken to achieve 190 insider threat (UIsT). organizations.
credits from taught Industry Partners:
modules. industry Partner: Industry partner that provides
Initial Partners: Industry partner from the national guidance for
Twao industry partners fram field of Technology and cybersecurity.
the field of Manufacturing Innovation Further multiple industry
o] o] o [¢] o] partners (¢}

Figure 1. Stages of contribution

Whilst work has beemlone to address unintentional insider threathiecomputer science
domainand recently there has been an emergence of techniques from other dsstipline
contributesolutionsto this challenge, there Yabeenlimited contributions from a human
centric approachlhere is &0 alack of exclusive examination of unintentional insider threat
from its counterpart intentional insider threbis thesis ex@nds the application of existing

approaches from risk and safety engineering and human factor gdmelange how
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humans are considered within systems in otdlenhance existingnderstanthg of

unintentional insider threaEurthermore, gociotechnical framework is presented that is
anticipated to assess the strength of barriers in place to determine organisational readiness
levels against this threat, developed through the implementation of multiple disciplinary
perspectivesThis work ha also benefittetom numerousndustry collaborations at various
stages anthe framework aim$o provideindustry with a range of novel sociotechnical

factors to consider as part of their defences. It is hoped that thimegging on unintentional
threats specifically (rather than more commonly studied intentional thiads)y extending

the application oéstablishe@pproaches, it will provide a new approach with which to

understand and respond to unintentional insider threat in industry.

1.4 Publications arising from this thesis

Abridged sections of this thesis have bpablished in the following articledt is worth

noting that the ability to engage with conferences was limited due to the-C@ywidndemic.

Chapters 2, 5and 8: Khan, N., J Hougluin, R., & Sharples, S. (2022). Understanding
factors that influence unintentional insider threat: a framework to counteract unintentional

risks. Cognition, Technology & Work, 24(3), 3921.

Chapters 1, 7and 8: Khan, N., Sharples, S& J Houghton, R(Stbmittedon 14/11/20220
Cognition, Technology & WoykA human centric approach: presenting a framework to

influence understanding of unintentional insider threat
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1.5 Structure of theéhesis

Having introduced the motivations to adopt a multglikxiplinary approach to investigate
unintentional insider threat within this Chapaed the industry embedded nature of this

work, the structure of this thesis is as follows:

Chapter 2 sets out a literature review to discuss existing approaches prdpdsetle
unintentional insider threat and introducegiotechnical theory and perspectives from the

human factors domain

Chapter 3investigates the reaborld challenges that emerge fraybersecurity
recommendations offered Iomputer Emergency Readss Tean(CERT) through
application to SME scenarios and mapping recommendations to the onion model as a way to

recontextualise and evaluate suggestions from a sociotechnical human factors perspective.

Chapter 4 discusssthe method and findings of a research study designed to investigate
factors that influence unintentional insider threat. This study applies Critical Decision
Method (CDM) approach to elicit knowledge from those that have been comprdmised

create a sociotechnicabkimework.

Chapter 5 details the process ofeation and design of a website which is inspired by Action

Design Research principles

Chapters 6 shara the design, methodology and results of a research study that is inspired by
the Theory of Planned Behavio{iroPB)approach to examine changes in behaviour amongst
participants. The website held the sociotechnical framework and produced a personalised
organisational report for readiness levels against unintentional insidertthiagdtin the

behavioural shift amongst participants

13



Chapter 7 holds a discussion of tlveork presented in this thesis, provides concluding
thoughtsin the context of the propodeesearch questions gmliscusgscontributionsbefore
presentindimitations arising from this workand recommendations for future research

avenues.

Covid-19 Statement:

In order to acknowledge the impact of the Cellpandemic, this section discustes
subsequent adaptations made to this research project. The pandemic caused severe delays to
anindustry collaboration witla partner due to a backlog of security clearance and
consequently to the second research study inspired by the Theory of PlataetbBr.This

study was planned to be conducteghba@rson so as to add an additional level of

comfortability for participants when sharing confidential information about their
organisationsBeing on premises was also believed to ease availability afrsetakeholders

to be present in sessions simultaneously which was a mandatory requirement for
participation.However, sincéockdown regulations were still in effect at the time participants
were recruited, sessions were held via online platf@inisnesmost convenient to the
participants Session designs were adjusted whereby senior most participant in each session
shared their screen with othgairticipantgresenin the session including the interviewer.

Due to thaencreased demands on diardegingremote workingsessions weralsosplit into

two session#f requested by the participardse to existing diary commitments or clasfas

availability amongst participants

thas al so not ensticeahatendreased eematewbrkiag a cdrsequence of
the pandemic increased the occurrence of unintentional insider threat in personal and

professional livesf individuals globally
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This Chapteintroduced the challenges associated to unintentioe@dnthreat, research
guestions that this thesis sets out to investigasgatement of novelty and expected
contributions, structure of this thesis and, the impact of eb9igandemic on this research
project. The following Chapter examines extanté#tare to tackle unintentional insider
threatand introduceuman centriperspectiveso offer a lens with which errors can be

understood and examined.
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2. Literature Review

“1“

ntroduction Literature Consideration Insights from Human Website Evaluation of Discussion and
o mmersed considerations development the tool with conclusions

to host a self relevant

) reflection tool stakeholders
application of

solutions in framework
real-world

settings

Introduction
The previous Chapténtroduced this research anthdea case was made fmvestigating

unintentional insider threat(T) to enhancexisting solutions

To build an understanding of whatthancedolutions might entail, this Chapter provsde
lens with which to understand cybersecurity within the context of this thepresentsthe
types of threats that make systems vulnerable (i.e. software and htimeangtical
approaches underpinning poputattantsolutions angthe challenges asciatedn applying
these techniquas the context oUIT. Three major types afyberattacksare presentethat
leverage UlTalongside their respective solutions to countettaete unintentional threats
Notable fameworksdesignedo identify and pregntUIT are reviewedo demonstrat¢he

way humans othe human elemerd considerean systems.

Sociotechnical theory angertinentperspectives are introducealshift the perspective of the
ways in which humans can be considered in syst8osotechnical perspectives include the
Epidemiological Triangland the Swiss Cheese Metaphoth ofwhich examine
interdependent relationships in environments, Safety Il approach is intradusteft away
from exclusively investigating and learnin@in errors byacknowledging the variance in

human performance, SkitRulesKnowledge based behaviour (SRK) approach is discussed
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thatprovides taxonomies of the types of tasks that can result in undesirable outcomes and,
Generic ErroitModelling System (GEM) that provides a taxonomy for the types of errors

that can arise from tasks such as those that result in cyberbreaches.

To begin this discussiomsider threat must be defined to provide context to its subset of
unintentional insider threalll aspectghat pertain to intentional or malicious insider threat
are beyond the scope of this project. Howeveniliye of discussing intentional insider
threat within this Chapter, unintentional insider threat is provided comesdussing both

the subsets ahsider threat maintains the approach adopted by literature and industry
solutions to this challenge whereby intentional insider threat is considered in tandem with

unintentional insider threathe term "insider threat" in this project is defined asofef:

Actions [encompassing skKills, rules and knowlelgsed behaviour] or inaction of
individuals or groupsvhowittingly or unwittingly cause loss or harm to the security of an
organisation, without a differentiating between cyber or physical perirsefgne
individuak(s) has authorised access [physical and/or cyber] to physical assets and to
confidential information in order to perform a function for an orgation which results in

compromised safety or a cybersecurity breach.
Furthering the above derstanding, unintentional insider threat is defined as follows:

dnsider threat that is not a result of intentional actions ttetise loss oharmto an

organisation by insiders.

2.1 Overview of Cybersecurity

Despite the term cybersecurity penetrating almost all aspects of information technology there

is a lack of agreement in literatuae toits definition Choucriet al., 2012)Cybersecurity
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can entail a wide range of topics that exist witthie space ofe@tworkedcomputing devices.
Most commonly cybersecurity is defined as the freedom from harm in cyberspace and
involves theso-calledfiCIA triadd: 6 @nfidentialityd(C) where information does not suffer
disclosure to anyone unintendéditegrityd(l) where the information is not modified or
deleted and ®ailabilityd6(A) where data is accessible in a timely manner when needed by

authorised users (Weber and Studer, 2016pBSolmsandvon Solms 2018).

Realtime data, agile networks and growth in techgaial capabilities has created a host of

new challenges, particularly those associated with controlling and safeguarding information.
Existing, new and emerging technologies all consistently redesign the research landscape by
expanding the cybersecurityvéronment making it a precarious domain and resulting in
scientists, researchers, practitioners and analysts rapidly shifting their understandings and re

positioning their approach to tackle this problgaoéthalsandHunt, 2019).

2.1.1Cyberspace Operations

There are two main categories that deflieéenceoperations within this space based on
intentions: offensive or defensive. Accordin
Cyber space Op aredilquite ansedstudiedd©BelensiveCyberspace
OperationgDCOs)are better researched and approach a threat from a defensive stance

DCOs in literature can | argely be&veualiseegori se
this understanding of cyberspace operations {l@&& and Hunt, 2019) the author has created

Figure2 below.
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Defensive
Cyberspace

Offensive
Cyberspace
Operations Operations

(DCOs)

(0COs)

Passive Cyberspace Active Cyberspace
Defences (PCDs) Defences (ACDs)

Confidential

Cyberspace

Figure 2: Taxonomy of Cyberspace operations based on intentions

WithinDCOs,6 Passi ve Cyberspace Defencesd6 (PCDs)

for setting up systems, systems monitoring and exchanging information. This avoids
vulnerabilities in the system terms ofhow its setup that carprevent attacks from

penetratig the system or informatiolbeing highjackedh transit.In addition to being legally
permissible, PCDs do not involve covert or overt monitoring of user activities, are not
concerned with individual intent, motivation, psychological disposition or betnatio
patternsExamples of PCDs include configuration management, encryption (symmetric and
asymmetric), configuration monitoring, data management (storage, access and architecture)
In some instances, PCDs can also inclundieision Detectiort PreventiorSystemssuch as
anomaly based, signature based and stateful protocol detedaghklarasandFurnell

2001). Through the use of some exampl@asious approaches to cyber defenaes

represented in the ontology belokiqure3 created by the authdhnatis inspired from Figure

1 by Goethals and Hunt, 201.9Vhile this list of PCDs and ACDs in Figure 3 is not
exhaustive, it is presented to demonstratentitareof cyber defences and their approach to

protect or leverage the technological elenfentnstance, for monitoring purposes
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Passive Cyberspace Defences Active Cyberspace Defences
(PCDs) (ACDs)

: | . IDS / IPS {anomaly/ Individual/ Group || Email
E ncryption Information exchange signature/ protocol activity monitoring monitoring
detection
software/hardware | Password strength Packet sniffing [— Honey pots | ——
configuration
Data Management/ P . . ||
achitocturs) sarage | | User privileges Port monitoring Decoys —— |
———| System monitoring Network/host - Wireless
behaviour monitoring monitoring
Mobile device
monitoring

Figure 3: Ontology for passive and active cyber defences

2.2 Threats

Before beginingto explore the attacks that all cyberspace is perpetually at risk of, such as
the popular attackiseingfaced today and the defences built to circumvent these attacks, core
vulnerabilitiesmust first be explorethatcan enable successful cyberattadkss with the
understanding of whenraulnerabilitiesemerge thathe strategies and defences can be
understood and evaluated for their effectiveness and robustness. From the discussion above
about the defensive cyberspace sphere of PCDs and AQDEjrther categories of defences

can be createdi) to counteract software vulnerabilities afid) to counteract human

action/interaction.

2.2.1Software vulnerabilities, threats and solutions

All software has vulner abi liliyf{Anietal., 2018 t o soft
Borrowing a scheme of categorisation from Rumsfeld (20h&ge vulnerabilities can be

divided into four categories: Oknownd, O&é&know
unknownsd®é. O0OKnowno6 cat e g arredfeos vunerabilitiesrkmoiviu d e a't

to the software devel opehrast amadkoirn g é ea los a aknn
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6et hical hackingd6, and external penetration
organisation measure the obviousness and weakhsastovulnerabilitiesYaqoobet al.,

2017; Soocktal,2055) . 6 Known unknowns® category invol\
based on logic and so would include attacks that could not have been forecasted but expose

an obvious vulnerability whenanatt k has occurred. O6Known know
vulnerabilities that were known not just to the developer and/or the organisation but the wider
community who has interest in this space for either protecting or attacking purposes. This can
include examples of pofar cyberattacks on services and systems that had previously
enjoyed a reputation in the public opinion f
attack in 2019 on a popular mobile messaging service application called WhatsApp

Nefarious parties seémalicious links tcselectvictims who were tricked into clicking a link

that would install Pegasus spyware. Once installed, this spyware collected location data, call

l ogs, contacts and, hi ghj a¢Skrrahoh2021hatsAge 6 s c an
was potentially the platform of choice for the hackers as potential victims would be lulled

into believing that the pl at f epromotion®f s af e, pr
utilising endto-endencryption techniqueAnother example of exploitation of known knowns

was the ransomware attack WannaCry on the National Health Service (NHS) in the UK in
2017.WannaCryexploited a specific vulnerability in the Microsoft Windows 7 operating

softwareif it was left unpatchede. updates recommended by Microsoft had not been

installedthat eliminate known software vulnerabilitidsh r ough Mi cr osoft ds p
messages ti personnel over a period of twelve months to urgently install updates

communities with an interest this space weraware of the fact thad¢aving the operating

system unpatched could facilitate attadkd n k nown unknownsdé are vuln
simply unknown to everyone involved until an attack happens and there is no actionable way

ofbuildng def ences against it. Examples of this
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attacksd where no one i s aware of the vul ner

happens and is seen to be an unexpected and surprising event to everyone ansl\a&seker
unaware of this vulnerability (i.e.lackybreak) and/or the scale of disruption the attack

would cause.

Given this fallibility in software, constant evolution of existing software aricbduction of
new and emerging software into the cyberspmaogronment threats in cyberspace are
continuously changingrhis chang@oses its own set of challenges for researchers in this
area to create and implement effective solutions. Unsurprisiaghgjority ofsolutionsplace
software at the heart difieir approactas it isarguablyeasier to tackle software
vulnerabilitiesthan holistically address elements within complex syst€ugently popular
software solutiongvolve monitoring of system logs to incorporateltidimensionabhspects
to build eitherpassive or active defences. Examples of this include techniques such as those
found in cybeiphysical systems (including those from environmental sensors), stateful
protocol detection and anomaly based identification (Zargar, 2016), network based and
wireless based activity found in intrusion prevention systems;teadd) encryption, data
storage and its architecture, amtalware and antivirus softwaaad,regular patches and

updates for existing software.

2.2.2Human vulnerabilitiesandthreats

It is insufficient to discuss cybersecurity that takes measures to counteract threats without
discussing the human element that enables cyberspace operitehamanelements a

key component in cybersecurity lasmansare seen to form a seabhne of defence after

software robustness. This means that regardless of how robust the programming language is
for an application or how intelligent a counteracting software is (such as antivirus), human

interaction can make executive decisions thatreaalt in threats being realisédreating a
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new classification of vulnerabilities through their operatMiile softwarecentric counter
solutions to threats are complex, they are proving to be less challenging than human

vulnerabilities.

AAIC (availahblity, integrity and confidentiality) security triads have been noted
to be too focused on securing technology elements, and not enough to protect

ot her el ements such as people and process?o

T Ani et al.,2018

Human vulnerabilities are separate and disfireh programmerdallibility , ultimately
manifestedn software that is discusse@dthe previous sectiorinstead here, human
vulnerabilities encompass the human eledeanteraction within cyberspace thednresult

in threatsbeing realised

General, insider threat (IsT) is understood to be thenan element that undertakes actions
and makes executive decisions that can potentially realise tHedaits a weltknown
phenomenon dating back to the 1980ki(ichaniet al., 200%and is believetb bethe

element thatreates vulnerabilityn systems and infrastructure, assets and/or data that can
emerge from the actions or inactionsdokider®as a consequence of their access privileges,

proximity to and knowledge of systems as well as their skiltb motivations.

However a formal definition ofnsidersin literature is either absent, ambiguous or disputed
(Mundie et al., 2013 oethalsandHunt, 2019; HunkeandProbst2011). This lack of
definition hampers research effortsaggproaches do not clearly indicate the specific type of
insider threatheyaim to detect and, limits the ability to compare approaches that exist for
each type of insider thre@ishop and Gates, 2008&jowever, with thevidespread global

adoption of tehnologies that have transformed personal and professional lives defiming
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gualifies as amsider, and additionally under what cyber and physical conditions, has
become problematién order to establish an agreed definition for the tesiderfirstly,

there would need to be an agreement within the international community on its definition
which is reflected in law, policies and the governance of cyberspace especially during
conflict or when there are competing state inter&asondly humerous fatorswould need

to be agreed upon when identifying who might qualify as an insider. These factors can range
from micro to macro levels depending on the scenario being consi@feradstance

i ndi v cybenand/s Bhysical access to information oetsssole of the individual, time
commitmentrom the individual (and thus exposure to informatidmpings of work, legal
agreement with the individual, contracted (@amtracted) individuals, geographical location
of the individual, field of work andhe jurisdiction of law and policies, are all examples of

such factors (Bishop and Gates, 28Q08urse et al., 2014).

Categories used to define insidard insider threat (IsTgrimarily rely on distinguishing

actions based on motivations and iniems of the insider. For instancBjshop and Gates
(2008 d e s cr i beetrusted enfitydtleatis gaven thé power to violate onmore

rules in a given security policy... the insider threat occurs when a trusted entity abuses that
powero Wi thisdefimition an insider is defined through therameters set out by
organisationasecurity poliy andaccess controlare being implementgde. access to

digital and physical informatn and resourcgsAlso, there are two types of insider threat
presented in this definition: i) breach of security policy through authorised access and, ii)

breach of access control biptainingunauthorised access.

HunkerandProbst(2011)arguethat the motivation for investigating insider threat
subsequently influezes howinsiders and insider threat (Is@jedefined. For instancehey

state thain the United States insider threat investigations are driven by national security
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incidents whereas in the European regrmider threat investigations are motivated by

privately employed individuals who commit (financial) crineesl break lawsTheyfurther

statethat the definition of thepecific typeof insider threabeing discussed in literatuie
derived fr om t hRefraningdfrom offerind ssdefitiom forensidess tand

insider threat, the closest definition offered by HurkstProbst( 2 0 1 1\WWe woutd,
observe that in practick at least to the extent that we are able to observe real incitlehts
problem of realr eanlt eirnessitd eirso ;t haen Airnedailvi du al
organization, highly trusted, and in a position to do great damage if so inclined (e.g., a high
level executive, or a systems administrator). At the same time it is this kind of insider and the

threats hgposes that are hardest to deal with

Predd et al.Z008 define insidesa s f o Insiderms®meon® with legitimate access to an

organization's computers and networ ks. Noti c
and thus don't provide a singbeight line distinguishing insiders from outsiders. Both

legitimate access and the system's perimeter are a function not only of-spsisfic
characteristics but also of a given organization's policies and values. For instance, an insider
might be a cotractor, auditor, exemployee, temporary business partner, or more. Thus, the
organization itself can best determine who is an ingid&ubsequently, insider threat is

d e f i n &hsiderahseat: afi insider's action that puts an organization or iteueses at

risk. Different insiders can pose very different types of risk, so many types of insider threats
exist. A range of factors distinguishes them, and we can categorize insider threats according
to risk. We consider four dimensions to understancdethisks: the organization, the

individual, the system, and the environnéefhesetwo definitionsfor insidess and IST

indicate a parameter of understanding drawmbyidual characteristics pertaining to

knowledge and motivation as well as the orgarigal policies, role of the systems that

enable threats and, local laws and ethics.
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Despite the variation in how an insider is quantified or the lack of agreement in literature to
define nsidersevidencedabove there isa generahgreement on two typed insider threat

(IsT) that existintentional(also known asnalicioug which can be posed by an individual or

a group that exist in all cyberspace operatamd,unintentionalalso known asccidenta)l
(Preddet al., 2008; HunkesindProbst2011). It is theunintentionakategory that is of

interest to this project.

Intentionalor maliciousinsiders are those who largely act out of a vengeful emotional state
followed by a negative work related event or unmet expectations and/or can involve personal
financial rewards. Thifundamentallyencompasses the cateigsiof whistle blowersand

disgrurtled employeesoth categories enjaonsiderable media attention for fraud,

vandalism or sabotag@&n example from disgruntled employees category is vehen

technology firm (Uber) acquired an employee from its competitor (Google) to advance their
effortsin selfdriving vehicle technologyGoogle filed charges against Uber for theft of

intellectual property (IP) as they believed theeexployee had taken software code that he

had written whilst under Googl ebs tienasipl oy ment
media for several mo nSilidors Valleywvas built anjeboppging.adi ng t
But when a | e adnmving-carunitBined ghere Gosglediledlsdit. Now the

Feds are onthe caée ( Du h i gMiilst this @rtic® py. Dultjg appearsto beobjective,

it is common practice farffenders and their alleged accomplitebe villainised in order to
demonstrate the Obad applesd who wadert ed i ndep
colleaguesoften portrayed to be driven by itisdle ambition and greedhis approach

isolates the perpetrators from their wider social contexts in which they exist and the system

that enables them to act inappropriately.
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Unintentionalor accidental insiders might not have meant to harm organisddudribeir

actions can put assets and operations of the organisation &tatigins executed by
unintentional/accidental insidecsan i ncl ude exampl es resdltinhi t ti ng
triggeringof a Denial Of Service (DoS) attack, or clicking @maillink thatcan result in a
ransomware or phishing attack on the organis
intention behind the action becomes important as this determines the adequacy and

effectiveness othe subsequemirganisationatesporse. For instance, if the action was

accidental or unintentional but resulted in a temporary suspension of the employee, it can

create a harmful environment that can damage productivity, trustremdle in the

workplaceand disincentivise reporting of baours/actions that present a security.risk

However, if the same action was intentional or malicious, the offender and other employees
cantakefurther liberties in the future and it can encourage risk taking behaviours that

increaseorganisatioal vulnerabilities to attacks in the future.

However,it is worth noting thain reatworld settingsvork is not conducted in insolation

from other parts of lifeOfteneffectively performing workelies ona collaboration between
individuals, systems andrganisation$ all of which form important aspects of insider
threat.On an individual level within an organisation, it is understood that work is distinct in
its nature of how it is imagined, conducted and evaluated (Hollnagel, 2017; Suchnm@gn, 198
Humans react to their environmerdaadadaptto new or unfamiliar conditions particularly in
regard to decision making. Coupling this with complex sociotechnical systems often
translates into increased demands placed on cognitive functions and a fluctuakilogugvo
experienced by individuals. In fatherehave beersome preliminary links made between
workload, stress anghintentionainsider threatn literature (Nurse et al., 2014andiaset

al., 2010).

28



Thus, in order tehange the way humans areconsidted i n systems the terr

threatdé and O0insidersdé in this project are d

Actions [encompassing skKills, rules and knowleldlgsed behaviour] or inaction of
individuals or groupsvhowittingly or unwittingly cause loss or harm ttee security of an
organisation, without a differentiating between cyber or physical perimeters. The
individuak(s) has authorised access [physical and/or cyber] to physical assets and to
confidential information in order to perform a function for an orgation which results in

compromised safety or a cybersecurity breach.

Derived from the above definition, unintentional insider threat is defined as follows:

dnsider threat that is not a result of intentional actions ttetise loss oharmto an

organisation by insiders.

This definition is developed with an aim to incorporate the multifaceted features of insider
threat and its dynamic nature reflected in the discussion atbtrethe definition for
insiders insider threatind, unintentional sider threaestablishegdthis work moves on to

explore the approaches atte subsequent solutiorie tackle this threat within systems.

2.2 3 Solutions for mman vulnerabilities

Approaches underpinning solutions:

In order to create solutions fanintentional insider threat (Ul Tikératuregenerally

di fferentiates the 6offenderd on their inten
organisation or if it was accident&.prominentframeworkdriven from realworld breaches

and incidentdy US Computer Emergency Readiness T€@mBRT), emphasisgthree

primaryfeaturedor a successful attack as: motive, skills datbwledge (this is discussed in
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greater detail further on). This means that the evidence from an attagosevent foreng

stagecan identify the offender based on their (technical) skills, knowledge (of the company)
and motives (disgruntlement/complaints/disciplinadeswvn fromorganisational records).

The argumeniade by CERT is thatince three elements existed in events that resulted in
breaches, these traits can be reverse engineered to identify potential breaches. Thus,
organisations were advised to keep a close eye on all employees that might possess the skills,
knowledge of systas and processes armiemotivatedto do harm. By this reasoning quite a

vast net would need to be cast to identify and monitor insider threat. Depending on the nature
of the organisation, people would possess an array of skills required to perform their
respective task&nowledge about the company to operate within acceptable parameters and,

ulterior or covert motives thamight notbe overtly exhibitedor obsenationby others.

Where literature is not considering motivations, there is ample researsidering the

psychological and behavioural characteristics to identify insiders who might pose a threat
which can range from detection of -tadayomal y be
behaviour to background checks and personnel files that indicata | e br eaki ng ber
such as violations of company policies (Bishop et al., B0G8eitzer and Hohimer, 2011;

Kammullerand Probst, 2013)giela andOgiela 2012).

Nurse et al. (2014) further CERTO6s work by i
that is understood to be a part of insider threat. They propose a framework to aid in
understanding and reflecting on various aspects of insider threat. Through the use of insider
threat case studies, this framework provides potential indicators fdeirtbreat based on

technical and behavioural aspects. Behavioural aspects include the use of psychological

profiling through personality characteristics whereby intentional insiders are likely to be

inclined to the Dark Triad traits ofancissismMachiawellianism andpsychopathyhile
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unintentional insiders being inclined to OCEAN Traits especially agreeableness and
openness. These personality characteristics are utilised to identify the two types of insiders as
well as the attackers i.e. to understamel otivations behind attacks in order to predict

subsequent steps within an attack as it unfolds.

Beyond looking at motivationsnd the psychologgf insiders, some literature moves to
explore dédopportunitiesd av miderthiedt@T)t o empl oy e
regardless of the employeebs motivation. Opp
privilege, technical skills of perpetrataaad regulation of available software within an
organisationLegg etal. (208) dev el op aa poptrroeaec hsét rtubwiseakraemi n e
representation of this tree structure apprdackated by the author of this thgssdepicted

in Figure4 below.

Stage 1: All employees’ digital data used to create
‘normal’ access-based activity. This is done across
all personnel with the same designation.

Datasets of
all
‘Accountants
,

Datasets of
all
‘Administra
tors’

Stage 2: Outliers for access-based activity are
identified i.e., abnormal behavior for

Datasets of all files/information accessed

‘Managers’

Datasets of all
‘Account
Executives’

Stage 3:
* Outlier employee’s dataset is examined against
individual peers’ datasets
* Outlier employee’s dataset is compared to their
own historic datasets
* Potential Insider Threat is identified

Figure 4: Tree Structure Approach fasider threat

This approach involves creatigreelike structure by incorporating datasets of all
employees who perform the same duties at work and is usually grouped by job titles to form a

6tree branchd. All employees6 mmadtipls et s ar e a
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branches of that tree. Any outliers (who are
branchd or performing abnormal actions such
groupods individual dat asetsitsexpose any possible thrieagsi r 0o w
This is also known as a O0clustering approach
tools where the users are largely unspecified and is based on data from system logs. This
individual data is then compared toithgeers to develop individual behavioural patterns,

where anomalies that can indicate new threagsdfiotis et al., 2015Chattopadhyast al.,

2018).

Kandiaset al., 2010 developezhe of themodek that combine techniques from computer
science and pghology. This modemonitors user activity imeaktime to look for rule
breakingbehaviouro r 6 mi s bla &ddition,psyehoretric testare usedo identify
individual susceptibilif to malicious acts and stress levels &t believed tareate
vulnerabilitiesin organisationatybersecurity and enable insider threat. This model does
have an important caveat to note which states that collection of such data must be legally
permissilke in the country of implementatidout neglects to mention amyhical issues that

can arise as a result of using personal information on individu#iss way.

The approaches discussed above are well suited to intentional insider threat wheresntention
exist prior to actios being carried out and while these approaphegide a good foundation

for unintentional insider thre@UIT), there is opportunity to enhance solutions to better suit
UIT. For instancethe offender would not require expertisesoftware development or
knowledge of the internal IT department to realise an attack. On the other hand, even if the
insider possess all of the above elements (motive, skills and knowledge) it would not directly
correlate with them triggering a ransomwattack.As anotheexample an ITworkerwho is

implementing a new software system for the organisation, could have accidently triggered a
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ransomware attack as they were experiencing a high workload during the time of
implementation. Arming oneself withélapproacks discussed aboeeuld mean crucial

time lost during an investigation and relaxed efforts invested in understanding the
circumstances around the incident, which can ultimately result in increasing the animosity
between the employe@a the organisationWhen considering the use of personality
characteristics some aspects presented in frameacgk be enhanced for their application.
For instance, a minimum level of expertise required from existing staff before they can
conduct persaality evaluations, methods for determining the motivations of insiders,
guidelines for ethical collection and processing of data and, introducing additional risk
assessments for potential legal and ethical challenges that can arise as a result of using
personal information on individual$Vith the application of clustering approach, well
intentioned insiders who might be performing additional responsibilities can repeatedly be
identified as O6maliciousd since ttheiepgersmi ght
(who might experience lower workloads and responsibilities). Aside from the legal and
ethical concerns pertaining tioe creation of covegisychological proféson individualsto
predictharm,this approach can also foster a surveillancarenment that can target

innocent individuals and reinforce a range of racial, social, class, gender and, agthhtases
can emerge from the creators of the programme (embedded in the software) aneuser£nd

(person of authority implementing the soéine).

Thus, wrrent approaches insider threatre centred onontrolling and protecting

information (Yayla, 2011, Wall 2013) through utilisitite technological element (i.e.

software used to make deductions and predictions) to limdgkeation of the human

element Ultimately,these understandings oversimplify complex sociotechnical systems that
exist in realworld settings, fail to protect and consider the human element anshdatlof

protecting against unintentional insider ttirea
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Organisational EndiserSolutions:

Emerging fromthesesoftwarecentricsecurity approaassolutionsinclude human network
behavioural analysisNguyenet al.,2003) signature based activity within Intrusion
Prevention Systemand,deception techniq@esuch as honeypotslokube and Adam<2007;
Spitzner 2003; $abtaiet al.,2016), port surfing, packet sniffing and decoys withdtive
cyber defences (BDs). While these softwareentricapproacheare designetb mitigate
insider threatthey are deginedwith the aim to apprehend the attacker or the malicious
insider i.e. to identify the human element or to stop it. These soldtavesrecently become
popular with organisations but are controversial on individual privacy, legal and ethical

grounds GoethalsandHunt, 2019;Tiwary, 2011).

In otherpopularsolutions derived from traditional securityotight all responsibility for

actions is placed on the human element. This shiftirmpasto the humarelementfor
intentional and unintentional actions is showcaaesblutions such aSyberPhysical

Systems, Industrial Control Systems (ICS),dndustrial Intenet of Things ({loT) (Ani et

al., 2018) Within theseapproacksaccountability and nerepudiation are enforced as
secondary security principles to improve cybersecuntyere users are believed to be able to
assume full responsibility for their actio(Gollmann 2011 Cardena®t al., 2008 arkin,
2014;Wanget al., 2010ywhilst operating within what are assumed to be complex

sociotechnical systems.

The latest cuttingedgesolutionsto tackle insider threamclude the implementation of
machineleamng al gorithms to an individual 6s netw
2009,Chattopadhyast al., 2018Punithavathanet al., 2015) including deep learning neural

networks (Tuor et al., 2017). In some approaches linguistic and personalityrgues a

combined with signature based activity through pattern identificaiohu]tz 2002 Hidden
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Markov Models are also being utilised that assess deviations in individual user activity
patterns against the O6bl uePphompsoha04poct i vi ty mo
i ndividual 6s o wWashitet as, 2@ 6FIdardirg 2013 Mills ¢t al.e2017)

In some instances psychological modelliBgdiczka2012) is being implemented including

those approaches that rely on personality teaith as OCEANWIggins 1996) and The

Dark Triad Paulhus and William=2002;Maasberget al., 2015) amongst other models to

predict and counteract threats emerging from human elen@ritzerandFrincke 2010

Greitzeret al., 2012Liu et al., 2009).

These approachesd their subsequent soluticar® proving to be insufficient to counteract
the maturingisk of unintentionainsider threatThis is evidehin the frequent coverage of
cybersecurity breaches on news chanfalénstancesupply-chainatacks and subsequent
cyberbreaches that caused disruptianng the Coviel9 pandemi¢Plumb, 2022)Thus,
there is a growing need to implement new models to tackle this chattetgevolves the

exploitation of the human elemgiwall 2013; Colwill 20@).

2.3 Prominent attacks

The need to implement new solutiossncreasingly eviderdnd showcased through
numerous high profile attacksecentlyon governmental bodies, multinational corporations,
educational institutes and health organisations that faélea preyto social engineering,
phishing and ransomware attacks. The following work discysdsshing social engineering
and ransomwarattacks in specific to demonstrate how the solutions derived from software
defence approaches discussed aboverangng to be insufficient for creating effective

unintentional insider threat(T) defences.
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2.3.1Phishing attacks

In 1996, phishing(a cyberpunk rendering dithing) was first used to describe an attack that
resulted in the loss of AOL accounts and their respective passwtudadet al., 2009).

This means that while phishing is historically seen as an attack that steals individual identities
this definition has grow substantially since then. There are many types of phishing attacks

for example, malwarbased, session hijacking, deceptive phishing;l&gging, web trojans,

host file poisoning and, man-the-middle Suganya2016).

Phishing $ now relatively well known by th&ider public with many people likely to have a
rudimentary understanding of what this term means. This is primarily because individuals are
more exposed to these attacks in the realthaf daily lives. In many ways, péhing is an

evolving and complex probleby its natureas it is easily automated (sending numerous

phi shing emails in a single batch), requires
perspective), various parts of the operations can be ougzbar@urchased ofthe-shelf

(buying a malicious code) analll associated activitiesan be carried out onlif€hhikaraet

al., 2013) Coupling this nature of phishing attacks wattelatively fast turnarountbr

rewardssucceeds igontinually attrating anew stream oéttackers Alongside this, the

ingenuity used to target individuals through such attacks has been astonishing.

An example of this evolutiom attacktechniques s t he O6Afri can Princeo
Okosunandllo, 2022. In the African Prince scam an unsolicited email would indicate that a
person of notoriety or influence required assistance in transferring money out of their

country. If the email recipient ches$o help them then the recipient would receive a reward

i.e. a stated percentage of the total amount being transferred. This tactic was used to open a
dialogue with the recipient who would then be tricked into surrendering some or substantial

amounts oftieir own money. This phishing scam was positioned to manipulate human
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emotions such as empathy and gréedddition, time and stress pressures were used as a
crucial step to manipulate the engineered situation through stimulating urgency or the

perceivedisk to health or life

This African Prince phishing scam hasw beenreplacedwith highly sophisticated
impersonations of world leading banking societrest urge recipients to undertake irrational
actions in order to protect their accounts in a tigheframe Current phishing attacks make

it extremely difficult for individuals to be able to distinguish between a phishing andél
legitimate email from their bank which may leadridividualssharing sensitive information

due to a temporary lapgejudgement. Phishing attacks also rely on using various confidence
tricks and game theory to make individuals fall prey to divulging private and/or sensitive
information that they normally wouldndét have
sold orshared for gains (financial or otherwise) by the attackerthermoresuch attacks
cancost victimsfinancial anddentity loss andreate thgossibility of being susceptible to

an attack agaiwhilst the impersonated party (such as the bamight sufer reputational and
financial damagesThese types of attackésocreate a paradox whdrgbanks would still

need to contact their clients via online channels with important information and so this

channel cannot beasily blocked entirelfRamzan 2010Q.

There are numerous athishingactive and passive cyber defence (ACDs and PCDs)

solutionssuch asawareness campaigaadsoftware algorithraeither at a server level,

bowser level (black and white lists), wphge angdinformation flow levelto couneract

phishing threatHuanget al., 2009). The range afgorithm basedolutions include web
browser based plumst hat prevent users from entering s
websites, software that can detect phishing emails{&dm script), software to detect

anomalies between theclmentbject(DOM i.e. what is shown on screen to the user) and
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the HTTP transaction (request command sent to the server and the response result sent to the
user), software that uses honey tokens, data mining algorithms (some of which are based on
mathematical models such as Bayesian probabilistic theory or frequencyysisaoatext),
antimalware JakobssomandStamm 2006)and game theory based complex designs for

systems and algorithmgJpo, 2019; Kim et al., 2017Recently the application of machine
learning algorithms andrtificial intelligencehave become populéw overcome this threats

they aid users in their decision making prior to engaging with harmful content

Solutions discussed earli@uch agport surfing, packet sniffing, active decoys, linguistic and
personality ques, signature based activity apdsgnality tesfsare wellsuited to indicating
intentional insider threat as malicious actions would reflect ill intention asdhere
opportunities to catch individuated-handed. In contrast, unintentional insider threat (UIT)
is void of any preexising intent to harmin the context of insider threat that can facilitate
phishing attackghese techniques remain limited in their applicaisrcyberbreaches linked
to phishing are associatedWdT. In fact,the association of such compromises to Udtild
potentially be becauseis problematic if not impossibleto ascertain with certainty that an
insider intentionally or unintentionally engaged with a malicious link that surfaced through
an externaphishing attackHowever, deception techniqudscussed earliare extended in
their application to affordphishing simulation® Phishing simulations are tests carried out
by organisations acting as a maliciaugsideparty to simulate a real attackorder totest

the strength of their defences. to assess the number of employeesdbi@promise the
system during aimulation and thamount oftime an attack would take to penetrate
organisational systemBased on principles of accountability and frepudiation driven

from traditional security thought discussed eatrlier, phishing simulatiormgg@uraded in the

sameprinciples i.e. if users engaged with malicious content they were fully to blame, were

38



negigent or should have known bett&his review shows how varied technological, human

and, organisational remedies may be brought to bear on the same problem.

2.3.2Social Engineeringttacks

The phenomenon of social engineering became widely known bettezaj public after

allegations against the rigging OfS. presidential elections in 2016. Social engineering is
described as t he 0hac Kiwhegebysénsitiveuknoawledgecan(béla d n a g
extracted from individuals through manipulation andspasion. This knowledge is then used

to attack even the most secure of systems through four primary channels: phygsiesl,

technical angsociotechnical@®hysicabchannels include gathering information through

physical orreal-world surroundings wich can include watching someone physically type
passwords/PINs, collecting credentials from physical spaces such as those found on memo
notes or extracting useful i nformation from
knowledge about victisito canvince them of the legitimacy of the operatisrapart ofthe
6social 6 aspect dechnicabasmectselly ongathgring sersitive pegonal
information about the victims through online activities such as those available on social
mediaplatforms. The use of social media platforms thus becomes a key component of a

social engineering attaclggati¢c 2007). Sociotechnicd@lchannels for an attack utilise

multiple or all of the channels mentioned above, where social engineering usudikgsnvo

small groups of people being targetgdat once. This makes the attacks very sophisticated in

their nature Krombholzet al., 205). Socialengineering is tightly knit witlphishingattacks

whereby social engineering often regardeds apart of phishingncludingattacks such as
spearphishing. However, in this writing social engineering is discussed as a separate and

distinct topic tgphishing as it is more widely understood than offteshing attacks

(compared t&mishing for instanceperhaps due to its popularity in media coverage.
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Research being conducted farcial engineering applies specific tools and proposes specific
solutions to this problem that are largely unique to and distinct from the solutesenfed

for phishing in generalAs thereis willingness to communicate and share information online,
with individuals sharing personal data on social platforms, humans are considered the
oOweakest | inkod i n an yCountermeasuresfgaial enginebripgg r esear
include awareness trainipgogrammesinternetbrowser plugns, use of password pathway
managers where alerts are provided when users are entering sensitive information to an
unsecure or untrusted website, countermeasures for kat&ak vectors, amongst other
solutions(lvaturi, 2011).These types of solutiorese part opassive cyber defence

technigues (PCD9gJiscussed earlieas the strategy is complaisant in its nature until a threat is
identified i.e. software is used to idéptmalicious content when it comes across it through

the userb6s interaction rather than actively

2.3.3Ransomwarattacks

Using malware to encrypt files and hold thesmansom until a fee is paid blge victim is

known as ransomware. Cybercriminals use a variety of techniques that include phishing and
social engineeringethniquesd gain access to a devj&ich as a computer. Once access has
been triggeredor instance through accidentally clickiagURL by the victimthe malware

begins to encrypt data files (Kok et al., 2019). Depending oalgfegithmiccode of the

malware, if the device is connected to a network it can begin to act as a worm and spread to
otherconnectedlevices. Whitransomware is not a new concéanaCry(also known as
WanaCryp} discussed above wase of the most notorious ransomware attacks in 2017

which affected the NHS in the United KingdoMdhurleandPatil, 2017).

Popular solutionsliscussed earlier aid neducing the impact of ransomware attacks. This

includesregularly backing up files, installing updates for software that includes patches,
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setting up honeypots as partaattive cyber defencemachine learning algorithms that

include behaviourabased ronitoring and offthe-shelf intrusion prevention software
discussed earlieDespite these solutions being in place by many international organisations
(Travelex, UCSFGrubman Shire Meiselas & Sacasd Cognizany, 2020 witnessed an
exponential increasa ransomware attackdlovinson 2020). Arguablythis could be due to

the widespread rematgorking afforded toemployees during the global pandemic of Cevid
19. However, while these solutions can act to reduce the impact of an attack, they cannot
bypasst. Honeypots can certainly aid in weeding oumisdirectingpotential threats, no
software can completely prevent all malicious content from coming into contact with
organisational systemh the context of unintentional insider threat, not only waulse
problematic to determine if an insider intended to compromise the system hilealso
technologcal element is leveraged once again to limit the operation of the human element in

order to adequately protect information and systems.

It can be observeflom the discussioabove thasolutionsfall short inprotecting systems

from cyberbreaches and more specifically from unintentional insider threat. Solutions

approach cybersecurity challenges in a 2D fashion thaodinearecentric and propose

O0i ntgeelnlt 6 al gorithms that shadow individual
moment before disaster strikiesaving humans from themselvésstead of approaching

threas through automation and implementation of rules, thepetentialto tacke insider

threatthrough buildingsocidechnical solutions that can rely on strengthening the human

elementby shifting the way humans are considered within systems. Afterall, humaas are

integral part of tk cybesecuritychainthat enable cyber operations and can make executive

decisions making them worthy of being given the due consideration
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2.4 Relevant frameworks

Several frameworks exigitat either directly or indirectly address insider threat. For instance,
NIST Cyber Seurity Framework2014)which has five pillargldentify, Protect, Detect,
Respond and, Recoydp provideorganisations with a baseline of cybersecurity standards to
assess and manage cybersecurity risks. However, NIST is aimed at best practicesand gras
root effort at organisations to create cybersecurity momentum through awareness rather than
explicitly focusing on insider threathich made NIST not very wedluited for this work to

be included as a focus for this woAdditionally, MERIT model by CER was selected as

there area range of frameworkhiatemerge fronthework carried out by CERT that build on
insiderodos ability/skill, opportunities affor
intent. Building on this wde by CERT anddirectly associatedrameworkswhich seek to

protect the technological elementherprominentframeworks emerge that include
psychological, behavioural and/or social elements. Thus, the MERIT model by CERT was
included as a relevant framework as CERT is a promtiaed worldleading research

institute that enjoys the reputation of providing cuttedge solutions and has subsequently
servedas afoundation for numerous insider threat framewokbile SOFITis one example

of a framework that is rooted in MERIT meldit wasincluded in this worlasit claims to be
derivedfrom ahuman factorsriented ontology (HUFOWhich includes anequal focus on

the social and technical aspects within a systEmor Management Programr{iEMP) was
selected as it provides a sttun directly derived from the Generic Ersbtodelling System
(GEMS) from the sociotechnical theory perspective and this inclusion aids the reader in
understanding the how these perspectivesatsobe enhanced when applied to insider

threat.
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Whileiti s wor t h nSiepstamQybetsdraripy Natlofal Cyber SecuyitCentre is

not explicitly for insider threat, it was included as it has elements that pertain to this threat.

As NCSC provides cuttingdge coverage on a range of cybersecuritygeltpics including

those related to the human elemandl processethis guidance appears in numerous

documents on various topics which can be varying in its coverage and left to the

interpretation of the reader on the type of insider threat beingdiscel® Step®to

Cybersecurit)f was sel ected as a relevant framewor Kk
prominent organisation in the UK that covers insider threat, it is prominent guide and, is

aimed at the UK audience where this research is atedu

Thus, thefollowing work takes an wuepth view otthreeframeworksand the NCSC guide
that aredesigned to identify and prevent insider thi@aVERIT model proposed by
Computer Emergency Readiness TEQ&RT), (i) Sociotechnical and Organizatiain
Factors for Insider ThredSOFIT) by Greitzer et al.(iii) Error Management Programme

(EMP) by Liginlal et al.and (iv) 10 Steps to Cybersecurity

This is done with an aim to aid the readeumuerstanishg the motivationdehind the
development of thedeey frameworksto build a case for the due consideration of human
elements within the cybersecurity chaind, the extent to which proposed solutions can be
applied toinsider threatTo aid the reader in through thisdepth discugen of frameworks

a comparison table is provided below.

Framework MERIT SOFIT EMP NCSC

(CERT)
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Derived from Realworld Academic Generic Error | Realworld
cases literature Modelling cases
System
Model type Descriptive | Predictive Error focused | Guidance
Stage Early Early detection Pre and post | Pre and post
detection incidents incidents
Method Game play | Assessments | Investigation | Guidance
Aim Seeks to Seeks to Seeks to Seeks to build
establish establish understand knowledge
malicious malicious errors
intent and intent and
motive motive
Audience IT, Financial | Businesgo- Businesgo- Individuals,
sector, business business Businesses,
Critical Critical
National National
Infrastructure Infrastructure,
Aerospace,
Financial
sector
Elements used orconsidered for Insider Threat
CERT SOFIT EMP NCSC
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Works with limited Yes No No No

knowledge about the

attack

Individual behavioural Yes Yes No Yes

indicators

Technical/ Yes Yes Yes Yes

technological aspects

Rootcauses for Yes Unknown Yes No

problematidoehaviour

Human Resources | Yes Yes No No

input

PCDs (anomaly Yes Yes No Yes

detection, secure

configuration,

antimalware, network

behaviour)

Organisational Factor| Yes Yes Yes Yes

Communication Yes Yes No Yes

Risk Management Yes Yes No No
(error (incident
management) | management)

Using 39 party almin | Yes No Yes Yes

and monitoring tod (monitoring) | (monitoring)

Elements used or considered for Insider Threat

CERT SOFIT EMP NCSC
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Policies, culture, Yes Yes Yes Yes

procedures (societal (organisational (organisational (organisational
culture) culture) culture) culture)
Training programmes| Yes Yes Yes Yes

and educational

materials

Access points and log Yes Yes No Yes
use

Workloadconsidered | Yes Yes Yes (atigue No
Staff Satisfaction Yes Unknown No Yes
Goals, stress, Yes Yes No No
deadlines,

expectations, morale

Design of No Yes Yes No

technologies

Consideration before | No No Yes No
implementing new

technologies

Table toreflect comparative aspects of relevant frameworks

2.4.1C E R TMERIT model

Carnegie Mellon Universityods Software Engine
to study insider incidents. These incidents included those that were reported to law

enforement agencies as well as those available in the public domain. In their three major
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publications in 2005, 2007 and 2008, their findings developed a framework called the
MERIT insider threat modeRApart from beingone of the most recognised frameworkshie
field of cybersecurity pertaining to insider threatiscussion on #topic of insider threat
(IsT) would be incomplete if this work is lefincharteddue to its influence on how IST is

understood and approached

Management and Education of the Risk of Insider THM&RIT) providesfindings from

the work conducted as part of a collaborative pragatedé | nsi der Thr eat St ud
several instittesCar negi e Mel l on University Software E
programme andhe United States Secret Service that started in 2001. This project was

funded by CyLab at the Carnegie Mellon Universitth an aim to tackle insider threat

through propsing early indicator®or this threai.e. beforethis threatmatures or is realised

A cumulative one hundred and fifty cases that occurred between 1996 and 2002 involving
insider threat were evaluated in the initial study published in 208&neyet d., 2005).

Their methodology included cases where there was an insider (current or former employee)
who purposefully enhanced their access privileges or misused their access to a network,
system or company data af f e cdata,pnogessesoe secur it
operations. Cases where the perpetrator attempted to view, disclose, harvest, alter, download,
delete, change or add information were also included. Any incidents that were outside the
critical infrastructure sector and not conductedJ&soil were excluded from this study. As

a result, hypothetical scenarios only included known elements drawn fromoedl

incidentswhich encapsulate the challengesociated tavorking with limited knowledge
sincecompanies refrain from reporting idsr incidents due to the fear of reputational and
financial damages that result from such breaches.appsoach obperating on limited

knowledgedid not limit the outcomes of this project but instead for the first time provided
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insights into actual betviour of perpetrators and an analysis of the incidents themselves.

Analysis included all available information about the online and offline behaviour of

perpetratos through various documentation (HR files, system logs etc) and covered the time

from wherethe idea was conceived to the time of the attack, through reverse engineering the
timeline from the moment the attack was triggered. This information was used to answer

several hundred preet questions by the researchers about the insider and the bealeaml

technical aspects of each case. These questions broadly encompassed themes such as the
various components of the incident, detection of the incident and the perpetrator, planning

and communication prior to the incident by the perpetrator, natinam, law enforcement

and organisationbés response, characteristics

the perpetratorand he per petratordés technical skills a

This project brought together experts in the fields of behaa@mnalysis and network

systems survivability and security. MERIT developed an Interactive Learning Environment
(ILE), such as role playing gameshereby hypothetical scenarios were simulated. It
exploredinsider threaattacks linked specifically to satage and cases were identified
through the Secret Service computer fraud departmegrdrs fromvarious media outlets

and criminal justice records (Lexislexis database)arious simulation workshopsere
conducted with an aino impart valuable lessoffigr participants and provide tools that
helpedparticipantaunderstand and assess fiskels forinsider threabased on organisational
policies, culture, technicalapdr ocedur al factors. MBRI TO6s sco
evaluag, understand, accessdaprevent the risk of malicious or intentionasider attacks
throughexclusively examining sabotage and espioriageentsin specificsectors.e. IT,
financial and banking andritical infrastructureThis programmevaluated behaviour in the

cyberworld as well as offline relations, offences and reprimands that included disgiplinar
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actions suspensions, demotions and salary reductions to evaluate behaviour and technical

aspects of the attack.

Cases reflected thatehnsiders were predominantly former employees with technical

positions athe victimorganisations. Equal attention being paid to technical and
psychological aspects of the att acksleatoe repo
MERIT model keing widely adopted in industry settings and it served as a foundation for

numerous popular approaches discussatierthat involve a mixture of technological and

psychological profiling.

MERIT appliedsystem dynamics modelling to assess the risks andrgaghts into difficult
management situations @stuitive solution®werebelievedto be ineffective in the lonrg

term creating a magnitude of problems as -@imduct. This risk modelling was also deemed

suitable as it is able to provide effectivetsdli ons and can demonstrate
over a longer timelineMIERIT model capturé the complexity of problematic behavigits

underlyingroot causesnd included soft and hard factors so as to not render any factor(s) in

the attack as negjible. This modelvasnot predictive but rather descriptive to illustrate

various trigger points that led to an attaSknulationswith participantsstarted at the highest

point of the per peittimarganisatios wheratheansidenjoyedthb i n t he
most liberties (post the point of hiring) and ended at the point just after the attack was

conducted (usually post the offenderdés ter mi

Findings from this studyKeeneyet al.,2005)reported that organisations had tipportunity
to detect harm prior tanattackand,victim organisation§82%)belonged to the private
sector and had similar technical controls, policies, processes and pro¢eguaes
Findingsrevealed that there was no standardised profile of aimadiinsiderasthe

demographiof perpetratorsariedin age (mean age of 32 yegrethnic and racial
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backgroundsind intheir marital statusHowever,a vast majority of the perpetratoxere

male (96%)with a third of the population with a prior artésgstory.An overwhelming

amount of the included case studies shared a scenario where the perpetragy feltlheen
treated unjustly for their hard work, had unmet or diminished expectations about their career
at the victim organisatigrwere reprimaded for liberties they had enjoyed in the past, had
experienced a change in management or reporting structureaaghceportérom colleagues
noticing a deterioration in perpetratoros

physical sabotage.

In light of these findingghe recommendations put forward by the research group included
awareness training of employees and ptalssecurity systems to be put in place that were
monitored and maintained. Awareness training included the recommentesi@ieguard
privacy of passwords ambtdisclosing personal passwart colleagues. Password

awareness included password policebe implemented by organisations so as to limit

unwarranted access by anyone other than the intended party. Recommendations also included

regular audits of system logs to ensure backdoor accounts have not been regaisdg

the existewc@ a&¢cowmiks ,thenorganisaionbgingt em and
knowledgeable abowmauthorised privilegescalationgssociated to accounts within a
network. The use of anomaly detection tools was suggested and importance was placed on

organisations proactivelyealing with insider threat through vigorous systems security,

regular monitoring of those systems and reso

provoke aggression but simultaneously addresses any concerning behaviour by employees.

In 2007, the CERT Program published another report by Cappelli et al., that built on the
findings outlined in their 2005 report and described the MERIT modelling and simulation

results. This report madedirect correlation between the decisions made by management
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regading performance and an increased level of insider threat posed by disgruntled
employees. Attacks were possible primarily due to the lack of tools available to understand
and mitigate insider threat, lack of risk mitigation techniques amdverall laclof good

communication channels within an organisation.

MERI T muprapesitiobggew from equal attention being paid to the technical as well as
psychological aspect$his incorporation of psychological elemewas the first time that

insider threatvasnotviewed with a singular lens of software solutions to overcome
vulnerabilities and strengthen barriers but rather a broad approach was being adopted to
understand the various components ofitiseder threaproblem andts interdependences
Severakechnical and administrative controls were recommended to mitigatker threat

which included aspects such as technical monitoring of employees (access paths, resources
and information accesses, online actions), tracking of employees, auditing atidglisab

rogue access paths, balancing termination thresaoitemployee interventiorFgure 4, pg.

15; Cappeli et al, 2008).

MERIT system dynamicsiodeling was used to simulate different company policibsir

impact on the outcome and how that woaltict the level ofnsider threat (IsTjisk for the

organisation. Other factors such as culture, technical skills and procedural factors were also
considered. In contrast to the previous report in 2005, this reporedffeccinct details

about the conitlons and factors that can increase the risk of IST within organisations
Specific behaviour al precursors that were ex
included high expectations from the perpetrator for technical freedom, perpetrator cansidere
themselves as being above the rules and policies set out by the organisation and, perpetrator
expected to have, or actually had, compl et e

amongst the findings is that the above behavioural precursors wenedlto usually be
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exhibited four weeks prior to any technical precursors being visible on systenihogs.
findings stated that there ifhagh risk of IsTat an organisation if the following elements are

present in a realorld setting:

1. There isa diggruntled employeé&llowing a negative work related evepotential
perpetrator)

2. Thepotentialperpetrator shows concerning social behavi{ayrecursoto an
imminentattack

3. Thepotentialperpetratohasheldor is holdinga technical positioskills available to
conduct an attack)

4. The perpetrator is likely tor has beerterminated from his designati@59% of

attacks happened pgste r p e ttarnainatmn) 6 s

Subsequemnmtecommendations frotmese findingsncluded buildingstronger defences
againsinsider threathrough regular audits of system lgagrtaining toaccess, monitoring

of any breaches to privileges, measuring employee satisfaction, evaluating concerning
behaviour exhibited by employees, increasing the mongaf employeesvho exhibit
concerning behaviour, taking positive actions to help employees who exhibit disgruntled
behaviour through HR interventions aethployee support groupBindings stated that

timely detection of possible insiders that can caaselhs critical and consistently
strengthening defences against possible insider threat through technical and administrative

controlsis essential

In 2008CERT Program published the third major report as a white paper to describe the
MERIT insider threasystem dynamicsodelling and corresponding simulation results
(Cappelliet al., 208). This modelling providgtools for understanding, assessing and

analysing risk mitigation decisions that arose from insider threat within organisations.
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Through the usef interactive learning environments (ILB®sedsimulation workshops
demonstratetiow dayto-daydecisions influence other components that interact with insider
threat such as technical skills, management decisions, expectaimhthe subsequent pat

an attack can take. | LEs al so appeared to
associated to learning lessons from experience in complex systems that involve humans and
technologyi.e. presence of good datability to draw conclusive lessons fraaamplicated
interdependent information andvolvement of stakeholders in the development of company

policies.

Early detection was deemed key in being able to mitigate any potential insider ettéeks
simulation workshopsThe research team recogrigbatmanagement, IT department,
human resources, security as well as other parts of the buseezs=to be able to work
together through good communicatitiave a firm understanding of the psychological,
technical and organisational aspects thaefote emergence of insider threat drelable to
formulate responsive actions plaas countermeasurds order to be able to achieve the
above, new communication tools and training matenaéed to be develop#tht could be
utilised by various departments within an organisafidrese materials were developed
througha continued application afystem dpamics modelling. This modellingasclaimed

to be effective in communicating and measuring the risk of insider threat (specifically
sabotage) and its mitigation to various stakeholdarsdamentatomponent$o simulate the
application of thisnodelwerg (i) revenge or disgruntlement as motivations behind insider
attacks(ii) concerning behaviour being exhibited by perpetrators prior to attacks, (iii)
perpetrators held technical positions and, (iv) a majority of attacks occurred post termination

of theinsider.
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Key recommendations from this report in 2008 highlighted the importance of completely
disabling all known access points of the insider in a timely fashion and doing regular access
audits on system logs. It also recommended that all ILEs muattittye knowledge and
importance of raising awareness towards proactive, continuous and thorough access
management practices for IT departments within all organisa@mmendationstatel
that given the workload experienced by employees, those eneglay® have demonstrated
concerning social behaviour following a negative work related event should be carefully
evaluated by management and possibly be monitored for their amtiemections. It was
recommended that employermsist beaware of their empigees satisfaction ratings and
promptly evaluate concerning behaviour. Whilst the technical and admin toadsl help
stakeholders to work together to counterasider threatl§T), it was recommended that
employers should take positive action to addresgailement such gsrmulatingsupport
groups anabffering counsellingto address the situatiomstead otaking punitive actionsor

reprimandng individuals

Some assumptiorteat weremade as part of this modelling that are important to note are that
maliciousinsides werebelieved to work independently in their actidosonduct amattack,
perpetratos had a strong sense of entitlement, the attaelsusually driven by vengeance

and disgruntlement which are directly correlated with a sense otemgitlt, thettack

timeline starédfrom the highest point in perpetratécareer with the organisation, poor
security management practiogsrein place, insiders libaccess through granted, created
and/or discovered paths that the organisation mightiglmtmothave beemaware ofand

poor defencewerein placeagainst unacceptable employee behawuaithr an absence or

lack of technical and administrative controls.
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However,a study byBell et al.(2019 discoveredhat individuals are reluctant to report

behaviour that might be deemed O&éinappropri at

insiderthreat This reluctance can emerge frortaek of evidence, selbility to assess

change prior to reporting behaural indicators, seniority of the insider, confidentiality of

the process anthe lack of clear reporting channdiBndingssuggestmultiple factors are at

play in an organisation when proposing solutions to counteract insider Bwehthactors

include management tensions, politics, confidentiality and rapport between the employees
and the employer, policies and governance, organisational culture, training, awarehess
communicated transparen@incethese factorform a complex sociotechnical g that is

the organisationt becomegproblematicdo propose solutiornf®r systemsn insolationto all

its other partr to fragmenthe systeninto its partgHollnagelet al., 2015)Herean

argumentan be mad#hat a stance adopted from a traghiabsecurity approach can propose
solutions that ar e hughuwough & detailechevafuatiancanlae f i r st
arguedhat proposed recommendations can only enjoy limited succesdindited success

for outcomess primarily due to thedns being adopted to understand the system and the
creation of undesirable outcomes within a system by technologies and humans that operate

within it.

MERIT model discussedbovemade incremental, albeit minor, changes to their frameworks
over the yeargChanges includéhe elimination of using arrest records of employees,
importance of a culture shift in organisations ,a&he focus on regular audits of access points
to the organisaticad network. This framework is centred on behavioural analysis that is
retrofitted on to known cases. It simplifies relationships between various departments and
their ability to efficiently communicate with each other to develop an action plan that can be
used as a preventative measure agamssder threatArguably, eatlife scenariosan

potentiallybe riddled with navigating challenges such as different priorities, availability,
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training andtechnicallevels ofunderstandingossessed byjtal players such as HR, IT,
CEOs and Board Members which will cost crucial tim@tevent or mitigatensider threat

as it unfold.

2.42 SOFIT

&ociotechnical and Organizational Factors for Insider Theeator S OFI T i s a fr a
developed byGreitzeret al.(2018. SOFIT combines technical aspects, individual

behavioural indicators and organisational factors to ideimsfigler threagIsT).

Adopting MERI Tb6s recommendations SOFIT incor
range ofactive cyber defences (ACD®r initial maping and then monita thehost

network behaviour. Once thisdone,anomalies in the network are identified and given a
rating of how secure the network is in the f
company h a ther&dftwanepuat haveeall the other nieehnicalmeasures in place

then SOFIT will give this category a rating of 90% secure. These checklists are in the form of
parentchild factors and overall ratings of parent factors within the technical catsigovwy

stakeholders how robust the systems are against IST and highlight areas that require further

attention.

Similarly, 271 differ ent utfisediodestablisidintemtiatd b e ha v i
motivation to identify IST through assigning a ratito each trait. These indicators are

adopted fromhuman factororiented ontology (HUFO) for cybersecurity rigkd other

psychology constructs such as ark Triad, dynamic states and personality dimensions.
Similar to CERTOs b&aHd&R BAQFITralsodatids ondhe sepouisgofe d
6observedd behaviours that are exhibited by

behaviours include:
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060The behavioral i ndicators associated with
disgruntlement, mger management issues, and confrontational behavior; the occurrence
of any one of these indicators would yield heightened concern about the insider threat

ri sk of an individual 6

I Greitzeret al.,2018

Alongside the technical and individuzdtegorieabove, SOFIT alsancorporategt9
organisational factors and provides a rating to identify Vgithin this model oganisational
factors are believed to affect performance and increase errors. Factors include a range of
indicators such as pooommunication, inadequate training, ambiguous goals, stress,
workload, blame culture, poor team management, poor system designs, environmental
stressors, unrealistic deadlines, mismatch between expectations and abiljtresrahel

Within this frameworkorganisational factors akeslievedto be primary contributors to
increasedisk of insider threaas it can propagate human errors and lapses from individuals
that cybercriminals can take advantage of through attacks such as social engineering and
phishirg. For instance, a staff survey might indicate that individuals are experiencing a high

workloadand thusSOFIT will give them a rating of 10%.

Once there is a score for each of the factors within technical, individual and organisational
categories SOFIprovidesan output as pie chart. The algorithm then considers a

combination of factorgaking a weighted value if there are multiple factors in the same

categoryto provide anotheoutput as gie chart and an overall value to indicate

organisationatisk levels for insider threat (IsTWith this framework certain combinations

of factors might provide a higher risk level of |STor i nst ance 6di sregard

Opoor ¢ ommuerausicnai tnioonspéo |l i cy violationdéd and o6di
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While this approach appears to be promisi@8@FIT does not disclose a complete list of
indicators for any of its three categortbat researchers can investigaethors also
acknowledge that indicators within each of the categories are continuously beied reiis
additions and exclusions which makes the reliability of such a framework problematic.
Despite SOFIT admittedly bei nginooatragtof ocused
technical aspects for describing the event that are imperative to MERITh@lInsider

Threat Indicator Ontologg | T | SOBI) appears to relyeavilyon individual

psychological profiling. This can mean that a lot of the factors used to identify IST might
simply notbe known to the organisation thre collection of variouswdicators might not be
legally permissiblen certain countriesf operation.The undisclosed techniques used to
gatherpersonabataon individuals mighalsoproveproblematic. For instanc&OFIT only
allows HRpersonnel to upload individual behavioudata which can make the data
susceptible tananipulation due to realorld politics that exist in the workplack:.can also

result in an ironic paradox of expectations and abilities with HR personnel not being able to
make those deductions (lack of pred@nal psychological qualifications) and the expectation

from the organisatioand SOFITto do so.

2.43 Error Management Programme

Liginlal et al. (2009) created a sociotechnical framework known aSrtbeManagement
Programme to tacklasider threaflsT). Through extending the application of Generic Error
Modelling System (GEMS{p examine errors arising from slips, lapses, mistakes and,
violations @iscussedn greater detailateronin this ChapterError Managemet Programme
examines root causes that lead to errbggroposes creation of defence strategies that avoid,
intercept and correct errors and recommends evaluating processes periodically for

effectiveness. Liginlal et al. (2009) framework also recomméagising programmes,
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effective desigrof technologiesvhich includes displays, monitoring and alarms, timely
investigation of errors, a Anlame organisational culture, carefufanisationatonsideration
being paid prior to the implementationradw systms,havingeffective processeas place
and monitoring work related fatigu&his approach argues that effective policrasst put in

place by organisations and enforced in the daily delivery of work.

While this approach adopts GEMS, it places the of@s@dents on organisations.

Organisations in this approach are responsible for a range of aspects in order to avoid errors.

For instance, it is the responsibility of the organisation to create and implement the use of

policies that prescribe the delivesytasks. Organisations would need to invest resources

such as time and money in training and the design of software solutions being used by
individuals to deliver tasks i.e. o6effective
this programme recomends training people to address the lackxfertiseamongst people

who deliver tasks, it does not take into consideration utilising expert individuals that exist

within organisations.

This writing now moves on to discuss various pieces of work bil#tenal Cyber Security
Centre (NCSC). While not all of NCSCb6s work
important to highlight the approach and efforts being adopted in the United Kingdom where

this research project is conducted.

2.44 N C S Cita0sSteps to Cybersecurity

The National Cyber Security Centre (NCSC) was established in the United Kingdom in 2016.
It aims to provide a single point of contact for businesses and goveaiagencies that

operate in the UKor all matters pertaining to cybersecurifyCSC is also responsible for
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providing a range of information and guidelines to the general public to raise awareness and

utilises expertise from a range of backgrounds thatided industry and academia.

NCSC, as part of GCHQ, supports the most critical organisations, the wider public sector,

SMEs and the general public to guard cyberspace operations in the UK to thwards a

digital economyas partol ndu st r y dper@tions &€nBt@odused on a singular

strand but encompasdl micro and macro incidents and remiatghin cybersecurity For

instance, NCSC will provide individuals with a guide on how to make strong passwords for

their social media accounts (micrdaet at grassroot level) as well as monitor, strategize and
respond to a national cyber incidents that can involve foreignisdateed hackers as part of

organised cybercrime groups that might tagy#ical infrastructure, aviatiodomainor

financials er vi ces. NCSC also works towards i mprov
infrastructure, managing and mitigating risks as well as providing funding for new innovative

technologies for cyberspace.

In the guide byN C S @O0 Sieps to Cybersecuid@f2019) first published in 201,businesses
wereadvised to incorporate ten suggestionerderfor organisationso be better protected

in cyberspaceThe first step offered fundamental understandindNetwork Securitpand

recommended settingprrectperimeterdor networksto operate within. This include

monitoring access, removing unauthorised users and malicious contetgsting security
controlswithin the organisational netwarJser education and awarenéessswas t he seco
stepthatentaikdthe creabn and distribution of security policies to all employees. It

included regularly making employees aware of the various risks in their cyber interactions

and communicating acceptable and secure use of company sy@fiedmgare preventiod
recommendetiaving various relevant policies and amialware software in place for all

company assetéRemovable media contrds a s t h eadvyisedoompalests coregrql
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and limit access to removable metkahnologiesuch as USBs torganisatioal devices. If
suchwerepermissible, itvasadvisedthatan antimalware software scaedthe contenof
the device prior tamporting files onto company systems. The fifth recommendaies
&ecure configuratiadwhich endorse performingregular softwee updates that include
security patches artd properly configue organisationasystems. A system inventowas
recommended to track and implement the minimum baseline build for all company devices
that might use different operating softwaree sixthstep ofdVlanaging user privilegés
recommenddlimiting the number of privileged accounts, limiting user privileges and
monitoring user activity. This includemaintaining audit and activity logghe seventh step,
dncident managemediputlined the needor businesses to have a response pldhearevent
of asuccessfutyberattackprganisations were adviseddonduct periodic drills, provel
specialist training to staff ancecommenddinvolving local law enforcemerit a
cyberbreach occurredhe eidh t h s t ®lgnitotingdadvieedorganisation tastablish a
strategy to monitor employee activities, cessipporting policies and analydatasets for
unusual or suspicious activity that could be a precursor to a cyber®tatie finalstepfor
cybersecurity withirthis guide NCSC coveeddHome and mobile workirigvhich suggestd
developing a company policy, training staff to understhedolicyand monitoring staff
compliance to this policy. At the heart of this guatganisations are toe aware and in
charge otheir organisationatybersecurity, prioritise it in the same way as financial or
operatioral risks andestablish a regal risk management regime. It alsighlightedthe
importanceof organisationatybersecuritynitiatives to be supported by board members,

senior managers and overall throughout the organisation.

When querying O6lnsider t hlye2oad HB5iemswerae NCSC
returned in search results. However it was apparent that instead of tackling insider threat as

its own subset heading, insider threat elements were captured across various other headings.
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This means thahe insider threat (IST) tapwas scattered across numerous guides which

were extremely varied such as 6Cloud securit
Of ficed. One oskarctrdsudt tomicestly tackl@sider thizatléT) wasdser

education and awarersdgontainedwithin theguide6 10 St eps t o Cybersecul
discussed above. This section of the guide mentioned how IST could arise due to dissatisfied
empl oyees or an individual 6s changing person
intentional IsTbut also had undertones of unintentional IST. UnintentiandlintentionalsT

was thus indirectly addressed in the guideds

1. Creating a user security policy

2. Conductingstaff inductiors which highlightsthatusersarepersonally responsible for
complying with the security policy antdould face disciplinary action for any
deviations

3. Regularly making employees aware of the security risks faced by the organisation
including refresher trainings

4. Encouraging staffo attain formal qualifications to build security skills within the
organisation

5. To test and evaluate user training

6. Promoting an incident reporting cultusgithin the organisatiomwhich includes
empowering staff to share poor practices and report incitestnior managers

without fear of being blamed

~

Establishing a formal disciplinary process for any offenders who do not comply with

the security policy including actionable penalties that are enforceable

These suggestions were not limited to this glideare largely prevalent, albeit in different

wordings, in all the 155 results that are returned in the search querying the NCSC database
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for insider threatl6T). While NCSC has taken major steps in being user centric and

separ ated i t squitefhentfofrcgbarsectuhtwhiclufinge on monitoring

i ndividual 6s act icontradictits Sance Withi® tBe saapchpresalts®® t 0
tackle IsT For instance, in the suggestions listed above NCSC advices that security policies
are created with consideration to different
individuals to share their concerns about poor practices and report incidelidifgaear

misses). Simultaneously, the guide suggests individuals should be held personally

accountable for any deviations in their actions from the security policy, action should be

taken against offenders and that said action is enforceable andm¢taBzch clear onus

placed on individuals and swift action in the context of incidents can be seen as a reprimand
when reporting an incident, foster a bl ame ¢
who consequently might not raise concerns oreshranidents when there is a breach of the

same security policy.

In realworld settingsshifting theonus to end users or levying fines on organisations can
potentially be a major deterrent for reporti
contrast are seen as invaluable learning experiences in nuclear and aviation indéestregs (

al ., 2017). While reprimands can be a 6quick
responsibly, icanprovideorganisations witta false sense of sedyri For instance, during

theCovidl 9 pandemic UK government rotldadkiomnugd a ¢
mobile app that would identify infected people and trace others who might have been

exposed unwittingly during a certain time frame. It wasiadgby the UK government that

this could help identify O6super dpreadersd o
centralisedapplication (app) or decentralise@pp The centralised app meant that all mobile

data from individual mobile devices would beld in a national database. A decentralised

app meant that Apple (iOS devices) or Google (android devices) would create an app for each
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city and hold the data. Both options require Bluetooth data to identify other local devices.

However a decentraliseg@was believed to be more cybersecure because personal data was

to be encrypted or 6éhasheddé, which meant tha
Health Service (NHS) would not be able to ac

McCarthy(2020) he writes:

AThe other concern with the UK approach is t
location data will not be stored nor attached to individuals, the truth is that it will only work

as promised if that data is not kept prigand location data is stored and attached to
individual sé Levy [Technical Director of NCS
leading to some ludicrous assertions. He stated boldly in bullet points that the app "doesn't

have any personal informati@bout you, it doesn't collect your location and the design

works hard to ensure that you can't work out who has become symptomatic" and that "it

holds only anonymous data and communicates out to other NHS systems through privacy
preser vi ng goagasywacarsrélyon @e piece of-pser data like a "big

random number? everything else can be connected. And if you also have a postcode, that
becomes 100 times easier. Ever heard of Facebook? It's worth billions solely because it is

abletocone c t the dots between datasets. 0

I McCarthy, 2020

While the storage and use of personal dataayesticularly rampant debate in the midst of
theglobal covid19 pandemic, cybersecurity of the app direatigludedprotectedaccess to
third parties such a the NHS. Personal data being encryptedntthe decentralised app
wasbelieved to benore securéy members of the parliament and the wider pulbiche
context ofinsider threatléT), dataheld by a decentralised apith any access points the

humanelement in the cybersecurity chairould make the datpust as vulnerable with
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p r o v iechmoye@EApple and Googleas it would be for civil servants or NHS stadf

case it wasntentionally or unintentionally compromised

Through the discussion oflevant frameworks that are utilised as a blueprints for existing
solutions, it can be argued that readrld settings are complex environments that have a

range of concurrent factors that influence decision making and how work is subsequently
performed Given the complexities of conditions that exist as part of everyday life, it

becomes problematic to label people into binary categories of gitleor bador to

oversimplify complex systems by taking for granted that people know the entirety of the
system to make informed decisions. Equally, limiting the operation of the human element can
create a gulf between how work is imagined and delivered as wel@Etrinnovation

within the devising of processeBhus, this work now progresses to discuss relevant

approaches from the risk and safety and, human factors domain.

2.5 Alternative perspectivet® undesirable outcomes

Continuing with @ human centric stece adopted above to evaluate solutions proposed
broadlyfor cybersecurityand in some casesorespecifically for insider threat, this work
will now briefly introducesociotechnical theonBociotechnical perspectives relevant to this
work aresubsequelhyt discussed and ages follows: pidemiologicalTriangle(Cassel,

1976) Swiss CheesBletaphor(Reason, 1990a¥afety Il approachHollnage| 2018),Skills,
Rules and Knowledge (SRK, Rasmussen, 1983) and, GenerieNtwd®lling System
(Reason, 19491). Thesesociotechnicaperspectives ardiscussedavith the intention to

provide the reader with alternatimeethodgor considering the human elememisystems
through understanding the occurrencewbrs, such as those that resulamntentional

inside threat UIT). Discussingaxononesto understand errors also increases the sobpe
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understandingo include errors that lead to neaisses (i.ecreation ofundesirable outcomes

such as cyber incidents) but not necessarily a cyberbreach.

The termsocbtechnicalcomprises of two aspectsociothat pertains tthumansand society
andtechnicalthat concerns technology and machines. Sociotechnical as a term refers to the
interconnectedness of the social and technical elements within a system. So@atechni

theory rests on two primary principl@#&/alker et al., 2008)

1. A sociotechnical system contains dynamic relationships within and betwegsocibe
andtechnicalelements and both elememtghibit unique behaviouo one another.
Systemperformance (success or failure) is dependenheinteractions between the
social and technical elemenithese interactions comprise of a mixture of
relationshipsharedetween the two elements i.e. partially linear (cause and effect)
and patrtially na-linear, relationships are typically planneddasignedrelationships
arecomplex,unpredictable and, frequently unexpectBdese relationships between
the elements and larger systems are interdependent and sensitive to change which can
aid (orhinder) the achievement of (organisational develophuwadls Cooperand
Foster,1971;, Appelbaum 1997).In addition, he two elementbehavdlifferently i.e.
socio does not behave as the technical since humans are not machines. However,
increasingly théechnical element has also started to displaylm@ar behaviour due
to the complexity and interdependency of technologies.

2. The focusing on one element ietthersocioor technical (as discussed earlier where
the technological element is leveraged totect against the vulnerabilities posed by
the human elemengan result inncreasedinstablerelationships between the two
elements (i.e. unpredictable, unplanned,-hio@ar relationships) that can harm

system performance.
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Therefore, sociotechnical thiey emphasises mutual optimisation of both elements i.e. the
socioandthe technicalWalker et al. (2008) describesaciotechnical systeasthe

purposeful collaboration between thecio and technical elemertsachieve a goal.
Sociotechnical theory isdopted from general systems theory where the ¢@en systems
used to describe, analyse and, design systems basedltwal optimisation of both elements
and feature a level of ndimearity between the elements and the environmhin which
they co-exist. Subsequently, a specific set of methods and perspectives can be utilised to
create open systems in organisatitmmake them responsive to challenges posed by
complex environment&arayon2006, make them dynamic anle able tdolerateand
leveragehe introduction of new technologiéd/alker et al., 2008)The following sections
present relevant sociotechnigedrspectives for understanding errors that can unintentionally

result in cyberbreach or incidents.

2.5.1 Epidemiological Triangland Swiss Cheese Metaphor

One possible way of viewing unintentional insider threat (UIT) is through an
Epidemiological Triangt (Cassel, 1976)hich isalso known as thEpidemiologic Triangle

This triangleis commonly used as a visualisation techniguenderstand and demonstrate

the interdependent relationship between three vectors. It is most often used in public health
comnunications and safety scien@eg., Gordon 1949; Haddon 1988polyaet al., 2009

Gulis andFujino, 2015 Lagerstromet al., 2015

Amongst the triad, the Wwhchportraystlesch cowd rcerp rtetsee n
infectious diseaskke malaria, responsible for causing the disease. The second vector of

OHose@r esents the O6whod or the victim who su
Agent . The third vect ointhetrippdwhick ispnetestedtatitee 6 wh e r

OBm ronmentd withi n whdosxist. Intthe examdplp efrital and t he |
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diseasethe Agentwould bemalarig Hostwould bethehumans and thEnvironmentmight

be stagnant bodies of wateradtropical climate Within this perspective llahreevectorscan
beworked uporto reduce the chance of an incident occurriegto contain the spread of
malaria Continuing with the example of malaria, preventative measures such agaledic
vaccines can be providedstrengthen thélostand a range of antlisease steps can be
undertaken to weaken the agent and to modifyetheronmentThis model provides a

notable insight i.e. causational factors should not be oversimplified to a singular cause but
rather emerge from the interactioatlyeen various vectors which can then be strengthened to
reduce negative impadiowever, this approach can be limg whentrying to determine

which of the thre&ectors has the highest contribution to a more adverse outcome (Burke,
2019) andthe Epidenplogical Triangle model itself can portray an oversimplification of

reatworld conditions that are removed from reality (Wu and Zha, 2020).

This approachvas adopted asserves as an informative backdrop against which
unintentional insider threat can biewed. Througlextendng its applicatiorfrom public
health communicationsnd safety sciende unintentional insider threat, this model Gad

in understanding théynamicandinterdependemntelationshipthat existdbetweernthethree
entities thatoexist in cyberspace whancidents obreaches occur i.e. tteimanelement
who is theoperator, the type alyberattackand the environmentvithin which the human
andtheattackcoexist. This approach also demonstrates #ddptingabinary approach to
examine causes caotentiallybelimiting for understanding challenges that arise from the

interaction of multiple calependent factors.

Similar to the Epidemiological Trianglehe Swiss Cheese Metaphor (Reason, 198i8a)
provides a visualisation dfie relationship betweeatefences and the occurrence of accidents

in complex systems$Swiss Cheese Metaphor approach has been popular since its first
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emergence and has been apgplievarious domains to assess and understand the generation

of errors in sociotechnical systenisach defence igepresented by slice of Swiss cheese

(famous for its holesHoleswithin each sliceepresentontributors that haveherent

weaknesses dnvulnerabilitieghat can result iror contribute towardshe failure of that
defenceNumerous amount of defences (represeimtedlinear wayasmultiple cheese

slices) can be implemented by an organisation to prit¢ettagainst adverse events. Wi

the implementation of numerous defences, even if an accident edgthirsone elementf a

systemit can be stopped from penetratinga@heraspects aa subsequemtefencei.e. the

following cheese slicanight block it.Inversely there can be tiss wherall the holes in the

cheese slicealignto realise an accideirt defences that otherwise are believed to be robust

i.e. the vulnerabilitiemtrinsically present invarious contributoracted in a way whereby

each defence was unable to limit ¥o@l the event from occurring.hus, accidents that

occur in complex environments can be understood as the accumulatioiitipfe factors

and failureghat worked in combination with eachothbre s pi t e t hi s model 0s
application, specificallyn safety critical domainits limitations includean absence of how

causal factors interact with each other, defences are represented as being stagnant over time
(i.e. vulnerabilities representedlaslesmi ght change or interact wit
aspets), defences are viewed as being independent of each other and, it offers little

instructions about its application to reabrld settings (Reason et al, 2006).

This visualisationin addition to the Epidemiological Triangle, was adopted afats an
insight forevaluating defences i.e. despite strong defences, intrinsic vulnerabilities in
complex sociotechnical systems can create systematic conditions that realise agscidents

cyberattacks
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2.5.2 Safety I

The Safety I(Hollnagel 2018)approach begins by problematising the retrospective and
eliminative nature of safety scienceviardserrors.Hollnagel (2018) states thaitv a

0 wh amb | attitude established safety scienteehniquesoncernthemselvesvith
failures and their coration. Howeverijt is argued thain modernsystemssuch as connected
technologieghat form complex systemiscussed aboyé might be moreappropriateand

effectiveto focus on emulating success.

By adopting the above stancaf&y Il (Hollnagel 2018) provides an alternative approach to
understanding safety. This is done throossifying allexistingsafety sciencapproaches
as Safety IThis approach argues thats through understanding Safety | that provides the

contrast by which Safety llan be understood.

Safety lis the established or traditional approach to safeth aghe traditional security
approachadopted bytheframeworksdiscusseearlieri.e. MERIT, SOFIT and NCSC

guidanceWi t h t his view, the absence of ,accidents
0safetyd is defined as a state whereby as fe
something goes wrong, failures or malfunctions can be identified through examinmg thre
components in a system: 1. Technology 2. Procedures and, 3. Human winkettsrd

element, i.e. humans, are the most variable of these three components and thus viewed as a
liability and creators of arising incidents or accidents. This stance is cotantiaditional
security thought that views O6humans as the w
approacheither a system works as desiredails. If work is deliveredn line withwork-as
imagined(Suchman, 198M)y the developers of ¢hsystem, everything will function as it is

supposed to, resulting in acceptable outcomes with no adverse ¢l@neszer, if

malfunctions occur within the three componestgh as noitompliance to procedures,
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insufficientproceduresind system descriptnsor errors in technologies, it can result in

failures or unacceptable outcom&he experienced failure or unacceptable pskmptsan
accident investigation to determine the root cause with an aim to either eliminate the cause
and/or implement preveative measureso as to eradicate the error in the future. Thus, a
Safety | approach examines things that go
the avoidance of deviation tbework being performed. Accident investigations set out to
identify root causes for the adverse outcome and involve risk assessments to determine the
likelihood of deviations occurring in the future as ways to strengthen barriers or defences

against undesirable outcomes

However,Safety llapproach argues thatodern syst@s are not stable and increasingly
interconnected. While Safety | approach seeks to control and correct human vattedility
result in errors (for instance the blaared punitive measurgdaced on humans after

accident investigations), it is the samertam variability in modern systentsatallows
adaptability necessary for systems to function in a desirablermathermore, as Safety |
exclusively investigates things that go wrong, it neglects the examination of things that go
right (i.e. actions thatave yielded desirable outcomes many times befdrerefore a

Safety | approachmits learningopportunities anthe ability toreplicate success or the

creation of desirable outcom#sat happen a vast majority of the time

In contrast to Safety Bafety llacknowledges #t there igperformancesariationby humans
when they deliver tasks. Tough the acceptance of performance variation in the human
elementa Safety llapproactsubsequentlgstablisheshat there is constant variability in
systemperformance thatesuls from thevariance inhumanperformanceThus, this
approach argues that it is problematic to characterise compamenitgnary fashioms either

working as desired dailing. As the performance of a system is constantly varying
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i nstead cl| aslarivd i ®abbty lhappraach baigves that this performance

variationis the factor thaallows adaptability required by a system to respond to any changes

in its environment. Consequently, humans are viewed as theeelet necessary for
flexibility and resilience. Thus, systems working corre@lgot due to humans conducting

owork as imagineddé by the creators but rathe
Safety Il believes thahts human adaptahy and flexibility becomes a cornerstotee

understanding how tasks are conducted safélyin complex system®esirable or

undesirable outcomes have a common basidayeto-day performance adjustmentarried

outby the human elementherefore, acidents are not perceived as unique individual events

but rather an expression of everydaymanperformance variability.

With a Safety lllens something that goes wrong Ivaactualityproduced desatbleresults
numerous times in the past and will done to produce desired results again many times in
the future. Thus, Safety Il approach suggests that learnings can be obtained from examining
aspectghatallow the system to perform as desired and not only when it fails or produces
undesirable outcomehmn order to harness these learniagsl produce desirable results in

varying conditionsthere are five principles:

1. Examining things that go well

2. Focusing on events that are occurring frequently (such as near misses) rather than the
perceived severity

3. Being sensitive to the possibility of failure

4. Thoroughness is preferred to capture learning lessons than efficiency and,

5. Investing in safety also increases productivity as the focus is on learning from and

replication of making systems perform to produesidhble outcomes.
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As highlighted in the earlier part of this Chapter, current approaches adopt a binary stance
when determining the state of a system (i.esadsthat has withstood cyberattacksumsafe

that has resulted in a successful cyattack),efforts are made to eliminate errors through
investigations of causal factdia cyber incidents and breaches and, technological element is
utilised to predict or limit the operation of the human element as humahsliged to be

the most variable congment. Ascurrentapproaches have demonstrated limited success in
addressing unintentional insider threat and due to the perspective offered by Safety I
approach discussed aboeeSafety Il perspectiveas adopteas a guiding school of thought

to underm the work conducted and presented in this thesis.

2.53 Skills, Rules and Knowledge

Skills, Rules and Knowledge (SRK) approach (Rasmussen, 1983) rejects simplified
narratives pertaining to errors which describe error creation as part of a human condition
This narrativeof errors being a part of theiman conditiorhas been adopted in the solutions
that tackle human vulnerabilities and prominent frameworks discussed earlier that either aim
to save humans from themselves or accept error creation as a tamdgion.Instead, SRK
approach provided an insight for how decisions are made i.e. decision are made in different
ways with different information, and indeed, in the casewwiceversusexpertthe same

decision may be made in a variety of ways.

SRK introduced byrRasmusse(il983 provides a classification system for cognitive tasks

that describe human behaviour and decision making withinmeohine environments.
According to this approach the type of task being performed can eits&illbeule or

knowledge based that can potentially result in an undesirable outcome due to the physical or

cognitive load being experienced by the individual whilst performing it.
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The first leve] called@kill based behaviodris automatedehaviourandrequires very little
conscious effort. This includes waethearsed behaviours suctrigeng a bicycleor a skilled
musician playing an instrumerithe intermediate stagedule based behaviaDuring

this intermediate stagtasksaremorecognitivdy demandinghan skill based behavioas
tasksrequire actions to be guided pye-setrules or procedures that are stored in memory.
These rules can be taught or explicitly communicated. However, these sets of rules can be
over written Ibarecrkeates throughiihdevid@katningaand experience. For
instance, a car is driven withinpseet O0r ul es o hotunmgatared&radfido s uc h a
light. However, an individual might decide to take a-taft at a red traffic light as theyave

seen others do it without incurring any harm or challenge. Thus, the new rule becomes to get
to the destination in the fastest timessible, overwriting the previous rule of-twning at a

red traffic light The thirdand finalcategory which is thehighest level of the thresognitive
stagesis &Knowledge based behaviduiThis stage ishe most cognitively demandiram
individualswhen delivering a taskkKnowledge based behaviour is essential for novel

situations as it occurs in environments thate no prior set of rules available for control or
recovery. When faced with such a situation, an individual must have knowledge of the
systemgenerate a range bf/pothess and test the hypothes throughlogic or tial-and

error before the situatios under control. If the state of the system has not chaaftgrch
hypothesis has bedestedthen another hypothesis needs to be generated and tested by the
individual until the situation is resolveHor instanceCa pt ai n ASul landéd Sul | en
US Airways Flight 1549n the Hudson River in 2009 with 150 passengers. The novel

situation of a flock of birds flying into the aircraft jet required the Captain to have knowledge
of the system (various alarms and indicators), experiencaiaddrstandingf aviation rules
before proceeding to generate a range of hypotheses. These hypotheses would then be

logically worked out and/or implementéafough actionso confirm if the state of the system
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had changed. These stages would be conducted consecuttiethe situation was resolved

i.e. saféy landing of the flight with minimum to no loss of humanlike s pi t e t hi s mo.
widespread application in manachine interaction, it has been argued 8K can imply

that there is @referredor anaturalway for creating sequences to support cognition wimich

some instances caliminish thecontextof situated actiom(Hollnagel, 1992Le Coze, 201pb
Furthermore, there might not be such a clear delineation between behaviour types and it is

challenging tgoredict human behaviour in complex environments (Kirwan, 1992).

SRK approach was adopted as it offers a perspective that human behaviour and decision
making are complex and variabléhis approach provides an understanding thatdm

behaviours subjectd constanthangedue tothe context of the situation, information cues

being presenteith the environment that inform interactions and decisions and, personal
experiences of the individual. Therefore, a reductionist approach that associates unintentional
errors that result in cyber incidents or breaches to an inevitable human condition can be
simplistic and insufficienin understanding causal factors and in subsequently proposed

solutions

2.5.3Generic ErroitModelling System

Introduced by Reason (1990Generic ErrotModelling System (GEMS) presents a

taxonomy of tasks by integrating the SRK approach and cognitive psychology. This approach
argues that errors can be generated from the type of task that is being performed by the
human. Thus, human behaviasidynamic in its nature and depended on the interactional
context, the information being presented by the system and, experience and knowledge
possessed by the hum&iror Management Programme (ERP) discussed as part of relevant
frameworks is founded on GEMS approach. Within this apprbastan errors are

considered in isolation from environmental or other context related fadimosrding to
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GEMS uwnsafe actions ancedisions are believed to originate from unintentional or
intentional actions which subsequently result in undesirable outcomeesors Theseerrors

are classified into four categories: slips, lapses, mistakes and violations

0S|l i ps6 i n me attentional failures thiatiogtlr witthin an individual while
performing a task. For instance, when an individual is performing a task, a certain step or
aspect pertaining to a task can slip the mind of the individual. This is not to say that the
individual was not aware of said step lbather $mply that it has slipped their memory

because they were focused on another aspéthin the task while it was being performed.
OLapsesd i s the s e crespabsibe fotpeoduoingyors. weptedccun GE MS
in memory whereby individuals know the answer but cannot locate the information in their
mind, resulting in a lapse or failure of required information retriéyalhe brainThis can be
seen in individualperfornihg sataskénagapse of menzory.KTde wh e n
third categoryoe r r or s or i igtakeda.t eM i fextepalike &RKlapproach

wherebyerrors are either rule or knowledge based. The last category ofisrgerserated

f rom 0V iwbherebytmsabemositides are nornsed ora violation occurshrough a

novel application of known informatian exceptional circumstanceNovel applicatiorof

existing informatiorin exceptional circumstanceése e me d a s ha@s\béewo Wwitaessedo n s 6
in a range of higiprofile aviation ad nuclear industry incidents. In the context of

unintentional insider threat, normalisation of unsafe routines can include leaving a security
protected door open to strangers for entrieavinga fire door open for ventilatioor,

writing passwords ontisky-noteswhich are leflaround the deslkowever,it has been

argued that GEM®as not resulted in the creation of established techniques that aid in the
application of this model and,is arguably oversimplified as @oes not capture tr@mplex

multitude of actions that occum realworld settings Johnson, 1999
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GEMS was adopted as it offers an understanding diyfiessof errors that occur in a range
of situations angrovidesa deeper understanding for skill, rule and, knowledge based

behavioursas presented in SRK approach discussed ath@wne and Woody2010)

2.6 Summary

This Chapter providian overview of cybersecurity and a paraditpmoughwhich
cybersecuritycan beconsideredThis paradigm begnby categorighg all actions within
cyberspace as either offensive or defensive. Defensive cyberspace opevatefisther
categorised as either active, passive or mixture of the two (actdjgassivé. In order to
appreiate threats within cyberspace, software and human vulnerabilities which afford cyber
threatswerediscussed. Whilst martypes ofthreats exist within cyberspace, prominent
attacks thaaretheleading causfor cybeibreachesvere highlighted as they aigertangled

with thehuman elemenwithin the cybersecurity chaidfter establishinganunderstanding

of the nature of attackprominent frameworksereevaluated with a human factors stance as
these frameworks have served as inspiration for subsesplatibns to tacklenintentional
insider threat1T) within the field of cybersecuritfNumerous challengdbkatarise from

these frameworks in the context of UNErediscusseas they attempt to classify,

understand, monitor andim to avoid erroneous actions that can compromise system

security

Sociotechnicatheory andperspectivesvere introducedo provide context with which
unintentional insider thre@UIT) can be examined as ultimatelyIT alsoexists in complex,
dynamicand, responsive environments aedults in undesirable outcomes. cyber
incidents or breaches. Th@iHemiologicalTriangle offeedan alternative perspectiie
traditional security thought, psychological and behavioural approachesunsegquent

frameworks by presentirtgerelationship between the three vectorshoiman attack and
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thecyberspacenvironmenin whichtheycoexist The Swiss Cheese Metaplaifered an
analogy that aids in understanding how errors can be generated in defenegsstlirat

complex sociotechnical systems due to intrinsic vulnerabilities of the contributors. Otherwise
robust defences can still lead to accidents or the generation of errors as vulnerabilities in
defences can align in a way tlefavourable for the attk to succeedVith the analogies of

the Epidemiological Triangle and the Swiss Cheese Metapivaistigating a singular cause
(which is the case for approaches and solutions being presented to tackle unintentional insider
threat)can be limiting as problentanarise from the interaction of several factors

complex sociotechnical systems that exist within cybersigadfety llapproachwas

discussed that fundamentabiglieves that moderday complex systems require safety
science to learn froriings that work correctljnstead of focusing on eradicating ercors

This approacmaturally lends itself to investigating unintentamsider threat as the action
that led to a cyberbreach might have been practiced many times previously without
generating any adverse outcom@afety Il also uses the contrast to Safety | in order to
provide context to Safety Il. This is similar to thigproach in this thesis as intentional insider
threat is examined and discussed in order to provide context to unintentional insider threat.
Skills, Rules and Knowledge (SRK) approagipresented to provide an argument that a
simplistic approach that rades errors to a human condition is insufficient to understand
UIT. Furthermore and in line witBRK& suggesbn, human behaviour and decision making
are not monolithic, humans can behave in different ways depending on the nature of the
situation, the avilble informationalcuesthat inform interactions and decisioasd their

own experienc&vhich can result in UITGeneric ErrotModelling System (GEMS) was
presented which integrates SRK and cognitive psychology to cldssitypes oerrorsthat

are generatedvhen tasks are performethis is suitablén the context of unintentional

insider threat as human behaviour is believed to be informed by a range of factors such as
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information, context, experience and, knowledge. Tthese approaches i.e.
Epidemiological Triangle, Safety I, SRK and, GEMS, further the understanding of the
complexity that exists in human decision makipgrformance and, environmentsis is in
contrast to existing approaches to insider threat that reduceaoses to binary
understandings ajoodor bad peopleor decisionswith an aimto eliminatethemor coerce

people into conforming tthe desiredehaviour

Having established humancentriclenswith which unintentional insider threat (UI'tan be
examined through the discussion abdtie, following Chapter details the findings from a
critical analysis which explores the extent to which a notable approach introduced by CERT
holistically interweaves cybersecurity elemeintsn a sociotechnidgerspective to guard

against insider threat
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3. Critical analysis otybersecurity recommendations
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3. Critical analysis of cybersecurity recommendations

“‘P

Introduction CDT Training; Literature Consideration Insights from Human Website Evaluation of Discussion and
Supervisory Team; Review of human immersed considerations  development the tool with conclusions
Industry Partners; experience in and to host a self- relevant
PhD Proposal industry and developing a reflection tool  stakeholders

application of sociotechnical

solutions in framewaork

real-world

settings

elements in
solutions

Introduction

Variousapproachesdesigned to tackle unintentional insidiereatwere discussed in the

previous ChaptefThese approaches are often presented as fused blanket solutions to defend

against both subsets within insider threat (i.e. intentional and unintentional) however, are
arguably limited in tackling unintentionaspectsSociotechnical theory perspectives were
alsodiscussed to further understandings alwomisiderations of the human element,

environments, performance adecision making.

This Chapter explores the extent to whsdiutions consider the nuances and complexities
that exist in sociotechnical environments within which work is condwagaticonsequently
impactsthe applicability ofproposedsolutions It also aims to demonstrate thetent to

which these recommendattis areapplicable, convenient arblistic and theneed for
humancentric solutions to contribute towards the challenges associated to unintentional

insider threat.

A critical evaluatonofh not abl e gui de i1 nCommahbensedsuiteyo
Mitigating Insider Threats, Sixth EditiGnTheiset al., 2019)was conducted to evaluate the
extent to which itnterweaves cybersecurity holistically within its recommendations for

smaltto-medium sized enterprises (SMES$his guide idargetedorimaily at UK

CERT

organisationsvhereby suggestions can be incorporated quickly and conveniently to establish
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insider threat programmes. Thin of this critical analysis exercise wasestablish the
applicaility and conveniencef theserecommendationfor SMEsby considering

recommend altoiganisagion® opr ésent ed at the end of

Whilst there are numerous optionkich can be used for evaluation to showcase the aims
mentioned aboye CERT 6 s g u i tdeemossaitablefdr @ sumbeed of reasons

Firstly, CERT is one the leading voices for providing guidance on insider threat related
challenges including best practices, case studies to offer learning opportunities and, current
trends pertaining to this threat. Due to thasitioning this guide becomes suitable as
recommendations are adopted by industry and provide future directions for academic
research. Additionallythis guide is derived from the research and analysis of 1,500 real

world cases and is thus embedded incir@ext of realvorld settings which aligns with the
overarching context of the research presented in this thesiddition to the abovehis

edition of the guide was aimed at the UK audieacegion that this research project is based
inasitwasdlevel oped to comply with European Uni
(GDPR) law. The guide subsequently provides recommendations that limit or exclude the
monitoring of individuals which are regionally appropridtelieu of monitoringindividuals,
positive incentives are introdudignthe as part
workforce with the organizatian Work in this guide recognises that insider threat is

influenced by a range of sociotechnical factors such as techniisbehaviour

inclinations and, organisational issues. To address these threats organisations are advised to
closely consider their policies, procedures and technologies. This stditzdes

consideration taspects beyond the technological elemmnith added to the suitability of

this guide The guide is aimed at businesses of all size that belong from all sectors as the
typesof insider attacks remain the same i.e. intentional or unintentional (hovattaek

pathsor methods deployed by the idsr might be subject to change depending on the sector)
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adding to the suitability of this guide for a critical analyBigithermore, it was of interest to
determine if the understandings developed from the literature review in the previous Chapter
were rdlected in this guide i.e. an emphasis on technological elements to control, limit and
predict human operations within cyberspace and the limited considerations paid to the
operation of the human element in systems. The argument being that it mightleenptiab

to approach elements within complex systems with simplistic views that subsequently offer
oversimplified solutions. In addition, this exercise aimed to establish areas within
environments that are being emphasised and held responsible for safegageainst insider

threat and identify opportunities for reframing existing thoughts from a human centric stance

A sociotechnicasystemsapproach callethe onion modelfrom the human factors domain is
then applied to said recommendations in orderéatitly the elements responsible for

mitigating insider threat. An unequal distribution of recommendations when classified by the
categories presented in the onion model would be indicative of the importance placed on

certain elements and the discountingthfer aspects in proposed solutions.

A sociotechnical systems approach was deemed suitable as it considers social and technical
factors when organisations are implementing a change, which can range from new
technology to business change programrade(rs,1976¢. As organisations exist within

complex sociotechnical systems that are created by them, implementing change in one aspect
can affect other parts of the system and limit effectivertésadrick,199F. Numerous

methods that apply sociotechnical sys$eprinciples were considered prior to the selection of

the onion modelFor instanceHumanFactors AnalysisindClassificationSystemor HFACS
(ShappelandWiegmann 2003) Swiss Cheese Metaphor (Reason, 199%tems
TheoreticAccidentModelling andProcessnodelor STAMP (Leveson,2004andthe Leavitt

model(Leavitt, 1965) These method#cluding the onion modgall stem from the same
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sociotechnical systems principles and largely aim to accomplish the consideration of all

elements ira system equally and in an interconnected and interdependent ntdowewer,

the onion model was selected as it presents a clear visualisation of a complete human
environmensystemin a simplified and accessible manner to its audieflbe other models

such as HFACS or STAMP, would need further granularity in the organisational personas
whereas the Swiss Cheese Metaphor can appear linear in its represdntatiarnv i t t 6 s
frameworkor t he Leavitt model could appeaY over|l

recommendations and potentially reducewisealimpact of theredistribution

The outcomes from these two endeavours, i.e. evaluating thégsiider e c o mme ndat i on
organisational personasd applyingherecommendations to the onion model, serve to
slowcase two points: current approaches, such
unintentional insider threat can be enhanced in their holistic approach and, findings make a

case for the human factors domain to contribute towards the challengestadgocia

unintentional insider threat.

This Chaptenow proceeds to share the method used to critically analyse the guide. The
writing progresses to discuss findings that emerge from implementing 79 recommendations
to pseudo company profiles which serve asecstudies. In line with document analysis
method, these findings are discussed in a chdyytehapter format to maintain the structure

of the guide. Work then proceeds to introduce a human factors perspective by reclassifying
recommendationaccording ¢ the eight sociotechnical categories contained within the

6onion model 6. A summary is then presented t
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3.1 Method

Document analysis methoBgwen 2 009) was adopted to interprt

recommendations with an aimaoalyse their applicability to SMEs. This method was

selected as it would give meaning to these recommendations in light of the findings from
extant literature review that indicated an inclination towards certain elements in systems. So
as to avoid any poenceived ideas about the nature of recommendations a grounded
approach was adopted to examine the applicability and attainability of recommendations to
SMEs. Additionally, document analysis method was deemed suitable as it provides
researchers with progeing through the document systematically, is less time constraining

and less costly compared to other methods which were initially considered and excluded such
as, empirical fieldvork with industry partners, interviews with individuals from industry or

workshops.

Analysis began by compilingnd codingall 108 recommendations to creatéble

(presented iM\ppendix2) to identify recommendations applicable to SM®BAth this criteria

i.e. recommendations applicable to SME3 recommendations weidentified as being
relevant to SMEsand 29 recommendations for large organisations were considered beyond
the scope of this worlarge organisations were excluded as recommendations can be
achievable by organisations that have resoyustesh as humaresourcesnd mongary
funds,available to them, as is the nature of organisations that are qualifeeg@®/hich

have over 250 employeetsirnover equal to or in exces$ 50 million (Euro) and a balance
sheet equal to or in excest43 million (Euro) In addition, SMEs were suitable to reflect the
intricacies of sociotechnical systems on micro or small levels which migasée

pronouncedn the complexities present larger organisatiaa structures
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In line with document analysis, recommendasias@re provided context from extant

literature presented earlier whilst maintaining the structure of the document being analysed.
A heuristic approackGroneret al, 2014 Friess, 201pwas adopted to enrich the document
analysismethodby providing industrycontexs and highlight usability issues

sociotechnical systenteat might emerge from the implementatiorttedse

recommendationd hus,organisatioal personas or scenariagre created by the authior

act as case studies for each of the 21 chapiém the guideA heuristic approacts
advantageous asptovidesaccess to informatiowhich is broadly representative of an
organisation it aims to symboligeersonas were createith the EU definition of SMEs

(European Commission, 2003) atdouch a variety of channelsy the authosuch asmedia
reports of breaches that described the victim organisationsrdsskrch of specific industries

to establish realistic scenarios that were representative of their ways of operation,
documentaries thatrgvided insights about working in specific environments and, the
experiences shared by industry partners of this research. Tigesegsationapersonasvere

not developed to specificthemeo ut | i ned i n tahdeselegtadipdoetdé s chapt e
evaluatingrecommendations so asrwintain a grounded approa¢tht h e g haptdre 6 s ¢
where recommendations were found to be applicable or too generalist to benefit from
presenting a case study, an industry persona is not presented as it was not deemed to be

beneficial

Organisational persongsesented as case studmesre used to evaluate three aspects: if the
recommendations could be implementable, if the recommendations were easy to achieve and,
if the recommendations had a highpact to safeguard againssider threat for SMEs. Once
recommendations were evaluated in an SME context, another table was created to capture the

imagined ease for implementing these recommendafprasented iMppendix3) where

ratings were depicted as a range of three syn{b@d&vhich indicatedhat recommendations
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would be easy to implement and achievable whicld indicatedhat the recommendation

was actionabl e but névbithindiatedhdt gn SHIE woulcknotdbd | e or |,

able to achieve or easily implemeéhis recommendatignBrief comments that discuss the

possible challenges that SMEs miPRptantial encount e

challenges for implementation for SMEs

After recommendations were evaluated through SME scenarios, theyumaibenmed and re

categorized according to each of the aspects found t h e 6 ooy \Wisanamtio d el 6
Sharples (2015naintaining a grounded approach to the analysis of data

recategorization allowed new distributions and groupings to emerge, preseatzdle

format (Appendix4) and agigure5 later on in this Chaptefor instance, if a
recommendation related to O6technologiesd i.e

technol ogies or, O6peopled i.e. thinking thro

3.2 Application of recommendations to case studies

This sectioncritically analyses the guide by evaluating recommendations preserded

O0Quick Wingmpacdtd &8HIghi ongpwi degdedsi n each of t
Recommendations take into account technological, behavioural and, organisational aspects

and are presented in their relevanksections below (full list of recommendationghin the

scope of this exercise are presented in AppeRdix

This guide is aimed at businesses to help them implement an insider threat programme at

their organisations and pseudo organisational personas are presented as case studies to enrich
the dociment analysis ant provide an industry conteXespite heuristic analysis being a

useful tool to evaluate usability issues in systems and document analysis providing structure

and context to the document being evaluated, limitations with these teebiaigse from the
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inherent subjectivity within these methods a
knowledge and judgement to determine the severity of isswkshighlight aspects that

might not necessarily be important in readrld settinggLove, 2013 Friess, 201p

Chapter 1: Know and protect your critical assets

Recommendations presented in this chapter of the guide are as follows:

T Conduct a physical asset inventory. | dent
identify the type of data otme system.

1 Understand what data your organization processes by speaking with data owners and
users from across your organization.

1 Identify and document the software configurations of all assets.

1 Prioritize assets and data to determine the-hahe targts.

T pg. 1617, Theiset al.,2019

This chapter outlines the importance of organisations identifying their critical assets. Critical
assets are described as: (a) anything of value or potential value to a company; (b)

organisation is responsible for thecurity of such assets; (c) if a critical asset is destroyed or
harmed in a way that could affect its confidentiality, integrity or availability it would result in

a severe negative outcome for the orgoani sat.
technological and can be comprised of a range of things including equipment, people,

facilities, technologies and systems.

The guide states that with the advent of seamless technologies it is essential for companies to
monitor and control data that is in rest or in transit as it can easily be removed from the
organisation. It provides a list of questions to help identifyand o r i t i se an or gan

critical assets and formulate a ranked list. Another ranked list must be created pertaining to
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employees who might pose a risk to these assets as insiders. This is followed by conducting a
risk assessment, checking compliancprtacedures in line with GDPR for organisations
based in Europe and, developing compliance controls for operations when employees interact

with critical assets.

Critical assets can also be identified through monitoring network traffic for digital asdets a

an inventory is to be developed for physical assets such as hardware. The inventory should

include all the servers, their type of opera
model, production), the applications running on each of the seeeheaapp |l i cati onds
corresponding I T support contact and the nan

of applications running within a system from the wider company. The guide suggests using a
statistical softwar e t ompdreatearanked listaddRiavelopwi s e R

metrics for identified critical assets to the organisation.

The case study presented within this guide describes an incident at a small private hospital

facility where a nightshift security guard accessed the server twime, once through his
security card and a second instance from a n
launch a distributedenialof-service (DDoS) attack. He was left unsupervised during his

shifts and in his personal life acted as a leafl@n online underground hacking group.

Eventually his malicious actions led to the heating, ventilation and, air conditioning (HVAC)

to become unstable and caused a power outage for one hour. A security researcher discovered
this 1 nsi devitd Fhe discussion in the case atedy is centred on the night shift
security guard as a malicious insider, ignoring the actuality of two types of insider threat that
unfolded at the hospital facility (the security guard and the-wmidhtioned nurse), hib of

which should be considered in equal importance for research and analysis.
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SME Case Stud¥valuation

This is a heavy rescue towing and incident response company. It struggles to financially
breakeven in most years as the business is climate depébadénveather would equate to

more breakdowns and a financially lucrative year). This organisation has fewer than a 100
employees and the organisation collaborates with the highway authorities to assist with
emergency breakdowns, recovery of vehicles prakide accident response. They have a
dispatch centre, a small fleet of trucks, a website and, seasonal employees for busier months.
The organisation experience a high turnover. Communications are over the phone or through
truck radios which are usedequest backip, seek advice from experienced drivers on

difficult jobs and, give task status updates to the dispatch centre. The owner of this company
is an expert in the recovery of heaggodsvehicles (HGVs) and inherited this business

which has beefamily owned for two generations. The owner is responsible for

administrative tasks, maintenance of equipment, accounting, HR operations (such as
recruiting, training, grievances etc), strategic decisions and, ensuring smoathddsy

operations.
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Analysis, Chapter 1

With this organisational scenario to serve as a case study, recommendations put for|
the guide as 0 Qumpcakc tWiSnosl uatnido nHsidg hwi | |
relatively straight forward to achieve creating an irtegnof the digital and physical
critical assets while at rest and in transit and the type of data that exists in various sy
Such assets might include the fleet of recovery trucks, people, equipment, the webs
payment details of clients etc. Hovegycreating such an inventory would mean a lot of
time and resources being spent towards developing it. In this scenario where one peg
performing multiple organisational roles, it might be relatively straight forward for the
identify what datalte organisation processes and list assets to create a ranked priori
However, when i1identifying O6assets own
these critical assets, the owner of this company will be responsible for a vast majorit
the items on the list, making this process problematic and difficult to keep up to date
challenge is not farfetched for SMEs who often have one person performing various
functions with numerous skills in a flat management structure (Frantz 204¥). A high
turnover might mean that there is no one to take ownership of the critical asset if sor|
leaves and keeping the inventory-tepdate would require continuous diligence and tim
Identifying and documenting software configurations ofa#iets might lie well beyond
the capabilities of the CEO of an SME, especially if the CEO is adverse to informatig
technologies (Thong and Yap, 1995) . Mapping critical asset information might also
additional challenges if the business is outsogrsipecialist functions such as using an

online accounting platform or using third parties to build their website
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Chapter 2: Develop a formalized insider threat program

Recommendations presented in this chapter of the guide are as follows:

1 Ensurethat legal counsel determines the legal framework the team will work in.

1 Establish policies and procedures for addressing insider threats that include HR, Legal
Counsel, Security, Management, and IA.

9 Consider establishing a contract with an outside canguitm that is capable of
providing incident response capabilities for all types of incidents, if the organization
has not yet developed the expertise to conduct a legal, objective, and thorough

inquiry.

i pg. 31,Theiset al.,2019

This chapter synchrases technical system logs with human action and intelligence to tackle

insider threat. It primarily relies on organisational monitoring and peers alerting and reporting
individuals that appear to be conducting suspicious activity or have experiencetta sud

change in their personal financial circumstances. A working group is recommended to be set

up consisting of employees across the organi
managers) to provide context aonsthatargflaggednacy t
up in system logs. This chapter points out that any monitoring should be legally permissible,

the organisation should use encrypted communications within the working group for
confidentiality, wutil i seenindefmpleyeedwhadac h | i st 6 t
potentially pose an insider threat and, deploy good practices for terminating access for

employees leaving the company.
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SME Case Study Evaluation

This company provides an online software platform that helps researchers write and
collaborate on articles intended for publication in academic journals. It has betwe&b(0100
employees with teams dedicated to development of the software (50 software engineers), an
IT team (35 people), a HR team{d people), copy editors (30 peopéa)d, a Sales &

Marketing team (2€B0 people). It has two CEOs who report to three actively involved

owners, a Board of Trustees who offer strategic advice and approve busitieslk

decisions and, the company outsource an external law firm that provéesvith legal

counsel. This law firm charges the organisation an expensive hourly rate for consulting on
any documents that are put forward to them for review. This company has been in existence

for ten years and has recently managed to financiallyjkevea.

Analysis, Chapter 2

The first recommendation to determine the legal parameters of the working group (li
Appendix3) can be implemented by the company but the process might be financiall
expensive and time consuming. Creating a legal framework that the law firm can be
consulted on would require-tmouse rudimentary legal skills which might not exist. If th
legal firmis to create this framework, it would require for the insider threat program t¢
to be able to understand legal terminology to interpret their operational parameters ¢
has been created. The second recommendation is problematic as it requiresnakihcy
skillset to exist within the company. This can create additional workload for relatively
small teams (b people) and can be time and effort intensive. Hiring a-frdy to
provide incident response capabilities could create an additional ishaocden that the

organisation might not be able to bear in this company scenario. For a SME compan
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fighting to survive, it could mean that developing incident response capabilities migh
low priority and hard to justify as SMEs often struggle édfibancially stable. The
Business statistics (Ward and Hutton, 2021) reported that 75% of UK businesses ha
employees in 2021. While it is possible that there might beimglact from these
recommendations, each suggestion would be time and castroorg and difficult for a

SME to develop as it competes with its finite amount of existing resources.

6Understanding and Avoiding Potenti al
cautionary warning when approaching the implementationaofiegs and
recommendations. These points largely undermine the recommendations presented
chapter to set up an insider threat program within an organisation. Setting up a work
group to deliver an insider threat program with importance placedwert monitoring
and reporting on selected individuals
safety culture (Mearns and Flin, 1999lulling the organisation into a sense of robust
cybersecurity state. Instead, a umitive proactive alf-reporting culture can be
developed in an organisation that <can
mi ssesd for unintentional or accident
successfully been implemented in aviation,leacenergy, petrochemical processing,
military operations and steel industries (Barach and Small, 2000). Since proactive re
culture is closely connected to a range of sociotechnical factors (such as the attitude
employees), the ways in wihiche program is implemented and, managerial attitudes t
it is important for an SME organisation to begin by understanding its existing practice
influencing factors prior to implementation (Douglas et al., 2014) instead of being

cautioned againgtarting an insider threat programme of its pitfalls.
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Chapter 3: Clearly document and consistently enforce policies and controls

Recommendations presented in this chapter of the guide are as follows:

1 Ensure that senior management advocates, enforcespmplies with all
organizational policies. Policies that do not have managemernnbuil fail and not
be enforced equally. Management must also comply with policies. If management
does not do so, subordinates will see this as a sign that the poticies ehatter or
they are being held to a different standard than management. Your organization
should consider exceptions to policies in this light as well.

1 Ensure that management briefs all employees on all policies and procedures.
Employees, contractorand trusted business partners should sign accepiable
policies and acceptable workplace behavior policies upon their hiring and once every
year thereafter or when a significant change occurs. This is also an opportunity for
your organization and emplegs, contractors, or trusted business partners to reaffirm
any nondisclosure agreements.

1 Ensure that management makes policies for all departments within your organization
easily accessible to all empl oy eels. Post.i
website can facilitate widespread dissemination of documents and ensure that
everyone has the latest copy.

1 Ensure that management makes annual refresher training for all employees
mandatory. Refresher training needs to cover all facets of your organjzati just
information security. Training should encompass the following topics: human
resources, legal counsel, physical security, and any others of interest. Training can
include, but is not limited to, changes to policies, issues that have emergédeove

past year, and information security trends.
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1 Ensure that management enforces policies consistently to prevent the appearance of
favoritism and injustice. The Human Resources department should have policies and
procedures in place that specify the @angences of particular policy violations. This

will facilitate clear and concise enforcement of policies.

I pg. 35,Theiset al.,2019

This chapter outlines the need for developing awareness amongst employees about the
organisational procedures, policies and consequences for rule breaking behaviour (where
punishment should not be disproportionate to the offence). It sets out by emghihisisin

importance of expectation setting whereby employees who develop IPs for the company
understand that they do not own it. Consistent reinforcement of policies that are supported by
clear documentation can avoid unmet expectations for rewards (e gnitéog promotions,

bonuses etc) and lead to a sense of fairness and equality where specific individuals do not
feel |l i ke theydbre being targeted. The guide
to the same standards with no exemptions baseadbotitles and a regular review of the

policies.

SME Case Study Evaluation

The company in this scenario manufactures and supplies various types of dental implants to
local clinics. This company has been in operation for over fifteen years and has sillgcessfu
digitised physical records over the past year. It has-aouse IT team, two offices that host
expensive specialist equipment, a couple of delivery vans for dailyaff®pand employs
approximately 30 people at any given time. Majority of the piseE®are automated but

trained technicians are required to oversee the manufacturing process and examine dental

reports to produce requested implants to exact specifications and materials. Within this
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organisation the owner is the CEO who manages fifteametl technicians alternating a-24

hour working shift, four IT team members, four people who are responsible for taking orders,
providing customer services and managing grievances, two people are responsible for
accounting and, there are four drivers. With exception of the drivers, employees have
appropriate access to sensitive information that is required to deliver their job functions such
as payment details, operation of the specialised equipment and dental records that have been
submitted by the Iad clients (i.e. dental clinics). Employee turnover in the company is low

but replacing a trained technician proves to be a lengthy process that takes several months to

find adequate replacements.

Analysis, Chapter 3

In order to create a safety culturtirhi s company scenari o,
every employee to the same standard is important and might be implemented succe
if there is buyin from senior stakeholders (CEO and senior managers). If senior
stakeholder buyn is absent itan be a time intensive task to convert stakeholders into
being actively engaged, educated in cyber awareness and good at maintaining trang
communication (Dul et al., 2012). And if this conversion of senior stakeholders need
achieved thenthewot come woul d be on the contrar
recommendation as a o6quick wind. Requ
additional legal documents could result in the loss of clients or create a precarious
position forthe SME if partners refuse to sign documents in addition to their existing
contracts. Depending on the accountability chain and internal procedures in place at
business partner organisations, it might result in orders being paused or delayed du¢

bureaucratic procedures (all orders a
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Similarly, trained technicians who are difficult to source, might not be willing to sign
additional documents that are not the norm in their industry and can agnifieant
delays to an already challenging recruitment process. Making company policies acg
to all employees via internal intranet, shared folders or email is a relatively quick tas
However, designing and delivering training can be a costlyresgofor an SME as trainin
programmes take resources in planning as well as during delivery whilst employees
attended training sessions. Mandatory sessions such as these might result in animo
between management and the trained technicians who wowdme®keup for the
backlog of orders while they were in training sessions. While the recommendation t¢
implement policies consistently to avoid the appearance of favouritism and injustice
correct, it too would consistently require resources to moadtvities, oversee the
enforcement of policies and reprimand violations. This as a cumulative effort can pus
boundaries of what is actually manageable by this manufacturing SME whilst it deliv

day-to-day operations.

Chapter 4Beginning with the hiring process, monitor and respond to suspicious or disruptive

behavior

Recommendations presented in this chapter are as follows:

1 Ensure that potential employees have undergone a thorough background
investigation, which at a minimum ghid include a criminal background and credit
check.

1 Encourage employees to report suspicious behavior to appropriate personnel for

further investigation.
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1 Investigate and document all issues of suspicious or disruptive behavior.
1 Enforce policies and procehs consistently for all employees.
91 Consider offering an EAP. These programs can help employees deal with many

personal issues confidentially.

i pg. 40,Theiset al.,2019

This chapter recommends that organisations should proactively deal with suspicious o
disruptive employees to avoid developing malicious (also known as intentional) insider

threat. Should it be legally permissible in the country of operation then within the hiring

process background checks should be conducted for all applicants thathaeteapplicants
approached workplace conflicts. It is recommended that applicants conviction records should
also be consulted and certain job functions should have stringent checks that directly

correlate to their associated risks (for example custoomaplaints versus accounting and

finance). Managers should be trained to identify and respond to inappropriate behaviour and

the organisations should consistently enforce policies. Employees should also be trained to
report concerning or disruptive behavidtom their peers and a formal process should be
embedded in the organisationb6s practices to
should also be alert to an employeebds person
financial gain. While this dpter recognises the possible decrease in employee morale due to

the implementation of a reporting culture, it does not provide any suggestions about how to
maintain a high morale if these practices were implemented. This chapter also pays caution

for theneed to be legally compliant when sharing employee information.
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SME Case Study Evaluation

This scenario considers a software company that provides project management tools for
teams collaborating together within organisations. This SME has begisiance for five

years, employs approximately fifty people who perform various functions such as software
engineers, sales, marketing, accounting and, HR. The business operates informally, offers
flexible hours of work and a majority of the employeestmtsveen 2435 years of age.
Employees work on projects that are of interest to them (with each employee required to be
involved in at least three projects) and all work is conducted as part of teams with assigned
project leads. The employee morale is higimployees frequently engage in recreational
activities together (yoga, playing foosball, shooting hoops, table tennis etc) and, share a
relationship where they can rely on each other for support, advice and assistance. As this
company has a flat managemhstructure, there is considerable employee turnover due to the
lack of personal career growth. The company has a short notice period of three weeks as
productivity from software engineers was seen to decline during their notice period. Thus, the
companyfaces challenges when recruiting new employees in quick succession to backfill

existing positions.

Analysis, Chapter 4

A majority of recommendations in this chapter are possible to achieve for the SME
scenario described above but might create interlicketlenges. For instance, while it
would be good practice to conduct background checks, including criminal conviction
a financial history credit check, it would ass time delays that can have a significant ir
on operations of the company. Condugtancheck on each potential employee (especi:

software engineers who interact with
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financial costs for the organisation. In this scenario, encouraging employees to repo
O6suspicious b e hlkedefimedbyany meabureorito anyaetdil)ccan

severely damage existing interpersonal relationships, communications and, comprof
day-to-day business operations. Performance and behaviour in team settings are imj
factors when discussing a modeiay workplaces and serious thought is paid to these
factors in the human factor domain, including the design, layout, performance and

outcomes to instil best practices and managing risks (Becker and Steele, 1995; Salg
2008). Offering confidentidEmployee Assistance Programme support lines, keeping :
strictly confidential record of suspicious or disruptive behaviour and implementing pg
and procedures consistently across all designations would also be attainable and po
contribute to gust culture in this case study (Dekker, 2011). However, this would req
time, financial resources and, consistent diligence from IT and HR resources that mi

already be finite.

Chapter 5: Anticipate and manage negative issues in the work envitbonme

The following recommendations are presented at the end of this chapter:

1 Enhance monitoring of employees with an impending or ongoing personnel issue, in
accordance with organizational policy and laws. Enable additional auditing and
monitoring controls otlined in policies and procedures. Regularly review audit logs
to detect activities outside of the emplo

these log files to those with a need to know.
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1 Alllevels of management must regularly communicate orgaaizatchanges to all
employees. This allows for a more transparent organization, and employees can better

plan for their future.

I pg. 43,Theiset al.,2019

This chapter highlights the importance of consistently enforcing policiesarsgquences

for violations. It is advised that security related policies are clearly communicated during
induction of new employees and generally over the course of the year. While organisations
are instructed to be as transparent as possible to setatiqgrexfor promotions and bonuses,
organisations are simultaneously warned to be alert of potential threats that might arise as a
consequence of such decisions (i.e. IP theft for personal financial gain duriffslay

Employee Assistance Programmes HSAare presented as a possible solution for curbing

empl oyeedbs reactions that can result 1 n insi

simultaneously removes responsibility from

lay-offs for instance) areimav er t ent |y i mpl i ed to be Ot hei

independent help and not as those resulting from organisational decisions.

SME Case Study Evaluation

This is an SME company that publishes scientific research content online. This company
employs between 30 50 people (primarily content editors) at any point in time and has been
in existence for three years. Higher management has communicated that with the recent loss
of lucrative clients the company is fighting for its survival. Despite théeotistill being

produced to a high volume, there has been a recruitment freeze and several people have left

for external opportunities. Teams have reduced in size significantly with a total of fifteen
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employees remaining and the company is experiencaigpdage of specialised skills such as

proficient content editors.

Analysis, Chapter 5

In uncertain times such as those mentioned in the scenario above, SMEs might stru
consistently perform dato-day operations and experience a loss of specidhbedr.
Under such circumstances, enhanced monitoring might not be possible due to the IT
department prioritising daily support and also being involved with terminating access
ex-employees to organisational systems. Implementation additional taskassagtliting
logs and monitoring controls during this time might prove unattainable with additiong
workload being experience by employees. However, the organisation being transpatr
during times of change and maintaining open lines of communicationeveaage trust
and sincerity from employees towards the organisation thus, safeguarding against in
threat. Research conducted in the human factors field indicates the importance of try
team functioning (Spector and Jones, 2004) and the trus¢detpeers and higher
management can be a driver for employee satisfaction, loyalty and effective perform
(Matzler and Renzl, 2006; Costa et al., 2001). Additional controls being recommendé
audits of procedures and policies might instil an absaluganisational faith in processe
and limit the leveraging of specialised employees to devise new, innovative and, effi

ways of work (Dekker, 2017).
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Chapter 6: Consider threats from insiders and business partners in enteigeisisk

assessmes

Recommendations in this chapter are as follows:

1 Have all employees, contractors, and trusted business partners sign nondisclosure
agreements (NDASs) upon hiring and termination of employment or contracts.

1 Ensure that all employees, contractors, anderlbtisiness partners sign workplace
violence prevention and/or appropriate workplace behaviors documentation upon
hiring.

1 Ensure each trusted business partner has performed background investigations on all
of its employees who will have accesstoyournrgaz at i ond6s systems o0
These should be commensurate with your or
investigations and required as a contractual obligation.

1 If your organization is acquiring companies during a merger or acquisition, perform
backgroundnvestigations on all employees to be acquired, at a level commensurate
with your organizationds policies.

1 Prevent sensitive documents from being printed if they are not required for business
purposes. Insiders could take a printout of their own or somedne e 6 s sensi ti v
document from a printer, desk, office, or from garbage. Electronic documents can be
easier to track.

1 Avoid direct connections with the information systems of trusted business partners if
possible. Provide partners with tasiated data whout providing access to your

organi zationds internal net wor k.
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1 Restrict access to the system backup process to only administrators responsible for

backup and restoration.

i pg. 47,Theiset al.,2019

In this chapter of the guide importancelaced on developing a ridkased security strategy.

This strategy aims to protect critical assets from internal and external threats that might
emerge from internal employees, external trusted business partners, consultants and,
contractors with authorisleaccess. This chapter acknowledges the natural tension that creates
a paradox between core interests such as business productivity ane)$egoeity of critical

assets in an organisation. It is suggested that a balance must be struck between security
procedures that counteract insider threat and procedures that allow a company to accomplish

its mission. This stance is captured in the following sentence:

fiHaving too many security restrictions can

too few mayermit a security brea@h

I pg. 44 Theiset al.,2019

Signing legal agreements with external partners is advised, especially ensuring that external
partners are performing the required background checks and investigations on employees

who collaborate imutual partnerships.

SME Case Study Evaluation

This SME manufactures traditional | eat her
iconic style of satchels mean that neither the process nor the design are unique or under
copyright by the organisatiomhere are approximately fifty employees which are primarily

in-house designers and sewists to promote high quality British products. Originally, the
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company was sourcing its products from a company based in China but the partnership
dissolved when they didot return a nolisclosure agreement (NDA) after numerous

reminders sent over a period of fourteen months. Now, the organisation has trusted local
providers who deliver within different stages of the-pubcesses (raw material processing,
tanning, crushg, dyeing, surface coating, etc). Once the materials are processed, sewers

stitch the bags which undergo quality testing before being supplied to a couple of luxury

retail stores and sold directly to customers through their website. As business has\@own

the last decade with celebrities endorsing their brand, the company has been able to outsource
its IT, legal and, accounting services to trusted business pafnedsicing high quality

leather satchels for over a decade, the SME is focusathnaging the high demand and

does not currently have any plans of further growth.

Analysis, Chapter 6

For this SME scenario, creating ndisclosure agreements (NDA) would entail addition
financial costs. It could also be time consuming to reach aemagre which can cause

significant delays or dissolution of critical partnerships such as those experienced w
Chinese suppliers at the start of this business venture. As the brand enjoys populari
process nor the design are unique or copyrightedli(aa s si ¢ 19700s s &
might mean that this SME does not believe that they have something of value that w
require business partners to sign a NDA. Requesting to sign an NDA at this stage fo
SME might sour established relationshipthvirusted business partners and jeopardise
business operations. While-lmouse employees might sign workplace violence prevent
and/or appropriate workplace behaviour documentation, it might be a time consumin

to develop this for third party caactors and business partners. This SME might be av
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that trusted partners, such as those that provide IT and accounting services, perforn
checks on their employees but it would not be possible for the SME to ensure that th
indeed true. As paof good practices, the company can choose not to share direct
connections with the IT department of trusted business partners and provide only tas
related data. Partners that provide the IT functions for the organisation can only be 1
responsible fobacking up data and restoration, managing access and provide use of
and local servers. Howevermuse sewists might use print outs of documents to malk
notes about their sewing tasks which is a commonly occurring trait in this field. Restr
the of printing documents might mean that sewists make mistakes or might need to
trained in the skill of making online edits. Apart from the expenses of training, it wou
financially expensive for this SME to provide sewists with technology (desktablets,
pens etc for digitisation) to do design specifications with, especially if sewistetare

motivated to switch from physical documentation in the first place.

Chapter 7: Be especially vigilant regarding social media

The following recommendm&ins are provided in this chapter:

1 Establish a social media policy that defines acceptable uses of social media and
information that should not be discussed online.

T I'nclude soci al medi a awareness training a
awareness @ining program.

1 Encourage users to report suspicious emails or phone calls to the information security

team, who can track these emails to identify any patterns and issue alerts to users.

I pg. 52,Theiset al.,2019



This chapter discusses thessible correlation between the use of social media and insider

threat (intentional and unintentional). Since social media platforms, personal or professional,

allow information sharing opportunities with other people most information shared on these

plat or ms are set to 6publicdéd, |l eaving behind
personal information can be found out about individuals through an online search. This

chapter explains that any information shared maliciously or unintentiaalyline

platforms about an organisation can be used by attackers to design cyberattacks that can
compromise critical organisational assets. This includes asking troubleshooting questions

about organisational platforms where information about implemeeatéthology can be

revealed including information about operating software, the make and model numbers of

devices and, Internet Protocol (IP) address. Recommendations strongly suggest that any
company monitoring of social media platforms of employees nmssire they are doing so

legally. Furthermore, organisations must be careful when reprimanding or penalizing

employees who share working conditions, managerial complaints and other opinions that

might be permissible under local law. Organisations mustaaisiol discrimination based on

personal information gathered from online platforms such as personal perspectives on race,
religion, sexwual orientation etc that can re
to be forgott e ndpean dnibe aitize@sDvRi¢h can cenderBalective search

results on individuals. Finally, the guide argues that social media accounts of employees are a
serious risk to the organisational cybersecurity and its use must be strictly controlled and

regulated.

SME Case Study Evaluation

The company in this scenario has been in existence for a little over five years and has

recently finished another successful round of funding from private investors. It employs 25
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young, tecksavvy individuals and they providetéls for photographs that are shared on
popular online social media platforms. The app and all its filters are free to download by
users on their mobile devices and the app launches new filters every two weeks. These filters
allow users to write text, ingestickers, overlay gifs, edit hues and, compile numerous
photographs to create collages. The company has thousands of followers on their official
social media accounts that exist on all major social platforms. In order to bypass the need to
share compangiccount passwords, employees often use their personal accounts to promptly
help answer questions and to promote the release of new filters to their target audience. All
employees understand the importance of confidentiality when developing filters ars#the

of their personal accounts when engaging with clients, should they choose to do so.
Employees are mindful about never sharing any spoilers about the new filters. Usually the

late deployment between agreeing on an idea and then the developmenititef imeéns

that there isndédt enough time to disclose any

Analysis, Chapter 7

Il n context of the guideds recommendat
social media policy for its employees despite having a collective uaddmsg of
appropriate social media use in place. It might also benefit from employees reporting
suspicious emails to the IT department that in turn could be used to raise awareness
amongst employees for potential socially engineered cyberattacks. Hoiveweid result
in the I T teams being inundated with
1965) which can be influenced by personal perceptions and various biases of the IT
personnel false positive alarms are a major concern for cuiiresider threat

identification software (Agrafiotis et al., 2016; MartiAkloyano et al., 2006). In addition




identifying suitable training programmes for tesdvvy or advance skilled employees
could be financially expensive, time consuming and canrelkg@atronising employees

and damaging morale of the workplace.

Chapter 8: Structure management and tasks to minimize insider stress and mistakes

Recommendations within this chapter are as follows:

9 Establish a work culture that measures success basgupoopriate metrics for the
work environment. For instance, knowledge workers might measure their success
based on outcomes and efficiency instead of metrics that are better suited for a
production line.

1 Encourage employees to think through projectspastiand statements before
committing to them.

1 Create an environment that encourages focusing upon one thing at a time, rather than
multitasking.

1 Offer employees who are under stress options {sti@dss, such as massages, time off,
games, or other socialt norproject oriented activities.

1 Routinely monitor employee workloads to make sure that they are commensurate with

the employeeds skills and available resou

i pg. 55,Theiset al.,2019

This section outlines the correlation between multitaskinggh-stress environments and
the emergence of intentional and unintentional insider threat. The pressure faced by

employees to deliver to tight deadlines can increase insider threat levels and develop a
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negative attitudes towards management and the aa@@m. The guide states that

organisational overdrive for productivity can compromise (cyber)security protocols that are

in place. This discussion once again acknowledges a natural tension that creates a paradox
between core organisational objectives hsas productivity, and the (cyber)security of

critical assets. It advises organisations to develop protective measures that are human centric,
allow employees more time to achieve objectives, be responsive to human oriented

management and, allocate adeguahe towards planning tasks.

SME Case Study Evaluation

This company is an online publication SME which was established ten years ago and

currently employs sixty people. Unlike other major publication platforms that might take up

to a year to publish resear ch c othetpeblishing t hi s
of cuttingedge advances in research to the scientific community in a matter of days. Upon
receiving a manuscript the employees must perform basic checks (such as content

originality), verify affiliations listed by the authors, categorise tontent by discipline,

identify relevant peer reviewers etc. Once the manuscript is withreelemwers, employees

must follow up for comments, find alternative reviewers, take note of suggestionsdigpy

maintain communications with submitting aotk and, publish the content on the platform

when ready. Employees are strongly encouraged to think before taking any actions as any
mistakes in the process can damage organisational reputation in a highly competitive field.
The SME uses @thonti slsi mmmbe@mubdfi shed on the pl e
indicators (KPIs) to measure employee performance. Certain stages during the process are
time sensitive and the steady stream of submissions means there is always a lot of work to be
done in a busy workg environment. Junior commissioners track the progress of several

manuscripts that are assigned to them at various stages of review. Over the last two years, the
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organisation has measured employees stress levels, workloads and, resources available to
staf through all staff surveys. However, these elements are normalised and thisckedt

environment is considered to come as part of the field.

Analysis, Chapter 8

Applying the recommendations from this chapter, it would be beneficial for this SME
devdop appropriate metrics that measure success and efficiency in processes instes
solely using the total number of published submissions. Despite the importance plac
the organisation to think through projects before taking any actions, the inhatere of
the job which requires quick turnaround from submission to publication would mean
unavoidable time pressures on employees. If time critical stages within processes ar
prol onged it can harm empl oyeesd $oR.I s
Furthermore, since employees publish a range of scientific content and have a steag
stream of submissions to process, individuals would need to multitask in order to sug
at their agreed objectives. Reducing complex environments, such as thesered at
this SME, to singular tasks being performed in a prescribed about of time as sugges
the guide can prove challenging. Similarly, this SME might not be able to financially
afford offering time off and activities to éress employees. Waithis SME routinely
measures employee workloads, skills and, available resources it might not have the
financial ability to improve working conditions or demands. Even with disposable inc
available to the SME, implementation of recommendations wegjdire major work re
design to tackle perceived workload, capacity and stress amongst its employees. In
evaluation of work (Wilson and Sharples, 2015) and, understanding perceived workl

and its measurement are complex phenomena in humarsfdoimain that require
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detailed investigation to help inform design or redesign of workplaces. Analysis of

workload involves the measurement of the cognitive demands and the capacity to re
to those demands within complex environments (Dekker, 20123amotechnical system
(Sharples, 2018), where ubiquitous technology can provide data on valuable indicatc
(Sharples et al., 2015). Adopting the recommendations presented in this chapter wo
difficult to achieve as recommendations would require drufactors domain specialists,
time and, financial resources in order to achieve effective outcomes. The need to iny
specialists and associated financi al

abilities.

Chapter 9: Incorporate malicious andniantional insider threat awareness into periodic

security training for all employees

The following recommendations are presented in this chapter:

1 Develop and implement an enterprigile training program that discusses various
topics related to insidehteat. The training program must have the support of senior
management to be effective. Management must be seen patrticipating in the course and
must not be exempt from it, which other employees could see as a lack of support and
an unequal enforcement odlies.

1 Train all new employees and contractors in security awareness, including insider
threat, before giving them access to any computer system. Make sure to include
training for employees who may not need to access computer systems daily, such as

janitorial and maintenance staff. These users may require a special training program
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that covers security scenarios they may encounter, such as social engineering, active
shooter, and sensitive documents left out in the open.

9 Train employees continuously. Howey training does not always need to be
classroom instruction. Posters, newsletters, alert emails, and-begyianch
programs are all effective training methods. Your organization should consider
implementing one or more of these programs to increaseityegwareness.

1 Establish an anonymous or confidential mechanism for reporting security incidents.
Encourage employees to report security issues and consider incentives to reporting by

rewarding those who do.

T pg. 6661, Theiset al.,2019

This chapter bthe guide discusses the importance of senior stakeholdenbayhe insider
threat program and its successful implementation at an organisation. The guide states that
vulnerabilities in business processes are just as important as technical vutres atili
cybersecurity. In the absence of a stereotypical profile of an inside attacker (race, age,
ethnicity, job title etc), known information and individual characteristics can be utilised to
create a list of employees who might pose insider threaetoaimpany. With the help of this
created list, mitigation strategies can be implemented to counteract an attack if it occurs.
Security training should include encouraging confidentialjpegorting of threatening or
unacceptable behaviour (i.e. accessiompany systems post termination, requesting peer
empl oyeesd passwords oOor using company resour
training should include potential consequences oftaking behaviours, lack of attention to
detail, multitasking, excesge access to personal or propriety data and, recruitment of
employees by harmful external agents (i.e. through social media). Policies should be

consistently enforced and periodically reviewed.
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SME Case Study Evaluation: N/A

Analysis, Chapter 9

A specific scenario based on a case study is not presented in this section as
recommendations in this chapter are more generalised in their nature. Developing a
delivering training programmes is a challenging endeavour for organisations of all si
requires content development, relevance to the audience, audience engagement, m;
and, time. Thus, developing and conducting an organisation wide training program w
be an immense challenge for organisations that require resources as wellrag dommy
management and employees. Even if contractors are able to create training progran
for an SME to deliver training to their staff who might possess completely different sl
sets and knowledge | evels woul dgéne ne
anonymous mechanism for paeporting would also be extremely difficult as all device
would have something revealing about the individual reporting their concerns (IP ad(
for instance). Additionally, IT department or another relevant persognessto access
these reports would then have additional workload, they would be required to exerci
confidentiality at all times and, might be held responsible for any investigations that
being carried out on potentially harmful individuals. Howewace recommended
programmes have been developed and implemented, continuously training employe|
would be relatively easier to achieve but would still require resources such as time a

money.
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Chapter 10: Implement strict password and account manageolenes and practices

Recommendations presented in this chapter are as follows:

9 Establish account management policies and procedures for all accounts created on all
information systems. These policies should address how accounts are created,
reviewed, ad terminated. In addition, the policy should address who authorizes the
account and what data they can access.

1 Perform audits of account creation and password changes by system administrators.
The account management process should include creationooftéetticket by the
help desk. (Help desk staff should not be able to create accounts.) Your organization
could confirm the legitimacy of requests to reset passwords or create accounts by
correlating such requests with help desk logs.

1 Define password requaments and train users on creating strong passwords. Some
systems may tolerate long passwords. Encourage users to use passphrases that include
proper punctuation and capitalization, thereby increasing passphrase strength and
making it more memorable todluser.

1 Security training should include instruction to block visual access to others as users
type their passcodes.

1 Ensure all shared accounts are absolutely necessary and are addressed in a risk

management decision.

i pg. 65,Theiset al.,2019

This chaper discusses the importance of security training for all employees which includes

setting strong passwords and being vigilant of protecting passwords from visual access by
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peers. It recommends implementing best practices to manage account accesssprivilege
avoiding shared accounts and, performing regular account audits. Employees should report
any attempts to gain access by unauthorised accounts to the IT help desk. Based on a
companyods termination policy acceiduls shoul d
leaving the organisation and contractors should never be granted access to the entire IT
system or access to shared accounts. It is important to note that this discussion about detailed
access controls, account management and other account se@a#iyres once again

highlights the tension between core business objectives and the (cyber)security of critical
organisational assets. It can also be challenging to keep on top of such access controls where

people are conducting work on distributed workstes.

SME Case Study Evaluation

This SME delivers an online platform for organisations to host virtual meetings. It has sixty
employees and has been in existence for seven years. Employees are predominantly software
developers residing in two Europeamnuntries who work closely together to develop new
features and fix algorithm code clashes (i.e. bug fixing). There are teams based in the UK for
sales, marketing, IT, accounts and, HR. Developers work to tight deadlines that factor in time
dedicated to quay assurance (QA) testing which is conducted in staging environments (i.e.

a platform that mirrors the live website) prior to its integration in production environment

(i.e. the live website). The sales team experience a high turnover and have utiises! va
customised software for customer relationship management (CRM such as Salesforce) over
the past seven years. As the information has not been integrated well when providers have
been changed, data is distributed across platforms. Since the saleg&artosely with the

software developers, they also test for bugs prior to launch and troubleshoot for clients.



Analysis, Chapter 10

In the context of recommendation proposed in this chapter, it would be beneficial for
organisation tadentify, manage and terminate excessive access from user accounts
it might be a difficult and arduous process. It might also be beneficial to ensure that
software engineers who use shared accounts for QA testing are known and any sha
accounts & subject to regular and frequent password change and audits. Exercising
excessive account controls and limiting access privileges might disrupt business
productivity and employees might be unable to perform daily tasks if the use, freque
and reasons faaccess are not properly understood prior to termination/restriction of g
privileges. Furthermore, close consideration must be paid prior to limiting and contrg
access to incorporate lessons learnt about designing productive sociotechnioed fyste
distributed work (Sharples and Houghton, 2016). Whilst it may be expensive, this SN
would benefit from organising training workshops for employees that increase aware
for creating strong passwords, understanding the restriction of sharedtacoodin

blocking visual access to others as passwords are being typed.

Chapter 11: Institute stringent access controls and monitoring policies on privileged users

A single recommendation is made as part of this chapter:

1 Conduct periodic account reviewsavoid privilege creep. Employees should have
sufficient access rights to perform their everyday duties. When an employee changes
roles, the organization should review the

that the employee no longer needs.
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I pg.69, Theiset al.,2019

This chapter discusses the advantages system administrators, technical and privileged users
have since they possess technical skills, access and sufficient knowledge of processes to pose
insider threat. For this reason it is advidlealt stringent rules are implemented for privileged

users. Privileged and skilled users should sign a privileged user agreement that outlines their
code of conduct and operations and sets expectations for their conduct. Similafaottwo
authenticatia (2FA), it is recommended that software developers should have all their code
approved by another developer before it is deployed to avoid malicious code being embedded
in the system. It is recommended that there should be documented access termination
procedures that are enforced and organisations that cannot afford two system administrators
must recognise their increased risk of insider threat.didwission irthis chapteis centred

on regularly conducting access audits for privilege creeping

SME Case Study Evaluation

This SME provides an application for mobile devices to help individuals with meeting
reminders and any associated documentation required for meetings. It also stores the chat
logs which are available offline to track agreed fologvadions. This organisation was

created four years ago and has twenty employees with fifteen vacant positions that are being
recruited. Teams operate on a skeletal framework as positions stay unfulfilled for months due
to the lack of desirable candidates. Tinganisation also outsources cloud servers for

backups and developers are challenged with tasks that are outside their expertise (HTML

developer might be assigned designing user interface or writing code in JavaScript).



Analysis, Chapter 11

In light of the recommendations the SME discussed above would be able to afford hi
another system administrator. However, the IT team would not traditionally have the
or the remit to oversee the work of software developers. Peer checking of all softwer,
that is developed for the mobile application would increase the workload and develo
mi ght feel that they are being assign
and not trusted by the organisation in their skills and abilities. Thistheigti to low
morale and resignations which can threaten operations for this SME especially as it
experiences difficulties in attracting skilled labour. With blurry lines between job role
(developers are responsible for a range of tasks sudeasterface design, QA testing
etc), IT team and senior management would need to invest significant time in detern
the parameters of access privileges based on their constructs of tasks involved for e

title.

Chapter 12: Deploy solutions faronitoring employee actions and correlating information

from multiple data sources

The following two recommendations are presented in this chapter:

1 Implement rules within the SIEM system, to automate alerts.
1 Create log management policy gmacedures. Ensure they address log retention
(consult legal counsel for specific requirements), what logs to collect, and who

manages the logging systems.

i pg. 75,Theiset al.,2019
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This chapter discusses the importance of fusing data from variousdggte including
monitoring employee cyber actions, to tackle insider threat. It is recommended that
information should be collected from a range of sources across the organisation since solely
logging network activity is insufficient to safeguard critioeganisational assets. Security
information and event management (SIEM) system is recommended as powerful tools that
continuously monitor employee actions, correlates these activities to events and eliminates
background noise to highlight cases that negreview or further investigation by security
personnel. However, this chapter does not share how these software eliminate background
noise i.e. false positives nor how the software decides which incidents need further
investigation. This chapter alsats numerous other types of data that can be collected to be

analysed in addition to SIEM tools.

SME Case Study EvaluatiofN/A

Analysis, Chapter 12

A specific SME scenario is not created for this chapter as the recommendations pert
the utilisation of software tools. Whilst there are numerous SIEM system tools availa
the market, including those offered by IBM (QRadar) and McAfee (Enterpeaserity

Manager), this process would require resources such as financial investrnenisén

employee skills to correctly set up the software alert thresholds and, time. Possessir|
dedicating such resources towards this activity would pose majbemrpes for this SME
Additional legal and supplier costs associated to the retention of system logs that m
employee interactions might also be unaffordable for most SMEs or add financial an

pressures to the SME presented in this case stl@lyever, once SIEM tools have been
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set up, it might be advantageous for identifying insider threat through correlating dat

various sources into a single platform and identifying anomalies in the system.

Chapter 13: Monitor and control remote acdess all end points, including mobile devices

Recommendations made in this chapter are as follows:

1T Disable remote access to the organization
separates from the organization. Be sure to disable access to VPN, sgplamation
servers, email, network infrastructure devices, and remote management software. Be
sure to close all open sessions as well. In addition, collect all corgpamsd
equipment, including multifactor authentication tokens, such as RSA Secudbstok
or smart cards.

1 Include mobile devices, with a listing of their features, as part of the enterprise risk
assessment.

91 Prohibit or limit the use of personally owned devices.

M Prohibit devices with cameras in sensitive areas.

i pg. 81,Theiset al.,2019

This chapter discusses providing employees with access points to work remotely through the

use of ubiquitous technologies. Whilst ubiquitous technologies allow employees to
60telecommuted the guide states t hriskstot hi s acc
critical assets. It is advised in the guide that access points must be known, controlled and,
monitored to prevent insider threat against organisational data and systems. This includes

technologies such as smart phones, remote home computkats, tadobile devices etc. Due
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to a high demand from employees to work from mobile devices, organisations have
facilitated access paths. However, CERT National Insider Threat Center emphasises their
stance against this facilitation as it is believed toterashigh risk for malicious insider

threats through remote attacks. It is acknowledged in the guide that whilst remote access can
enhance productivity, organisations should be aware of associated risks arulftradier

to facilitating mobile or remotaccess. This chapter discusses the ability of personal devices

to bypass system security measures in place (e.g. intrusion prevention systems, and,
firewalls). For instance, mobile phones can capture sensitive information through video
recording or pictues and transport this information externally (through multimedia

messaging platforms like MMS or public cellular internet networks). This affordance offered
by personal devices can also allow malicious insiders to go undetected and for organisational

datato be transported outside authorised organisational IT networks.

SME Case Study Evaluation

This SME provides marketing services to other organisations to help develop their brand and
marketing strategies. They have eighteen employees, twelve of whonarkegting experts.

Each employee is a project leader for a client and they collaborate in teams of four to deliver
various projects that can include brand image, online marketing campaigns, multimedia
campaigns (TV, billboards, social media advertisememtajketing strategies and

competitor analysis. They have one meeting a week where everyone is required to be
physically present in the office, provide updates, highlights and, share any challenges they
have faced in the previous week. Employees are rateéheir assigned workstations since

they work remotely which has increased exponentially post the-d@vhndemic.

Employees also frequently conduct meetings with current and potential clients at their

clientdés offices. Thtargugloniobilephonkdallsamsleextwi t h eac
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messages, emails and, other freetb&shelf software tools. In addition, employees also
choose to utilise communication platforms that are most convenient for their clients to

communicate on.

Analysis, Chapter 13

For this SME disabling or terminating remote access would cause major disruptions
to-day operations and trigger unavailability of necessary documentation (portfolios) 1
during client meetings. Promptly and diligently terminating access fengioyees will
be crucial for this SME to protect its critical assets which might include client details,
strategies and developed design work. However, declaring personal mobile devices
organisation to scope its features and associated rigkd not prove meaningful. In the
context of implementing the recommendations within this chapter, it could mean that
employee is considered a risk because they own a cell phone with largely similar feg
(i.e. a camera, mic, video recording, msggage capabilities). An organisational
evaluation of personal device operating software might unduly target individuals as |
risk due to the type technologies they own (for instance iOS or Android users), or pe|
identify malicious insiders as lovisk based on their personal choice of devices.
Completely prohibiting or limiting the use of personal devices would be extremely
problematic as employees in this SME are trusted to work independently to deliver p
and their organisational cultunecorporates remote working and frequentsifé client
meetings. With the advent of Covid® pandemic and remote working, recommendatior
appear to have limited applicability although the challenge to protect organisational &

and networks remains airary concern.
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Chapter 14: Establish a baseline of normal behavior for both networks and employees

The following recommendations are presented at the end of this chapter:

1 Use monitoring tools to monitor network and employee activity for a period oftdime
establish a baseline of normal behaviors and trends.

1 Deny VPN access to foreign countries where a genuine business need does not exist.
White list only countries where a genuine business need exists.34

1 Establish which ports and protocols are neededdomal network activity, and
configure devices to use only these services.

1 Determine which firewall and IDS alerts are normal. Either correct what causes these
alerts or document normal ranges and include them in the network baseline

documentation.

i pg. &-86, Theiset al.,2019

This chapter discusses the analysis of information rich data that can be generated and
effectively utilised by organisations through ubiquitous technologies to counteract insider
threat. Once SIEM tools are implemented, it discsisise importance of establishing a

baseline fonormal behaviourNormal behaviour can include network and individual
characteristics. Network characteristics include bandwidth consumption, usage patterns and
protocols, while individual characteristics daeslude working hours, usage of resources and
accessing documents that are considered to be critical assets. Sevbasbélf software
solutions can be adopted to assist with identifying normal network and individual behaviour.
This chapter statesdhdefining and enforcing access policies related to organisatiotuel v
private netwdks or VPNs (for remote access) can help organisations detect insider threat.

Security measures include blacklisting countries where there are no employees, impgmenti
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