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Abstract 
 

Colorectal cancer is the third most common cancer worldwide and ranks second for 

cancer-related mortality. Hypoxia (< 1% pO2) is found in up to 50% of colorectal 

tumours and is associated with poor patient prognosis, increased metastatic potential and 

resistance to therapy. Hypoxia stabilises the hypoxia-inducible factors, HIF-1ὄ and HIF-

2ὄ, to alter the transcriptome to drive molecular adaptation to hypoxic stress. Hypoxia 

also leads to changes in the translation machinery to alter protein synthesis. The changes 

introduced by these mechanisms contribute to the major hallmarks of cancer including 

metabolic reprogramming. However, how the oxygen gradient in tumours contributes to 

spatially defined metabolic adaptations and how this leads to therapeutic failure is 

unknown. Preliminary data hypothesised that the translation initiation factor eIF4A2 is a 

modulator of hypoxic adaptation and regulates colorectal cancer cell survival through the 

regulation of metabolic mRNA translation. Here, the eIF4A2 interaction landscape was 

investigated and revealed hypoxic interactions with other regulators of mRNA translation 

including eIF4G3, eIF4E1 and CNOT7. eIF4A2 knockout was shown to reduce 

spheroid growth and led to an increase in HIF-2ὄ expression. Furthermore, the 

expression of several predicted eIF4A2 target genes involved in amino acid biosynthesis 

and endocytosis were investigated. eIF4A2 knockout led to a reduction in the expression 

of the endocytosis regulator EHD1 and EHD1 knockdown reduced cancer cell survival. 

This work suggests eIF4A2 regulates the hypoxic translation of specific mRNAs, such as 

EHD1, through altered protein:protein interactions to regulate colorectal cancer cell 

survival. Moreover, a novel secondary ion mass spectrometry imaging technique for 

spatially resolving metabolite changes across the oxygen gradient within 3-D spheroid 

models and colorectal cancer xenografts is revealed. We pioneer high-pressure frozen 

orbiSIMS to simultaneously measure metabolites in situ across differentially oxygenated 

regions of tumours and colorectal cancer spheroid models. Correlation with RNA-

sequencing helps predict the transcriptional changes behind this spatial metabolic 

adaptation and could be used to identify novel therapeutic targets important for tackling 

therapeutic resistance driven by hypoxia-induced metabolic reprogramming.  
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1. Introduction 

 

1.1 Cancer 

 

1.1.1 What is cancer? 

Cancer is a term used to describe a large family of diseases characterised by the 

uncontrolled growth and proliferation of cells and metastatic spread to distant tissues. It 

is the leading cause of death worldwide1. The ability of cells to divide uncontrollably is 

due to failures in the mechanisms that normally regulate cell proliferation and growth. 

The malfunctioning of these homeostatic mechanisms leads to dysregulated cell division 

and tumour formation2. However, for a tumour to develop into malignant cancer it must 

also acquire the ability to invade surrounding tissues and migrate or metastasise, 

throughout the body. Metastasis is estimated to be responsible for 90% of all cancer 

deaths due to tissue damage at the sites of secondary tumour formation alongside a 

current lack of understanding regarding the treatment of metastatic cancer3.  

 

1.1.2 Cancer statistics 

In 2018, there were an estimated 18.1 million new cancer diagnoses and approximately 

9.6 million cancer-associated deaths worldwide, making cancer the most significant 

disease impacting human life around the world1. Cancer incidence rates, described as the 

average risk of developing cancer, as well as mortality rates are increasing on a global 

scale due to a complex network of risk factors including a growing yet ageing population 

alongside rapid developments in socioeconomic status1,4. 

 

As of 2018, lung cancer remains both the most commonly diagnosed (11.6% of all cases) 

and leading cause of death (18.4%) worldwide in both males and females. Female breast 

cancer (11.6%), prostate cancer (7.1%) and colorectal cancer (6.1%) have the next 

highest incidence rates globally whereas colorectal cancer (9.2%), stomach cancer (8.2%) 

and liver cancer (8.2%) have the next highest rates of mortality. In the UK, there are over 

360,000 new cases of cancer each year with the most commonly diagnosed cancers being 

breast, prostate, bowel and lung cancer (Cancer Research UK, 2018). However, several 

other cancer types including liver, thyroid, stomach and kidney are showing rapid 

increases in incidence. Mortality trends are similar to the global statistics with lung 

accounting for the majority of cancer-associated deaths followed by bowel, breast and 
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prostate cancers. The trends in incidence and mortality rates throughout the UK are 

associated with similar risk factors used to determine global statistical trends such as age, 

gender, ethnicity and economic background (Cancer Research UK, 2018).   

 

1.1.3 Multistep tumourigenesis 

Evidence suggests that cancer development and progression is a highly complex, multi-

step process involving the acquisition of numerous genetic and epigenetic alterations. 

This includes genetic mutations, amplifications, chromosomal rearrangements, 

aneuploidy, and epigenetic modifications, which drive the progressive transformation of 

normal cells into malignant cells5. Malignancy is therefore acquired gradually through 

combinations of these mutations affecting two main types of genes: proto-oncogenes 

and tumour suppressor genes (TSGs)6ð8.  

 

Proto-oncogenes 

Oncogenes were first discovered during experiments with the type-C retrovirus Rous 

sarcoma virus (RSV) because of its ability to transform infected cells and induce cancer9. 

The term proto-oncogene is therefore used to describe normal cellular genes that, when 

activated to oncogenes, have the ability to cause cancer10. Many proto-oncogenes have 

now been identified that encode proteins which are responsible for regulating cell 

division, growth and apoptosis under normal conditions but when mutated, can 

contribute to tumour growth through the dysregulation of cell proliferation and 

division11. It is also known that oncogenes act in a dominant manner such that a 

mutation in one allele of the proto-oncogene is sufficient for oncogenic activation12.  

 

Point mutations involving the substitution, insertion or deletion of a single nucleotide are 

common genetic alterations leading to oncogene activation13. The most well-documented 

point mutations occur in the RAS and BRAF proto-oncogenes. The Ras family of small 

GTPase proteins, including H-ras, K-ras and N-ras, represent the upstream components 

of the RAS/RAF/MAPK signalling cascade and point mutations in the RAS gene are 

one of the most common triggers in a large number of cancers14. Mutated RAS genes 

encode constitutively active oncoproteins that can transduce signals for uncontrolled cell 

proliferation through a variety of interconnected signal transduction pathways15. KRAS 

mutations are commonly seen in cancers of the pancreas, lung and colon whereas HRAS 

mutations are most frequent in head and neck and dermatological cancers and NRAS is 
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associated with haematological malignancies16. In particular, KRAS mutations are found 

in 90% of all pancreatic adenocarcinomas and around 40% of all colorectal cancer 

cases15.  

 

As well as point mutations, proto-oncogenes can be activated by larger chromosomal 

alterations such as gene amplifications and chromosomal translocations. Increased copy 

number, or amplification, of a specific chromosomal region containing a proto-oncogene 

leads to overexpression of the amplified gene and cellular transformation17. DNA 

double-strand breaks are believed to be responsible for initiating the amplification 

process which most likely occurs due to defects in DNA replication or telomere 

dysfunction18,19. One of the most well-studied amplifications is that of the MYC 

oncogene which is amplified in many types of cancer. The MYC family of genes (MYCC, 

MYCL and MYCN) code for transcription factors important in the activation of many 

pro-proliferative genes and are involved in DNA replication20. Amplification of MYCN 

is reported to occur in approximately 20% of all neuroblastoma cases along with other 

neuronal tumours and is associated with a poor patient prognosis and advanced tumour 

stage21.  

 

Tumour-suppressor genes 

The activation of proto-oncogenes alone is rarely enough to trigger the transformation of 

cells22. In contrast to oncogenic activation, the loss of certain genes, TSGs, can also 

contribute to neoplastic transformation. TSGs often carry out physiological roles 

designed to prevent tumour formation such as DNA repair, inhibition of cell division 

and the induction of apoptosis23. The first TSG was identified during studies on 

retinoblastoma (RB) which indicated that the inheritance of a single copy of the mutated 

RB gene alone was insufficient to transform retinal cells into tumour cells22. This led to 

the development of Knudsonõs two-hit hypothesis, suggesting that retinoblastoma was 

caused by two mutations, one of which is inherited through the germ line. Heterozygous 

individuals carrying the RB mutation do not develop tumours until a second, somatic 

mutation occurs leading to loss of heterozygosity (LOH) through alteration of both 

functional copies of the TSG RB present on homologous chromosomes22. It is now well 

established that all TSGs function in a recessive manner and require the inactivation of 

both alleles in order to become tumourigenic22,24.  
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The RB protein, pRb plays a key role in the regulation of the G1-S phase checkpoint of 

the cell cycle through interactions with the E2F family of transcription factors preventing 

their activation of pro-proliferative genes25. Phosphorylation of pRb by cell cycle 

regulators such as cyclin-dependent kinases (CDKs) in response to growth signals 

releases E2F and triggers cell cycle progression26. Therefore, loss of functional pRb leads 

to unregulated cell cycle control and explains its function as a canonical TSG. 

 

Loss of the TSG TP53 encoding the p53 protein is estimated to play a role in around 

50% of all human cancers and is the most frequently mutated gene in human 

malignancies27. Wild-type p53 is a key regulator of cell cycle progression and apoptosis. 

In response to DNA damage or cellular stress, p53 is post-translationally modified by 

numerous kinases involved in sensing DNA damage such as ataxia telangiectasia mutated 

(ATM) and ataxia telangiectasia and Rad3-related (ATR)28. These modifications prevent 

p53 binding to its negative regulator MDM2 which normally targets p53 for proteasomal 

degradation29. Stabilised p53 is then able to activate the expression of a large number of 

target genes involved in the inhibition of cell cycle progression at G1, allowing the DNA 

repair machinery to repair DNA damage prior to progressing through the cell cycle or, if 

unsuccessful, triggers cell death29.  

 

1.1.4 Hallmarks of cancer 

The accumulation of advantageous genetic changes provides cells with distinct biological 

capabilities allowing them to overcome the physiological barriers to tumour formation 

and these abilities have been coined with the term the òHallmarks of Canceró (figure 

1.1)2.  

 

Originally, six hallmarks were identified: sustained proliferative signalling, evasion of anti-

growth signals, resistance to apoptosis, maintained angiogenesis, replicative immortality 

and the ability to invade and metastasise2. More recently, additional hallmarks such as 

evasion of the immune response and reprogramming metabolism and cellular 

bioenergetics have also been included30. Underpinning the hallmarks are the principles of 

genetic instability and inflammation as well as the influence of tumour-associated cells 

within the tumour microenvironment31,32.  
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Sustained proliferative signalling 

The most fundamental trait of cancer cells is their ability to sustain cellular proliferation. 

Normal cells have strict mechanisms in place to regulate the production of growth 

signals and control entry and progression through the cell cycle. The ability of cancer 

cells to dysregulate these homeostatic mechanisms allows them to proliferate and expand 

uncontrollably2. Growth-promoting signals are usually relayed to cells through growth 

factor (GF) binding to cell surface receptor tyrosine kinases (RTKs) and activation of 

downstream signalling cascades33. Cancer cells can promote autocrine signalling loops by 

synthesising GFs themselves and expressing the appropriate receptor34. Glioblastomas 

and breast cancers are able to synthesise platelet-derived growth factor (PDGF) and 

transforming growth factor-a (TGFa) respectively35,36.  

 

GF receptors are also commonly overexpressed or mutated in many cancers, allowing 

cancer cells to become hyperresponsive to normal levels of GF or produce a mutant 

ligand-independent receptor capable of constitutive activation. For example, human 

epidermal growth factor receptor 2 (HER2) and epidermal growth factor receptor 

(EGFR) are commonly overexpressed in breast and head and neck cancers respectively37. 

Figure 1.1 The hallmarks of cancer. Adapted by permission from Elsevier, Cell, ôHallmarks 
of Cancer: The Next Generationõ, Hanahan & Weinberg, 2011.  
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Similarly, a mutant form of the EGFR is produced in human brain tumours lacking the 

extracellular ligand binding domain and is autophosphorylated leading to constant 

activation38. Mutations affecting downstream signalling components can bypass the need 

for GF stimulation altogether. For example, 40% of all melanoma cases are known to 

contain activating mutations in the B-Raf protein resulting in constitutive activation of 

the MAPK signalling pathway39. The disruption of negative feedback mechanisms 

normally in place to prevent excessive growth signalling can also lead to increased cellular 

proliferation. Mutations in Ras proteins are seen in around 25% of all tumours and leads 

to activation of pro-proliferative signalling through inhibition of the intrinsic GTPase 

activity of Ras which normally functions as an inhibitor of downstream signalling40.  

 

Evasion of growth suppressors 

Cancer cells must simultaneously adapt to overcoming the anti-growth signals that exist 

to prevent excess cell growth and division. Many of these anti-growth pathways are 

orchestrated by a network of TSGs that must be inactivated in order for cancer cells to 

escape their anti-proliferative signals2. Similar to pro-growth signals, anti-growth signals 

also function through cell surface receptors or receptors embedded in the extracellular 

matrix (ECM)2.  

 

Tumour cells can evade these anti-growth signals due to both genetic and epigenetic 

silencing of TSG functions. Most anti-growth signals converge on two key regulatory 

proteins, pRb and p53 that act as guardians of cell cycle progression and DNA damage. 

Therefore disruption of the components of these two pathways is common in a large 

variety of cancers41. For example, in many cancer types, downregulation or expression of 

inactive, mutated isoforms of the transforming growth factor Ǡ (TGF-b) receptors (e.g. 

TGFBR1 and TGFBR2) lead to loss of response to TGF-b signalling and subsequently 

pRb inactivation42. Likewise, components of the p53 pathway are also inactivated in 

cancers. For example, loss of the p14ARF gene results in unrestricted mouse double 

minute 2 homolog (MDM2)-mediated ubiquitination and degradation of p5343. Loss of 

the TP53 gene is the most common mutation seen in the vast majority of cancers and 

leads to drastic loss of cell cycle regulation27. 
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Resistance to apoptosis 

Apoptosis is a crucial mechanism responsible for orchestrating cell death in response to 

irreparable DNA damage or cellular stress which is often encountered by tumour cells 

due to the high levels of genetic instability, oncogenic stress and hypoxia44. Therefore, 

cancer cells must acquire the ability to avoid this cellular response by inhibiting the 

apoptotic pathways.  

 

Cancer cells have evolved a variety of strategies for overcoming the activation of 

apoptosis in response to cellular stress. The most common mechanism is through loss of 

p53 function which normally responds to cellular stress by upregulating a number of pro-

apoptotic genes including BAX, PUMA, NOXA and APAF-145ð47. However, cancer cells 

also commonly overexpress anti-apoptotic members of the Bcl-2 family. For example, 

translocation of the BCL-2 gene leads to constitutive expression in B-cell lymphomas, 

whereas amplification of the BCL-XL and MCL-1 genes have been identified in several 

cancers48ð50.  

 

Replicative immortality 

One major barrier to tumour growth is the limited number of replicative cycles that 

normal cells can undertake before entering a terminally differentiated, nonproliferative 

state called senescence30. This process can be driven by the natural shortening of 

chromosomes or by oncogenic stress and DNA damage51. Telomeres protect the ends of 

chromosomes from fusion or recognition as sites of DNA damage. During each 

replicative cycle approximately 50-100 bp of telomeric DNA are lost from the 

chromosomes due to the inability of DNA polymerase to fully replicate the 3õ ends of 

chromosomal DNA2. Eventually, the shortened telomeres are no longer able to protect 

the chromosome ends and cells enter replicative senescence52. It is the acquired 

maintenance of these shortened telomeres that allow cancer cells to replicate 

indefinitely53. Telomerase is a ribonucleoprotein complex capable of synthesising new 

telomeric DNA repeats to reverse the loss of DNA from the 3õ ends of chromosomes54. 

Telomerase activity is silent in normal cells but is upregulated in 80-90% of all cancers55. 

In addition a telomerase-independent mechanism of telomere maintenance, the 

alternative lengthening of telomeres (ALT), is activated in 10-15% of all tumours and 

represent a different mechanism to bypassing senescence56. 
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Inducing angiogenesis 

Growing tumours require a constant supply of oxygen and nutrients delivered by the 

surrounding vasculature to survive. However, as the tumour grows to a larger size the 

natural blood supply is insufficient to supply the cancer cells with enough oxygen and 

nutrients to continue expanding2. The sprouting of new blood vessels from existing 

vessels, or angiogenesis, can be transiently activated in certain physiological processes 

such as wound healing whereas it is almost always activated in growing tumour cells57.  

 

Angiogenesis is controlled by a strict balance between pro- and anti-angiogenic signalling 

factors. Tumour cells alter this balance to promote angiogenesis in a variety of ways 

including the production of pro-angiogenic factors, the recruitment of angiogenic factors 

present in the ECM and the hijacking of nearby host cells such as macrophages58. One 

major form of signalling involves soluble factors such as vascular endothelial growth 

factor (VEGF) and fibroblast growth factors (FGF1/2) binding to receptors on the 

surface of endothelial cells in existing blood vessels to trigger cell proliferation59. In the 

vast majority of cancers, VEGF expression is upregulated in response to elevated growth 

factor signalling or hypoxia through hypoxia-inducible factor (HIF) activation60. As well 

as inducing endothelial cell proliferation VEGF also induces remodelling of the ECM 

through the activation of proteases to improve the permeability of the ECM to cell 

migration61. Similarly, FGF is also overexpressed in many cancers and promotes ECM 

remodelling cell proliferation and migration62. 

 

Invasion and metastasis 

Metastasis is a complex process involving a sequential series of events, resulting in the 

formation of distant secondary tumours, defined as the invasion-metastasis cascade 

(figure 1.2)63. Dysregulation of a multitude of signalling pathways is required to enable 

each stage of the cascade and modify the local tumour microenvironment to promote 

invasion and migration64. One key mechanism by which carcinoma cells achieve this is by 

hijacking a normal biological programme called the epithelial-mesenchymal transition 

(EMT) involved in embryonic morphogenesis and wound healing65. 

 

The EMT pathway leads to loss of cell-cell junctions and loss of cell polarity, allowing 

cells within epithelial layers to dissociate into individual cells with mesenchymal 

characteristics including enhanced invasiveness65. E-cadherin is the most abundant 



 31 

adhesion protein and its expression is downregulated in the vast majority of epithelial 

cancers66. Loss of E-cadherin is now considered a major hallmark of invasion and 

metastasis.  

 

 

 

 

 

Immune evasion 

Due to cross-talk between tumour cells and immune cells the ability of cancer cells to 

avoid destruction by the host immune response is now recognised as another hallmark of 

cancer30. The importance of immune evasion is evidenced by the elevated frequency of 

cancers seen in immunocompromised individuals67. One mechanism of immune 

suppression employed by cancer cells involves hijacking normal immune suppressive 

cells such as regulatory T cells (Tregs) and myeloid-derived suppressor cells (MDSCs) 

which are recruited to the tumour microenvironment via tumour-derived chemokines68,69. 

Additionally, tumour-derived TGF-b has been shown to stimulate the conversion of 

CD4+ T cells into Tregs in situ70. Many tumour cells also display defective antigen 

processing machinery affecting the function of the major histocompatibility complex 1 

(MHC-1) pathway, leading to loss of tumour antigen recognition by cytotoxic T 

lymphocytes (CTLs)71. The production of immunosuppressive cytokines such as 

Figure 1.2 The invasion-metastasis cascade. Cancer cells acquire the ability to 1) invade into 
the extracellular matrix, 2) intravasate into nearby blood vessels, 3) survive in the circulation, 4) 
extravasate into distant tissue, 5) survive the foreign microenvironment to form a micrometastasis 
and 6) re-initiate their proliferative cycle to generate a macroscopic secondary tumour. 
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interleukin-10 (IL-10), colony-stimulating factor 1 (CSF-1) and tumour necrosis factor Ɲ 

(TNFa) by both tumour cells and tumour-associated cells can also lead to inhibition of 

CTLs72,73.   

 

Reprogramming cellular metabolism 

Rapidly proliferating cancer cells must adopt a metabolic program that fulfils the 

increased energy demand, biosynthetic requirements and redox balance needed to sustain 

cell growth74. Thus, the ability of cancer cells to alter the normal cellular metabolic 

machinery to enable growth in conditions such as hypoxia and acidosis is now also 

recognised as a key hallmark of cancer30. In aerobic conditions, normal cells generate 

energy via oxidative phosphorylation coupled with ATP synthesis in the mitochondria. 

Yet, even under aerobic conditions cancer cells display a preference for glycolytic energy 

production; a phenomenon known as the Warburg effect75,76. However, cancer cells must 

employ additional mechanisms to compensate for the 18-fold reduction in ATP 

production by glycolysis compared with mitochondrial respiration, predominantly 

through the upregulation of many genes involved in the glycolytic process (see section 

1.5 for details)77. An additional advantage of the Warburg effect and elevated glycolysis is 

the production of intermediates for several biosynthetic pathways. For example, glucose-

6-phosphate (G6P) can be diverted to the pentose phosphate pathway (PPP) and used to 

synthesise nucleotides and nicotinamide adenine dinucleotide phosphate (NADPH)78,79. 

Similarly, dihydroxyacetone phosphate (DHAP) can be used in lipid biosynthesis and 

organelle biogenesis essential for maintaining tumour growth and division78,79. In addition 

to glycolysis, cancer cells also utilise various other metabolic pathways including 

glutaminolysis, lipid metabolism and amino acid metabolism to regulate energy 

production (see section 1.5 for details). 

 

Genomic instability and mutation 

The progressive acquisition of the hallmarks of cancer depends on the accumulation of 

genomic instability and subsequent genetic damage over time30. Advantageous mutations 

allow subpopulations of cancer cells within a tumour to expand and outgrow other 

subpopulations. Therefore, multistep tumourigenesis can be defined as a series of clonal 

expansions where each cell division is triggered by genetic diversification and clonal 

selection of an advantageous genotype80. The major source of genomic instability in 

human cancers is chromosomal instability (CIN) however, there are numerous other 
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forms including microsatellite instability (MSI) and instability associated with an 

increased frequency of point mutations81,82.  

 

In most hereditary cancers genomic instability, primarily CIN and MSI, is directly linked 

to mutations in DNA repair genes. For example, germline mutations in the DNA base 

excision repair gene MYH are linked with MYH-associated polyposis and predispose 

individuals to colorectal cancer83. The òmutator hypothesisó states that genomic 

instability is present in precancerous lesions and that cancers develop by increasing the 

rate of spontaneous mutations84. However, genomic instability in sporadic cancers arises 

due to oncogene-induced DNA replication failure and subsequent DNA damage85. DNA 

double-strand breaks lead to activation of the DNA damage checkpoint machinery, such 

as p5386. Eventually, tumour suppressor gene loci will be targeted by this pathway to 

release cancer cells from the tumour-suppressive effects of the DNA damage repair 

pathways86. This model has been proposed to explain the frequent loss of common 

TSGs such as p53 and ATM seen within the vast majority of cancers and how this then 

contributes to genomic instability87.    

 

Inflammation 

Tumours are commonly infiltrated by vast numbers of cells from the immune system 

and so inflammation, and the inflammatory response are now recognised as a tumour-

promoting characteristic88,89. An inflammatory microenvironment is an essential 

component of all tumours and it is estimated that 15-20% of all cancer-related deaths are 

caused by underlying infection and chronic inflammation88,90. Inflammation can initiate 

tumour formation by inducing DNA damage and CIN, promote tumour development by 

increasing proliferation and resistance to apoptosis and increase invasive and metastatic 

potential by inducing angiogenesis and ECM remodelling91.   

 

During chronic inflammation, numerous intracellular signalling pathways are activated 

including the PI3K/Akt and MAPK pathways92,93. This stimulates the production of pro-

inflammatory cytokines and chemokines and attracts immune cells to the tumour 

microenvironment93. Tumour-associated macrophages (TAMs) are one of the most 

abundant immune cells recruited to the tumour microenvironment by chemokines such 

as chemokine (C-C motif) ligand 2 (CCL2) and CSF-194,95. TAMs promote 

tumourigenesis in a variety of ways by inducing angiogenesis and remodelling the 
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ECM96,97. TAMs also directly promote cell proliferation and migration through the 

secretion of GFs such as epidermal growth factor (EGF) and VEGF98,99. An 

inflammatory microenvironment can also cause an increase in the rate of mutations and 

genomic instability through the production of reactive oxygen species (ROS) and 

subsequent increase in DNA damage100. 

 

1.1.7 Cancer treatment strategies 

Many different treatments are available depending on the type of cancer, tumour location 

and stage of clinical progression. Conventionally, surgery alone or in combination with 

either radiotherapy or chemotherapy is used to treat a large number of cancers. However, 

recent advances have led to the development of more specialised therapeutics including 

hormone therapy, immunotherapy, targeted therapy and precision medicine (Cancer 

Research UK, 2018).  

 

Surgery 

Surgery, or resection, is one of the mainstay treatments used to treat a large number of 

cancers as it reduces the amount of surrounding tissue damage when compared with 

radiotherapy or chemotherapy101. Surgery is a localised treatment used to treat many solid 

tumours that are contained within a single region of the body and is therefore not used 

to treat certain cancer types such as leukaemias and some lymphomas as well as advanced 

metastatic cancers where there is an increased likelihood of cancer cells spreading 

throughout the body (Cancer Research UK, 2018).  

 

Radiotherapy 

Radiotherapy is a treatment which uses high-energy ionising radiation, usually in the 

form of x-rays, to shrink and destroy cancer cells. At high doses, ionising radiation can 

kill cancer cells by damaging DNA, inducing cell cycle arrest and triggering apoptosis 

either directly or indirectly through the production of free radicals101. However, 

radiotherapy also leads to damage of nearby normal tissue and can cause unwanted side 

effects such as tiredness and soreness which usually disappear within a few weeks 

(Cancer Research UK, 2018). Therefore, radiation doses are usually divided into smaller 

doses called fractions administered over several weeks to allow healthy cells to recover in 

between (Cancer Research UK, 2018). Nearly 50% of all cancer patients will receive 

some form of radiotherapy during their course of treatment (Cancer Research UK, 
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2018). However, this is most often in combination with other therapies such as surgery 

or chemotherapy. 

 

Chemotherapy 

Chemotherapy is a form of anti-cancer drug treatment designed to either stop cancer 

cells from growing with the use of cytostatic drugs or to kill cancer cells with cytotoxic 

drugs102. Treatment may involve the use of a single chemotherapeutic agent or a 

combination of drugs often alongside other treatments including surgery and 

radiotherapy (Cancer Research UK, 2018). However, as chemotherapeutic drugs target 

dividing cells, some normal cells are also damaged during treatment leading to unwanted 

side effects such as hair loss, nausea and tiredness. During more intense courses of 

treatment, patients may also become immunocompromised as a result101. 

 

There are many different types of chemotherapy drugs that are categorised based on 

their mode of action and chemical structure which can be used in combination therapies 

to maximise the therapeutic response. Alkylating agents such as nitrogen mustards (e.g. 

CytoxanÑ) and nitrosoureas (e.g. streptozocin) directly damage DNA by alkylating 

guanine bases causing DNA strand breaks and ultimately, cell death103. Alkylating agents 

are used to treat a number of cancers including lymphoma and leukaemia103. 

Antimetabolites are chemical compounds that mimic the normal function of purine or 

pyrimidine bases of DNA and RNA and block cell cycle progression by 

misincorporation during S phase104. Common antimetabolites used to treat cancers such 

as ovary, breast and colon include 5-fluorouracil (5-FU) and 6-mercaptopurine (6-MP)104. 

Anti-tumour antibiotics are drugs derived from natural products and include the family 

of anthracyclines (e.g. Doxorubicin) which function by disrupting the activity of DNA 

replication enzymes101. Topoisomerase inhibitors prevent the unwinding of DNA and 

thus block DNA replication. They are used to treat a many cancer types including 

ovarian, gastrointestinal and lung cancers105. Examples include the topoisomerase 1 

inhibitors topotecan and irinotecan and topoisomerase II inhibitors etoposide and 

teniposide105. Plant alkaloids including vinca alkaloids (e.g. vincristine) and taxanes (e.g. 

paclitaxel) are agents derived from certain types of plants. They prevent cell division by 

disrupting mitosis often by acting as anti-microtubule-forming agents106.  
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Molecular targeted therapy 

With more recent advances in the understanding of the genetic basis of cancer and the 

role of the tumour microenvironment in cancer growth and development new 

therapeutics have been developed to target specific genes or proteins involved in 

tumourigenesis107. This has enabled the concept of tailoring treatment to individual 

patients with specific molecular targets. By targeting specific proteins or genes that are 

overexpressed or mutated in cancer cells the risk of harmful side effects to non-

cancerous cells is greatly reduced108. The two main forms of targeted therapy are 

monoclonal antibodies (MABs) and small molecule inhibitors. Most of these therapeutic 

agents target several growth factor signalling pathways such as the EGFR, VEGF 

receptor (VEGFR) and HER2/neu pathways108.  

 

MABs typically target extracellular components of these pathways such as the ligands and 

the ligand-binding domains of the receptors. For example, trastuzumab (Herceptin) is a 

MAB targetting HER2/neu which is overexpressed in around 25% of all breast 

cancers109. Similarly, the anti-EGFR MAB cetuximab (Erbitux) is used to treat colorectal 

and head and neck cancers108. Some MABs also function to alter the tumour 

microenvironment. Targetting VEGF signalling inhibits cancer growth and development 

by blocking angiogenesis110. The use of the anti-VEGF MAB bevacizumab (Avastin) is 

approved for the treatment of non-small cell lung cancer and colorectal cancers111,112. 

 

On the other hand, small molecule inhibitors capable of entering cells often disrupt 

intracellular signalling molecules and RTK activity that affects cancer cell proliferation, 

migration and angiogenesis107. For example, the successful treatment of chronic myeloid 

leukaemia (CML) patients where malignancy is driven by the BCR-ABL translocation 

with the anti-ABL inhibitor imatinib indicates the potential benefits of small molecule 

targeted therapy113. Similarly, the anti-EGFR inhibitors erlotinib and gefitinib have been 

used in the treatment of non-small cell lung cancer as well as the anti-HER2/neu 

inhibitor lapatinib in breast cancer patients with HER2 overexpression107.  

 

Immunotherapy 

The discovery of tumour-specific immune responses has also led to the development of 

immunotherapeutics that aid the host immune system in recognising and attacking 

cancer cells114. Two main types of immunotherapy currently exist: immune checkpoint 
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inhibitors and T-cell therapy115. Immune checkpoint proteins act as negative regulators of 

T-cell activation to modulate and fine-tune the immune response to exert specific 

biological effects116. Two of the most commonly-targeted checkpoint proteins are 

cytotoxic T-lymphocyte antigen 4 (CTLA4) and programmed cell death 1 (PD1)116. 

CTLA4 functions as a negative regulator of T-cell activation by disrupting the co-

stimulatory effects of the cell surface receptor CD28117. mAbs targetting CTLA4, such as 

ipilimumab, have now been approved for the treatment of late-stage melanoma118. 

Similar to CTLA4, PD1, a transmembrane glycoprotein, also functions as a negative 

regulator of T-cell activation but through the inhibition of intracellular signalling 

pathways such as PI3K-AKT pathway119. The anti-PD1 mAbs nivolumab and 

pembrolizumab were the first approved PD1-targeted therapies for melanoma patients120. 

The use of pembrolizumab has since been extended to a range of other cancers including 

non-small-cell lung carcinoma that show high expression of the PD1 ligand PDL1121. 

 

Adoptive T-cell (ATC) therapy involves the extraction, culturing and reinfusion of a 

patientõs own immune cells that can be engineered to recognise and destroy cancer 

cells122. The two main forms of ATC involve tumour-infiltrating lymphocytes (TILs) and 

chimeric antigen receptors (CAR). TILs were originally used in the treatment of 

melanoma patients where lymphocyte expansion was achieved using interleukin-2123. 

However, one limitation of this therapy is the need for anti-tumourigenic T-cells to be 

present within the tumour122. Due to the challenges associated with expanding T-cells in 

vitro, synthetic CARs have been developed that can direct cytotoxicity to specific 

molecules on the surface of cancer cells through genetic modification of isolated patient-

derived T-cells122. For example, the first CAR-T therapies aimed at targetting CD19-

expressing B-cells for the treatment of B-cell cancers such as lymphocytic leukaemia124. 

One major challenge with CAR-T therapy is the need for a tumour-specific target antigen 

to be present on the cell surface as loss of these antigens, such as CD19, are a common 

cause of treatment failure125.  

 

Precision medicine 

One of the major challenges associated with cancer therapeutics is that every tumour has 

a different mutational landscape such that every tumour is genetically unique. 

Traditionally, appropriate treatments for different cancer types have been guided by large 

sample-based epidemiological studies which does not take into account the genetic 
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variability that exists between individual patients126. The aim of modern personalised 

medicine is to utilise current genomic, proteomic and metabolomic profiling techniques 

to fully understand each individual tumour to determine who will respond to a particular 

therapy127. Along with information about a patientõs family history, personal factors (e.g. 

age, sex, race) and overall health, a complete genetic picture of the cancer can be 

compiled and used to prescribe the best course of therapeutics.  

 

For example, tamoxifen is a standard hormone therapy prescribed to steroid receptor-

positive breast cancer patients. A member of the cytochrome P450 family of enzymes, 

cytochrome P450, family 2, subfamily D, polypeptide 6 (CYP2D6), is responsible for 

metabolising tamoxifen into the active metabolites 4-hydroxytamoxifen and endoxifen128. 

However, it is now known that multiple allelic variants of CYP2D6 exist that differ in 

their ability to metabolise tamoxifen with both non-functional and severely impaired 

variants associated with higher recurrence of breast cancer129. Therefore, genotyping of 

CYP2D6 prior to treatment can be used to predict the outcome to therapy and guide 

clinical decisions regarding adjuvant endocrine treatments127. 

 

1.2 Colorectal cancer  

 

1.2.1 Colorectal cancer incidence and survival rates 

With over 1.8 million new cases of colorectal cancer diagnosed in 2018 and over 860,000 

deaths worldwide, colorectal cancer is the third most commonly diagnosed cancer 

accounting for around 11% of all cases1. It is also the second most common cause of 

cancer-related mortality worldwide accounting for 9.2% of all cancer-associated deaths1. 

In the UK, colorectal cancer is the fourth most diagnosed cancer and the second most 

common cause of cancer-related death (Cancer Research UK, 2018). The risk of 

developing colorectal cancer varies significantly between regions and appears to be most 

prevalent in developed countries and correlates with an increasing human development 

index1. The rising incidence in many countries is associated with several risk factors 

including eating processed meat, alcohol, smoking, lack of exercise and obesity; many of 

which reflect the development of a more Western lifestyle in transitioning countries 

(Cancer Research UK, 2018). One major risk factor associated with colorectal cancer 

incidence, and particularly mortality, is age. In the UK, both incidence and mortality rates 
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rise significantly above the age of 54 with almost 50% of cases appearing in people aged 

75 and over (Cancer Research UK, 2018).  

 

However, approximately 58% of patients diagnosed with colorectal cancer in the UK are 

expected to survive for five years or more, dropping to 52% and 54% ten-year survival in 

males and females respectively (Cancer Research UK, 2018). As expected, survival rates 

decrease with increasing age as well as the stage of the disease at diagnosis, with those 

diagnosed with stage 4 colorectal cancer having a 10% five-year survival rate (Cancer 

Research UK, 2018).  

 

1.2.2 Colorectal cancer development 

Colorectal cancer (CRC) describes malignancies that originate in any region of the colon 

or rectum. Most CRCs begin as a benign, pre-cancerous growth called an adenomatous 

polyp within the intestinal mucosa130. These polyps consist of localised aggregations of 

epithelial cells that obtrude into the lumen130. As these cells divide, they acquire sufficient 

genetic and epigenetic changes that promote excessive proliferation and provide a 

selective survival advantage, ultimately giving rise to a malignant carcinoma131,132. This 

sequential series of events has been termed the adenoma-carcinoma sequence and can be 

characterised stagewise by a combination of histological, morphological and genetic 

traits130,131,133.  

 

Three major types of CRC have been described. Approximately 75% of CRCs are 

sporadic and occur in people with no familial history or genetic predisposition134. 

Another 20-30% of CRCs are found in patients with a family history of the disease135. 5-

10% of all CRC cases are due to rare hereditary predispositions including hereditary non-

polyposis colon cancer (HNPCC), Lynch syndrome which accounts for 3-4% of cases 

and familial adenomatous polyposis (FAP) accounting for 1% of CRCs136. Other rare 

hereditary conditions such as MYH-associated polyposis (MAP), hyperplastic polyposis 

and hamartomatous polyposis syndromes make up less than 1% of all cases136.  

 

The Fearon and Vogelstein model was developed describing a genetic model for 

colorectal tumourigenesis137. This model proposes that the accumulation of a specific 

series of mutations and epigenetic changes leading to the activation of oncogenes and 

inactivation of TSGs triggers the development of CRC137. Although these mutational 
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events often occur in a defined sequence, it is the overall combination of the changes 

that are important for tumour development137. Critical to this model is the underlying 

genomic instability seen within the vast majority of CRCs138. Three major pathways 

contributing to the genomic instability of CRCs are the chromosomal instability (CIN), 

microsatellite instability (MSI) and CpG island methylator phenotype (CIMP) 

pathways139. 

 

Chromosomal instability pathway 

Approximately 70% of sporadic CRCs develop through the CIN pathway and are 

characterised by structural and numerical (aneuploidy) chromosomal abnormalities, 

chromosomal rearrangements and LOH at key TSG loci82. In addition, these tumours 

show an accumulation of mutations in specific oncogenes such as KRAS and BRAF and 

TSGs such as APC, TP53 and SMAD4140. According to the Fearon-Vogelstein model, 

inactivation of APC is the initiating event, followed by oncogenic KRAS mutations 

during the adenomatous stage and eventually inactivation of TP53 and deletion of 

chromosome 18q during the transition to malignancy137.  

 

Activation of the Wnt signalling pathway via mutations in the APC gene is critical to the 

onset of tumourigenesis141. APC mutations are found in 80-90% of CRC patients whilst 

gene silencing through promoter hypermethylation is seen in 18% of CRC cases142,143. 

Germline mutations in the APC gene are responsible for hereditary FAP with identical 

somatic mutations present in approximately 60% of sporadic CRCs144. Additionally, 

independent mutations of b-catenin are seen in around 50% of CRCs145. Disruption of 

the Wnt signalling pathway leading to the accumulation of nuclear b-catenin and 

transcriptional activation induces the proliferation, migration and invasion of CRC 

cells146.  

 

Activation of the proto-oncogene KRAS during the adenomatous stage is seen in around 

40% of all CRC cases147. Activating mutations in codons 12 and 13 predominantly 

involving the substitution of glycine for aspartate are responsible for 90% of activating 

KRAS mutations in developing colorectal tumours148. Interestingly, in patients with wild-

type KRAS, the lack of response to targeted EGFR therapy is reportedly due to BRAF 

mutations conferring resistance to treatment149.  
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Inactivating TP53 mutations are strongly associated with the progression of CRC from 

adenoma to carcinoma and loss of p53 function is seen in 50-75% of CRC cases150,151. 

The most common TP53 mutations are missense mutations within the DNA binding 

domain and it has been reported that mutant p53 may inhibit remaining wild-type p53 

through a dominant-negative mechanism152. Similarly, the loss of chromosome 18q21 is 

commonly associated with the adenoma-to-carcinoma transition and is detected in 

around 70% of CRC cases153. Several potential TSGs involved in CRC progression are 

found on chromosome 18q including SMAD2 and SMAD4154. SMAD4 has been shown 

to be inactivated in advanced-stage CRC and may contribute to tumour development by 

conferring resistance to the anti-growth TGF-b signalling pathway155,156.  

 

Microsatellite instability pathway 

The MSI pathway is characterised by defects in the DNA mismatch repair (MMR) 

machinery and is found in 15-20% of sporadic CRC cases and is responsible for >95% 

of HNPCC cases157. DNA replication errors commonly occur in repetitive sequence 

elements called microsatellites158. Defective DNA repair due to mutant MMR genes leads 

to an accumulation of genetic alterations and a hypermutator phenotype158. HNPCC is 

caused by germline mutations in several MMR genes including MutL homolog 1 

(MLH1), MutS homolog 2 (MSH2), postmeiotic segregation increased 2 (PMS2) and 

MutS homolog 6 (MSH6) and predisposes individuals to developing CRC136.  

 

However, MMR deficiency in sporadic CRCs is caused predominantly by epigenetic 

silencing of MMR genes, particularly MLH1, by promoter hypermethylation159. The MSI 

status of colorectal tumours can be identified using a standard panel of five microsatellite 

markers160. Tumours are then classified according to the number of altered microsatellites 

present. MSI-high (MSI-H) tumours have at least two altered microsatellites, MSI-low 

(MSI-L) tumours have a single altered microsatellite whilst those with no alterations are 

microsatellite stable (MSS)160. TGFBR2 is the most affected gene in the MSI-H pathway, 

harbouring a poly-adenine tract that is susceptible to mutation when the MMR 

machinery is defective and is mutated in 85% of MSI-H CRC cases161. This generates a 

truncated, inactive form of the receptor that renders CRC cells resistant to the anti-

growth signals of TGFb162. 

 

 



 42 

CpG island methylator phenotype pathway 

Transcriptional silencing of genes by DNA hypermethylation within CpG islands of gene 

promoters is now widely recognised as the third major pathway of TSG inactivation and 

cancer development163. Aberrant DNA methylation is seen in 30-40% of sporadic 

colorectal carcinomas, designated as CIMP-positive (CIMP+) tumours164. The CIMP 

status of CRCs is defined according to the methylation status of a panel of CpG target 

sites within selected genes, however, the genes making up this panel are widely 

debated165,166.  

 

At least three molecularly distinct subclasses of CRCs based on genetic and epigenetic 

changes have been defined based on this analysis167. CIMP+ tumours can be divided into 

two types. 80% of CIMP-high tumours display an MSI-H phenotype due to 

hypermethylation of MLH1 and are commonly associated with BRAF mutations (53%) 

whereas CIMP-low tumours with wild-type BRAF are characterised by mutant KRAS 

(92%) and are usually MSS or MSI-L167. On the other hand, CIMP-negative tumours are 

predominantly MSS with wild-type BRAF and KRAS but have a high rate of TP53 

mutations (72%)167. In addition, chromosome 18q LOH correlates with CIMP-negative 

CRCs but is inversely related to both CIMP-high and CIMP-low tumours168.  

 

1.2.3 Consensus molecular subtyping of colorectal cancer 

Due to the highly heterogeneous nature of CRC and the variety of pathways that lead to 

its development, many attempts have been made to classify CRCs into distinct categories 

based on combinations of genetic alterations, immunological traits and 

microenvironmental characteristics to better our understanding of the disease and to 

guide the development of more effective precision medicine169. However, in order to 

remove inconsistencies and discrepancies between different subtyping systems, a 

comprehensive cross-system analysis comparing six independently developed CRC 

subtyping algorithms enabled the classification of CRCs into four consensus molecular 

subtypes (CMS) (figure 1.3)170.  

 

The different CMS groups 1-4 can be defined based on combinations of their 

chromosomal instability status, genetic mutations, immune markers and clinical 

prognosis170. Importantly, CRC cell lines commonly used in vitro to study CRC have also 

been classified into CMS subtypes and have been shown to recapitulate the 
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characteristics and behaviour of primary CRC tumours allowing for more accurate and 

translational basic research171. Furthermore, few biomarkers currently exist that are 

utilised to assess CRC patients in the clinic. Although, the CMS categories display 

enrichment for some genetic markers it is the combination of CMS subtype analysis with 

next-generation omics data that provides potential therapeutic guidance172. For example, 

transcriptomic and proteomic analysis of the metabolic adaptation seen in CMS3 

tumours could identify novel targeted therapy options.   

 

 

 

 
 
 

1.2.4 Current therapeutic strategies 

Clinically, CRC can be categorised into five main stages: Stage 0, 1, II, III and IV with 

further division into substages based on a universal scoring system (Table 1.1) designed 

by the American Joint Committee on Cancer (AJCC). Treatment for stage 0 CRC is 

surgery, either a polypectomy or colonoscopic excision, to remove the adenomatous 

polyp from the mucosal layer173. 

 

Surgery to remove the tumour and possibly nearby lymph nodes is also often the only 

necessary treatment required for stage I CRCs. The type of surgery required depends on 

both the size and location of the tumour173. The initial treatment for stage II-III CRCs is 

surgical resection of the tumour and surrounding lymph nodes however, if the cancer is 

classified as high-risk then adjuvant chemotherapy may be recommended. The presence 

of MSI is a good prognostic marker and is often used to determine stage II patients with 

a low risk of recurrence with no benefit to administering chemotherapy174. On the other 

Figure 1.3 Consensus molecular subtype categorization of CRCs. Adapted by permission 
from Springer Nature, Nature Medicine, ôThe consensus molecular subtypes of colorectal 
cancerõ, Guinney et al, 2015. 
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hand, LOH at chromosome 18q is considered a poor prognostic factor in stage II CRCs 

and indicates those patients may benefit from adjuvant chemotherapy175. For stage II 

CRCs requiring chemotherapy and most stage III CRCs the recommended 

chemotherapeutic agent is 5-FU or capecitabine, an oral form of 5-FU, given as a 

monotherapy. In more advanced/high-risk stage II/III cancers 5-FU can be given in 

combination with oxaliplatin and/or leucovorin (FOLFOX regime) or capecitabine plus 

oxaliplatin (CapeOx regime)176. 

 

Stage Description Five-year 

survival (%) 

0 Tumour confined to mucosa; cancer in situ - 

I Tumour invades into submucosa 93.2 

IIA  Tumour reaches outer layer of colon; no spread to 

nearby tissue/lymph nodes 

84.7 

IIB Tumour grows through wall of colon to the 

peritoneum; no spread to nearby lymph nodes 

72.2 

IIC See IIB; tumour grows into nearby organs or 

structures such as the stomach 

- 

IIIA  Tumour reaches outer layer of colon; found in 

nearby lymph nodes 

83.4 

IIIB  Tumour grows through peritoneum and/or nearby 

organs; found in 1-3 nearby lymph nodes 

64.1 

IIIC  See stage IIIB; cancer cells found in 4 or more 

nearby lymph nodes 

44.3 

IVA Cancer has metastasised to one distant site 8.1 

IVB Cancer has metastasised to 2 or more distant sites - 

 

    

 
 
 
 
Approximately 20-30% of CRC patients present with metastases at the time of diagnosis 

and 50% of early-stage CRC patients will relapse with metastatic disease177. Metastases 

occur primarily to the liver (50% of cases) and the lung (10-15% of cases) but also to the 

bone and, less commonly, the brain178. Metastatic CRC (mCRC) has a dismal prognosis 

with a 5-year survival rate of <10%179. For stage IV patients with resectable metastases, 

surgical resection remains the first line of treatment coupled with a preoperative 

Table 1.1. Clinical stages of colorectal cancer. The clinical stages of colorectal cancer as 
defined by the American Joint Committee on Cancer (AJCC) based on the TNM scoring system 
comprised of T: growth and size of the tumour, N: spread to nearby lymph nodes and M: 
Metastasis to distant sites. Statistics taken from the AJCC Cancer Staging manual.   
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FOLFOX regime and adjuvant 5-FU based chemotherapy180,181. For non-resectable stage 

IV tumours the standard of care is either a FOLFOX or 5-FU combined with irinotecan 

(FOLFIRI) regime in combination with a targeted MAB therapeutic against either VEGF 

or EGFR such as bevacizumab or cetuximab respectively182. 

 

More recently, advanced targeted therapeutics have been developed to help treat 

individual patients with advanced colorectal cancer (stave IV) based on the genotype of 

the tumour. For example, a phase III clinical trial of a multi-kinase inhibitor regorafenib 

capable of targeting VEGFR, fibroblast growth factor receptors (FGFRs) and PDGFRs 

provides significant survival benefit to patients with highly advanced metastatic 

colorectal cancer who have been unresponsive to first-line treatments183. 

 

1.3 Tumour hypoxia and the hypoxic response 

 

1.3.1 Physiological oxygen levels 

Maintenance of cellular oxygen (O2) levels is critical to preserving tissue homeostasis in 

multicellular eukaryotes, as insufficient or excess O2 can have profound effects on 

aerobic metabolism and cellular bioenergetics. In addition, the formation of harmful 

ROS can have damaging consequences for cells and tissues. Thus, several defensive and 

regulatory mechanisms have evolved to protect cells from fluctuations in O2 tension.  

    

Normoxia is used to describe ônormalõ atmospheric O2 levels; equivalent to 159.6 mmHg 

(21% O2), however, this is not an accurate measurement for tissue oxygenation as cells 

and organs are exposed to a wide range of physiological oxygen tensions184. Tissue 

normoxia or ôphysoxiaõ is therefore used to describe more accurately the physiological O2 

tension found in peripheral tissues. For example, the oxygen tension in arterial blood is 

approximately 70 mmHg (9.5% O2) whereas oxygen levels in peripheral tissues can range 

between 3-10% O2
184,185. Below the lower limit of physoxia (~ 3% O2), the term 

physiological hypoxia is used to describe the oxygen tension at which cells respond to 

restore their normal O2 levels and is assumed to be in the range of 2-6% O2 depending 

on the tissue type184. More importantly, pathological hypoxia is seen in acute and chronic 

pulmonary disease, cardiovascular disease and cancer, and is associated with loss of the 

homeostatic mechanisms in place to restore O2 levels. It is defined approximately as < 
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7.6 mmHg (< 1% O2) but can range between 0.3-4% O2 with 0% O2 defined as 

anoxia184,186.         

 

1.3.2 Development of tumour hypoxia 

Due to the rapid proliferation and growth of cancer cells limiting the availability of 

oxygen, hypoxia (< 7.6 mmHg O2) is a common microenvironmental feature of nearly all 

solid tumours; the most common form of cancer186,187. Physiological O2 levels in the 

colon epithelium, for example, are maintained around 50 mmHg O2 (6%) whereas 

colorectal tumour oxygen tension is measured at < 1.3% O2 and is often found 

surrounding a central necrotic core184,188. Hypoxic regions are identified in approximately 

45% of colorectal tumours and contribute to their metastatic potential whilst conferring 

resistance to chemotherapeutic and radiotherapeutic treatments.189ð191. Hypoxia is also 

associated with worse patient prognosis190,192. 

 

The rapid, uncontrolled growth and metabolic demand of tumours quickly outweigh the 

oxygen available to proliferating cells due to insufficient blood supply. Therefore, 

tumours must stimulate the formation of their own vasculature in order to grow beyond 

1mm in diameter193,194. However, the newly formed vascular architecture is chaotic and 

leaky, and displays many functional aberrations, thereby reducing blood flow and oxygen 

delivery to cells. This leads to the development of chronically hypoxic regions within 

tumours193,195. In addition, the increased distance between capillaries rapidly exceeds the 

limit of oxygen diffusion (~ 180 mm) and not only worsens the resulting hypoxia but 

contributes to the necrosis of cells surpassing this distance within the tumour core as 

depicted in figure 1.4196. However, tumours often experience transient fluctuations in 

oxygen tension due to the nature of the poorly developed vasculature. Acute or 

perfusion-limited hypoxia can occur temporarily when the immature, hyperpermeable 

vasculature surrounding tumours is reversibly closed or occluded causing fluctuations in 

oxygen delivery and dynamic hypoxia-reoxygenation cycles189,197. The coexistence of both 

chronic and acutely hypoxic regions within tumours generates large gradients of O2 

consumption and leads to a heterogeneous mixture of cell populations with different 

oxygenation status within tumours198. 
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1.3.3 Hypoxia-inducible factors 

The primary cellular response to hypoxia involves large-scale transcriptomic changes 

orchestrated by the hypoxia-inducible factor (HIF) family of transcription factors that 

regulate the expression of >100 target genes which contribute to all of the major 

hallmarks of cancer and drive a more aggressive phenotype whilst promoting therapeutic 

resistance199,200.  

 

HIFs function as heterodimers consisting of two basic helix-loop-helix (bHLH) proteins 

of the Per-ARNT-Sim (PAS) domain-containing superfamily of transcription factors: an 

oxygen-sensitive a-subunit and a constitutively expressed b-subunit201,202. There are three 

isoforms of HIF-a: HIF-1a, HIF-2a (also known as EPAS-1) and HIF-3a which 

dimerise with the HIF-1b subunit (also known as the aryl hydrocarbon receptor nuclear 

translocator [ARNT])203,204. The HIF-a subunits share highly homologous domain 

organisation and are characterised by the presence of an N-terminal DNA-binding 

bHLH domain, two PAS domains for DNA-binding and heterodimerization, and an 

oxygen-dependent degradation domain (ODDD) that regulates protein stability (figure 

1.5)205,206. 

 

Figure 1.4 Development of hypoxia and necrosis within solid tumours. Cells close to the 
vasculature receive an adequate supply of oxygen and remain normoxic. As cells rapidly 
proliferate their distance from the blood vessel increases and the oxygen availability decreases 
leading to hypoxia. Above the diffusion limit of ~180 µm cells become anoxic, leading to the 
development of a central necrotic core. Figure created using BioRender.  

 



 48 

 

 

 
 
 
 
 
 

The N- and C-terminal transactivation domains (N/C-TAD) of HIF-1a and HIF-2a are 

involved in the regulation of transcriptional activity. For example, the C-terminal 

transactivation domain (C-TAD) of HIF-1a is responsible for interacting with the 

transcriptional coactivator CREB binding protein (CBP/p300) to modulate the 

expression of HIF target genes207. HIF-1a is the most ubiquitously expressed HIF-a 

isoform in human tissues and is often described as the master regulator of the hypoxic 

response208. HIF-1a shares 48% amino acid sequence homology with HIF-2a and both 

have been shown to have various overlapping functions in the activation of hypoxia-

dependent gene expression203,209,210. However, HIF-1a and HIF-2a have also been shown 

to play distinct roles in the response to hypoxia. This may be due to differential patterns 

of tissue-specific and temporal expression between the isoforms. HIF-1a appears to be 

expressed across most tissue types whereas HIF-2a expression was thought to be 

restricted to endothelial cells203. More recently, HIF-2a has been identified in a wider 

range of cell types including, renal, hepatic, intestinal and lung cells suggesting some 

overlap in the expression of HIF-1a and HIF-2a211. Both HIF-1a and HIF-2a are 

overexpressed in a large number of cancers and are often associated with poor patient 

prognosis and tumour aggressiveness212. In colorectal cancer, research suggests that HIF-

1a and HIF-2a have different functional roles in tumour progression. Xenograft studies 

Figure 1.5 Domain architecture of the HIF isoforms. All isoforms possess a DNA-
binding bHLH domain, a PAS domain for heterodimerization and an ODDD which overlaps 

with the NTAD domain and confers the oxygen dependence of HIFÄ subunit stability. The 

N-TAD and C-TAD domains are also responsible for the transactivation of the HIFÄ 

subunits. The C-TAD of HIF-3Ä is replaced with an LZIP domain that regulates protein-
protein interactions. Figure created using BioRender.  
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indicated that HIF-1a was able to promote the proliferation and migration of colon 

cancer cells whereas HIF-2a restricted growth and loss of HIF-2a correlates with an 

advanced tumour stage213. Other studies suggest that the differential activity of the HIF-

a isoforms are due to having distinct transcriptional target genes. For example, HIF-1a 

target genes include carbonic anhydrase IX (CA9) and a large number of metabolic genes 

including glycolytic enzymes such as lactate dehydrogenase (LDHA) whereas HIF-2a 

seems to be important in the expression of angiogenesis-inducing genes such as vascular 

endothelial growth factor (VEGF) and its receptor fms-like tyrosine kinase-1 

(Flt1/VEGFR1) as well as peroxisome proliferator-activated receptor g (PPARg)214ð216.  

 

1.3.4 Regulation of hypoxia-inducible factors 

Under normoxic conditions, HIF-a proteins have a very short half-life and are rapidly 

turned over by the ubiquitin-proteasome system (UPS) (figure 1.6). This turnover is 

mediated by the oxygen-dependent hydroxylation of two proline residues, P402 and 

P564, within the ODDD by a family of prolyl hydroxylase enzymes comprising PHD1, 2 

and 3217,218. The PHDs belong to the dioxygenase family of enzymes that require oxygen 

and 2-oxoglutarate as co-substrates along with an iron co-factor219. O2-dependent prolyl 

hydroxylation mediates binding of the von Hippel-Lindau (pVHL) protein, which acts as 

the substrate recognition component of a Cullin RING E3 ubiquitin ligase complex 

comprising Cullin-2 (Cul2), Elongins B and C and the RING finger subunit Rbx1220,221. 

The binding of hydroxylated HIF-a to the b-domain of pVHL facilitates HIF-a 

polyubiquitination and degradation by the 26S proteasome222,223. 

 

In addition to protein stability, the transcription activating potential of HIF-1a is 

regulated by O2-dependent hydroxylation of asparagine 803 (N803) in the C-TAD by an 

asparaginyl hydroxylase: factor inhibiting HIF (FIH-1)224,225. C-TAD hydroxylation 

prevents the recruitment of the transcriptional coactivator p300/CBP by blocking 

interactions with its CH1 domain and represses hypoxic gene expression in normoxia226. 

FIH-1 can also interact with pVHL to enhance the degradation of HIF-1a and may also 

aid in the recruitment of histone deacetylases (HDACs) to silence gene expression224. 

This represents one of several key regulatory differences between HIF-1ὄ HIF-2ὄ. 

Similarly, the E3 ubiquitin ligase hypoxia-associated factor (HAF) can interact with HIF-
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1ὄ and promote its proteasomal degradation whereas HAF binding to HIF-2Ä promotes 

transactivation and a switch from HIF-1Ä to HIF-2Ä-dependent signalling227. 

 

 
 
 
 
 
 
 
 
 
 

In hypoxic conditions, the enzymatic activities of the PHDs and FIH-1 are inhibited due 

to the absence of the oxygen cofactor. Therefore, the ODDD and C-TAD of HIF-1a 

remain unhydroxylated and HIF-a is stabilised. HIF-a can then translocate into the 

nucleus where it dimerises with HIF-1b and recruits co-factors such as p300/CBP at 

consensus 5õ-G/ACGTG-3õ hypoxia-response elements (HRE) in target gene promoters 

to activate gene expression (figure 1.6)228.  

 

1.3.5 Hypoxia and therapeutic resistance 

Clinically, the most important feature of hypoxia is its ability to confer resistance to 

radiotherapy, chemotherapy and targeted therapies229. Hypoxia is therefore associated 

with poor prognosis in almost every clinical setting independent of cancer grade229,230. 

Many of the anti-therapeutic effects of hypoxia can be attributed to the effects of HIF-

Figure 1.6 Oxygen-dependent regulation of HIF-1a protein stability and target 

gene expression. Under normoxic conditions, HIF-1a is hydroxylated by O2-dependent 
PHD and FIH-1 enzymatic activity leading to proteasomal degradation and transcriptional 
repression. In hypoxia, the enzymatic activities of PHDs and FIH-1 are inhibited leading 

to HIF-1a stabilisation. HIF-1a translocates to the nucleus where it dimerises with HIF-

1b and recruits coactivators such as p300/CBP to activate gene expression from HRE 
sequences in target gene promoters. Figure created using BioRender.  

 



 51 

1a in the regulation of cell cycle progression, apoptosis, autophagy, metabolic 

reprogramming and mitochondrial activity217. However, due to the requirement for 

oxygen in the production of radiation-induced ROS, HIF-independent mechanisms of 

resistance are also implicated as are hypoxia-associated changes in the tumour 

microenvironment232.  

 

Radioresistance 

Oxygenated cancer cells display a 3-fold increase in responsiveness to radiotherapy 

compared to hypoxic regions233. This òoxygen effectó, first hypothesised in 1953 by Gray 

and colleagues, is quantified by the oxygen enhancement ratio (OER); defined as the 

ratio of doses required to achieve the same biological effect in hypoxic and oxygenated 

cells220,221. Ionising radiation functions by inducing DNA double-strand breaks which, if 

unrepaired, triggers apoptosis and cell death236. DNA damage can occur either directly 

due to the ionisation of DNA or indirectly through the actions of free radicals or ROS 

generated from the ionisation of water molecules236.  

 

In normoxic cells, oxygen fixation occurs as oxygen has a high affinity for the free 

radicals generated during radiotherapy, binding covalently to the radicals and causing 

irreversible DNA damage237. As hypoxic cancer cells lack sufficient oxygen, the 

formation of ROS and production of DNA damage are significantly reduced237. As up to 

60% of DNA damage may be caused through the indirect effects of radiation, the lack of 

oxygen explains the resistance of hypoxic cells to radiotherapy238.  

 

Chemotherapeutic resistance 

Resistance to chemotherapeutic agents is complex and highly diverse and is caused by a 

variety of mechanisms including the pharmacokinetic properties of the drug such as 

absorption and metabolism, intrinsic factors such as cancer cell expression of drug efflux 

pumps and extrinsic factors within the tumour microenvironment such as acidosis, 

interstitial fluid pressure, vascular structure and hypoxia239. As hypoxic cells are found 

within the tumour core furthest away from the surrounding vasculature there is limited 

drug delivery to hypoxic cells240. Drug extravasation and tumour penetration also both 

rely heavily on convection or diffusion gradients240. However, the interstitial fluid 

pressure of many tumours is elevated due to the lack of functional lymph vessels and is 

similar to the pressure within the tumour vasculature leading to reduced extravasation of 
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drugs241. Furthermore, hypoxia is often associated with increased acidosis and promotes 

an acidic tumour microenvironment conducive to multi-drug resistance242.   

 

Many chemotherapeutic agents are directly dependent on cellular oxygenation for 

maximum efficiency, such as alkylating agents which transfer alkyl groups to DNA 

during cell division243,244. Many alkylating agents have reduced efficacy under hypoxic 

conditions due to competition with increased levels of nucleophiles such as glutathione 

which compete for DNA alkylation sites245.  

 

Both hypoxia and nutrient deprivation within tumours can cause a reduction in cell 

proliferation and therefore increased resistance to chemotherapeutic agents which 

function during a specific phase of the cell cycle246. A large number of alkylating agents 

and antimetabolites exert their cytotoxic effects by damaging DNA during S phase and 

triggering apoptosis245. Hypoxia-induced p27 expression can lead to inhibition of the 

G1/S phase transition and cell-cycle arrest therefore reducing the efficacy of many S-

phase dependent drugs247. Importantly, hypoxia also selects for TP53 mutant cells that 

have a reduced apoptotic potential and therefore increased resistance to chemotherapy-

induced DNA damage248. Furthermore, in response to DNA damage, hypoxia can inhibit 

the expression of pro-apoptotic proteins such as Bax and Bid and activate anti-apoptotic 

proteins such as survivin and inhibitor of apoptosis protein-2 (IAP-2) through both HIF-

dependent and independent mechanisms to prevent apoptosis249ð251. 

 

Hypoxia can also lead to the overexpression of drug efflux proteins belonging to the 

ATP binding cassette (ABC) family of transporters which has a significant impact on the 

therapeutic response252. The multi-drug resistance 1 (MDR1) gene encodes a membrane-

bound P-glycoprotein (P-gp) that functions as a drug efflux pump to reduce the 

intracellular concentrations of foreign agents including drugs to sub-lethal levels253. 

Expression of MDR1 positively correlates with hypoxia in a large number of cancer types 

including colon cancer254,255. Inhibition of HIF-1ὄ has been shown to reverse multi-drug 

resistance in CRC by downregulating MDR1 expression. 

 

Resistance to molecular-targeted therapy and immunotherapy 

Despite the recent, rapid advances in molecular-targeted therapeutics and 

immunotherapies, hypoxia still poses a significant problem to many of the targeted 
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treatments commonly used in the clinic. For example, HIF-1ὄ inhibits estrogen receptor 

ὄ (ERὄ) expression which correlates with poor prognosis and tamoxifen resistance in 

breast cancer256. Furthermore, the elevated lactate levels generated by hypoxia-induced 

aerobic glycolysis further contribute to tamoxifen resistance257. Trastuzumab is one of 

the most used therapies for HER2+ breast cancers and has more recently been approved 

for the treatment of HER2-amplified mCRC258. However, HIF-1ὄ has been shown to 

induce resistance to trastuzumab through upregulating the expression of the PTEN 

negative regulator HES-1, leading to constitutive STAT3 activation that drives 

resistance259.  

 

Hypoxia also promotes immunosuppression and resistance to checkpoint inhibitors by 

promoting the expression and reprogramming of immunosuppressive immune cells 

including M2 macrophages, MDSCs and Tregs260. For example, HIF-1ὄ and hypoxia-

induced lactate production promote the polarization of TAMs from an M1 to an 

immunosuppressive M2 phenotype261. Furthermore, hypoxia promotes the secretion of 

tumour-derived cytokines such as CCL5, CCL28 and CXCL12 that stimulate the 

recruitment of Tregs and MDSCs262. In turn, Tregs and MDSCs secrete 

immunosuppressive cytokines such as TGF-Ǡ, IL-6 and IL-10 to inhibit CD8+ T-cell 

cytotoxic activity263. The suppression of T-cell activity in hypoxia is enhanced further by 

the HIF-1ὄ-mediated upregulation of immune checkpoint proteins including PD-1 and 

CTLA4 as well as promoting the expression of PD-L1 on stromal cells and MDSCs264,265. 

This simultaneously confers resistance to immune checkpoint therapy. As most hypoxia-

induced immunosuppressive effects are metabolism-driven, this provides a rationale for 

identifying novel ways of targetting metabolism in hypoxic tumours to overcome 

therapeutic resistance260.  

 

1.4 Cap-dependent protein translation and hypoxia 

 

1.4.1 Overview of cap-dependent protein synthesis 

Protein synthesis, or translation, is the most energy-consuming process in the cell and 

utilises enormous amounts of ATP generated through oxygen-dependent cellular 

metabolism266. Low oxygen conditions reduce the global rate of protein synthesis due to 

diminished ATP availability, necessitating the need for alternative hypoxia-regulated 

translation pathways267. The majority of eukaryotic capped mRNAs are translated via the 
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canonical cap-dependent translation pathway consisting of three stages: initiation 

controlled by initiation factors (eIFs), elongation by elongation factors (eEFs) and 

termination by release factors (eRFs) with the regulation of this process occurring 

predominantly at the rate-limiting stage of initiation268. 

 

Translation initiation 

Translation initiation begins with the formation of a ternary complex (TC) consisting of 

the GTP-bound initiation factor eIF2 and the initiator methionine tRNA (met-tRNAi) 

that recognises the AUG start codon (figure 1.7)269. eIF2 is a heterotrimeric complex of 

eIF2Ä, eIF2Ǡ and eIF2Ὓ subunits and is a major control point for translation initiation270. 

eIF2Ǡ acts as a guanine nucleotide exchange factor (GEF) that recycles eIF2-GDP to 

eIF2-GTP to promote met-tRNAi binding271. The TC is then recruited to the 40S small 

ribosomal subunit with the aid of several initiation factors including eIF1, eIF1A, eIF3 

and eIF5 to form a 43S pre-initiation complex (PIC) (figure 1.7). eIF3 is responsible for 

recruiting the TC, facilitates eIF1 and eIF5 binding and prevents premature association 

with the 60S large ribosomal subunit272,273. 

 

 

  

    

 

 

Simultaneously to PIC formation, activation of the mRNA occurs through recognition of 

the 5õ-7-methylguanosine (m7G) cap, present on all eukaryotic capped mRNAs as an 

evolutionarily conserved modification, by the cap-binding protein eIF4E274. eIF4E 

functions as part of the eIF4F cap-binding complex that also consists of the scaffold 

protein eIF4G and the DEAD-box RNA helicase eIF4A. eIF4G provides binding sites 

for eIF4E and eIF4A and an RNA-binding motif that helps anchor eIF4A on the 5õUTR 

of mRNAs275,276. eIF4G also interacts with poly-(A) binding protein (PABP) which 

Figure 1.7 Formation of the 43S pre-initiation complex. Translation initiation begins with the 
formation of an eIF2-GTP-Met-tRNAi ternary complex that is recruited to the 43S small 
ribosomal subunit with the help of the initiation factors eIF1, eIF1A, eIF3 and eIF5. Figure 
created using BioRender.   
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associates with the 3õ-polyadenylated mRNA tail and is able to form a closed loop 

structure bringing the 5õ and 3õ ends of the mRNA together (figure 1.8)277,278. This 

ôclosed-loopõ structure was initially thought to promote PIC recruitment as well as allow 

for multiple termination and recycling events without the need for reinitiation on the 

same mRNA279. However, there is much conflicting evidence regarding the interactions 

between PABP and eIF4G and the formation and role of looped mRNA 

structures277,280,281.  

 

 

 
 
 
 
Once bound, the 48S complex scans the mRNA in a 5õ to 3õ direction along the 

unwound 5õUTR until the met-tRNAi recognises the AUG start codon282. Upon start 

codon recognition, eIF1 is released and the GTPase activity of eIF2 is stimulated by eIF5 

triggering release of inorganic phosphate, followed by the dissociation of eIF2-GDP as 

well as eIF5283,284. Recruitment of eIF5B-GTP through interactions with eIF1A promotes 

60S large ribosomal subunit binding and formation of the 80S initiation complex (figure 

1.9) 285. Binding of the 60S subunit promotes GTP hydrolysis and release of eIF5B-GDP 

followed finally by release of eIF1A286,287. The 80S complex is then able to initiate the 

elongation phase of translation. 

 

Figure 1.8 mRNA activation via eIF4F cap-binding complex assembly. mRNAs are 
activated by the recruitment of the eIF4E cap-binding protein and subsequent assembly of the 
eIF4F complex consisting of eIF4G and eIF4A at the 5õ cap. eIF4G also interacts with PABP to 
form closed-loop structures. Figure created using BioRender.     
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1.4.2 Regulation of protein synthesis in response to stress 

Cancer cells adapt to survive in the presence of a variety of environmental stresses 

including oxidative stress, mechanical stress, nutrient deprivation and hypoxia which 

often reduce global cap-dependent protein translation rates288. Endoplasmic reticulum 

(ER) stress leads to activation of the unfolded protein response (UPR) which inhibits 

global cap-dependent protein translation to reduce the accumulation of unfolded 

proteins in the ER289. Similarly, in response to nutrient deprivation or hypoxia, cap-

dependent protein translation is inhibited in order to conserve energy290. The regulation 

of cap-dependent protein translation occurs predominantly at the initiation stage through 

two mechanisms: eIF2Ä phosphorylation and mTOR/eIF4F signalling290. However, 

cancer cells are more metabolically active and often require increased rates of protein 

synthesis, particularly of proteins involved in regulating many of the hallmarks of cancer 

such as proliferation, metabolic reprogramming and angiogenesis291. Therefore, cancer 

Figure 1.9 PIC recruitment and ribosome scanning. PIC recruitment is facilitated by several 
interactions between eIF4G, eIF4B and eIF3 as well as eIF1/1A activity. The 48S complex scans 
the 5õUTR until the AUG start codon is recognised. GTP hydrolysis and release of eIF1, eIF2-
GDP and eIF5 followed by eIF5B-GTP binding promotes 60S ribosomal subunit joining. GTP 
hydrolysis promotes the release of eIF5B-GDP and eIF1A, leaving the elongation-competent 80S 
complex. Figure created using BioRender.  
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cells must utilise alternative modes of protein translation under stress conditions in order 

to synthesise specific subsets of pro-tumourigenic mRNAs essential for survival290. 

 

eIF2Ä phosphorylation 

Regulation of eIF2Ä subunit phosphorylation is one major mechanism of translation 

regulation. A family of four kinases recognise various stresses to coordinate the 

integrated stress response: amino acid depletion monitored by general control non-

depressible 2 (GCN2); heme deprivation monitored by heme-regulated eIF2Ä kinase 

(HRI); viral infection monitored by double-stranded RNA-dependent protein kinase 

(PKR) and ER stress monitored by PKR-like ER kinase (PERK)289. Activation of these 

kinases leads to phosphorylation of serine-51 on the eIF2Ä subunit, preventing GDP-

GTP exchange by blocking eIF2Ǡ activity critical for ternary complex formation with the 

initiator met-tRNAi and therefore reducing translation initiation (see figure 1.9)292. 

However, dephosphorylation and restoration of eIF2 activity usually occur within 4-8 

hours following stress and so regulation of the chronic stress response occurs through 

the mTOR signalling pathway293.  

 

mTOR/eIF4F signalling  

Translation initiation is the rate-limiting step of protein synthesis and is highly dependent 

on the activity of the cap-binding eIF4E protein which is therefore under strict 

regulation, particularly in response to stress294. mTOR is a Ser/Thr kinase activated in 

response to stimuli such as oxygen and nutrient availability via the PI3K/Akt signalling 

pathway to phosphorylate target proteins involved in cell proliferation, growth and 

survival295. mTOR exists in two protein complexes mTOR complex 1 (mTORC1) and 

mTOR complex 2 (mTORC2)296. 

 

Under normal conditions, mTORC1 is regulated by the PI3K/Akt pathway to promote 

protein synthesis. Growth factor stimulation of the PI3K/Akt pathway leads to Akt 

activation297. This enables Akt to activate mTORC1 by phosphorylating and inactivating 

the PRAS40 inhibitory subunit of mTORC1 as well as the tuberous sclerosis complex 2 

(TSC2) component of the TSC1/2 complex298,299. TSC1/2 acts as a GTPase-activating 

protein that stimulates the conversion of Rheb-GTP to Rheb-GDP 300. Inactivation of 

the TSC1/2 complex by Akt phosphorylation keeps Rheb in the GTP-bound state which 

can activate mTORC1300.  
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Active mTORC1 phosphorylates the eIF4E binding protein (4E-BP) which prevents it 

from binding and sequestering eIF4E, thus allowing cap-binding and translation 

initiation to proceed301. However, in response to stress, mTORC1 activity is reduced, 

allowing unphosphorylated 4E-BP to sequester eIF4E and prevent eIF4F complex 

formation301. mTORC1 also phosphorylates ribosomal protein S6 kinase (S6K) which 

promotes translation through increased S6 ribosomal protein, eIF4B and eEF2 activity302. 

Again, under stress conditions, the reduction in mTORC1 activity leads to reduced S6K 

phosphorylation and reduced translation rates303.  

 

1.4.3 Regulation of protein synthesis in hypoxia 

Canonical cap-dependent protein synthesis requires large amounts of ATP generated in 

an oxygen-dependent manner, therefore to promote protein synthesis and cell survival in 

low oxygen conditions cancer cells adapt to hypoxia-induced changes by activating 

alternative translation pathways that mediate the selective recruitment of mRNAs for 

translation initiation304. The regulation of mRNA translation in hypoxic conditions 

occurs mainly at the stage of initiation and exhibits a biphasic response characterised by 

two independent pathways: eIF2Ä phosphorylation and eIF4F complex formation (see 

figure 1.10)293.  

 

 

 
 
 
 
Within 1-2 hours of hypoxic exposure, there is a global decrease in protein translation 

mediated by activation of the UPR due to increased ER stress293. This acute response to 

hypoxia leads to hyperphosphorylation of PERK and subsequent phosphorylation and 

inhibition of eIF2Ä thereby reducing global protein synthesis305. This initial reduction in 

translation is followed by a partial recovery period where translation rates increase 

slightly and cap-dependent translation is responsible for approximately 90% of hypoxic 

protein translation293,306  This recovery is crucial for allowing the PERK-mediated 

Figure 1.10 Effects of hypoxia on mRNA translation occurs via two distinct pathways. 

Acute hypoxia (1-2 hours) involves the PERK-mediated phosphorylation of eIF2Ä and regulation 

of translation initiation rates. Chronic hypoxia involves mTOR signalling and the regulation of 
eIF4E activity and mRNA recruitment. Figure adapted from Koritzinsky et al., 2006.  

 



 59 

selective translation of stress response genes such as ATF4 which upregulates the 

expression of key genes responsible for restoring cellular homeostasis307. 

 

Chronic exposure to hypoxia leads to the activation of an alternative signalling pathway 

that regulates hypoxic protein translation through the disruption of the eIF4F 

complex308. Prolonged hypoxia leads to a reduction in ATP availability and energy 

depletion resulting in the activation of AMP-activated protein kinase (AMPK)309. AMPK 

phosphorylates and activates the TSC1/2 complex leading to GTP hydrolysis and a 

reduction in Rheb-GTP levels310. This leads to inhibition of mTORC1 activity and 

reduced 4E-BP phosphorylation allowing 4E-BP to bind and sequester eIF4E thereby 

preventing eIF4F complex assembly308. Furthermore, hypoxia leads to increased 

expression of the HIF-1Ä target regulated in development and DNA damage 1 (REDD1) 

gene309. REDD1 promotes the dissociation of TSC2 from its inhibitory 14-3-3 protein 

and therefore prevents mTORC1 activation and promotes eIF4E inhibition by 4E-

BP311,312. Additional eIF4E inhibition in response to hypoxia also occurs due to the 

translocation of eIF4E into the nucleus or into the cytoplasmic compartment of mRNA 

processing bodies (P-bodies)313. The eIF4E transporter 4E-T is capable of localising 

eIF4E to the nucleus or P-bodies and hypoxia causes an increase in the nuclear co-

localisation of eIF4E and 4E-T, thus preventing it from participating in translation314,315.   

 

1.4.4 Alternative mechanisms of translation in hypoxia 

Under hypoxic stress, cancer cells must continue to synthesise proteins that maintain cell 

survival and promote adaptation to hypoxia through the selective translation of key 

hypoxia-responsive mRNAs290. Due to the mTORC1-mediated inhibition of canonical 

cap-dependent translation, cancer cells activate alternative translation pathways including 

switches in the eIF4F translation machinery and complex formation290. 

 

Hypoxia-specific cap-binding complex formation 

Investigations into the alternative cap-dependent translation of the EGFR mRNA during 

hypoxia and eIF4E inactivation led to the discovery of a novel role of HIF-2ὄ as a cap-

dependent translation initiation factor in hypoxic conditions316. HIF-2ὄ was shown to 

interact directly with the 3õUTR of the EGFR mRNA and increase its translation, and 

siRNA knockdown of HIF-2ὄ, but not HIF-1ὄ, led to a reduction in global translation 

rates indicating a specific role for HIF-2ὄ in hypoxic protein synthesis316. HIF-2ὄ was 
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also shown to interact with the RNA binding motif protein 4 (RBM4) via a canonical 

CGG trinucleotide motif316. RBM4 is also capable of interacting with the 3õUTR of the 

EGFR mRNA and is essential for HIF-2ὄ binding suggesting a mechanism whereby 

RBM4 interacts with specific sequences within the 3õUTR of hypoxia-responsive 

mRNAs, termed RNA hypoxia-response elements (rHREs), and recruits HIF-2ὄ316. The 

HIF-2ὄ-RBM4 complex is then able to recruit the cap-binding protein eIF4E2, a paralog 

of the normoxic eIF4E protein to form a HIF-2ὄ-RBM4-eIF4E2 complex on the 3õUTR 

of target mRNAs (figure 1.11)316. Knockdown of eIF4E2 prevented the translation of 

target transcripts including EGFR whereas eIF4E knockdown had no effect, suggesting a 

hypoxia-specific switch in the cap-binding component of the eIF4F complex316.   

 

 

 

 

 

The HIF-2Ä-RBM4-eIF4E2 complex can then interact with the 5õ cap of the mRNA 

where it forms a hypoxia-specific eIF4F complex termed eIF4FH consisting of eIF4A 

and a hypoxia-specific paralogue of eIF4G1, eIF4G3 (figure 1.11)317. Similar studies to 

those used to identify the role of eIF4E2, showed that eIF4G3 silencing, but not 

eIF4G1, resulted in decreased global translation rates in hypoxia317. Taken together these 

studies propose the existence of two distinct eIF4F cap-binding complexes: the 

normoxic eIF4F consisting of eIF4A, eIF4E and eIF4G1; and the hypoxic eIF4FH 

complex consisting of eIF4A, eIF4E2 and eIF4G3316,317. 

 

1.4.5 RNA helicases in translation 

Importantly, no studies have investigated or confirmed which paralogue of the eIF4A 

RNA helicase protein is present in the normoxic eIF4F and hypoxic eIF4FH complexes 

nor have they determined the selectivity of different eIF4A paralogues for target mRNAs 

Figure 1.11 Formation of an alternative hypoxia-specific eIF4F cap-binding complex. A 

hypoxia-specific HIF-2Ä-RBM4-eIF4E2 complex forms at rHREs within the 3õUTR of target 
mRNAs. eIF4E2 then interacts with the 5õ cap and forms a hypoxia-specific eIF4FH complex 
with eIF4G3 and eIF4A.  
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in hypoxic conditions. It is possible that there is a hypoxia-induced switching in eIF4A 

paralogues similar to that seen with the eIF4E and eIF4G proteins.  

 

DEAD -box RNA helicases 

RNA helicases play central roles in the regulation of all aspects of RNA metabolism, 

splicing, transport and degradation as well as regulating RNA-protein interactions and 

ribosome biogenesis through the ATP-dependent unwinding of RNA duplexes318. The 

DEAD-box RNA helicases, which include eIF4A1 and eIF4A2, belong to the 

superfamily 2 (SF2) and are classified based on conserved sequence motifs319. The 

DEAD-box family is characterised by nine conserved sequence motifs: Q motif, motif I, 

motif Ia, motif Ib, motif II, motif III, motif IV, motif V and motif VI arranged within a 

helicase core comprised of two RecA-like domains that contribute to ATPase and 

helicase activity as well as regulatory functions320. Motif II, also known as the Walker B 

motif, contains the Asp-Glu-Ala-Asp (DEAD) sequence responsible for the familyõs 

name321.  

 

eIF4A RNA helicases and translation initiation 

The RNA helicase eIF4A belongs to the DEAD-box family of helicases and is required 

for the unwinding of secondary structures in the 5õUTR of the mRNA to facilitate 43S 

PIC recruitment322. There are two mammalian isoforms of eIF4A that can be 

incorporated into the eIF4F complex and participate in translation initiation: eIF4A1 and 

eIF4A2, which display 91% amino acid homology323,324. A third functionally distinct 

isoform, eIF4A3, only shares ~60% homology with eIF4A1/2 and is involved in 

regulating nonsense-mediated decay as part of the exon-junction complex325.  

 

The intrinsic helicase activity of eIF4A1 is very low despite approximately 90% of 

eIF4A1 existing as free, isolated eIF4A protein within mammalian cells326. The other 

10% of eIF4A1 functions as part of the eIF4F cap-binding complex where its helicase 

activity is stimulated through interactions with other translation initiation factors327. Both 

eIF4B and eIF4H can interact exclusively with eIF4A1 to stimulate helicase activity 

however, the exact molecular mechanism behind this activation remains unclear328. 

Furthermore, the formation of a stable eIF4A1-eIF4B complex also requires the 

presence of eIF4G, which acts synergistically with eIF4B or eIF4H to enhance eIF4A1 

ATPase activity and RNA unwinding329.  
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eIF4A1 and eIF4A2 expression and functions 

The expression of eIF4A1 and eIF4A2 varies depending on the tissue type; eIF4A1 is 

generally more highly expressed than eIF4A2 and is expressed in actively dividing cells 

whereas eIF4A2 is more highly expressed in quiescent, non-proliferative cells330,331. Both 

eIF4A1 and eIF4A2 have long been proposed to be functionally interchangeable and 

play overlapping roles in translation initiation yet, eIF4A1 has been shown to be essential 

for translation whereas eIF4A2 is not332. Similarly, mutant eIF4A1 but not mutant 

eIF4A2 leads to a global reduction in protein synthesis333. Furthermore, eIF4A1 

inhibition leads to an increase in eIF4A2 gene expression but eIF4A2 is unable to rescue 

the inhibitory effect of eIF4A1 suppression on translation and cell proliferation334. 

Despite these suggestions that eIF4A1 and eIF4A2 may have individual and distinct roles 

in regulating protein translation almost all of the existing biochemical and structural 

studies investigating the eIF4A protein have focused solely on eIF4A1 with eIF4A2 

being largely neglected335. 

 

More recently, eIF4A2 has been identified as the only component of the eIF4F complex 

required for the miRNA-mediated regulation of gene expression336. eIF4A2 has been 

shown to interact with the CCR4-NOT complex, one of the major deadenylase 

complexes regulating miRNA-mediated repression of translation and mRNA 

degradation337. Recruitment of eIF4A2 has been proposed to occur through interaction 

with the MIF4G domain, similar to the eIF4A binding site on eIF4G, of the CCR4-NOT 

complex component CNOT1 which is capable of forming an RNA-independent 

complex with eIF4A2338,339. Additional studies have since revealed another specific 

interaction between eIF4A2 and the deadenylase component CNOT7336,340. The 

recruitment of eIF4A2 into the CCR4-NOT complex inhibits the deadenylation activity 

of CNOT7 and bound mRNAs are maintained in a stable, polyadenylated state341. On 

the other hand, the recruitment of an alternative RNA helicase, DDX6, stimulates 

CNOT7 deadenylation activity and leads to mRNA deadenylation and degradation341. 

This suggests that the fate of mRNAs is determined by the recruitment of either eIF4A2 

or DDX6 into the CCR4-NOT complex which promotes different pathways of 

translation repression and mRNA deadenylation341. Interestingly, only mRNAs bound by 

eIF4A2 are enriched for miRNA recruitment and are translationally activated in response 

to CCR4-NOT complex inhibition, whereas DDX6-bound mRNAs are not 

translationally repressed339. This provides the possibility that eIF4A2 could be playing a 
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dual role in the regulation of protein synthesis both as an activator of initiation and also 

as a member of the translation repression machinery depending on the cellular context 

distinct from the role of eIF4A1.  

 

To further understand the potentially distinct roles of eIF4A1 and eIF4A2, native RNA 

immunoprecipitation sequencing (RIP-Seq) has been used to investigate the differences 

in target mRNA binding by the two eIF4A isoforms. Whilst the majority of mRNAs 

display overlap between eIF4A1 and eIF4A2 (3967 genes) there are also specific mRNA 

populations of 832 genes and 628 genes that are only bound by eIF4A1 or eIF4A2 

respectively339. Importantly, eIF4A1-bound mRNAs display a polysomal distribution in 

accordance with its role in promoting translation initiation whereas eIF4A2-bound 

mRNAs display a subpolysomal distribution associated with translation repression339. 

Enrichment analysis shows that mRNAs bound by eIF4A2 encode for predominantly 

nuclear proteins involved in the negative regulation of transcription, neural tube 

development and miRNA biogenesis whereas eIF4A1-bound mRNAs display no 

enrichment for particular mRNAs suggesting eIF4A1 does not selectively target specific 

subsets of mRNAs339. Importantly, the role of eIF4A1 and eIF4A2-specific translation 

was not investigated in the context of cancer or under hypoxic conditions.  

 

eIF4A1 and eIF4A2 in cancer 

The expression of both eIF4A1 and eIF4A2 has been investigated in a large number of 

tumour types and has provided more insight into the potentially divergent roles of the 

two proteins335. eIF4A1 overexpression has been observed in several cancer types 

including gastric cancer, cervical cancer and breast cancer and is associated with tumour 

stage and poor patient prognosis342ð344. Furthermore, eIF4A1, as well as eIF4E and 

eIF4G1 gene expression, but not eIF4A2, is regulated by the oncogene c-myc which is 

often overexpressed in many tumours345. Importantly, previous studies using HCT116 

colorectal cancer cells have shown that eIF4A1 expression is unaltered in response to 

hypoxia346. Additionally, under hypoxic conditions, eIF4A1 does not associate with the 

hypoxic polysome fraction in HEK293 cells347. 

 

In contrast to eIF4A1 expression, high eIF4A2 expression observed in NSCLC and 

breast cancer is associated with better patient outcome and overall survival348,349. More 

recently, further studies into the role of eIF4A2 in cancer progression have revealed that 



 64 

high eIF4A2 expression is associated with worse prognosis and is an independent 

prognostic factor in patients with oesophageal squamous cell carcinoma350. Inhibition of 

eIF4A2 expression by miRNA-mediated repression has also been shown to inhibit cell 

proliferation in triple-negative breast cancer351. Recently, the clinical significance of 

eIF4A2 in colorectal cancer has been investigated and shows that eIF4A2 mRNA 

expression is higher in colorectal cancer tissue compared to non-cancerous tissue; is a 

prognostic factor for reduced overall survival and disease-free survival, and correlates 

with tumour stage352. Furthermore, knockdown of eIF4A2 in colorectal cancer cell lines 

reduced cell proliferation, colony formation and migration in vitro352. A second study has 

since confirmed these findings, showing that knockdown or chemical inhibition of 

eIF4A2 inhibits CRC cell migration and spheroid formation in vitro as well as inhibiting 

lung metastasis in vivo353. Importantly, the role of eIF4A2 in a hypoxia-specific context in 

CRC was not investigated.  

 

Role of eIF4A2 in hypoxia 

One study using squamous cell carcinoma cell lines demonstrated that eIF4A2 mRNA 

was upregulated under both hypoxic and acidic conditions as well as concurrent hypoxia-

acidosis; a common feature of most solid tumours354. However, no further investigation 

into the role of eIF4A2 in hypoxia was carried out. Previous work carried out by the 

Mcintyre lab identified eIF4A2 as a key regulator of hypoxic CRC cell viability using an 

shRNA lentiviral screen (unpublished data). The lab has since investigated the role of 

eIF4A2 in hypoxia in CRC355. This work shows that eIF4A2 mRNA, but not eIF4A2 

protein levels, are upregulated in response to hypoxia in CRC cell lines in vitro and this is 

HIF-2Ä-dependent in the LS174T cell line. The regulation of eIF4A2 by HIF-2Ä may be 

explained by the presence of RBM4 CGG binding motifs in the 3õ UTR of eIF4A2 and 

other studies identified that eIF4A2 interacts with the hypoxia-specific HIF-2Ä-RBM4-

eIF4E complex vie this rHRE sequence which may promote preferential translation in 

hypoxia316. The Mcintyre lab has also demonstrated that knockdown of eIF4A2 in vitro 

leads to a reduction in CRC cell growth and colony formation in both normoxia and 

hypoxia355. Furthermore, eIF4A2 knockdown led to a reduction in 3-dimensional 

spheroid growth and increased the amount of necrosis present within the hypoxic core 

of the spheroids355. Importantly, these studies utilised an inducible eIF4A2 knockdown 

system where only partial loss of eIF4A2 is observed. Due to the generally lower 

expression levels of eIF4A2 compared to eIF4A1, it may be that a more stringent 
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knockout system using CRISPR-Cas9 gene editing is required to fully examine the 

functional impact of eIF4A2 on CRC cell survival331.  

 

In order to elucidate the role of eIF4A2 in regulating protein synthesis in hypoxia, the 

Mcintyre Lab also demonstrated that eIF4A2 interacts with the CNOT7 component of 

the CCR4-NOT complex under normoxic conditions and that this interaction is reduced 

under hypoxic conditions355. Furthermore, RIP-Seq was employed to identify eIF4A2-

bound mRNAs in hypoxic conditions and pathway analysis identified that hypoxic 

eIF4A2-bound mRNAs mostly encoded metabolic proteins, particularly those involved 

in amino acid biosynthetic pathways. This suggests that eIF4A2 may be regulating CRC 

cell adaptation to hypoxia by modulating the translation of proteins involved in cellular 

metabolism. 

 

1.5 Metabolic adaptation to hypoxia 
 

The rapid growth and proliferative rates of cancer cells coupled with a hypoxic 

microenvironment trigger large-scale remodelling of cellular metabolism in order to 

maintain ATP production and the biosynthetic requirements of rapidly growing 

tumours30. In normal cells, a constant supply of oxygen is required to sustain oxidative 

phosphorylation (OXPHOS) and ATP synthesis356. The high metabolic demand of 

cancer cells coupled with the lack of oxygen availability leads to metabolic 

reprogramming, coordinated predominantly by the HIF transcription factors356.  

 

1.5.1 Hypoxic regulation of glucose metabolism 

The most well-documented metabolic adaptation seen in cancer cells is the phenomenon 

known as aerobic glycolysis or the Warburg effect75. Cancer cells switch from using 

OXPHOS to glycolysis as the main source of ATP synthesis, even under aerobic 

conditions, and pyruvate is preferentially converted to lactate instead of entering the 

TCA cycle75. The utilisation of glycolysis to generate ATP becomes even more important 

under hypoxic conditions when OXPHOS is inhibited. HIF-1Ä increases glucose flux 

into cancer cells by regulating the transcription of the SLC2A1 and SLC2A3 genes 

encoding the GLUT1 and GLUT3 glucose transporters357,358. Intracellular glucose is 

rapidly phosphorylated to glucose-6-phosphate (G6P) by hexokinase 1 and 2 

(HK1/HK2) which are both upregulated by HIF-1Ä however, HK2 has been shown to 
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play the dominant role in G6P production in hypoxia359. G6P is an important metabolic 

intermediate that can be diverted towards several biosynthetic pathways, including the 

pentose phosphate pathway (PPP), glycogen synthesis and glycoprotein synthesis, and 

glycolysis360. However, in several cancer types, hypoxia has been shown to reduce the 

expression of PPP enzymes such as glucose-6-phosphate dehydrogenase (G6PD) and 6-

phosphogluconate dehydrogenase (PGD) in favour of promoting glycolysis in response 

to hypoxic stress361.  

 

HIF-1Ä promotes glucose flux through the glycolytic pathway by upregulating all of the 

enzymes involved such as phosphofructokinases (PFK-1 and PFK-2), aldolases 

(ALDOA and ALDOC), phosphoglycerate kinase 1 (PGK1), enolases (ENO1 and 

ENO2) and pyruvate kinase 2 (PKM2) by binding to HREs in the promoter regions of 

these genes362. PFK-1 represents a key rate-limiting step of glycolysis regulating the 

irreversible conversion of fructose-6-phosphate to fructose-1,6-bisphosphate and is 

allosterically regulated by fructose-2,6-bisphosphate (F-2,6-BP)363. F-2,6-BP 

 synthesis is regulated by the enzyme 6-phosphofructo-2-kinase/fructose-2,6-

bisphosphatase (PFKFB)364. The isozyme PFKFB3 is stimulated by HIF-1Ä in hypoxia to 

promote F-2,6-BP synthesis, activate PFK-1 and increase glycolytic flux and is 

commonly overexpressed in a wide variety of cancers365,366.  

 

Due to the increased rate of glycolysis, hypoxic cancer cells must also activate several 

mechanisms to remove excess pyruvate whilst preventing pyruvate entry into the TCA 

cycle in order to reduce OXPHOS. HIF-1Ä increases the expression of lactate 

dehydrogenase (LDHA) which converts pyruvate and nicotinamide adenine dinucleotide 

(NADH ) into lactate, the end product of aerobic glycolysis, and NAD+367. Excess lactate 

is then exported from hypoxic cancer cells due to the HIF-1Ä-mediated upregulation of 

the monocarboxylate transporter 4 (MCT4) whilst NAD+ is recycled by glyceraldehyde-

3-phosphate dehydrogenase (GAPDH) to trigger additional cycles of glycolysis368. 

Furthermore, pyruvate entry into the TCA cycle is inhibited by the upregulation of 

pyruvate dehydrogenase kinase (PDK1) by HIF-1Ä which phosphorylates and inactivates 

pyruvate dehydrogenase (PDH) and prevents the conversion of pyruvate into acetyl-CoA 

in the mitochondria369,370. 
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Interestingly, in HIF-1Ä-deficient CRC cell lines, glucose uptake is maintained through 

the HIF-2Ä-mediated upregulation of an alternative glucose transporter GLUT14371. 

Furthermore, HIF-1ὄ deletion leads to an accumulation of glycolytic intermediates with 

reduced glycolytic enzyme expression and glycolytic flux371. Interestingly, the key step 

blocking glycolytic flux in HIF-1ὄ deficient cells is regulated by ALDOA, and not PFK-1 

as described earlier, and ALDOA expression has been shown to be increased in hypoxia 

in CRC and is associated with worse patient prognosis371,372. 

 

1.5.2 Hypoxic regulation of lipid metabolism 

Cancer cells utilise fatty acids, either imported through exogenous uptake or synthesised 

de novo, in a large range of biological processes including oxidation for energy production, 

energy storage in the form of triacylglycerols (TAGs) and the synthesis of important 

signalling molecules and plasma membrane components373. As fatty acid oxidation takes 

place in the mitochondria in an oxygen-dependent manner, lipid accumulation and 

storage in response to hypoxia is seen in a large number of cancers and is under complex 

regulation by both HIF-1Ä and HIF-2Ä374.   

 

The uptake of extracellular fatty acids is increased in hypoxia through the HIF-1Ä-

mediated activation of the transcription factor peroxisome proliferator-activated receptor 

Ὓ (PPARὛ) which upregulates the expression of the fatty acid binding proteins 3, 4 and 7 

(FABP3/4/7)375,376. Additionally, HIF-1Ä increases lipoprotein endocytosis by 

upregulating the expression of the VLDL receptor (VLDLR) and LDLR-related protein 

(LRP1)377,378.  

 

Similarly, increased de novo fatty acid synthesis from the precursor acetyl-CoA also 

contributes to the lipid accumulation seen in hypoxia however, the normal conversion of 

pyruvate into acetyl-CoA is inhibited by the hypoxia-induced expression of PDK1370. 

Therefore, cancer cells employ an alternative pathway for synthesising acetyl-CoA to 

sustain fatty acid production through the reductive carboxylation of glutamine via 

glutaminolysis (see 1.5.3)379. The end product of glutaminolysis, citrate, plays a critically 

important role in cancer cells by acting as a substrate for acetyl-CoA production by the 

enzyme ATP citrate lyase (ACYL) which is upregulated in hypoxia380,381. Alternatively, 

acetyl-CoA can be generated by the conversion of acetate into acetyl-CoA by the enzyme 
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acetyl-CoA synthetase (ACSS2) which is also upregulated in hypoxic cancer cells and, in 

turn, promotes the acetylation and activation of HIF-2ὄ382. Finally, the rate-limiting 

enzyme complex of fatty acid synthesis, fatty acid synthase (FASN), is also upregulated in 

hypoxia in a variety of cancers383.   

 

Conversely, lipid accumulation in hypoxia is further enhanced by the HIF-mediated 

inhibition of fatty acid Ǡ-oxidation384. Hypoxia leads to a reduction in the transcriptional 

coactivator proliferator-activated receptor-Ὓ coactivator-1Ä (PGC-1Ä) in a HIF-1ὄ and 

HIF-2ὄ-dependent manner which in turn reduces the expression of the medium and 

long-chain acyl-CoA dehydrogenase enzymes (MCAD and LCAD) which catalyse the 

first step in fatty acid oxidation384,385. Furthermore, HIF-1ὄ reduces the expression of 

carnitine palmitoyltransferase 1 (CPT1A) which is essential for the transport of fatty 

acids into the mitochondria for oxidation386. 

 

1.5.3 Hypoxic regulation of amino acid metabolism  

Aside from the vital importance of central carbon metabolism to energy production and 

cancer cell survival, additional non-carbon sources of energy and biosynthetic 

intermediates must exist to sustain the increased energy demand and high proliferative 

rates of rapidly growing tumour cells387. Amino acids are now recognised as an important 

source of energy for cancer cells as well as providing a range of intermediates required 

for the biosynthesis of nucleotides, proteins and fatty acids388. 

 

Glutamine 

Glutamine, the most abundant amino acid in blood plasma, is vital for the synthesis of 

TCA cycle intermediates, nucleotides, fatty acids, amino acids and ATP production389. 

Rapidly proliferating cells, including cancer cells, become highly dependent on glutamine 

which is converted to glutamate by the mitochondrial glutaminase (GLS1) enzyme390. 

Glutamate is then deaminated to Ä-ketoglutarate (Ä-KG) by glutamate dehydrogenase 

(GDH)391. When TCA cycle flux is reduced in conditions such as hypoxia, Ä-KG can be 

exported to the cytoplasm and converted to citrate by isocitrate dehydrogenase (IDH1) 

and then into acetyl-CoA for fatty acid synthesis379.     

 

Glutamine is imported into cancer cells via multiple transporters including the SLC1A5 

transporter which is highly expressed in a large number of cancers and is upregulated in 



 69 

hypoxia392. Furthermore, glutamine import into the mitochondria, a required step in 

glutaminolysis, is regulated by a SLC1A5 variant that is upregulated in hypoxia in a HIF-

2Ä-dependent manner393. In hypoxia, glutamine becomes the major source of citrate394. 

HIF-mediated inhibition of PDK1 contributes indirectly to increased citrate levels 

however, hypoxia also promotes glutaminolysis by upregulating glutaminase 1 (GLS1) in 

a HIF-2Ä and c-myc-dependent manner395,396. In addition, HIF-1Ä induces GDH and 

IDH1/2 expression379,397. A feedback mechanism also exists whereby several 

intermediates within the glutaminolysis pathway including 2-hydroxyglutarate (generated 

by mutant IDH1/2), and succinate function to stabilise HIF-1Ä through inhibition of the 

PHD and FIH enzymes398.  

 

Glutamate is also an essential precursor to glutathione (GSH) which is utilised by 

peroxidase enzymes in the maintenance of ROS homeostasis399. Approximately 50% of 

non-essential amino acid biosynthesis is also derived from glutamine metabolism in 

cancer cells due to its ability to function as a nitrogen donor in transamination reactions 

for the production of alanine, aspartate and serine400. Glutamate pyruvate transaminase 2 

(GPT2) has recently been shown to promote tumourigenesis in glioblastoma in a HIF-2Ä

-dependent manner401. Similarly, phosphoserine transaminase 1 (PSAT1) is overexpressed 

in a large number of cancers including breast and colon cancer and is commonly 

upregulated in hypoxia in an ATF4-dependent manner402,403.   

 

Branched-chain amino acids 

The branched-chain amino acids (BCAAs) - leucine, isoleucine and valine ð are obtained 

in the diet and are critical for maintaining the high proliferative rates of cancer cells by 

providing the building blocks for nucleotides, proteins and lipids404. BCAAs are 

transported into cells via a family of L-type amino acid transporters (LAT1-4) and 

broken down into Ä-ketoacids by the cytosolic and mitochondrial enzymes branched-

chain aminotransferase 1 and 2 (BCAT1/BCAT2)405. The main transporter, LAT1 

(SLC7A5), is upregulated in many cancers and is activated in hypoxia in a c-myc and 

HIF-2Ä-dependent manner to increase BCAA import and mTORC1 signalling406,407. 

Similarly, BCAT1 is upregulated in hypoxia in a HIF-1Ä-dependent manner to remodel 

BCAA metabolism in cancer cells and help maintain the intracellular pool of Ä-KG for 

glutamate and acetyl-CoA production408. 
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Serine and glycine  

Serine and glycine are both crucial for cancer cell proliferation as sources of one-carbon 

donation for the synthesis of nucleotides and DNA methylation as well as for 

maintaining redox homeostasis409. Serine can be imported into cells via transporters such 

as ASCT1 and SNAT1/2 which are both upregulated in hypoxic conditions410,411. Cancer 

cells can also synthesise serine from glucose via the intracellular serine synthesis pathway 

(SSP) which is essential for tumour progression412. The glycolytic intermediate 3-

phosphoglycerate (3-PG) is converted to serine in a series of three reactions catalysed by 

phosphoglycerate dehydrogenase (PHGDH), PSAT1 and phosphoserine phosphatase 

(PSPH)413. The expression of all three SSP enzymes is increased in a large number of 

cancers including CRC and breast cancer414,415. Furthermore, hypoxia leads to increased 

expression of all three SSP enzymes in a HIF-1Ä-dependent manner but also in response 

to hypoxia-induced stress response pathways and ATF4 activation403,416.  

 

Serine is critical to the synthesis of the one-carbon unit 5,10-methylene tetrahydrofolate 

(5,10-MTHF), essential for nucleotide biosynthesis, through the donation of its Ǡ-carbon 

to tetrahydrofolate (THF) to form glycine and 5,10-MTHF in a reaction catalysed by 

serine hydroxymethyltransferase 2 (SHMT2) in the mitochondria417. A series of one-

carbon transfers then occur in the mitochondria catalysed by two related enzymes: 

methylene THF dehydrogenase 2 (MTHFD2) and methylene THF dehydrogenase 1-like 

(MTHFD1L) generating the key biosynthetic intermediate formate, as well as NADPH, 

which can be shuttled to the cytoplasm or nucleus for use in the synthesis of purines and 

thymidylate respectively417. Interestingly, all of the mitochondrial folate cycle enzymes, 

but not their cytosolic equivalents, are overexpressed in many cancer types and are 

upregulated in hypoxia in a HIF-1Ä-dependent manner to sustain nucleotide 

biosynthesis403,418. Furthermore, this hypoxic adaptation aims to maintain redox balance 

by generating excess glycine which can then be utilised, in combination with cysteine and 

folate cycle-generated NADPH, in the production of GSH419.  

 

Other amino acids 

Arginine is another amino acid critical for cancer cell survival as it is a precursor to a 

range of important metabolites and molecules including polyamines, creatine, nitric oxide 

and other amino acids420. De novo arginine synthesis is carried out through the urea cycle. 

Interestingly, the rate-limiting enzyme in arginine synthesis, arginosuccinate synthetase 1 
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(ASS1) has been shown to be downregulated in hypoxia in several cancer types via HIF-1

Ä-mediated miRNA repression to increase the aspartate pool for nucleotide biosynthesis 

as well as maintain intracellular pH421.  

 

Several enzymes involved in the key stages of proline biosynthesis are also upregulated 

under hypoxic conditions including aldehyde dehydrogenase 18 family member A1 

(ALDH18A1), which is under HIF-1ὄ regulation and leads to an accumulation of 

hydroxyproline due to inactivation of proline dehydrogenase 2 (PRODH2)422. 

Mitochondrial pyrroline-5-carboxylate reductase 1 (PYCR1) is also upregulated in 

hypoxia leading to increased proline synthesis and NADH oxidation for refuelling 

glycolysis423. 

 

1.5.6 Role of eIF4A2 in metabolic adaptation to hypoxia  

As discussed in section 1.4.5, previous work carried out by the Mcinytre lab identified 

that a large number of mRNAs encoding metabolic genes are bound by eIF4A2 under 

hypoxic conditions in colorectal cancer cells. Many hypoxia-induced glycolytic enzymes 

were enriched for eIF4A2-binding in hypoxia suggesting that the increased hypoxic 

translation of these proteins may be playing a role in their upregulation355. Interestingly, 

the two most significantly enriched KEGG pathways for eIF4A2-binding in hypoxia 

were amino acid biosynthesis and endocytosis.  

 

Several well-known hypoxia-associated enzymes involved in amino acid metabolism were 

identified including PHGDH, GPT2, ALDH18A1, BCAT1 and ASS1. However, the 

most enriched gene for eIF4A2 binding in hypoxia encoded the enzyme cystathionine-Ὓ-

lyase (CTH) and siRNA knockdown of eIF4A2 led to a reduction in CTH protein 

expression confirming the translational regulation of CTH in both normoxia and 

hypoxia355.  

 

CTH is a pyridoxal-5õ-phosphate-dependent enzyme which functions as part of the 

transsulfuration pathway that synthesises cysteine from methionine and plays a central 

role in sulfur metabolism within cells (figure 1.12). It also plays a role in the production 

of the gaseous signalling molecule hydrogen sulfide, H2S. CTH overexpression as well as 

increased cysteine and H2S production have been implicated in tumour progression in a 

growing number of cancers424.  
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CTH has been shown to be upregulated in hypoxic hepatoma cells and contribute to 

hypoxia-induced radioresistance through increased H2S production425. CTH 

overexpression in CRC has been shown to be regulated by increased PI3K/Akt 

signalling426. Furthermore, elevated Wnt signalling has been shown to induce the 

expression of CTH in colorectal cancer leading to increased cell proliferation, migration 

and tumour xenograft growth in vivo427. Interestingly, induction of the UPR in response 

to ER stress leads to the eIF2Ä-mediated activation of ATF4 which regulates the 

expression of CTH and therefore promotes cysteine and GSH synthesis to maintain 

cellular homeostasis428. However, the role of CTH in regulating cancer cell growth and 

survival in response to hypoxia, specifically in CRC, has not been investigated.  

 

 
 

Figure 1.12 The transsulfuration pathway. Dietary methionine is converted into homocysteine 
through the sequential actions of S-adenosylmethionine (SAM) and S-adenosylhomocysteine 
(SAH). Homocysteine is condensed with serine in a reaction catalysed by cystathionine-Ǡ-synthase 
(CBS) to generate cystathionine. Cystathionine is metabolised to L-cysteine by CTH, producing 

ammonia and Ä-ketobutyrate as by-products. L-cysteine is utilised in protein translation but can 

also be metabolised into glutathione through the actions of Ὓ-glutamyl cysteine synthetase (Ὓ-
GCS) and glutathione synthetase (GS) which catalyse the addition of glutamate and glycine to L-
cysteine respectively.  
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1.6 Analysing spatial metabolic heterogeneity 
 

Hypoxia-associated metabolic adaptations have important consequences for cancer 

progression and therapeutic intervention429. Recently, the ability to characterise tumours 

from 33 different cancer types based on the expression patterns of metabolic signatures 

was demonstrated and correlated with clinical outcome430. Furthermore, single-cell 

transcriptome profiling of TAMs showed that they exhibit markedly heterogeneous 

metabolic responses which correlate with function431. TAMs with elevated purine 

metabolism display a pro-tumourigenic phenotype which leads to reduced therapeutic 

efficacy431. Therefore, the ability to detect, measure and analyse metabolites with 

subcellular spatial resolution is becoming increasingly important for understanding 

metabolic heterogeneity at the single-cell level432. This is particularly important for cancer 

therapy as most tumours consist of a highly heterogeneous mix of cell populations with 

distinct metabolic and phenotypic characteristics431,432. Furthermore, oxygen 

concentration-dependent metabolic changes compound this heterogeneity as different 

tumour cell populations are exposed to a range of oxygen concentrations. Therefore, to 

measure and analyse the metabolic adaptation to hypoxia in tumours most accurately and 

representatively, spatial metabolomics techniques with subcellular resolution are 

required433. Additionally, the use of in vitro 3-dimensional cell culture models to study 

cancer metabolism has become increasingly important due to their ability to better 

represent the in vivo tumour microenvironment and the complex networks of cell 

interactions and nutrient gradients seen within poorly vascularised tumours, critical for 

studying metabolic heterogeneity434.   

 

1.6.1 Mass spectrometry-based metabolomics 

Mass spectrometry (MS) techniques have played an important role in the bulk detection 

and quantification of metabolites extracted from homogenised tissue or cell lysates and 

have contributed to the understanding of cancer progression and the development of 

improved cancer therapeutics435. Traditional MS-based bulk metabolomics approaches 

for use in cancer studies consist of either gas chromatography MS (GC-MS) or, more 

commonly, liquid chromatography MS (LC-MS) methods436,437. However, one major 

problem with both GC-MS and LC-MS methods is that the sample preparation involves 

the extraction and quenching of intracellular metabolites as well as the homogenisation 

of tissue or cell samples438. Therefore, these techniques cannot provide any information 
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on the spatial distribution or localisation of metabolites within samples439. The 

development of imaging MS (MSI) techniques combines the high sensitivity of MS-based 

detection methods with spatial resolution to analyse metabolites at the single-cell level440.  

 

1.6.2 Imaging mass spectrometry-based metabolomics 

Single-cell MSI is a powerful technique for analysing the distribution of metabolites with 

subcellular resolution441. However, moving from bulk metabolomics to the single-cell 

level provides several challenges442. For example, the highly dynamic nature of the 

metabolome in response to the local environment, such as the hypoxic 

microenvironment in tumours, requires accurate quenching of cellular metabolism in the 

required physiological state prior to measuring443. Furthermore, the human metabolome 

is estimated to consist of >200,000 molecules and this large chemical diversity makes the 

accurate detection of individual metabolites challenging442,444. The inability to amplify or 

tag metabolites compounds this problem, particularly for low-abundance metabolites442. 

Therefore, single-cell MSI metabolomics requires the use of label-free methods with 

enhanced chemical specificity and range of detection.   

 

MSI techniques are characterised based on the ionisation source used to ablate molecules 

from the sample surface and the mass analyser used to detect and analyse the desorbed 

molecules445. The most commonly used MSI techniques include desorption electrospray 

ionisation (DESI), matrix-assisted laser desorption ionisation (MALDI) and secondary 

ion mass spectrometry (SIMS)446. Despite being the most commonly used MSI method 

for studying metabolomics, MALDI-MS has a limited spatial resolution of 5-200 µm 

compared to the sub-micron (50-100 nm) resolution of SIMS447,448. Furthermore, MSI 

techniques that utilise artificial matrices for sample capture, including MALDI, can cause 

unwanted ômatrix effectsõ which can lead to changes in ionisation of small molecules and 

disruption of their spatial distribution449. Therefore, in the case of spatial metabolomics, 

SIMS is the preferred technique for carrying out single-cell MSI441.  

 

SIMS is a label-free, matrix-free technique that utilises a primary ion beam to desorb 

molecules from the sample surface450. Desorbed molecules are ionised, generating 

secondary ions that can be detected by a mass analyser451. The superior spatial resolution 

and surface sensitivity make SIMS the optimal choice for single-cell metabolomics 

imaging452. However, there are several physical and biological limitations associated with 
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SIMS MSI that pose significant challenges for accurately detecting and characterising 

metabolites at single-cell resolution. Sample preparation has a significant impact on 

imaging quality as fluctuations in sample temperature can lead to molecule migration and 

reduced ionisation efficiency during analysis, resulting in loss of spatial information453. 

Preparing and maintaining samples under cryogenic conditions therefore greatly improve 

the spatial imaging capabilities of SIMS and keep samples in their intact, physiological 

state453.  

 

The composition of the primary ion beam can also impact the resolving power and 

imaging capabilities of the instrument448. Monoatomic ion beams, most commonly in the 

form of liquid metal ion guns (LMIG), can be focused to < 50 nm and so provide 

subcellular resolution for imaging however, they cause increased fragmentation of 

desorbed molecules, making accurate molecule characterisation more challenging448,454. 

Alternatively, gas cluster ion beams (GCIB), which can be focused to < 3 µm cause less 

fragmentation and improved ionisation efficiency compared with LMIG sources and 

GCIB-SIMS has been shown to improve the ability to detect metabolites such as 

increased de novo purine biosynthesis in purine-depleted cells455,456.  

 

Due to the molecular fragmentation caused by the ion beams during desorption, 

advances in SIMS technology have focused on the incorporation of tandem MS 

(MS/MS) capabilities for the accurate identification of biomolecules from fragmented 

ions as well as improving the spatial and mass resolving power of SIMS instruments457. 

Time-of-flight (ToF) SIMS with MS/MS imaging capability has become a powerful 

technique for small molecule analysis as it combines the high spatial resolution of ToF-

SIMS with the ability to detect and interpret molecular fragments458. However, despite 

the rapid imaging rate of ToF analysers, they lack the mass resolving power needed to 

accurately identify biomolecules459. The development of high-resolution tandem mass 

analysers, such as the Orbitrap mass analyser, with a mass resolving power or 105-106 

(accurate to <1 ppm), has enabled the detection and identification of biomolecules 

including metabolites460. These technologies have led to the development of hybrid SIMS 

instruments that combine the spatial resolving power of ToF-SIMS with increased mass 

resolving power for spatial metabolomics analysis.  
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1.6.3 3-dimensional OrbiSIMS  

The 3-D OrbiSIMS is a hybrid mass analyser combining the high spatial resolving power 

of a ToF-SIMS analyser (TOF.SIMS 5, ION-TOF) with the high mass resolving power 

and mass accuracy of an orbitrap mass analyser (Q Exactive HF, Thermo Fisher 

Scientific) (figure 1.13)459,461. The dual beam setup, consisting of a 30 keV Bi LMIG and a 

5-20 keV Ar GCIB, combined with the dual analyser configuration enables 10 different 

operational modes for carrying out a range of analyses and 2-D or 3-D imaging (table 

1.2)459. This hybrid approach allows individual high spatial resolution 2-D images to be 

taken at different depths using the Bi LMIG with the ToF analyser which rapidly sputters 

away material from the sample surface. The depth between images is then precisely 

controlled by the gentle sputtering using the Ar GCIB and desorbed ions are analysed by 

the orbitrap to generate high-resolution mass spectra in-between LMIG image 

acquisitions459. This approach was used to map the distribution of drugs within single 

cells and reconstruct a 3-D image from the individual 2-D ToF images459. Furthermore, 

the metabolic profiles of single macrophage cells in response to different drug 

concentrations were analysed and specific metabolic responses were correlated with drug 

dosage459. More recently, the 3-D OrbiSIMS was used to assess the metabolome of 

differentiated macrophage cells in situ and was able to characterise the M1 and M2 

phenotypes of mature macrophages based on their individual metabolic profiles462. 

 

 

             
Figure 1.13 3-dimensional OrbiSIMS schematic. Adapted by permission from Springer 
Nature: Springer, Nature Methods, ôThe 3D OrbiSIMSñlabel-free metabolic imaging with 
subcellular lateral resolution and high mass-resolving powerõ, Passarelli et al, 2017.    
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However, one complication is that the high vacuum conditions required for OrbiSIMS 

analysis require specific sample preparation techniques; most commonly involving 

chemical fixation or plunge freezing followed by drying463. These methods can cause 

unwanted molecule migration and morphological alterations that disrupt the native 

spatial distribution of small molecules such as metabolites464. Analysing biological 

samples under cryogenic conditions in a native frozen-hydrated state can prevent this 

redistribution and generate more accurate mass spectra465. Avoiding water crystal 

formation during cryogenic sample preparation is also critical for the prevention of 

molecule migration and rupturing of cell membranes466. Plunge freezing is the most 

common cryogenic sample preparation technique for SIMS466. However, this technique is 

only fast enough to form non-crystalline, or vitreous, ice in thin samples < 20 µm and is 

not suitable for thicker samples such as tissue or multicellular 3-D models due to the 

formation of crystalline ice467. 

 

Mode Primary ion Mass analyser Application 

1 
Bi or Ar (single beam) 

ToF 
Surface spectra  

2 Orbitrap 

3 Bi or Ar (single beam) ToF 

Depth profiling 4 
Bi and Ar (dual beam) 

Orbitrap 

5 ToF + orbitrap 

6 
Bi or Ar (single beam) 

ToF 
2-D imaging 

7 Orbitrap 

8 Bi or Ar (single beam) Orbitrap 

3-D imaging 9 
Bi and Ar (dual beam) 

ToF 

10 ToF + orbitrap 

  

 

 

 

So far, little research assessing the applicability of the 3-D OrbiSIMS technique for the 

metabolic profiling and characterisation of tumour samples has been carried out. One 

study has recently utilised a tandem OrbiSIMS-liquid extraction surface analysis MS/MS 

(LESA-MS/MS) workflow to carry out metabolic profiling of paediatric brain tumour 

Table 1.2 Summary of the operational modes available with the 3-D OrbiSIMS. The 3-D 
OrbiSIMS has 10 different operational modes for different applications based on combinations of 
primary ion beam source and mass analyser used. 
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samples468. This work demonstrated the ability of SIMS to predict tumour relapse based 

on the levels of key metabolites identified within the tumour samples468. Interestingly, 

this work was only carried out using chemically fixed tissue at room temperature. There 

is currently no research investigating the use of OrbiSIMS for analysing the spatial 

regulation of metabolic adaptation to hypoxia in cancer cells and tumour tissue and 

whether this could be used to direct personalised therapeutic intervention at the 

individual patient level. 

 

1.6.4 3-dimensional models for studying cancer metabolism 

Traditionally, 2-dimensional in vitro cell cultures have been the dominant pre-clinical 

methodology for probing cancer cell behaviour and understanding cellular mechanisms 

due to their ease of handling, reproducibility and cost-effectiveness434. However, when 

considering the complexity of the tumour microenvironment, limitations to using 2-D 

models become highly evident. The lack of cell-cell interactions and cell-ECM contacts 

in 2-D models that are found within the in vivo microenvironment leads to significant 

changes in the signalling pathways controlling key cellular programmes including gene 

expression, proliferation and metabolism469,470. Furthermore, changes in cell morphology, 

receptor expression, oncogene expression and cell polarity noticed in 2-D cell culture 

have led to questioning the applicability of 2-D cell culture for replicating cancer 

behaviour in vivo434. This has led to the rapid development of 3-dimensional cell culture 

models, including 3D spheroids, in attempts to better model the tumour 

microenvironment of various cancer types such as CRC471. 

 

Several characteristics of 3D spheroids are crucial for their ability to represent solid 

tumours in vitro (figure 1.14). Spheroids can be cultured exclusively as cancer cells or co-

cultured with other cell types including stromal cells and immune cells472,473. The 

introduction of multiple cell types better mimics the cellular heterogeneity seen within 

solid tumours and promotes cell-cell communication and activation of intercellular 

signalling pathways within the microenvironment473,474. Similarly, cells within 3D 

spheroids have been shown to deposit ECM components including laminin and 

proteoglycans to form a tumour-like extracellular matrix which increases cell density and 

interstitial fluid more closely matching that seen in solid tumours as well as activating 

ECM-regulated signalling pathways475,476. 
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In addition, the 3-dimensional structure of spheroids also parallels the internal structure 

seen in solid tumours consisting of an outer proliferative layer of cells, a senescent 

middle layer and a necrotic core, generated by the oxygen and nutrient gradients which 

form as the spheroids grow477. Importantly, the oxygen gradient generates a hypoxic 

microenvironment near the spheroid core which activates the hypoxic response and the 

metabolic switch to anaerobic glycolysis resulting in metabolic reprogramming and 

acidification, both of which are common features of solid tumours478. The layered 

structure of 3D spheroids makes them an ideal model for studying cancer pathways with 

spatial resolution, particularly in relation to hypoxia and the oxygen-dependent metabolic 

response. 

 

Importantly, the gene expression profiles of 3D spheroids more closely match those 

observed in solid tumours compared with 2D cell culture as has been demonstrated for a 

variety of cancers including liver and CRC479,480. Furthermore, cancer cell metabolism 

changes rapidly in response to nutrient availability, oxygen concentration and 

Figure 1.14 Schematic representation of 3D spheroid characteristics for more accurate 
modelling of the solid tumour microenvironment. Adapted by permission from Elsevier, 
Biotechnology Advances, ô3D tumour spheroids: an overview on the tools and techniques used for 
their analysisõ, Costa et al, 2016.    
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microenvironment interactions. Recent studies have shown that the metabolic 

fingerprints of in vitro 3D spheroids are highly comparable to tumour tissue as opposed 

to conventional 2D cell culture. For example, CRC cell lines cultured in 2D and 3D 

spheroids showed drastic differences in glucose metabolism481. In particular, anaerobic 

ATP production was increased in 3D spheroids coupled with elevated MCT transporter 

expression, indicative of the Warburg effect, a feature not observed in 2D culture481.  

Similarly, renal cell lines grown in 2D and 3D spheroid cultures displayed markedly 

different metabolic patterns482. Whilst 2D cells displayed elevated levels of glycolytic 

intermediates, lipids and amino acids, these metabolites were significantly reduced in 

spheroids and this was more representative of the metabolic fingerprint of isolated 

kidney tissue482. These studies highlight the importance of developing 3D culture models 

for probing the metabolic reprogramming seen within solid tumours and for the 

development of metabolism-targeted therapeutics.    

 

1.7 Project aims 
 

This study aims to investigate the role of eIF4A2 in the regulation of hypoxic protein 

translation in colorectal cancer cells and the regulation of amino acid biosynthesis protein 

translation, such as CTH. This study also aims to assess the functional role of eIF4A2 

and target genes, such as CTH, in regulating cancer cell growth and survival in vitro with 

the development of CRISPR-Cas9 gene editing methods. Further to this, the spatial 

regulation of metabolic adaptation to hypoxia in colorectal cancer will be investigated by 

3-D OrbiSIMS using in vitro 3-D models and in vivo samples and correlated with RNA 

sequencing data. Specifically, this work will focus on the following aims: 

 

Chapter 3: 

1. Identify the role of eIF4A2 and its binding partners in hypoxic cap-dependent protein 

translation 

 

2. Determine the functional role of eIF4A2 in the regulation of CRC cell growth and 

survival in vitro  

 

3. Determine the functional role of eIF4A2 target genes, such as CTH, in the regulation 

of CRC cell growth and survival in vitro  



 81 

 

Following the results obtained in Chapter 3 it was decided to focus the orbiSIMS analysis 

on HIF-1ὄ and HIF-2ὄ as well-established regulators of metabolism in hypoxia in order 

to aid the development of a novel and complex mass spectrometry imaging technique. 

This allowed for analysis of HIF-dependent metabolic regulation across the oxygen 

gradient which has never been investigated previously.  

 

Chapter 4: 

4. Develop a 3-D OrbiSIMS workflow for the analysis of the spatial regulation of 

metabolic adaptation in hypoxic CRC 

 

5. Determine the roles of HIF-1Ä and HIF-2Ä in the spatial regulation of metabolic 

adaptation to hypoxia in CRC using 3-D OrbiSIMS and RNA-sequencing  

 

Chapter 5: 

6. Utilise the workflow to investigate and spatially resolve metabolic profiles of more 

complex in vivo xenograft/PDX  samples 
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2. Materials and Methods 

 

2.1 Cell culture and reagents 

 

2.1.1 Culture of adherent cells 

All cell culture was performed in a Class II microbiological safety cabinet (BioMAT2, 

Contained Air Solutions, UK). Colorectal cancer cell lines LS174T (CL-188Ó), HCT116 

(CCL-247Ó), HT-29 (HTB-38Ê), DLD-1 (CCL-221Ê) and HCT-15 (CCL-225Ê) and 

SW-620 (CCL-227Ê) were obtained from the American Type Culture Collection and 

cultured in complete medium consisting of Dulbeccoõs modified Eagleõs medium 

(DMEM- high glucose, Sigma Aldrich, MO, USA) supplemented with 10% [v/v] foetal 

bovine serum (FBS, Sigma Aldrich, MO, USA) unless stated otherwise. Cells were 

maintained at 37̄C in a humidified incubator at 5% CO2. 

 

Cell lines were subcultured routinely when they reached 70% confluency in T75cm2 

flasks (CorningÑ, Thermo Fisher Scientific, MA, USA). Culture media was aspirated, and 

cells were washed once with sterile phosphate-buffered saline (PBS, Sigma Aldrich, MO, 

USA). Cells were detached from the base of the culture flask and each other using 1x 

Trypsin-Ethylenediaminetetraacetic acid (EDTA) solution (Sigma Aldrich, MO, USA) 

for 3-5 min at 37̄C in a 5% CO2 humidified incubator. Dissociation of cells from the 

base of the flask was determined by microscopy. An appropriate volume (2x volume of 

trypsin) of fresh complete medium was used to neutralise trypsin activity. Cells were then 

passaged at an appropriate ratio (typically 1:10-1:15) into clean T75cm2 flasks containing 

15 mL of complete medium and maintained at 37C̄.  

 

All cell lines were routinely tested for mycoplasma using the PlasmoTestÊ mycoplasma 

detection kit (InvivoGen, CA, USA). Briefly, 500 µL of cell culture medium was heated 

to 100ĚC for 15 min and 50 µL was then added to a well of a 96-well plate. 200 µL of 

HEK-blueÊ-2 cell suspension prepared in HEK-blueÊ detection medium was added to 

each well of the 96-well plate. The plate was incubated overnight at 37ĚC in a 5% CO2 

incubator. The presence of mycoplasma was confirmed by a colour change from pink to 

purple/blue measured by a spectrophotometer at 620-655 nm.  
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2.1.2 Hypoxic cell culture 

Hypoxia was induced by incubating cells at 37C̄ under hypoxic conditions (1% pO2 

[<7.6 mmHg]) in a 5% CO2, nitrogen-balanced Hypoxia Workstation InvivO2 400/500 

(Baker Ruskinn, UK).  

 

Physoxia was induced by incubating cells at 37C̄ under physoxic conditions (8.5% pO2 

[64.6 mmHg]) in a 5% CO2, nitrogen-balanced Hypoxia Workstation Inviv02 400 (Baker 

Ruskinn, UK)184. 

 

2.1.3 Cell counting 

Cell lines were detached from the flasks and pelleted by centrifugation at 200 x g for 5 

min in 15 mL falcon tubes. Cells were resuspended in complete medium and counted 

using a TC10Ó automated cell counter (Bio-Rad, CA, USA) using dual-chamber 

TC10Ó/TC20Ó cell counting slides (Bio-Rad, CA, USA) according to manufacturerõs 

instructions. Briefly, 10 mL of cell suspension was transferred to a counting chamber and 

inserted into the machine. After counting, the cell suspension was diluted to the required 

concentration for further experiments. 

 

2.1.4 Cryopreservation of cell lines 

Cell lines were cultured to 70% confluency in T75cm2 flasks then detached from the 

bottom of the flask (see 2.1.1) and pelleted by centrifugation at 200 x g for 5 min in 15 

mL falcon tubes (Cellstar®, Greiner Bio-one, Austria). Cells were counted as described 

in 2.1.3 and resuspended at a concentration of 1x106 cells per mL in freezing media (90% 

[v/v] FBS, 10% [v/v] dimethyl sulfoxide [DMSO](Sigma Aldrich, MO, USA)) and 0.5 

mL of the cell suspension was transferred into individual cryovials (Azenta Life Sciences, 

MA, USA). Cryovials were placed into a freezing container (Mr FrostyÓ; Thermo Fisher 

Scientific, MA, USA) containing the recommended level of 100% isopropanol (Sigma 

Aldrich, MO, USA) and frozen overnight at -80̄ C. Frozen cryovials were then 

transferred into a cryogenic storage system (Brooks BiostoreÊ III Cryo; Azenta Life 

Sciences, MA, USA) for long-term storage. Cell thawing was achieved by incubating 

cryovials in a 37̄C water bath for 30 s. Cell suspensions were then transferred 

immediately into a T25cm2 containing 5 mL pre-warmed complete medium and 

maintained at 37̄C in a 5% CO2 humidified incubator.     
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2.1.5 Inducible shRNA eIF4A2 knockdown 

Pre-existing IPTG-inducible lentiviral shRNA particles generated using Sigma 

MISSION  custom lentiviral shRNA services were used previously to generate IPTG-

inducible lentiviral shRNA particles (credit: Hannah Bolland). Two separate shRNA 

sequences, termed sh69 and sh84, were used to generate IPTG-inducible eIF4A2 

knockdown cell lines (table 2.1). A control knockdown cell line, termed shCTL, was also 

generated by transduction with 3x LacO-inducible non-targeting shRNA control 

transduction particles (credit: Hannah Bolland, Sigma Aldrich, MO, USA). shRNA-

mediated knockdown of eIF4A2 was induced with sterile dioxane-free IPTG 

(FormediumÊ, UK) made up to a working solution of 0.1 M in ultrapure H2O. For 

eIF4A2 knockdown, cells were incubated with cell culture media containing 1 mM IPTG 

for 96 hours. Fresh IPTG-containing media was replaced daily. 

 

Clone ID Sequence (5õ-3õ) 

TRCN0000051
869 (sh69) 

CCGGCCGGGAGAGTGTTTGATATGTTCTCGAGA
ACATATCCAAACACTCTCCCGTTTTG  

TRCN0000369

484 (sh84) 

CCGGAGTCGTGTTCTGATCACTACTCTCTCGAG
AGTAGTGATCAGAACACGACTTTTTTG 

 
 

 

2.1.6 Generation of siRNA knockdown cell lines 

DharmaconÊ siGENOME SMARTpool siRNA (Horizon Discovery, UK) was 

introduced into cell lines using lipofection and a reverse transfection method (table 2.2). 

siRNAs were reconstituted at 20 mM in RNase-free water inside a class II MSC after 

centrifugation for 10 s at 16,000 x g. siRNAs were vortexed for 10 s and incubated on ice 

for 20 min before storing at -80̄ C. An AllStars negative control siRNA (100 µM stock, 

Qiagen, Germany) condition was included as a control. Transfection reagents were 

prepared in two sterile 1.5 mL Eppendorf tubes per siRNA per 10cm2 cell culture dish 

(Corning®, Thermo Fisher Scientific, MA, USA). Tube A consisted of 8.75 mL siRNA 

diluted in 991.25 mL Opti-MEMÓ reduced serum media (Thermo Fisher Scientific, MA, 

USA) and tube B consisted of 37.5 mL lipofectamineÓ RNAiMAX reagent (Thermo 

Fisher Scientific, MA, USA) diluted in 962.5 mL Opti-MEMÓ. Oligonucleotide and 

lipofectamineÓ solutions were mixed and incubated at room temperature. The 

Table 2.1 eIF4A2 shRNA sequences used to generate eIF4A2 knockdown cell lines. 

 


































































































































































































































































































































































































































































































































































