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Abstract

Continuous flow chemistry is an interesting technology that allows to overcome many

of the limitations in terms of scalability of classical batch reactor designs. This ap-

proach is particularly relevant for both photochemistry and electrochemistry as new

optimal solutions can be designed to limit, for example, the issues related to light

penetration, reactor fouling, excessive distance between electrodes and management

of hazardous compounds, whilst keeping the productivity high. Such devices operate

often in a two-phase regime, where the appearance of a gas in the form of a disperse

bubbly flow can be either a desirable feature (e.g. when the gas is needed for the re-

action) or the result of a spontaneous reaction (e.g. electrochemistry). Such systems

are very complicated flows where many bubbles populate the reactor at the same

time and deform under the effect of several forces, such as surface tension, buoyancy

and pressure and viscosity terms. Due to the solubility of gas in the liquid solvent,

the disperse phase exchanges mass with the liquid (where the reactions generally

occur) and the volume of the bubbles changes accordingly. Such physics is mainly a

convection-dominated process that occurs at very small length scales (within the con-

centration boundary layer, which is generally thinner than the hydrodynamic one)

and numerical tools for routine design are based on simplifying assumptions (reduced

order methods) for the modelling of this region. However, such approaches often lead

to errors in the prediction of the mass transfer rate and a fully-resolved method is

generally needed to capture the physics at the interface. This last approach comes

with a high computational cost (which makes it non suitable for common design pro-

cesses) but can be employed in simplified scenarios to explore fundamental physics

and derive correlation formulae to be used in reduced order models.
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For the above reasons, this work aims at developing a high-fidelity numerical

simulation framework for the study of mass transfer of soluble species in two-phase

systems. The numerical modelling of these processes has several challenges, such as

the small characteristic spatial scales and the discontinuities in both concentration

and velocity profiles at the interface. All these points need to be properly taken

into account to obtain an accurate solution at the gas-liquid interface. In this thesis,

a new methodology, based on a two scalar approach for the transport of species,

is combined with a geometric Volume of Fluid method in the open source software

Basilisk (http://basilisk.fr/). A new algorithm is proposed for the treatment of the

interfacial velocity jump, which consists of the redistribution of the mass transfer

term from the interfacial cells to the neighbouring pure gas ones, in order to ensure

the conservation of mass during the advection of the interface. This step is a crucial

point of the methodology, since it allows to accurately describe the velocity field

near the interface and, consequently, to capture the distribution of species within

the concentration boundary layer.

The solver is extensively validated against analytical, experimental and numerical

benchmarks, which include suspended bubbles in both super- and under-saturated

solutions, the Stefan problem for a planar interface, dissolving rising bubbles and

competing mass transfer of mixtures in mixed super- and under-saturated liquids.

Finally, the methodology is used for the study of real applications, namely the

growth of electrochemically generated bubbles on a planar electrode and the mass

transfer of a single bubble in a Taylor-Couette device. The effects of the main pa-

rameters that characterise the systems (e.g. contact angle, current density and rotor

speed) on the growth/dissolution rate of bubbles are investigated. Although these

systems need to be necessarily simplified to allow for direct numerical simulations,

these examples show that the insight gained into the fundamental physics is valuable

information that can be used to develop reduced order models.
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Chapter 1

Introduction

The present thesis is part of the Photo-Electro project, which is described in section

1.1 along with the motivation of this work. The main objectives and contributions of

the thesis are discussed in section 1.2, whilst the structure of the following chapters

is outlined in section 1.3.

1.1 The Photo-Electro project: background and

motivation of the present work

The Photo-Electro project is a multi-disciplinary and multi-institutional research

group based on a partnership between the Universities of Nottingham, Bristol and

Southampton. The vision is to innovate how chemicals (for a broad range of appli-

cations that include, but are not limited to, the pharmaceutical and agrochemical

sectors) are manufactured by exploiting the use of continuous flow chemistry. The

focus is on the production of complex molecules by combining photochemical and

electrochemical reactions with thermal flow chemistry. The ultimate goal of this

project is to deliver an innovative approach that minimises the use of chemicals, sol-

vents and steps needed for the production of chemical compounds, reducing in this

way the environmental impact of such industrial processes.

Contrary to standard batch reactors, which are closed systems that contain the

1
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whole amount of chemicals needed for the process, continuous flow devices are con-

tinuously fed with the reactants and the desired product flows out of the reactor with

a controllable flow rate. This approach offers a better control of the reactions and

opens the way to the implementation of automated systems that can be operative for

longer times. Another advantage of continuous flow chemistry over batch processes

consists of the possibility of linking multiple reactors to perform multi-step chemistry

(see, for example, Britton and Raston, 2017).

Photochemistry is generally considered as a green approach due to the use of

photons, which are indeed environmentally friendly reactants. One of the most sig-

nificant limitations of the use of batch reactors for photochemistry consists of the

light penetration issue within the reaction vessel. Batch devices are generally de-

signed as large systems in order to meet the production targets. However, in this

case, light (which comes form external lamps) cannot easily penetrate across the

whole vessel and a significant amount of chemicals is not processed. As a result,

the scale-up of such devices is generally difficult. On the other hand, the use of

continuous flow chemistry allows to process a small amount of material at one time

and smaller reactors can be designed where the distribution of light is optimal and

the production rate increases accordingly. The requirements in terms of global pro-

duction rate (i.e. kg of product per day) can be more easily met (compared to batch

reactors), since the scale-up of such devices is generally easier (see Lee et al., 2020).

Another advantage of continuous flow reactors emerges when hazardous reagents

are used. This happens, for example, when oxygen is needed for the reaction, which is

a well-known inflammable substance but, at the same time, highly desirable for its low

environmental impact. In such cases, oxygen is introduced as a gaseous phase within

the reactor and the molecules need to be first transferred to the liquid solvent where

the reaction can take place (this process will be described in section 2.3). The use

of pure oxygen is clearly desirable from the productivity point of view, since a large

concentration of O2 allows to reach high production rates. However, the presence of a

large amount of oxygen is generally not possible, due to the risk of hazardous events.

A common solution consists of the use of laboratory air (where the concentration of

O2 is limited). The penalty of this approach is clearly a smaller productivity, since
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the lower partial pressure of oxygen inside the gas phase limits the mass transfer

towards the solvent. Due to the small quantities of O2 that can be processed at the

same time, a batch reactor does not represent an optimal design, since it cannot

be easily scaled up. On the other hand, continuous flow devices generally offer a

more robust control over the process and represent an interesting alternative, since

the smaller amount of chemical mixtures that are processed (in a continuous way)

reduces the hazard of the operation, whilst keeping the productivity high. This has

been achieved in the Photo-Electro project by developing two different versions of a

continuous Taylor Couette reactor, where oxygen can be either automatically drawn

into the device from the surrounding air (in this case O2 is only a small component

of the mixture - see Lee et al., 2017) or injected through ducts, which allows for

a better control over the concentration (Lee et al., 2020). This type of reactor

consists of two coaxial cylinders, where the inner one rotates and the outer wall is

generally kept fixed. When the rotating speed reaches a critical value, the fluid within

the reactor undergoes an instability that produces pairs of counter-rotating toroidal

vortices superimposed on the main (azimuthal) flow. This pattern is particularly

efficient for the mixing of chemical species and an accurate description of its features

is given in section 2.2.2. For photochemical application, a strong mixing within the

reaction vessel is particularly beneficial, since the reaction tends to occur mainly at

the external wall, where the intensity of the light is stronger. A sketch of the two

Taylor-Couette reactors introduced above is shown in Figure 1.1.

Due to the significant shear rate and small gaps between the cylinders (a few

millimeters in the examples above), the gas phase is organised into a large number of

small bubbles. This is an optimal configuration for the enhancement of mass transfer

between the phases, since the global surface of the gas-liquid interface is relatively

large, given the volume fraction of gas inside the reactor. Clearly, the configuration

reported in Figure 1.1b offers a better control over the amount of oxygen whilst, in

the other design, the amount of air drawn into the vessel is reported to be a function

of the rotor speed. As will be shown in section 2.2.2, the fluid pattern of a Taylor-

Couette reactor depends on the product between the gap size and the peripheral

velocity of the rotor. This offers a natural and convenient way for the scale-up of
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Figure 1.1: Sketches of the cross-section (not to scale) of the Taylor-Couette reactors
for photochemistry developed within the Photo-Electro project. The design on the
left automatically takes the air from the laboratory, whilst the solution on the right
uses apposite ducts for the supply of oxygen. Some details are omitted. Figures
adapted from Lee et al., 2017 (a) and Lee et al., 2020 (b).

such devices, since the radii of the cylinders can be increased whilst keeping the gap

fixed. For larger sizes, the angular speed of the rotor can be decreased, since the

peripheral velocity increases with the radius. This feature offers a clear advantage

from a structural point of view. Clearly, in the configuration of Figure 1.1a, this

comes with a cost, since for smaller rotating speed, less air is adsorbed. Another

reported advantage of this type of reactor is a sort of self-cleaning mechanism of the

outer wall due to the large shear rate generated by the vortices, which is helpful to

prevent the reactor fouling.

From a sustainability point of view, electrochemistry offers a valuable method-

ology too. This is mainly due to the fact that chemical reagents can be replaced

by electrons and, if the electric current needed for the process is generated from

renewable sources, the overall environmental footprint can be significantly low. A

strong limitation to the adoption of this approach in industrial settings is related

to the production of bubbles on the electrode surface, which makes electrochemical

reactors difficult to scale up (see Pereiro et al., 2019). Bubbles are the result of the
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production of a dissolved gas from a chemical reaction, which then eventually diffuses

into microscopic gas nuclei (this process will be discussed in section 2.3). This phe-

nomenon is detrimental for the performance of the reactor (see Angulo et al., 2020),

since the presence of bubbles reduces the active (uncovered) area of the electrodes

and induces a non uniform current density in the electrolytic solution. The effective

resistance of the solution is also affected (it increases) since the gas phase has a lower

conductivity and reduces the transport of ions across the electrochemical cell.

Continuous flow chemistry can also be adopted to improve the design of electro-

chemical reactors, which benefit from smaller gaps between the electrodes and larger

electrode surfaces for a given volume of solution. A significant achievement of the

Photo-Electro project is the development of a continuous Taylor-Couette reactor for

electrochemistry (Love et al., 2021, Lee et al., 2022). The principle of the reactor is

the same as the one presented before for photochemistry but, in this case, the cylin-

ders are used as electrodes. The formation of vortices is particularly useful for this

type of applications since the reaction that occurs at the electrode surfaces benefits

from the enhanced mixing (i.e. more solution is processed and the mass transfer

increases accordingly).

The scenarios discussed so far (i.e. photochemistry with a gaseous reagent and

electrochemistry) share the common feature that two-phase (gas-liquid) systems are

involved. Some generic features that characterise such processes include the presence

of a large number of bubbles with different volume fractions, mass transfer between

the phases (due to the solubility of the chemical species) and, clearly, the presence

of reactions. Many other aspects are needed to fully characterise the system (e.g.

the type of reaction and the design of the reactor), but these are mainly configu-

ration specific. Another relevant example of two-phase electrochemical systems is

the production of hydrogen via electrolysis (i.e. the splitting of water into hydrogen

and oxygen). This is an extremely interesting technology, since H2 has a central

role (as an alternative to fossil fuels) in the roadmap to carbon neutrality, and has

a potentially low environmental impact as long as the energy used for the system

comes from carbon-neutral sources. However, as reported in Vachaparambil, 2020

(which is based on a recent report from the European Commission about the hy-
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drogen strategy for a climate-neutral Europe - see European Commission, 2020) the

cost of this technology in 2020 was still too high (approximately 2.5 - 5e kg−1 of

hydrogen) compared to standard approaches (e.g. steam-methane reforming or par-

tial oxidation reforming), which cost around 1.5e kg−1, but are not carbon neutral.

Therefore, the cost of H2 production via (green) electrolysis should nearly be halved,

in order to make this technology competitive on the market. Although the costs

reported previously are highly dependent on the energy market, it appears evident

that a lot of work is needed to develop such reactors. In the same report from the

European Commission, it is reported that the way to reach this target is to scale

up electrolysers to more efficient devices, which is definitely not a trivial task given

the issues discussed above about bubble formation and their impact on the overall

performance of electrochemical cells.

From the introduction to the Photo-Electro project discussed so far, it emerges

clearly that a significant amount of research is needed to advance the design of

continuous flow reactors. These devices have the potential to contribute to the

decarbonisation of part of the chemical manufacturing sector but need to be scaled up

and made more efficient in order to meet the industrial productivity standards. The

present thesis deals with the study of these systems from an engineering perspective.

As was mentioned before, extremely complicated two-phase flows with mixtures of

chemical species characterise these types of reactors and no simple analytical models

can be used for their design.

1.2 Objectives and contributions

The characterisation of two-phase chemical reactors can be performed by using two

approaches, namely experiments and numerical simulations. These two techniques

have both advantages and disadvantages (which will be discussed in section 2.3.3)

and should be coupled together in order to gain as much insights as possible into the

physics of the systems. Due to the continuous increase in computational power and

availability of large High-Performance Computing (HPC) centres, numerical simula-

tions have become an attractive tool for the modelling of two-phase systems, since
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they offer a cheaper alternative to experiments (compared to the cost of experimen-

tal facilities) and provide access to local information that are difficult to measure

experimentally. However, despite the enormous advancement of numerical schemes

and efficient algorithms, direct numerical simulations (DNS), where all the temporal

and spatial scales are fully resolved, are still limited to simplified scenarios. This

is especially true when industrial-size systems (which have characteristic dimensions

of meters) are modelled and thousands of small bubbles (with diameters of the or-

der of a few millimeters) populate the reactor. In this case, the required mesh size

(and the associated time step) are very small and fully resolved simulations are not

feasible for routine design due to the high computational cost. Researchers have

developed alternative approaches based on simplifying assumptions that allow to re-

duce the computational cost of the simulations. Such reduced order techniques rely

on the use of models for the characterisation of several features (e.g. turbulence,

mass transfer, gas-liquid interaction), which are generally valid for a specific appli-

cation but cannot be easily generalised to different systems. Such models can be

derived from different ways that generally combine theoretical considerations with

either experimental data or high-fidelity simulations.

The last approach, i.e. the use of DNS in simple scenarios to inform reduced

order models, has been applied successfully, for example, in the study of drag forces

in bubble column reactors, that usually operate at large scales and contain a large

number of bubbles (Roghair et al., 2011). These authors discuss the hierarchy of

the available numerical approaches and a summary (from their work) is reported in

Figure 1.2. Direct numerical simulations of fully-resolved interfaces (Figure 1.2a) can

be used to model small length scales (of the order of centimeters) and are generally

limited to a few hundreds of bubbles. Several approaches exist for the resolution of

the interface (see section 2.3.3) that allow to capture the complex phenomena that

occur at the gas-liquid interface.

At intermediate scales (of the order of meters), bubbles can be approximated

as rigid particles and their positions tracked in a Lagrangian way (Figure 1.2b).

Clearly, the motion of bubbles depends on several forces that act on the particles,

which include buoyancy, drag, lift, added mass and pressure gradient. Many of these
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(a) Resolved interface (b) Euler-Lagrange (c) Euler-Euler

Figure 1.2: Hierarchy of numerical approaches for multiphase simulations. Fully-
resolved interfacial simulations (a - with Front Tracking in this example) are used
to model small scales, Eulerian-Lagrangian (b) methods for intermediate scales and
Euler-Euler (c) simulations for full size systems. Figure taken from Roghair et al.,
2011.

terms rely on coefficients that need to be estimated through the use of correlation

models. This approach is often referred to as Eulerian-Lagrangian model and can be

classified depending on whether the particles affect the motions of the fluid (two-way

coupling) or not (one-way coupling).

Finally, for larger scales, the Euler-Euler model (Figure 1.2c) is often used, where

one set of governing equations is solved for each phase and the distribution of the gas

(and liquid) phase is obtained by tracking the transport of the corresponding volume

fraction. Clearly, also in this case, closure models are needed to take into account

the exchange of momentum between the phases at the interface. This approach is
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classified as a two-fluid model.

From the discussion about the numerical approaches presented so far, it appears

evident that high-fidelity simulations play a central role in the advancement of com-

putational fluid dynamics modelling. When dealing with mass transfer problems in

two-phase systems, additional phenomena appear at the interface, e.g. concentration

and velocity discontinuities (which will be carefully discussed in section 2.3). This

physics occurs at extremely small length scales (fractions of the bubble diameter)

and needs to be fully resolved to characterise the processes in two-phase chemical

reactors. Unfortunately, these features add additional challenges to numerical mod-

elling and only few works have been recently published where different methodologies

are proposed for an accurate description of the interfacial dynamics (see section 2.3.3

for a review on the state of the art). The main objective of the present thesis is to

contribute to the advancement of high-fidelity numerical simulations of mass trans-

fer of soluble species in two-phase systems. In this work, the open source software

Basilisk (see Popinet and collaborators, 2013–2023), which is a Finite Volume solver

for partial differential equations on adaptive Cartesian grids, is used for the solution

of direct numerical simulations of incompressible two-phase flows. A new solver is

developed and implemented in Basilisk to take into account the transport of soluble

species and the related mass transfer between the phases, with the corresponding vol-

ume change. The novelty of the proposed methodology consists of the development

of an original algorithm to treat interfacial velocity discontinuities (see section 5.2),

which allows for an accurate representation of the flow field around the interface.

The proposed approach is different from the others methodologies available in the

literature and has the advantage that it requires minimum computational effort and

is readily implementable in existing codes (with similar characteristics to Basilisk,

e.g. Cartesian meshes). The main contribution of the work is, therefore, the delivery

of an open source (state of the art) numerical framework for high-fidelity simulations

of flows with phase-change. The methodology is extensively validated against several

benchmarks related to bubbly flows and an additional contribution consists of the

study on the mesh resolution needed to capture the mass transfer of rising bubbles

and its dependence on the system parameters (e.g. bubble size and terminal veloc-
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ity). The solver is able to deal with mixtures of different species and reaction terms

for the modelling of chemical reactions can be naturally implemented. Finally, the

methodology is applied to (simplified) engineering systems, namely electrochemically

generated bubbles on flat electrodes and mass transfer in Taylor-Couette reactors,

for the characterisation of the fundamental physics involved in these processes. As

was discussed before, this approach is an important step towards the development of

more accurate models for reduced order simulations. The case of a bubble exchang-

ing mass in a Taylor-Couette reactor is particularly relevant for the Photo-Electro

project and represents an important contribution of this work, since no previous

studies on the detailed interfacial dynamics of mass transfer in this device has been

reported before (to the best of the author’s knowledge).

1.3 Thesis outline

The thesis is organised as follows.

Chapter 2 contains the relevant literature review for the characterisation of the

flow physics this thesis deals with. The focus is on the main aspects of rising bubbles,

the effects of shear forces on bubble deformability and breakup, the description of

the flow patterns in Taylor-Couette reactors, the physics of mass transfer processes

and the state of the art numerical techniques for fully resolved simulations.

Chapter 3 discusses the governing equations (Navier-Stokes) for two-phase flows

with phase-change and derives the one-fluid formulation, which is at the basis of the

numerical implementation of the Volume of Fluid method. The chapter also derives

the governing equations for the transport of soluble species in gas-liquid systems.

Chapter 4 introduces the Basilisk flow solver. The goal is to present the relevant

features for the implementation of the new solver developed in the present work. The

focus is on the grid structure, the geometric Volume of Fluid method and the Navier-

Stokes solver.

Chapter 5 presents the phase-change solver developed in this thesis. This chap-

ter contains the derivation of the original algorithm used for the treatment of the

velocity discontinuity. The Volume of Fluid method is extended to take into account
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the volume change and the details related to the transport of species and prediction

of the mass transfer rate are discussed.

Chapter 6 provides an extensive validation of the numerical methodology. The

proposed benchmarks are based on analytical solutions, experiments and previous

numerical studies and include: bubbles with constant mass transfer rates, the Ste-

fan problem for planar interfaces, suspended bubbles in super- and under-saturated

solutions, rising bubbles and competing mass transfer in systems with mixtures of

species.

Chapter 7 presents two applications of the proposed methodology to real sys-

tems. The chapter is dived into two parts. In the first part, growing bubbles on

planar electrodes are modelled and the dependence of the growth rate on the contact

angle and current density is investigated. In the second part, a single bubble in a

Taylor-Couette reactor is studied and the effects of the Reynolds number and gravity

on the mass transfer rate are discussed.

Chapter 8 outlines the main findings (and limitations) of the present thesis and

presents some suggestions for future work.

Appendix A discusses the characteristics in terms of spatial grid convergence

of the proposed solver.

Appendix B provides some considerations related to the consistency between

the transport of volume fraction and momentum in the proposed methodology.



Chapter 2

Literature Review

The present thesis deals with the numerical modelling of soluble bubbles exchanging

mass with a liquid solution. The focus of this work is on the development of an ac-

curate phase-change solver for high-fidelity simulations, where an original algorithm

is proposed for the treatment of velocity discontinuities that occur at the interface in

the presence of mass transfer. In this chapter, the most relevant features of bubbly

flows that will be modelled in the rest of the thesis (especially in chapter 6 for the

validation of the numerical solver and chapter 7 for some engineering applications)

are presented and the relevant literature is discussed.

The chapter is organised as follows. In section 2.1 the case of a single bubble rising

in a quiescent liquid is introduced and the main characteristics in terms of terminal

velocity, shapes and trajectories are discussed. The case of bubbles deforming under

shear forces is a relevant topic for the present work since this thesis contributes

to the modelling of bubbles in Taylor-Couette reactors. This subject, along with

the description of the features of single-phase Taylor-Couette flows, is treated in

section 2.2. Finally, the physics of diffusion-driven mass transfer of soluble species

in two-phase systems and the state of the art of numerical methods for fully resolved

simulations are discussed in section 2.3. Since this work is focused on disperse bubbly

flows in liquid solutions, the gas and liquid phases are referred to as disperse and

continuous phases, respectively, and these terms will be used interchangeably in the

rest of the work.

12
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2.1 Rising bubbles in a quiescent liquid: hydro-

dynamics

This section will address the following points:

• Non-dimensional groups for the description of bubbly flows.

• Analytical and empirical models for the prediction of terminal velocities in both

low and high speed regimes.

• Effect of surface active contaminants.

• Shape deformation and breakup.

• Path instability and rising trajectories.

The case of a rising bubble in a quiescent liquid has captured the attention of

scientists for a long time due to the several complicated features of this type of flow

and its applications in many technological processes. The first documented case of

interest dates back to Leonardo Da Vinci, who reported about the path instability of

a rising bubble, known as Leonardo’s paradox after the work of Prosperetti, 2004. In

this section, a brief overview of the main features of this type of flow is provided and

the interested reader is referred to Magnaudet and Eames, 2000 and Clift et al., 1978

for the underlying fundamental physics and review on the topic. Shape deformation,

break-up, instability of the rising trajectory and effect of surface active contaminants

(i.e. surfactants, generally referred to as contaminants in this work) are amongst the

features that make this topic fascinating from a scientific point of view, and, at the

same time, very difficult to investigate theoretically.

In this section, the problem is first addressed from a dimensional point of view,

where the main non-dimensional numbers are introduced (section 2.1.1). Then, the

main characteristics of this type of flow, namely rising velocity, shape deformation

and path instability are discussed in sections 2.1.2 - 2.1.3.
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2.1.1 Non-dimensional groups

As is generally done for many physical phenomena, it is convenient to approach the

problem by introducing non-dimensional groups that compare the magnitude of the

main parameters that affect the bubble behaviour. In this work, the liquid and gas

phases are also referred to as continuous and disperse phases respectively, and the

subscripts c,d refer to the properties of the respective phase, whilst the subscript b is

used for the characteristics of the bubble (e.g., Db and Rb are the bubble diameter and

radius, respectively). In two-phase systems, common choices for the non-dimensional

groups include (see Tryggvason et al., 2011) the Reynolds number:

Re =
inertial force

viscous force
=

ρcU
2
bD

2
b

µcUb/DbD2
b

=
ρcUbDb

µc

(2.1)

the Froude number:

Fr =
inertial force

buoyancy force
=

ρcU
2
bD

2
b

gρcD3
b

=
U2
b

gDb

(2.2)

the Weber number:

We =
inertial force

surface tension force
=

ρcU
2
bD

2
b

σDb

=
ρcU

2
bDb

σ
(2.3)

and the density and viscosity ratios:

ρr =
ρd
ρc
, µr =

µd

µc

(2.4)

where Ub is the terminal velocity of the bubble, σ is the surface tension coefficient and

g is the gravitational acceleration (the buoyancy force has been simplified assuming

∆ρ = ρc − ρd ≈ ρc). Due to the deformability of bubbles, the shape of the interface

can deviate significantly from a sphere along its trajectory, making the definition

of the diameter not trivial. For this reason, it is a common choice to refer to the

equivalent sphere, i.e. a sphere with the same volume of the bubble (Vb), whose
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diameter is:

Deq = 2

(
3Vb

4π

)1/3

(2.5)

In equations 2.1 - 2.3, the non-dimensional groups depend on the rising velocity of the

bubble (Ub), which is generally not-known a priori and, under certain circumstances,

never reaches a steady-state value (see, for example, some of the cases reported in

Cano-Lozano et al., 2016). Therefore, a combination of the non-dimensional numbers

introduced above is generally adopted to eliminate the dependence on Ub, leading to

the definition of the Galilei number:

Ga =
Re√
Fr

=
ρc
µc

√
gD3

b (2.6)

and the Bond number:

Bo =
We

Fr
=

ρcgD
2
b

σ
(2.7)

Another useful parameter is the Morton number, which has the characteristic of

being dependent on the properties of the gas-liquid system only:

Mo =
We3

Re4Fr
=

µ4
cg

ρcσ3
(2.8)

Depending on the system properties, the range of variation of Mo can be as large as

twenty orders of magnitude. Following a dimensional analysis, the rising velocity of

the bubble is generally a function of seven parameters:

Ub = Ub(ρc, ρd, µc, µd, σ, g,Db) (2.9)

which means that only four independent non-dimensional groups are needed to fully

describe the problem (see Buckingham π theorem). Given the above discussion, the

four numbers used in this work to describe the setup of the numerical simulations

are ρr, µr, Ga and Bo.
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2.1.2 Terminal velocity

When a bubble is released in a liquid medium, the first part of the motion is charac-

terised by a strong acceleration, where the added mass force plays a significant role.

As the acceleration decreases and the bubble reaches a steady-state regime (which

could also never occur, as noted before), the buoyancy and drag forces balance out

and the terminal velocity results from this balance as:

Ub =

√
2∆ρVbg

ρcCDAp

(2.10)

where CD is the drag coefficient (i.e. Fd = (1/2)ρcCDApU
2
b ) and Ap is the projected

bubble area, which for a sphere is Ap = πD2
b/4. Due to the complexity of the

problem, only few theoretical solutions can be obtained for the prediction of the

drag coefficient and these generally introduce strong assumptions on the flow physics

(see Clift et al., 1978). For a slow viscous flow around a spherical particle (also known

as creeping flow), Hadamard, 1911 and Rybczynski, 1911 independently obtained an

analytical solution of the Navier-Stokes equations and the resulting drag coefficient

is:

CD =
8

Re

(
2 + 3µr

1 + µr

)
(2.11)

In the case of bubbles (µr → 0), equation 2.11 converges to CD = 16/Re. Substitut-

ing the value of the drag coefficient into equation 2.10 gives the Hadamar-Rybczynski

rising velocity (which is used in section 6.2.4 for the study of mass transfer in a creep-

ing flow):

Ub =
2

3

∆ρgR2
b

µc

(
1 + µr

2 + 3µr

)
(2.12)

Experimental investigations into the validity of this solution for rising bubbles have

shown that equation 2.12 tends to become less accurate as the size of the bubble

decreases. The main reason for this is related to the combined effect of small bub-

bles and contaminants (which are generally present in experiments) that makes the

bubble behave in a way close to rigid particles. Under these circumstances, a better
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correlation is obtained by assuming µr → ∞, which leads to the drag coefficient for

solid spherical particles (known since the work of Stokes, 1850), i.e.:

CD =
24

Re
(2.13)

However, experiments in pure liquids (i.e. with no contaminants) have shown that

spherical bubbles are well represented by equation 2.11 with µr → 0 independently

on their size, confirming thus the importance of liquid contaminants in this type of

flow. A first correction to the formula in equation 2.13 was provided by Oseen, 1910:

CD =
24

Re

(
1 +

3

16
Re

)
(2.14)

which results in a greater drag compared to Stokes, 1850. The interested reader is

referred to the work of Dey et al., 2019 for more contributions on the topic. However,

these analytical formulae have a limited range of validity and can generally be applied

only to spherical rising bubbles in the flow regime with Re < 1 (Clift et al., 1978).

For larger Reynolds numbers, the behaviour of a spherical bubble is significantly

different from the creeping flow case. As Re increases, the effect of viscosity becomes

less relevant for the conservation of momentum and this makes the potential flow

theory a suitable approach to investigate the problem. When a solid body and

the surrounding fluid are in a relative motion, the no-slip boundary condition at

the wall produces some vorticity that is confined within the boundary layer region,

whilst outside the flow is irrotational, i.e. ∇ × u = 0 (which is mathematically

equivalent to the non-physical assumption of inviscid fluid - see Buresti, 2012). For

high Reynolds numbers, the boundary layer thickness decreases and the potential

flow theory can be used to obtain a first approximation of the flow field around

the body, by setting a free-slip boundary condition at the wall (which is equivalent

to the assumption of irrotational flow everywhere, i.e. vanishing boundary layer

thickness). One of the main consequences of this approach is that no flow separation

occurs (i.e. no wake is generated). Therefore, this methodology is representative

of the cases where the boundary layer is thin and (almost) completely attached,
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but fails when significant separated wakes occur (e.g. bluff bodies). In the case of

a bubble, the boundary conditions at the bubble surface consist of the continuity

of tangential velocity and stress across the gas-liquid interface. The internal flow

circulation that develops within the bubble enhances the momentum on the liquid

side of the interface, which results in less vorticity produced at the interface and

thinner (liquid) boundary layers. The main consequence of this phenomenon is that

the flow separation is delayed and the wake is significantly reduced compared to an

equivalent solid sphere where the no-slip boundary condition applies at the wall. Clift

et al., 1978 report that no separation occurs for bubbles in pure liquids (i.e. with no

surfactants) up to Re = 200, whilst for a solid sphere at Re = 100 flow separation

is expected at approximately θ ≈ 130 deg from the stagnation point. The specific

boundary condition at the gas-liquid interface makes the assumption of irrotational

flow more consistent for bubbles compared to solid particles. In Clift et al., 1978

the pressure distributions on the interface for a bubble and a particle in a potential

flow are compared at Re = 100, and no significant differences can be observed until

θ ≈ 130 deg, whilst the case of a solid sphere shows a stronger deviation from the

potential solution. The above considerations led Levich, 1949 to apply the potential

flow theory for rising bubbles at large Reynolds numbers and the drag coefficient is

estimated from the viscous dissipation in the irrotational flow:

CD =
48

Re
(2.15)

The solution of equation 2.15 was further extended by Moore, 1963, who included

the contributions of the boundary layer and wake regions and obtained:

CD =
48

Re

(
1 − 2.21

Re1/2

)
+ O

(
Re−11/6

)
(2.16)

Equation 2.16 has shown a good agreement with many studies for rising bubbles in

the range 50 < Re < 500 (see Magnaudet and Eames, 2000, Clift et al., 1978 and the

references therein). For Re > 500, bubbles in common gas-liquid systems tend to

deform and the assumption of spherical shape is no longer valid. On the other hand,
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for 1 < Re < 50, neither the creeping flow and potential theory are representative of

the flow behaviour and no analytical solutions have been obtained. An attempt to

derive a formula valid in both regimes for spherical bubbles with no contaminants is

proposed in Mei et al., 1994, who derive the following empirical correlation:

CD =
16

Re

{
1 +

[
8

Re
+

1

2

(
1 + 3.315Re−1/2

)]−1
}

(2.17)

Equation 2.17 recovers the asymptotic solutions of equations 2.11 (when µr → 0)

and 2.15 for Re → 0 and Re → ∞, respectively, providing thus a reference solution

for spherical bubbles at every Reynolds number. The formulae discussed so far share

the common assumption that the bubble preserves a spherical shape. However, it is

a well documented fact that for sufficiently large bubbles the surface tension force is

no longer able to maintain a spherical shape and deformations take place (see, for

example, Davies and Taylor, 1950). A particularly relevant case occurs when We is

of the order of unity, where small deformations into oblate spheroids are observed.

In this case, the minor axis is aligned with the rising trajectory, whilst the major

one is in the cross-stream direction. In the work of Moore, 1965, the ratio of major

and minor axes (χb) is found to be a function of the Weber number:

χb = 1 +
9

64
We + O

(
We2

)
(2.18)

and, in the same article, the author proposes a correction to his previous formula for

spherical bubbles (equation 2.16), which reads

CD =
48

Re
G(χb)

[
1 +

H(χb)

Re1/2
+ O

(
1

Re1/2

)]
(2.19)

where G(χb) and H(χb) are coefficients reported in Moore, 1965. The validity of

equation 2.19 is tested in the experimental work of Duineveld, 1995, where the author

measures the rising speed and aspect ratio (χb) for several bubbles, with radius in the

range 0.33− 1 mm, rising in hyper clean water. Results show an excellent agreement

between theory and experiments when R < 0.63 mm but, for larger bubbles, theory
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under-predicts the terminal velocity. The explanation for such discrepancy comes

from the assumption in the potential flow solution that the fore- and after- bodies

of the bubble are symmetric, which leads to an over-estimation of the aspect ratio

with a corresponding increase in the drag resistance. These results confirm that the

range of validity of equation 2.19 is restricted to small spherical or slightly deformed

ellipsoid bubbles (i.e. low Weber number). Cases with larger bubbles (and, therefore,

larger Re and We) are often of practical interest for many industrial applications.

However, in these circumstances, the potential flow theory cannot be applied due to

the large deformation that might occur, which eventually generates separated wakes

that cannot be described by the irrotational flow assumption.

Another aspect that must be taken into account when experiments are compared

against theoretical predictions is the presence of surfactants in the liquid. Their

effect has been briefly introduced before for the low Re regime and a few more

considerations from the physiochemical point of view are provided here. However, a

detailed analysis of surfactants is beyond the scope of this work and the interested

reader is referred to Pesci et al., 2018, Magnaudet and Eames, 2000, Fdhila and

Duineveld, 1996, Clift et al., 1978 and the references therein for a comprehensive

review on the effects of contaminants on the dynamics of rising bubbles. It is an

experimentally observed fact that the terminal velocity of bubbles decreases as the

presence of surfactants in the liquid increases. The justification for this phenomenon

comes from the observation that the convective transport of contaminants is generally

predominant over diffusion and these tend to accumulate at the rear end of the

bubble. The surfactants reduce the surface tension at the gas-liquid interface and,

therefore, generate a gradient of surface tension between the top and bottom of

the bubble. This phenomenon, also known as Marangoni effect, is balanced by an

increase in the viscous shear stress at the interface that makes the bubble behave in a

similar way to solid particles (where vorticity is produced within the boundary layer

by the no-slip boundary condition). This effect is more relevant for small bubbles

since they maintain a spherical shape, for which the terminal velocity is mainly

affected by the viscous force and an increase in surface vorticity has indeed a strong

impact on drag. On the other hand, large bubbles tend to deform more and the
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corresponding effect in terms of drag generation is generally more relevant than the

increase in the viscous drag related to the presence of surfactants (Yamamoto and

Ishii, 1987). These considerations lead to the conclusion that for large bubbles (or,

for the same reason, small surface tension), the drag coefficient is mainly determined

by buoyancy and surface tension forces and that correlation formulae for CD should

be function of the Bond number rather than Re (Tomiyama et al., 1998).

In the experimental work of Tomiyama et al., 1998, three correlation formulae

of the drag coefficient for different levels of contamination are proposed, namely, for

pure systems:

CD = max

{
min

[
16

Re

(
1 + 0.15Re0.687

)
,

48

Re

]
,
8

3

Bo

Bo + 4

}
(2.20)

for slightly contaminated systems:

CD = max

{
min

[
24

Re

(
1 + 0.15Re0.687

)
,

72

Re

]
,
8

3

Bo

Bo + 4

}
(2.21)

and for fully contaminated systems:

CD = max

{
24

Re

(
1 + 0.15Re0.687

)
,
8

3

Bo

Bo + 4

}
(2.22)

Equations 2.20 - 2.22 reflect the considerations made so far about the role of bubble

size, Reynolds number and concentration of surfactants. Indeed, in pure systems,

small (spherical) bubbles approach Hadamard-Rybczynski solution for low Reynolds

flows (equation 2.11), whilst the high Re regime is described by Levich’s solution

(equation 2.15). In fully contaminated systems, small bubbles behave similarly to

solid particles and the solution approaches an extended version of Stokes’ formula,

which recovers equation 2.13 for low Reynolds numbers. For large bubbles, the

deformation of the interface is predominant over viscous effects and drag is dependent

on the Bond number, regardless of the level of contamination. These formulae are

compared against experiments in Tomiyama et al., 1998 and a good agreement is

observed for a large range of applications, namely 10−2 < Bo < 103, 10−14 < Mo <
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107 and 10−3 < Re < 105, as reported in Figure 2.1.
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Figure 2.1: Comparison between experiments (from Clift et al., 1978) and correlation
models from Tomiyama et al., 1998 and Clift et al., 1978 for the terminal velocity of
rising bubbles in a quiescent liquid. The curves from Tomiyama et al., 1998 for pure
and contaminated systems correspond to equation 2.20 and 2.22, respectively.

Dijkhuizen et al., 2010 perform numerical and experimental investigations of ris-

ing bubbles and propose a drag model that combines the effects of Reynolds (for small

bubbles) and Bond (for larger non-spherical particles) numbers in pure systems, and

reads:

CD =
√

CD(Re)2 + CD(Bo)2, CD(Bo) =
4Bo

Bo + 9.5
(2.23)

where CD(Re) is based on the formula of Mei et al., 1994 (equation 2.17). The Bo

related part in equation 2.23 differs from the corresponding term in equation 2.20

(i.e. 8Bo/3(Bo+ 4)) and it is shown to give a better agreement against experiments

for non-spherical bubbles. The authors also perform experiments in contaminated

systems and report an excellent agreement with the extended formula of Stoke for
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nearly spherical bubbles, but more dispersion is observed for larger particles.

A comprehensive review on the available drag models in the literature is reported

in the work of Zhou et al., 2020, where comparisons against experimental data for

a large range of flow parameters are reported. The authors observe that, for large

bubbles that undergo shape deformations, the Bond number related contribution to

drag first decreases with Bo for small Bond values at different Morton numbers and

then increases with Bo for larger Bond numbers. Therefore, the range of validity of

equation 2.23 is extended by taking into account the effect of the Morton number:

CD(Bo) = max

{
10−1.23log(Bo)+0.37log(Mo)+1.6,

min

[
4Bo

Bo + 9.5
,
8

3

Bo

0.8762Bo + 4.887

]} (2.24)

where the first term in equation 2.24 represents the role of Mo at low Bo values.

The effectiveness of this correlation formula is proved against several studies in a

comprehensive range of flow regimes (10−2 < Bo < 103, 10−14 < Mo < 107 and

10−3 < Re < 105).

From the consideration reported so far, it appears evident that predicting the

terminal velocity of rising bubbles is a non trivial task, since many parameters play

a central role. The level of surfactants in experiments must be carefully controlled

especially for slightly contaminated systems, where the time needed for absorption

increases with the surface area of the interface. However, above a certain amount

of surfactants, increasing the concentration of contaminants does not affect anymore

the rising velocity of bubbles. The formulae for the drag coefficients discussed in this

section have a limited range of validity, since they are generally based on restrictive

assumptions (e.g. small deformations, rectilinear trajectory, potential flow theory).

In the next section, it will be shown that bubbles can deform significantly under

the effect of different forces and that the wake plays a central role in the rising

trajectory. Therefore, under general circumstances, experiments and fully resolved

numerical simulations should be used to evaluate the effective terminal velocity of

rising bubbles.
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2.1.3 Shape, break-up and path instability

Initially spherical bubbles deform under the effect of buoyancy and surface tension

forces, until normal and tangential shear stresses acting on the gas-liquid interface

balance each other. For small surface tensions, larger deformations are observed,

whilst high values of σ tend to maintain a spherical shape. Therefore, significant

deviations from the spherical shape are expected for large Weber or Bond numbers.

Many experimental (see, for example, de Vries, 2001, Duineveld, 1995 or Bhaga and

Weber, 1981) and numerical (Cano-Lozano et al., 2016, Gumulya et al., 2016 or

Tripathi et al., 2015) investigations have been devoted to the study of deformations

of bubbles rising in a quiescent liquid and the different shapes have been correlated

to the characteristic non-dimensional numbers introduced in section 2.1.1. A well-

known description of bubble shapes is reported in Clift et al., 1978, where a Bond-

Reynolds-Morton map is discussed for a large range of flow parameters, namely

10−2 < Bo < 103, 10−1 < Re < 105 and 10−14 < Mo < 108. The observed shapes in

this Bo-Re-Mo space are:

• Spherical. For low Re and/or We numbers (i.e. when inertial forces are

marginal), bubbles maintain a spherical shape.

• Ellipsoidal. Oblate bubbles with the minor axis aligned with the rising trajec-

tory. Fore- and aft- symmetry is not necessarily satisfied. Therefore, different

shapes with the same aspect ratio can be observed.

• Spherical-cap or ellipsoidal cap. Large bubbles often deform into a spherical

or ellipsoidal body, cut by a planar base (Figure 2.2a). In the case where the

base is not planar but it extends towards the inner of the bubble, the shape

is called dimpled (Figure 2.2b). Bubbles in this configuration can also develop

thin structures from the bottom side, referred to as skirts (Figure 2.2c).

• Wobbling. Shapes characterised by strong fluctuations driven by capillary

forces.

A comprehensive investigation into the shapes described above can be found in the

experimental and numerical works of Bhaga and Weber, 1981 and Gumulya et al.,
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(a) Spherical-cap (b) Dimpled (c) Skirted

(d) Peripheral breakup (e) Central breakup

Figure 2.2: Bubble deformation and breakup. Figures from Gumulya et al., 2016 (a
- c) and Tripathi et al., 2015 (d - e).

2016, respectively. This shape classification is further extended in the work of Tri-

pathi et al., 2015 where bubbles (in a gas-liquid system with fixed density and viscos-

ity ratios, i.e. ρr = 0.001, µr = 0.01) are investigated in the range 20 < Ga < 1415

and 0.4 < Bo < 800 by means of direct numerical simulations and two additional

deformation mechanisms that lead to the breakup of bubbles are reported, namely:

• Peripheral breakup. Bubbles that adopt a spherical-cap shape after a skirt

structure or the base perimeter break up into several smaller (satellites) bubbles

(Figure 2.2d).

• Central breakup. A central hole forms in bubbles that adopt a doughnut or

toroidal shape (Figure 2.2e).

The authors in Tripathi et al., 2015 identify five different regions in the Bo - Ga

plane (see Figure 2.3), namely:
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• Region I. For low Bo and Ga numbers, bubbles do not break up and rise along

a rectilinear trajectory. Shapes are spherical or ellipsoidal.

• Region II. For large Bo and low Ga values, bubbles follow a straight path and

adopt an axisymmetric cap with a thin skirt at the rear.

• Region III. For low Bo and large Ga numbers, a non-axisymmetric oblate shape

is approached and bubbles rise with a zigzag or spiraling trajectory.

• Region IV. For moderate values of the product Bo × Ga, bubbles break up

according to the peripheral mechanism.

• Region V. For large Bo and Ga numbers, bubbles are characterised by the

central breakup dynamics.

Particular attention is devoted to the boundary between regions II and III, since

this corresponds to the highest Morton number where the onset of path instability

(which leads to either zigzag or spiraling trajectories) is observed. This boundary is

found to correspond to the iso-Mo line with Mo = 10−3 and no instabilities (i.e. only

rectilinear paths) are expected for bubbles in gas-liquid systems with Mo > 10−3.

The same conclusion is reported in Hartunian and Sears, 1957, but for Mo > 10−4.

The break of the axisymmetric flow around nearly spherical (rising) bubbles and

departure from the rectilinear trajectory has captured the attention of many scien-

tists in the last five decades. Several experimental first, and numerical studies then,

have been devoted to the analysis of the causes and mechanisms that lead to path

instabilities. Here, the main findings are summarised and the interested reader is re-

ferred to the works of Cano-Lozano et al., 2016, Cano-Lozano et al., 2013, de Vries,

2001, Magnaudet and Eames, 2000 and the references therein for more information.

Cano-Lozano et al., 2016 have preformed several three-dimensional numerical sim-

ulations of spheroidal bubbles close to the boundary between stable and unstable

regions and, apart from the well known rectilinear, planar zigzagging and spiraling

paths, two additional trajectories have been observed, namely the flattened spiral

and chaotic ones. Here, a brief description of the main trajectories is discussed:



27 CHAPTER 2. LITERATURE REVIEW

102

103

100 101 102 103

I II

III

IV

V

G
a

Bo

Figure 2.3: Regions in the Bo - Ga plane. The continuous lines are taken from the
work of Tripathi et al., 2015, whilst the dashed line corresponds to the onset of the
path instability reported in Cano-Lozano et al., 2013. The red curve is the iso-Mo
line with Mo = 10−3. Figure adapted from Tripathi et al., 2015. (Note that in
the work of Tripathi et al., 2015, Ga and Bo are computed with the bubble radius
instead of the diameter. Data have been opportunely scaled here.)

• Planar zigzag. Two-dimensional planar motion characterised by a periodic

sinusoidal trajectory.

• Spiral (or helical). Three-dimensional spiral regime, which generally occurs for

large bubbles after a transient zigzag regime.

• Flattened spiral. In this configuration, the bubble approaches a spiral tra-

jectory with an elliptical projection on a plane perpendicular to the rising

direction. This is generally a transient regime before the bubble approaches

either a zigzag or helical path.

• Chaotic. In this regime, the bubble exhibits random (chaotic) and sudden
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changes to its rising direction.

A summary of the results from Cano-Lozano et al., 2016 is shown in Figure 2.4, where

the observed trajectories are reported in the Bond - Galilei plane, along with the

stability curves obtained from (less-accurate) 3D numerical simulations of realistic

frozen bubbles (Cano-Lozano et al., 2013). Results are shown to agree well with

5 × 101

2 × 102

3 × 103

102

100 101

G
a

Bo

Rectilinear
Chaotic

Planar zigzag
Flattened spiral

Spiral

Figure 2.4: Different trajectories from Cano-Lozano et al., 2016. The dash line
represents the onset of path instability reported in the work of Cano-Lozano et al.,
2013. A good quantitative match is observed since (almost) all the non-rectilinear
trajectories are above the suitability line. Figure adapted from Cano-Lozano et al.,
2016.

the predictions of Cano-Lozano et al., 2013 and a similar comparison can be made

against the data from Tripathi et al., 2015 (see Figure 2.3). In this case, results are

qualitatively in agreement, although some quantitative differences (attributed to an

under-resolved mesh by the authors in Cano-Lozano et al., 2016) are observed.

Shape deformation and path instability appear to be related, since the region of

stability grows as the Bond number decreases, i.e. the bubble can deform less due to
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a larger surface tension. Tsuge and Hibino, 1977 derived the following formulae for

the prediction of the critical Reynolds and Weber numbers for the departure from

the rectilinear trajectory:

Wecr = 21.5Re−0.32
cr (2.25)

Recr = 9.0Mo−0.173 (2.26)

Equations 2.25 - 2.26 show that the critical Weber number depends on the gas-liquid

system and that for lower Morton numbers, lower Wecr are expected. These results

are in agreement with the findings of Cano-Lozano et al., 2016 reported in Table

2.1, where the value of the terminal Reynolds numbers for bubbles with different

trajectories is compared against the critical ones (from equation 2.26) and is shown

that instabilities occur only for Re > Recr. Duineveld, 1995 reports that path

Trajectory Mo Terminal Re Recr (eq. 2.26)

Rectilinear 9.90 × 10−6 59 66
Chaotic 1.11 × 10−11 715 708
Planar zigzag 6.20 × 10−7 110 106.7
Flattened spiral 1.80 × 10−10 500 436.6
Flattened spiral 1.60 × 10−8 215.5 200.9
Spiral 9.90 × 10−6 82 66

Table 2.1: Comparison between the terminal and critical Reynolds numbers for some
of the bubbles studied in Cano-Lozano et al., 2016. For the cases where Re ap-
proaches an oscillating behaviour, the corresponding average value is assumed as
terminal Re. Some of the bubbles reported here are in a regime very close to the
critical one. It is reported that the Reynolds number drops when the instability
occurs (see text). Therefore, at the onset of the instability, the difference between
Re and Recr is larger than what is shown in this table.

instability from rectilinear to zigzag trajectory is first observed in pure water (Mo =

2.4 × 10−11) for a bubble with radius 0.91 mm at Re = 660 and We = 3.3. This is

consistent with equations 2.25 - 2.26 (which predict Recr = 619, Wecr = 2.75), given

the accuracy reported in Tsuge and Hibino, 1977 of ±25% and ±15% for Wecr and
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Recr, respectively. However, these results differ significantly from others experimental

investigations in air-water systems as, for example, the works of Saffman, 1956 and

Hartunian and Sears, 1957, who measured the onset of path instability for bubbles

with radii of 0.7 mm (Re = 400) and 0.63 mm (Re = 202), respectively. In general,

many other investigations report about critical values in the range between the works

of Hartunian and Sears, 1957 (Re = 202) and Duineveld, 1995 (Re = 660) - see

Magnaudet and Eames, 2000 and the references therein. This discrepancy has been

mainly attributed to the presence of surfactants in early studies, since techniques to

produce clean water were not well developed at that time (it is reminded here that

water is particularly sensitive to this type of contaminants). This argumentation is

consistent with the observation that surfactants make bubbles behave in a similar way

to solid spheres and that the flow around a spherical body is no longer axisymmetric

for Re > 210 (Ghidersa and Dušek, 2000). This analogy led scientists to conclude

that the path instability of bubbles is caused by the alternating shedding of vortices

in the wake behind the bubble (see, for example, Lunde and Perkins, 1998). This is

indeed the only way in which solid spheres can approach non-rectilinear trajectories

and vortex shedding is the consequence of a wake instability that originates from

the presence of a standing (toroidal) eddy attached to the after-body of the sphere.

For solid spheres, the standing eddy, which is a direct result of boundary layer

separation, forms at Re = 10 and becomes unstable at Re = 210. In the case of

clean bubbles, however, the mechanism for the generation of the standing eddy is

driven by the accumulation of vorticity that is generated at the interface due to the

shear-free condition (see section 2.1.2), which is then advected towards the rear of the

bubble (Leal, 1989). The difference in the mechanism with which the standing eddy

is generated in clean bubbles and solid spheres (or strongly contaminated bubbles)

explains the large dispersion in the measurements of critical Reynolds numbers from

the experimental works discussed above.

Therefore, the production of surface vorticity in rising bubbles plays a central

role for the path stability. Blanco and Magnaudet, 1995 performed direct numerical

simulations of ellipsoidal bubbles with a fixed aspect ratio χb (i.e. non deformable)

at large Reynolds numbers and found that a standing eddy can exist only if enough



31 CHAPTER 2. LITERATURE REVIEW

vorticity is generated at the interface and the convective transport is not too strong

to completely evacuate the rotational flow into the wake. Therefore, for a given χb a

standing eddy exists only for a limited range of Re and, interestingly, no eddy can

be generated for χb < 1.65. These results are further extended in Magnaudet and

Mougin, 2007 who investigated the region of wake stability in the χb - Re plane,

by keeping the aspect ratio of ellipsoidal bubbles fixed. The authors found that no

wake instability can occur for χb < 2.21 and that the flow is unstable for χb > 2.21

only in a limited range of Re. The reason is that the surface vorticity generated at

the interface reaches a finite value for large Reynolds numbers and the amount of

vorticity injected into the wake evolves as Re−1/2, so that the flow recovers a stable

configuration when Re is large enough. For large Reynolds numbers, the aspect

ratio needed to trigger the instability increases (i.e. bubbles are more oblate), since

more vorticity, which is found to evolve as χ8/3, needs to be produced at the gas-

liquid interface. An interesting result is that a spherical bubble (i.e. χb = 1) is

always stable, regardless of the Reynolds number. This result was first obtained for

large Re by Moore, 1959 who considered the flow around the bubble to be completely

irrotational and is also confirmed in the more recent work of Cano-Lozano et al., 2013.

Given the considerations above, it appears evident that bubbles and solid bodies

behave differently in terms of vorticity production and generation of the standing

eddy. However, once the eddy is generated, the type of instability that characterises

the wake is found to be independent on the type of boundary condition at the

interface, i.e. free-shear or no-slip (Magnaudet and Mougin, 2007). This is also

confirmed by some of the wake visualisations reported in Cano-Lozano et al., 2016

for bubbles in a zigzag regime, which exhibit the typical hairpin vortical structure.

The results presented so far from the works of Blanco and Magnaudet, 1995

and Magnaudet and Mougin, 2007 are based on bubbles with a fixed shape. The

case of freely rising bubbles is investigated in the experimental work of Zenit and

Magnaudet, 2008, where the effect of bubble deformability results in a lower critical

aspect ratio (χb ≈ 2), i.e. the onset of the wake instability occurs for less oblate

bubbles.

Finally, Cano-Lozano et al., 2013 perform 3D direct numerical simulations of the
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Figure 2.5: The black lines represent the stability curves for the onset of the wake
instability: continuous (Cano-Lozano et al., 2013), dashed (Zenit and Magnaudet,
2008) and dot-dashed (Magnaudet and Mougin, 2007). The red plots are the stand-
ing eddy curves: continuous (Cano-Lozano et al., 2013) and dashed (Blanco and
Magnaudet, 1995). Figure adapted from Cano-Lozano et al., 2013.

flow field around bubbles with realistic shapes (obtained from 2D axisymmetric com-

putations of deformable rising bubbles) and compare the stability and standing eddy

curves against the results of Blanco and Magnaudet, 1995, Magnaudet and Mougin,

2007 and Zenit and Magnaudet, 2008. The authors report that the curve that deter-

mines the presence of the standing eddy is shifted towards larger deformations (no

eddy is observed for χb < 1.71, whilst the same behaviour occurs for χb < 1.65 in

Blanco and Magnaudet, 1995), and the extension of the wake stability region in the

χb - Re plane is significantly reduced compared to Zenit and Magnaudet, 2008 and

Magnaudet and Mougin, 2007. A summary of the main findings discussed so far in

terms of stability and standing eddy curves is reported in Figure 2.5. The reason for

the discrepancy with the works of Blanco and Magnaudet, 1995 and Magnaudet and
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Mougin, 2007 is attributed to the non-realistic assumption in their works of fore-and-

aft symmetry, which is observed to produce an increment in the vorticity strength.

However, no justification is provided for the disagreement with the experimental

results of Zenit and Magnaudet, 2008.

Once the wake instability is triggered (e.g., due to an horizontal displacement

or shape deformation), the bubble departs from the rectilinear trajectory and ap-

proaches either a planar zigzag or a spiraling path. Several studies report that a

spiral trajectory is often observed after a zigzag transient regime, mainly in the

case of large bubbles (see, for example, Cano-Lozano et al., 2016, Shew et al., 2005,

Mougin and Magnaudet, 2001 or Magnaudet and Eames, 2000 and the references

therein), whilst the opposite behaviour has never been documented (to the best of

the author’s knowledge). The reason why a bubble approaches a planar zigzag tra-

jectory has been investigated by many authors and is related to the structure of the

wake that develops after the onset of the instability. In the experimental work of

de Vries, 2001, the author introduces a temperature gradient within the tank and

schlieren optic is used to visualise the cold water dragged into the bubble’s wake.

This procedure allows for a visualisation of the wake structure and it is observed

that, as soon as the instability takes place, the wake evolves from a single-threaded

structure (rectilinear path) to a double-threaded one (zigzag), where the two threads

consist of counter-rotating vortical filaments. The same pattern is observed, for in-

stance, in the numerical works of Cano-Lozano et al., 2016, Tripathi et al., 2015,

Cano-Lozano et al., 2013 and Mougin and Magnaudet, 2001, where the wake is anal-

ysed in terms of iso-contours of vorticity ωx (the rising trajectory is assumed here to

be aligned along the x−direction). An example of a two-threaded wake associated

with the planar zigzag regime is shown in Figure 2.6a. The two threads contain

vorticity with opposite sign and the experimental visualisations of de Vries, 2001

show that, as soon as the curvature of the trajectory becomes null, a single-thread

forms, which merges the two previously generated ones. This is reported to happen

at the midpoint of the zigzag and, when the bubble goes beyond such point, a two-

threaded wake reappears, where the sign of the counter-rotating vortical structures

is inverted compared to the first half of the trajectory (see Figure 2.6a between t3
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Figure 2.6: Wake structure (iso-contours of streamwise vorticity) for the planar zigzag
(a) and spiraling (b) regimes. Bubbles rise horizontally from left to right. Figure
adapted from Cano-Lozano et al., 2016.

and t4). By applying momentum conservation principles, de Vries, 2001 shows that

this wake configuration is responsible for the generation of a transversal force (i.e.

lift) perpendicular to the trajectory. When buoyancy and lift forces balance out, the

curvature becomes null and the lift changes its direction, forcing the bubble into a

periodic zigzag regime. Following a different argumentation based on the balance of

forces and vorticity production at the gas-liquid interface, Shew et al., 2005 provide

a similar explanation to de Vries, 2001 for the zigzag motion, although the location

where the lift changes sign is different. The works of Mougin and Magnaudet, 2006

and Cano-Lozano et al., 2016 confirm the results of Shew et al., 2005 in terms of

time behaviour of lift, as they show that the change in direction of the transversal

force occurs at some point in the first or second half of the zigzag (and not at the

midpoint of the cycle).

After a transient zigzag regime, bubbles might approach a spiraling rising trajec-

tory, where the wake structure still consists of two counter-rotating vortices. How-

ever, the filaments are continuously produced (contrary to the zigzag case, where

the threads switch at every cycle) and are wrapped around each other, in a sort of

corkscrew structure (Cano-Lozano et al., 2016). This wake pattern results in a con-

stant lift force directed towards the center of the trajectory, which forces the bubble
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into a spiral with a constant velocity (Mougin and Magnaudet, 2006, Shew et al.,

2005, de Vries, 2001). An example of the wake past a spiraling bubble is shown in

Figure 2.6b.

So far, the departure from the rectilinear trajectory has been associated with the

presence of an unstable standing eddy that evolves into two counter-rotating vortical

filaments as soon as an instability is triggered. Under this view, the path instability is

caused by a wake instability and the corresponding way in which the vorticity is shed

into the liquid. However, some studies report of non-rectilinear trajectories in cases

where a standing eddy is not present behind the bubble (de Vries, 2001, Cano-Lozano

et al., 2013, Cano-Lozano et al., 2016). This is mainly the case of the experiments

reported in de Vries, 2001, which occur in the χb - Re region where no standing

eddy exists. The same behaviour (i.e. absence of flow recirculation behind the

bubble) is observed in Cano-Lozano et al., 2016 for the bubbles in the chaotic regime

(where the wake is still characterised by two counter-rotating vortices). The authors

observe that, in this case, the chaotic trajectory is not caused by the wake instability

but rather from a global instability of the bubble-liquid system. Therefore, the wake

pattern is the consequence (and not the cause) of the (chaotic) lateral displacements.

It is finally reported (from the work of Cano-Lozano et al., 2016) that instabilities

generally occur after the bubble has approached a terminal rising velocity and a drop

of approximately 10% of its value is observed when the bubble departs from the

rectilinear trajectory. In the cases where the instability originates from the standing

eddy, a time delay is reported between the quasi-steady state and the wake instability.

This time interval corresponds to the time needed by the standing eddy to develop

into the two-thread pattern.

From the literature discussed in this section, it can be concluded that the path

instability of bubbles is a rather complicated phenomenon that depends on several

parameters, like the aspect ratio, Reynolds number, purity of the liquid and bubble

size. Shape instability (i.e. shape oscillations) is generally not seen as a primary

cause of path instability (see, for example, Cano-Lozano et al., 2016, Mougin and

Magnaudet, 2001, Duineveld, 1995), although bubble deformations can certainly

interact or even trigger the instability of the wake. However, some authors see
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a more intimate connection amongst path instability, wake instability and shape

deformation (Tripathi et al., 2015, Wichterle et al., 2014). It is therefore concluded

here that further research is required to fully understand the unstable behaviour

of bubbles. High-fidelity numerical simulations (where bubbles are free to adapt

their shape) appear to be the preferred way to investigate such phenomenon, since

the experimental techniques used to visualise the wake can affect the instability of

bubbles (e.g., dye visualisations or particle image velocimetry). On the other hand,

numerical methods must be able to resolve the thin structures that might appear

(e.g. bubbles skirts) as well as the wake of the bubble, which has a central role for

path stability. This represents a challenge for numerical simulations, since very fine

meshes are generally required in a relatively large domain. A possible solution is

offered by adaptive mesh refinement techniques, which will be introduced in chapter

4.

2.2 Bubbles in shear flows: Couette and Taylor-

Couette

This section will address the following points:

• Non-dimensional numbers for the description of bubbles deforming in shear

flows.

• Analytical and empirical models for the elongation, orientation and breakup of

droplets/bubbles in simple shear flows.

• Characteristics of single-phase Taylor-Couette flows: instabilities, flow regimes

and Taylor vortices.

• Models for the prediction of the torque in Taylor-Couette apparatus.

• Numerical modelling of Taylor-Couette flows: reduced order models and high-

fidelity simulations.
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• Bubbles in Taylor-Couette reactors: drag reduction, accumulation patterns,

and effect on Taylor vortices.

• Numerical approaches for the modelling of disperse bubbles in Taylor-Couette

flows.

So far, only bubbles rising in a quiescent liquid (driven by gravity) have been

considered. However, in several applications (chemical reactors, foaming processes,

gas exchange at the interface between the sea and atmosphere), bubbles undergo

deformation and breakup due to different mechanisms, like turbulent fluctuations or

shear forces. The case of shear flows is particularly relevant for the Photo-Electro

project (see chapter 1), since great effort has been made to develop a chemical reactor

based on the Taylor-Couette flow (Lee et al., 2017, Lee et al., 2020, Love et al., 2021,

Lee et al., 2022), where shear forces are predominant. The same type of reactor

is modelled in this thesis (section 7.2.3) for the study of mass transfer of a single

bubble.

Here, the fundamentals of bubble deformation and breakup in a simple Couette

flow are first introduced (2.2.1). Then, the principles of single-phase Taylor-Couette

flows are presented and some studies on the interaction between bubbles and the

flow pattern are discussed in section 2.2.2.

2.2.1 Bubble deformation and breakup in a Couette flow

The literature about deformation and breakup induced by viscous forces in simple

shear flows is not as comprehensive as for turbulent flows (see, for example, the

review of Chu et al., 2019), since the interaction with turbulent eddies is generally

the primary cause of deformation. However, in the case of multiple bubbles rising

together (e.g. bubble column reactors), the wake of the upstream bubbles can induce

a significant shear force if the bubble that follows is partially immersed in their

wake and partially exposed to a less turbulent flow (Liao and Lucas, 2009). A

comprehensive review on bubble deformation and breakup mechanisms can be found

in the works of Liao and Lucas, 2009, Liao, 2013 and Chu et al., 2019, whilst detailed
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Figure 2.7: Droplet/bubble parameters for the low deformation regime (ellipsoidal)
in a Couette flow.

studies on simple Couette flows for low viscosity ratios and Reynolds numbers (fully

laminar) are reported in Canedo et al., 1993, Rust and Manga, 2002 and Müller-

Fischer et al., 2008. According to the above-mentioned studies, extensive literature

for droplets in shear flows has been published (see, for example, Hinch and Acrivos,

1980, Grace, 1982, Rallison, 1984 Bruijn, 1989, Guido and Greco, 2001) and the same

conclusions are generally applied to the characterisation of bubbles under the same

type of forces. Therefore, the main models for droplets deformation and breakup are

briefly introduced here and their validity for deformable bubbles is then discussed.

A droplet/bubble in a Couette flow undergoes a transient deformation under the

effect of the shear force until a steady shape (or, eventually, a breakup) is reached.

At the equilibrium point, viscous shear forces (which tend to elongate the particle)

and surface tension (which tries to maintain a spherical shape) balance out. For low

deformations, a droplet adopts a steady ellipsoidal shape, inclined with respect to

the direction of the Couette flow (see Figure 2.7). Under these circumstances, the

dynamics of a deformable particle depends on the disperse-continuous viscosity ratio

(µr), the flow shear rate (γ̇) and the Capillary number (i.e. the ratio between viscous
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shear and surface tension forces). The Capillary number is defined as:

Ca =
viscous shear force

surface tension force
=

µcγ̇R
2
b

Rbσ
=

µcγ̇Rb

σ
(2.27)

where the bubble radius has been used instead of the diameter to be consistent with

the relevant literature (see, for example, Müller-Fischer et al., 2008).

The experimental apparatus generally used for the study of bubble (or droplet)

deformation in Couette flows are the parallel band (e.g. Rust and Manga, 2002,

Müller-Fischer et al., 2008) and cylindrical devices (Grace, 1982, Bruijn, 1989,

Canedo et al., 1993, Müller-Fischer et al., 2008); a schematic of both apparatus

is shown in Figure 2.8. In the parallel band experiment, the shear rate is computed

a) b)

h

Uw

Uw

rin

rout

Figure 2.8: Main geometrical parameters of the parallel band (a) and cylindrical
Couette (b) apparatus. The velocity profile in the cylindrical device has been ap-
proximated to a linear law.

as:

γ̇ =
2Uw

h
(2.28)

whilst for the cylindrical device is:

γ̇ =
ω

r2m

2 (rinrout)
2

r2out − r2in
(2.29)
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where rm is the average radius, i.e. rm = (rin + rout) /2, and ω is the rotor speed.

For low values of the Capillary number, surface tension forces are dominant and

small (ellipsoidal) deformations are expected. In this case, the shape of the droplet

(see Figure 2.7) is completely defined by the deformation parameter (Taylor, 1934):

E =
L−B

L + B
(2.30)

and the rotation angle θ. For nearly spherical droplets, E ≈ 0, whilst for highly elon-

gated bodies E ≈ 1. However, in the case of large deformations (which occur for high

shear rates and/or low surface tensions, i.e. large Ca), the droplet departs signifi-

cantly from an ellipsoid and adopts a sigmoidal shape with pointed ends (see Figure

2.9). Under these extreme conditions, authors (see, for example, Hinch and Acrivos,

Figure 2.9: Sigmoidal bubble shape from the experiments of Müller-Fischer et al.,
2008 in the parallel band apparatus, with: µr = 1.292×10−7, Ca = 5.35 and E = 0.8.
Figure taken from Müller-Fischer et al., 2008.

1980) generally define the deformation of the particle with the non-dimensional length

L/Db (instead of E), where Db is the diameter of the non-deformed droplet.

For small deformations (i.e. nearly spherical droplets) in slow flows, Taylor, 1934

derived the following formula:

E = Ca
19µr + 16

16µr + 16
(2.31)

which, in the case of low viscosity ratios (i.e. µr → 0), reduces to E ≈ Ca.

In the case of large deformations, a widely used relationship is the one proposed

by Hinch and Acrivos, 1980, obtained by applying the slender body theory to droplets

with a circular cross section:
L

Db

= 3.45Ca0.5 (2.32)
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For the steady orientation of a droplet in simple shear flows, several models have

been proposed. For small deformations and viscosity ratios (i.e. Ca << 1 and

µr << 1), the theory proposed by Rallison, 1981 predicts (see Guido and Greco,

2001 for the derivation of the following linear equation and the validation against

experimental data):

θ =
π

4
− 3

5
Ca (2.33)

However, experimental investigations in a large range of Capillary numbers have

shown that the orientation θ has a non-linear dependence on the Capillary number.

Hinch and Acrivos, 1980 derived the following formula for large Ca and small µr:

θ = arctan
(
0.359Ca−0.75

)
(2.34)

The two models in equations 2.33 - 2.34 cover small and large values of Ca, respec-

tively. For very small deformations (Ca → 0), equation 2.33 recovers the equilibrium

solution, i.e. θ = π/4 (see Rallison, 1984).

The models presented above for deformation (equations 2.31 - 2.32) and orienta-

tion (equations 2.33 - 2.34) were derived for droplets in simple shear flows. In the

following, their validity for the characterisation of bubbles is discussed.

Canedo et al., 1993 used the cylindrical Couette apparatus (with both cylin-

ders rotating) with a gap of 9.3 mm, capable of generating shear rates up to 20 s−1,

and performed experimental observations on bubbles with diameters in the range

1.5−3 mm. The authors investigated a large range of Capillary numbers (3 < Ca <

47) and reached the maximum deformation L/Db ≈ 15.2 at Ca ≈ 47, whilst no

breakup was observed. Results for the elongation (L/Db) are compared against the

formula for droplets of Hinch and Acrivos, 1980 (equation 2.32) and smaller defor-

mations are reported for the same Capillary number. Based on their measurements,

Canedo et al., 1993 proposed the following formula:

L

Db

= 3.1Ca0.43 (2.35)

Rust and Manga, 2002 used the parallel band apparatus with very low viscosity
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ratios (µr ≈ 10−7) and explored a smaller range of Capillary numbers (0.02 < Ca <

7.1) compared to Canedo et al., 1993. The shear rate generated by the planar

Couette device spans the range 0.009 < γ̇ < 1.77 s−1 and bubbles with diameters of

1.76−5.1 mm are tested in two different liquids with viscosity of 118 and 137 N s m−2.

In this range of viscosity ratios, no breakup is expected up to Ca ≈ 103. The

authors observed a maximum deformation of E ≈ 0.94 (or, equivalently, L/Db ≈ 9)

at Ca = 7.1. A good agreement with Taylor’s formula for small µr (i.e. E ≈ Ca)

is reported for Ca < 0.5; for larger values of Capillary numbers, the deformation

parameter approaches a plateau around E ≈ 0.95. For Ca > 1, measurements

match the prediction of Hinch and Acrivos, 1980 (equation 2.32), whilst equation

2.35 is found to under-estimate the deformation. The authors also investigated the

orientation and found that the bubble approaches the equilibrium angle θ = 45 deg

for Ca → 0, whilst, for Ca > 0.5, the data follow the relationship in equation 2.34.

Finally, Müller-Fischer et al., 2008 performed investigations in both the parallel

band and cylindrical Couette (with the inner cylinder rotating only) apparatus, with

gas-liquid viscosity ratios in the range 10−6 < µr < 10−7. The shear rates used

for the experiments are 1.8 < γ̇ < 17.4 s−1 and 1.8 < γ̇ < 52.1 s−1 in the parallel

and cylindrical devices, respectively; bubbles with diameters Db < 5.5 mm are gen-

erally used. A maximum deformation (in the parallel band device) of E = 0.89 at

Ca = 38.52 is obtained, were the bubble adopts the typical elongated sigmoidal shape

with pointed ends. As the shear rate increases, the orientation moves from θ = 45 deg

to θ ≈ 0 deg. The measurements confirm that Taylor’s formula (equation 2.31) pro-

vides a good prediction for small deformations (Ca < 1), whilst for large Capillary

numbers a steady value around E ≈ 0.9 is observed. A good qualitative agreement

for the measured parameters (i.e. E, L/Db and θ) is generally observed against the

previously-mentioned experimental studies and theoretical models. However, quan-

titative differences are reported and bubble deformation as well as alignment with

the flow are found to be under-estimated compared to the other works. Possible

reasons for deviations from theoretical models include the experimentally-observed

non-circular cross section of elongated bubbles, contrary to what is generally assumed

in analytical formulae, whilst discrepancies with other works are attributed to sys-
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tematic errors in experiments. A summary of the experimental works of Canedo

et al., 1993, Rust and Manga, 2002 and Müller-Fischer et al., 2008, as well as the

analytical formulae discussed so far, is reported in Figure 2.10.
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Figure 2.10: Deformation parameter (a), elongation (b) and orientation (c) for a
bubble in Couette flow Vs Capillary number. Black and red curves represent exper-
iments (profiles are fitted to data) and analytical models, respectively.

Bubble breakup is observed by Müller-Fischer et al., 2008 in the cylindrical appa-

ratus, where large shear rates can be achieved. As was done before for the discussion

on bubble deformation, droplet breakup is first briefly introduced and then the ap-

plicability of the same models to bubbles is discussed.



2.2. BUBBLES IN SHEAR FLOWS: COUETTE AND
TAYLOR-COUETTE 44

When surface tension is no longer able to balance the shear force, droplets undergo

a transient deformation until they break up. When fraction (see text below) occurs,

the Capillary number is referred to as the critical Capillary (Cacr). In the work of

Grace, 1982, the effect of viscosity ratio on the breakup of droplets is investigated

using the cylindrical Couette device. The value of µr is varied between 10−6 and

3.5 and a minimum of critical Capillary (Cacr ≈ 0.56) is found in the range 0.1 <

µr < 1. For µr < 0.1 and µr > 1, a larger value of Ca (e.g., increased shear rate

and/or reduced surface tension) is required to break up the droplet. These results

are compared in Figure 2.11 against the extensive experimental campaign of Bruijn,

1989, who derived the following empirical formula:

logCacr = −0.506 − 0.0994 log µr + 0.124(log µr)
2 − 0.115

log µr − log 4.08
(2.36)

An interesting fact that arises from Figure 2.11 is that, for µr > 4, no breakup is

observed in both works of Grace, 1982 and Bruijn, 1989. The breakup mechanism

described by equation 2.36 (which occurs for Cacr < Ca < 2Cacr in simple shear

flows - see Liao and Lucas, 2009) is referred to as fracture and consists of a necking

process that breaks the droplet into two main children droplets (of similar sizes) with

smaller fragments (satellites) between them.

A different type of breakup mechanism is also reported in Grace, 1982 for lower

values of Capillary numbers (0.55 < Ca < 0.69) and a relatively large range of

viscosity ratios (10−5 < µr < 5 × 10−2) and consists of the so-called tip streaming.

This process occurs when the droplet is deformed into a sigmoidal shape with pointed

ends and small satellites detach from the tips. The tip streaming mechanism has been

deeply investigated in the work of Bruijn, 1989 who came to the conclusion that the

level of contamination of the solution is more important than the viscosity ratio

itself. This breakup behaviour occurs due to interfacial tension gradients (generally

induced by the presence of surfactants - see section 2.1.2), which result in smaller

values of surface tension at the tips of the droplet.

Finally, when the Capillary number is significantly greater than the critical value

(i.e. Ca >> Cacr), the droplet adopts an elongated cylindrical shape and breaks into
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Figure 2.11: Critical Capillary number Vs viscosity ratio for bubble/droplet breakup
in Couette flow. The curves from Grace, 1982 refer to fracture (top) and tip streaming
(bottom).

several smaller units due to the propagation of a capillary-wave instability (see Liao

and Lucas, 2009, Chu et al., 2019); this mechanisms is also referred to as continuous

breakup (see Atykhan et al., 2020).

For the case of a single bubble deforming under the effect of a simple Couette

flow, Müller-Fischer et al., 2008 report a tip breakup of an extremely elongated bub-

ble with pointed ends. The shape of the bubble is ellipsoidal rather than sigmoidal

(as generally observed for droplets) and the breakup occurs in a region of Capil-

lary numbers where neither fracture or tip streaming is expected for droplets (see

Figure 2.11). Bubble breakup is observed in the cylindrical Couette device for vis-

cosity ratios between 6.67× 10−8 and 3.09× 10−7, at Capillary numbers in the range

44.7 > Ca > 29.1. The empirical formula for the onset of the breakup, based on the
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measurements of Müller-Fischer et al., 2008, reads:

Ca = 2.456µ−0.171
r (2.37)

Since no surfactants are added to the solution, the authors conclude that a different

mechanism from the one based on the gradient of surface tension triggers the breakup

of the bubble. From their visualisations, it is also reported that the size of the

fragments shed off from the tips increases with the flow shear rate.

Y. k. Wei et al., 2012 performed Lattice Boltzmann simulations of a single bubble

in a parallel band Couette apparatus. They found good qualitative and quantitative

agreements with the data of Müller-Fischer et al., 2008 for both bubble deformation

and orientation. The authors also modelled the breakup of a bubble with a viscosity

ratio of µr = 3×10−7, at a Capillary number of Ca = 35. The breakup occurs in the

same region reported by Müller-Fischer et al., 2008 (see Figure 2.11), but a fracture

mechanism is observed in this study instead of tip streaming. A possible explanation

is due to the different types of Couette apparatus used in the works of Y. k. Wei

et al., 2012 and Müller-Fischer et al., 2008, i.e. parallel band and cylindrical device,

respectively.

In the recent work of Atykhan et al., 2020, the authors adopted a Lattice Boltz-

mann method to investigate bubbles deformation and breakup in planar Couette

flows at different viscosity ratios and bubble diameters. The three main breakup

mechanisms (i.e. fracture, tip and continuous breakups) are reproduced and the

Capillary number at which breakup occurs is found to increase for more viscous so-

lutions (from µr = 1 to µr = 2) due to a larger shear rate needed for the deformation

of the bubble (consistently with the findings of Grace, 1982). The ratio of bubble

diameter to channel height (i.e. Db/h) is also found to affect the breakup, since

larger Capillary numbers are needed for both fracture and tip streaming when Db/h

increases, whilst an opposite trend is observed for continuous breakup. Finally, it is

reported that the shape of the bubble that undergoes a continuous breakup (found

here at Ca ≈ 2.5Cacr) is still a sigmoidal one rather than a cylindrical thread,

as generally observed for Ca >> Cacr, and the critical Capillary values predicted
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by Atykhan et al., 2020 are generally smaller than the equivalent ones for droplets

(Figure 2.11).

It is finally concluded that, although models for droplet deformation and breakup

can successfully describe (from a qualitative point of view) the behaviour of bubbles

under the same flow conditions, quantitative differences are often observed and spe-

cific experiments and/or computations for bubbles are generally necessary to char-

acterise their behaviour in simple shear flows. As for the case of rising bubbles in

a quiescent liquid (section 2.1), surfactants can significantly affect the dynamics of

bubbles under shear forces (by reducing the surface tension and promoting breakup

- see Janssen et al., 1994) and their presence must be carefully taken into account

when comparing different experiments and simulations.

2.2.2 Taylor-Couette flow: patterns and interaction with

bubbles

The flow within the gap between two coaxial rotating cylinders, named as Taylor-

Couette flow after the works of Couette, 1890 and Taylor, 1923, is a well studied

configuration that exhibits several consecutive states during the transition from the

laminar regime (low rotating speeds) to a fully turbulent flow. In the last decades,

Taylor-Couette flow has captured the attention of both scientists active in the study

of laminar to turbulent transition (see, for example, Gollub and Swinney, 1975, Smith

and Townsend, 1982 or Townsend, 1984) as well as engineers involved in the design

of rotating devices, like rotating machinery (Nicoli et al., 2022) or specific types

of chemical reactors (Schrimpf et al., 2021). Originally, an experimental apparatus

consisting of two coaxial cylinders was used by Couette, 1890 to measure the viscosity

of different fluids. Approximately 30 years later, Taylor, 1923 demonstrated, by

means of linear stability analysis, that the Couette flow between rotating cylinders

is unstable above a certain critical speed. Taylor used dyes to visualise the flow

structure after the onset of the instability and observed that the flow approaches

a configuration where pairs of counter-rotating toroidal vortices are superimposed

on the main azimuthal component. An extensive literature has been published on
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the characterisation of Taylor-Couette flows and the interested reader is referred to

the works of Di Prima and Swinney, 1981, Andereck et al., 1986, H. Wang, 2015,

Grossmann et al., 2016, and the references therein for a detailed review. In this

thesis, only the configuration where the inner cylinder is rotating and the outer one

is kept stationary is considered, as this is the setup adopted for the chemical reactor

developed within the Photo-Electro project (see the introduction to section 2.2) and

the same configuration will be used in section 7.2.3 for the study of mass transfer

from bubbles in Taylor-Couette reactors.

The non-dimensional groups generally used for the characterisation of this flow

configuration take into account both the geometry of the apparatus (see Figure 2.12),

which is defined by the radius ratio:

η =
rin
rout

(2.38)

and the aspect ratio:

Γ =
Lz

rout − rin
(2.39)

as well as the ratio of inertial to viscous forces (i.e. the Reynolds number):

Re =
ρcUin (rout − rin)

µc

(2.40)

where rin, rout are the inner and outer radii, respectively, Lz is the axial extension of

the device and Uin = rinωin is the peripheral speed of the inner rotor. In some works,

the Reynolds number is replaced by the Taylor number:

Ta =

(
ρcUin(rout − rin)

µc

)2(
rout − rin

rin

)
= Re2

(
1

η
− 1

)
(2.41)

Experiments were the preferred way (since the work of Taylor, 1923) for the inves-

tigation of instabilities and transition in Taylor-Couette flows, until computational

techniques became efficient enough to complement experimental methods. Here the

main results based on visualisation techniques and power spectral analysis are first
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Figure 2.12: Geometrical parameters of a Taylor-Couette apparatus and representa-
tion of counter-rotating Taylor vortices.

discussed and then some more recent numerical investigations are presented.

Instabilities of Taylor-Couette flows and experimental investigations

As was already mentioned before, the first instability that occurs in a (planar, time-

independent and axisymmetric) cylindrical Couette flow, when the rotating speed

exceeds a critical value, consists of pairs of counter-rotating vortices (also known as

Taylor cells) superimposed on the main flow (Taylor, 1923). This flow regime is re-

ferred to as Taylor Vortex flow (TVF) and the cells have a characteristic toroidal-like

shape (see Figure 2.13a). The flow is periodic in the axial direction, axisymmetric

and time-independent. The Reynolds number at which this instability occurs is

referred to as critical Reynolds (Recr). From stability analysis (see, for example,

the Appendix by P. H. Roberts in Donnelly et al., 1965 or Di Prima and Swinney,

1981), the expected wavelength (λ) of the disturbance (i.e. the axial extension of two

consecutive Taylor cells - see Figure 2.12) is approximately twice the gap between

the cylinders, i.e. λ ≈ 2(rout − rin), which corresponds to nearly squared vortices

(consistently with the observations of Taylor, 1923). However, it is anticipated here

that multiple states can exist where different wavelengths are observed and a sig-

nificant dispersion in the measurements of λ, by varying the aspect ratio and/or
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the Reynolds number, is reported in the literature (see, for example, the results col-

lected in Chouippe et al., 2014). The critical Reynolds number (or, equivalently,

Taylor number) depends on the geometry of the apparatus and is found to decrease

with larger gaps, i.e. decreasing aspect ratios (see the data summarised in Childs,

2011).

(a) TVF (b) WVF (c) MWVF (d) TTVF

Figure 2.13: Evolution of flow regimes in a Taylor-Couette apparatus at: Re/Recr =
1.1 (a), Re/Recr = 6 (b), Re/Recr = 16 (c) and Re/Recr = 23.5 (d). A chaotic
(turbulent) component is already visible in the MWVF state. Figures taken from
Fenstermacher et al., 1979 (η = 0.877)

As the rotating speed is further increased beyond the critical Reynolds, a sec-

ond instability is observed, which leads the vortices to travel along the azimuthal

direction, following a wavy trajectory (see Figure 2.13b). The boundaries between

two adjacent Taylor cells have a sinusoidal shape (wave) and the flow is no longer

time-independent; the waves are periodic along the azimuthal direction. This con-

figuration is referred to as Wavy Vortex flow (WVF) and the Reynolds number at

which is observed is defined as Re′cr. An extensive experimental investigation of

Taylor-Couette flow in the WVF state (and the subsequent regimes) can be found in

Coles, 1965, who used both visualisation techniques and the hot-wire anemometry

for the study of the instability in a device with η = 0.874 and Γ = 27.9. The author

reports that at the onset of the WVF, the wavy vortex boundaries travel with a rotat-

ing speed of approximately 0.5ωin, which then decreases down to 0.34ωin as the rotor

is further accelerated. One of the main contribution from the work of Coles, 1965

consists of the analysis of the non-uniqueness behaviour of Taylor-Couette flow in the
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WVF regime. In fact, the author reports of several states (completely defined by the

number of Taylor cells and azimuthal waves) that can occur for the same Reynolds

number. The wavelength is found to be in the range (1.7− 3.1)× (rout − rin), whilst

the number of waves is reported to vary between 3 and 7. The specific configura-

tion adopted by the flow depends on both the geometrical parameters and previous

history of the apparatus (e.g. acceleration and/or deceleration of the rotors) and a

significant hysteresis is observed when moving between two consecutive states. This

feature led L. Wang, Marchisio, et al., 2005 to develop a specific start up proce-

dure for their reactor in order to reproduce the same number of vortices in all the

experiments (see section 7.2.2).

As in the case of TVF, also for the WVF regime the geometrical dimensions affect

the onset of the related instability (Re′cr). Some of the results reported in Di Prima

and Swinney, 1981 show that, for large aspect ratios (η ≈ 0.95), the transition from

TVF to WVF is quite close to the first instability, being Re′cr ≈ (1.05−1.1)Recr. On

the other hand, for larger gaps the distance between the two regimes increases and

can be as large as Re′cr ≈ 10Recr for η = 0.5. The effect of the aspect ratio was deeply

investigated by Cole, 1976 (by means of visualisations and torque measurements) in

an apparatus where radius and aspect ratios could vary in the ranges η = 0.894−0.954

and Γ = 1− 107. No effect of varying Γ was reported for the onset of Taylor vortices

(TVF), but the critical speed for the appearance of waves was found to increase for

smaller aspect ratios.

Temporal measurements of the flow field allowed researchers to analyse the power

spectra of the signals and identify the related characteristic frequencies (see, for ex-

ample, Gollub and Swinney, 1975, Fenstermacher et al., 1979, Gorman and Swinney,

1982). A sharp frequency at the onset of WVF is reported by Fenstermacher et al.,

1979 in the signal of the radial velocity component (obtained by means of laser-

Doppler velocimetry) in a device with η = 0.877 and Γ = 20. The same result

is found in Gorman and Swinney, 1982, where the authors followed the temporal

evolution of the light scattered by small particles used for flow visualisations, in

an apparatus with η = 0.883 and Γ = 20. This frequency is associated with the

travelling of azimuthal waves and confirms the singly-periodic nature of WVF.



2.2. BUBBLES IN SHEAR FLOWS: COUETTE AND
TAYLOR-COUETTE 52

As the rotating speed is further increased beyond Re′cr, a second frequency ap-

pears in the power spectra. Gorman and Swinney, 1982 investigated this configura-

tion and found out that the new frequency is related to a modulation of both the

amplitude (i.e. the amplitude oscillates) and the frequency of the waves. This flow

configuration is referred to as Modulated Wavy Vortex flow (MWVF - Figure 2.13c)

and the presence of two sharp frequencies (the first one is still related to the travelling

waves in the azimuthal direction) clearly indicates that the flow is doubly-periodic.

Similar to the non-uniqueness of states reported by Coles, 1965, multiple modulation

frequencies can be achieved for the same state. In the experiments of Fenstermacher

et al., 1979, the appearance of the second frequency is observed at Re = 10.1Recr.

For the first three regimes (i.e. TVF, WVF and MWVF), Koschmieder, 1979

reported that the axial wavelength increases with the rotating speed up to approx-

imately Re = 10Recr (for an apparatus with η = 0.896), after which λ is found to

be independent of the rotating speed. For Re > 10Recr the azimuthal waves pro-

gressively disappear and the flow transitions towards a turbulent regime. The same

dynamics is observed from the power spectra of radial velocity signals in Fenster-

macher et al., 1979, where a chaotic component emerges at Re = 12Recr, whilst the

frequencies related to the MWVF and WVF regimes disappear at Re = 19.3Recr

and Re = 21.9Recr, respectively. Therefore, for Re > 21.9Recr no waves are ob-

served and the flow regime is fully turbulent and chaotic. This is the last state

of Taylor-Couette flow and is generally referred to as Turbulent Taylor Vortex flow

(TTVF). From visual observations, the flow is still structured into azimuthal cells,

although the velocity field is no longer well organised into a toroidal pattern, due to

the presence of strong velocity fluctuations (see Figure 2.13d). The persistence of

highly turbulent Taylor cells has been reported in the literature for large Reynolds

numbers (Re > 1000Recr - see Di Prima and Swinney, 1981). A characteristic feature

of the TTVF is the herringbone-like structure that can be observed in experiments

at the outer wall for large Reynolds numbers (Barcilon et al., 1979). This pattern

was associated to the presence of the so-called Görtler vortices and this hypothesis

has been confirmed in later works (see, for example, T. Wei et al., 1992 or Dong,

2007).
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The majority of the studies reported so far, focuses on large radius ratios (η >

0.85), but the description of the main instabilities (e.g. appearance of Taylor vortices

and azimuthal waves) is valid for a large range of η (see, for example, the works of

Razzak et al., 2019 and Dong, 2007 for η = 0.5). Clearly, the critical Reynolds

numbers at which the instabilities occurs are largely dependent on the geometrical

parameters of the apparatus. However, some qualitative differences in the transition

to turbulence can be expected for extremely low radius ratios, where the flow was

found to undergo the transition from laminar Taylor vortices to a turbulent regime

without the appearance of waves (Snyder, 1968).

In many practical applications that involve the design of coaxial rotating cylin-

ders, the torque exerted by the fluid on the inner rotor is a crucial parameter (e.g.

rotating shafts in bearing chambers). Several authors have proposed formulae for

the prediction of the torque coefficient expressed as (Bilgen and Boulos, 1973):

CT =
Tw

0.5πρcω2
inr

4
inLz

(2.42)

where Tw is the torque at the cylindrical wall. In the following, a few relationships for

the turbulent regime (which is the most relevant for industrial cases) are presented.

Wendt, 1933 derived the following empirical formula (which will be used for the

validation of the numerical model in section 7.2.2) for the regime 4×102 < Re < 104:

CT = 0.92

(
(rout − rin)rout

r2in

)0.25

Re−0.5 (2.43)

In the work of Donnelly and Simon, 1960, the variation of the torque with the gap

size, for Reynolds numbers well above the first instability, is expressed as:

CT ∝
(
rout − rin

rin

)0.31

Re−0.5 (2.44)

Finally, for the same turbulent regime up to Re < 104, Bilgen and Boulos, 1973
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propose:

CT = 1.03

(
rout − rin

rin

)0.3

Re−0.5 (2.45)

Equations 2.43 - 2.45 have the same functional dependence on the Reynolds number

(i.e. CT ∝ Re−0.5) and provide basically the same results.

Numerical investigations

Numerical methods have been successfully applied to explore the physics of the sev-

eral regimes that characterise Taylor-Couette flow. Reynolds-averaged Navier–Stokes

(RANS) simulations are the preferred way for industrial applications (where flows

are typically turbulent), due to the reduced computational cost compared to high-

fidelity approaches, e.g. large eddy simulations (LES) or direct numerical simulations

(DNS). Therefore, researchers have investigated the reliability of RANS models for

the characterisation of Taylor-Couette flows and some of the results are briefly dis-

cussed in the following.

Wild et al., 1996 used the standard k − ε model to study the effect of turbulent

Taylor vortices on the axial distribution of shear stress on the cylindrical walls. Their

conclusion shows that the variation in the average azimuthal shear stress (induced by

the vortices) is more relevant for reactors with relatively low aspect ratios. Results

for the torque measurement are also compared against equations 2.43 and 2.45, and

a good agreement is reported.

Laminar to turbulent transition is studied in Batten et al., 2002 for three radius

ratios, namely η = 0.734, 0.941 and 0.985, in a range of Reynolds numbers between

5×103 and 5×104. Based on the observation that for fully turbulent regimes (TTVF)

Taylor cells persist without waves, the authors adopted a two-dimensional axisym-

metric domain, coupled with the k − ω model for turbulence. However, comparison

against the formula proposed by Bilgen and Boulos, 1973 for the torque (equation

2.45) shows a significant deviation from the experimental data (up to 50%).

L. Wang, Marchisio, et al., 2005 and L. Wang, Vigil, et al., 2005 performed numer-

ical (and experimental) investigations of aggregation processes in a Taylor-Couette

reactor (with η = 0.73) for several regimes, namely TVF (Re = 4Recr), WVF
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(Re = 12Recr) and TTVF at Re =(34, 100, 160 and 220)Recr. The authors adopted

2D steady-state axisymmetric models (although waves are time-dependent and non-

axisymmetric) and, for the turbulent cases, the Reynolds stress model (RSM) is

found to produce the most accurate results. Comparison against Particle Image

Velocimetry shows a good agreement for both axial and radial velocity profiles.

H. Wang, 2015 modelled the same Taylor-Couette device as L. Wang, Marchisio,

et al., 2005 (i.e. η = 0.73, Γ = 34) and compared two- and three-dimensional

unsteady RANS simulations (URANS), based on the k − ε and k − ω turbulence

models, against experimental data, up to Re = 190Recr. The author concluded

that both turbulence closures result in an accurate description of the main features

of Taylor-Couette flow and that 2D geometries provide a reliable alternative to the

more expensive 3D simulations.

Nicoli et al., 2022 investigated the accuracy of several turbulence models by run-

ning unsteady RANS simulations. The authors modelled the geometry of L. Wang,

Marchisio, et al., 2005 and a realistic aero engine bearing chamber (with η = 0.577

and Γ = 0.47). The main conclusion of the study is that a full 3D geometry is

generally required to capture the complex features of turbulent Taylor-Couette flows

and both the standard k−ω and RSM stress-BSL models are found to provide good

results for the Taylor-Couette apparatus. In the case of the bearing chamber (where

end effects are particularly relevant, due to the small aspect ratio), the SST k − ω

turbulence model is the recommended approach.

Although RANS models have been proven to provide an accurate description of

the main features of Taylor-Couette flows (e.g. average torque and velocity profiles),

the detailed investigation into the turbulent characteristics and small-length struc-

tures require the use of high-fidelity approaches. Direct numerical simulations repre-

sent the most accurate methodology and several studies of Taylor-Couette flows with

DNS have been published in the literature. In order to provide a general overview

of the insights that can be achieved by means of DNS, some of the works based on

direct numerical simulations are reviewed here. An exhaustive analysis of the liter-

ature of high-fidelity simulations of Taylor-Couette flows is out of the scope of the

present thesis, and the interested reader is refereed to the following studied and the
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references therein for a more comprehensive review.

Bilson and Bremhorst, 2007 performed direct numerical simulations of turbulent

Taylor-Couette flow at Re = 3200 with η = 0.617 and Γ = 4.58. The authors

reported of the onset of a secondary vortex motion in the near-wall region, where the

primary Taylor cells are not present. This secondary flow is demonstrated to affect

the shear stress distribution on the cylinder.

Pirrò and Quadrio, 2008 combined spectral and fourth-order finite difference

methods and performed DNS in both laminar and turbulent regimes. For η = 0.5 and

η = 0.95 they found a good agreement with the previous studies for the onset of the

first instability at Re ≈ 68 and Re ≈ 185, respectively. The fully turbulent regime is

modelled for η = 0.882 at Re = 10500, where two different turbulent mechanisms are

identified, namely large-scale vortices and small-scale fluctuations induced by shear

forces near the wall.

Dong, 2007 used a DNS approach based on a spectral method and investigated

small-scale turbulent structures in Taylor-Couette flows with η = 0.5 and Re = 1000,

3000, 5000 and 8000. For Re = 1000, the annulus is entirely occupied by well or-

ganised Taylor vortices but for Re > 5000 the appearance of randomly distributed

small-scale vortices near the walls is observed. The author reported that these struc-

tures (the so-called Görtler vortices, observed in the work of Barcilon et al., 1979 for

Taylor-Couette flows) first appear at the inner cylinder, in the location close to the

boundary between two (consecutive) diverging Taylor cells, i.e. the outflow region,

where the flow is pushed away from the rotor. The fluctuating component of the

azimuthal velocity field is also investigated, and a typical profile with two peaks at

both the inner and outer walls is reported. The normalised magnitude of the fluc-

tuations is found to decrease for increasing Reynolds numbers. The same numerical

method is used in Dong, 2008 to study the effect of counter-rotating cylinders.

A detailed analysis of the boundary layer dynamics from laminar TVF to the

turbulent regime is presented in Ostilla-Mónico et al., 2014. The authors used a

second-order finite difference method for Reynolds numbers up to 105 with a radius

ratio of η = 0.714. As was observed in Dong, 2007, in the laminar regime the

flow is characterised by well organised cells that occupy the whole space between
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the cylinders. As the flow transitions towards turbulence, an intermediate state

(identified with the MWVF) is first approached, where both laminar and turbulent

boundary layers coexist.

Razzak et al., 2019 investigated the viscous layer thickness at the wall to study

the source and propagation of non-axisymmetric instabilities, i.e. from TVF to

WVF, with η = 0.5 and Reynolds number in the range 60 < Re < 650. The flow

is found to be no longer axisymmetric at Re = 425 and an increase in the viscous

layer thickness in some specific locations at the outer wall is believed to trigger the

instability. Coherently with the findings of Koschmieder, 1979, the vortex wavelength

is found to increase in the WVF compared to TVF.

Taylor-Couette devices have attracted the attention of chemical engineers due

to their excellent mixing properties (see the introduction to Taylor-Couette reactors

in section 7.2). Nemri et al., 2016 used DNS (and experiments) to investigate the

transport of a passive tracer in Taylor-Couette flows at different laminar to turbulent

regimes. Two main mixing mechanisms are observed, namely intra-vortex and inter-

vortex mixing, whose combination is observed to enhance the axial dispersion of the

tracer. This study also demonstrates the central role that high-fidelity simulations

could play in quantifying the mixing in Taylor-Couette reactors and inform reduced

order models commonly used in their design.

Due to the significant cost of direct numerical simulations, a popular choice is to

reduce the axial extension of the computational domain to a multiple of the vortex

wavelength λ (see, for example, Chouippe et al., 2014 or Nemri et al., 2016) and

apply periodic boundary conditions at both the top and bottom ends of the domain.

This could lead to significant deviations from experiments in the cases where the

wavelength is not correctly reproduced. A detailed analysis on the effect of the

domain size in numerical simulations of Taylor-Couette flows is discussed in Ostilla-

Mónico et al., 2015, whilst a study on the reliability of periodic boundary conditions

can be found in Xu et al., 2022, where the choice between no-slip walls or periodic

boundaries is found to affect the onset of the first instability (TVF).
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Bubbles in Taylor-Couette flows

The presence of a disperse bubbly phase in a Taylor-Couette device (as well as other

type of reactors) is a common scenario for chemical processes that either involve

gases (e.g. D luska et al., 2001, Lee et al., 2017, Qiao et al., 2018, Lee et al., 2020)

or induce a spontaneous (and, generally, not desired) production of gas molecules

(Love et al., 2021). The interaction of bubbles with hydrodynamic boundary layers

on solid walls has also found interesting applications for drag reduction (Murai,

2014, H. Wang et al., 2022) and Taylor-Couette flow has been often used (along

with other configurations, e.g. channel flows or flat plates) to investigate into such

phenomenon (Murai et al., 2005, Van den Berg et al., 2005, Sugiyama et al., 2008,

Murai et al., 2008, Van Gils et al., 2013). The choice of Taylor-Couette apparatus

has the advantage that drag reduction can be readily monitored by measuring the

torque on the inner rotor and that the flow exhibits statistically stationary states

(i.e. TVF, WVF, MWVF and TTVF), which are well understood and can be easily

controlled by tuning the rotating speed. The gain in terms of drag reduction that

can be achieved by injecting a disperse bubbly flow is measured through the torque

reduction ratio (TRR - see Sugiyama et al., 2008), defined as:

TRR = 1 − T b
w

Tw

(2.46)

where Tw and T b
W are the torques with and without bubbles, respectively.

Murai et al., 2005 and Murai et al., 2008 performed an experimental investigation

into the effects of a bubbly flow injected in a Taylor-Couette device with η = 0.833

and Γ = 20. The different flow states are observed at Re = 92 (TVF), Re = 138

(WVF), Re = 1020 (MWVF) and Re = 1380 (TTVF). The authors examined the

range 600 < Re < 4500 and, therefore, investigated the regimes between WVF

and TTVF. The TRR (which reaches a maximum of 36% at Re = 770) is found

to decrease with increasing Reynolds number and the drag reduction vanishes at

Re ≈ 4000. For Re > 4000, the injection of bubbles is observed to enhance the

drag. Flow visualisations showed that, in the range of Reynolds numbers where
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drag reduction is achieved, the injection of bubbles increases the wavelength of the

vortices, i.e. less Taylor cells are observed in the gap. This mechanism is stronger for

lower Re (λ is increased by 32% and 11% at Re = 900 and Re = 1800, respectively)

and is believed to be linked to drag reduction, since no alteration of the vortical

structures is observed at Re = 4000.

These results are confirmed by Sugiyama et al., 2008 who investigated the same

geometrical configuration in a reduced range of Reynolds numbers (600 < Re <

2500). The authors used a numerical Eulerian-Lagrangian model where the carrier

fluid and the (rigid) particles influence each other in a two-way coupling. A good

agreement is obtained between experiments and numerical computations for the TRR

and the analysis of Sugiyama et al., 2008 suggests that drag reduction occurs due

to the break of dissipative Taylor cells through rising particles. Therefore, buoyancy

is the driving force responsible for the reduced wall friction as confirmed by the

numerical simulations where gravity is switched off and no drag reduction is achieved.

The choice of modelling rigid particles is justified by the small size of bubbles used

in the experiments of Murai et al., 2005 (the radius is approximately 0.6 mm and the

corresponding Weber number is We < 0.6), for which no significant deformations

are expected. The good agreement between these two works proves the reliability of

such assumption.

Bubbles can be made less rigid by reducing the surface tension and the effect of

the deformability of small (sub-Kolmogorov) bubbles is found to play a significant

role for drag reduction (Spandan et al., 2017). In this numerical work, bubbles

are treated as deformable ellipsoids and a Taylor-Couette device with η = 0.833 is

modelled at Re = 2500 and Re = 8000. Bubbles are observed to adopt a prolate

shape that is responsible for accumulation near the inner cylinder, where the breakup

of the dissipative structures is enhanced. At Re = 2500, drag reduction is reported

to be more efficient as the deformability of bubbles increases. On the other hand,

almost null drag reduction is observed for Re = 8000, where turbulent fluctuations

prevail on the perturbations induced by the bubbles. This is consistent with the

findings reported in the works of Murai et al., 2005, Murai et al., 2008 and Sugiyama

et al., 2008.



2.2. BUBBLES IN SHEAR FLOWS: COUETTE AND
TAYLOR-COUETTE 60

A different trend in the drag reduction was observed for larger Reynolds numbers.

Van den Berg et al., 2005 used a Taylor-Couette device with η = 0.73 and Γ =

11.5 in highly-turbulent Reynolds numbers (7 × 104 < Re < 106). They observed

a small drag reduction (TRR = 0.01 − 0.08) up to Re ≈ 6 × 105 and a strong

drag reduction (TRR up to 0.2) for Re > 6 × 105. The boundary between these

two regimes is identified by the value We = 1, where the Weber number is based

on the velocity fluctuations u′ (i.e. u′ = iUin and i is the turbulent intensity).

For We < 1 (where bubbles mostly behave as rigid particles), the (small) drag

reduction is achieved through the effective compressibility of the flow (Ferrante and

Elghobashi, 2004), where the bubble distribution removes the dissipative structures

from the wall. The modest gain in terms of TRR is justified by the small amount

of gas volume fraction injected in the apparatus. When We > 1 (where the size

of the bubbles is significantly larger than the Kolmogorov scale), the large drag

reduction regime is observed and this is assumed to be due to the deformability of

bubbles. This mechanism is investigated in Lu et al., 2005, where the authors report

that, in turbulent flows, deformable bubbles near a solid wall are able to modify

the streamwise vortices in such a way to compensate the vorticity generated by the

viscous shear stresses, resulting in an effective drag reduction.

The results reported in Van den Berg et al., 2005 are supported by the similar

findings of Van Gils et al., 2013 for a reactor with η = 0.72 and Γ = 11.7 in the

Reynolds range 5 × 105 − 2 × 106. The authors observed a small drag reduction

regime (TRR = 0.07) for Re = 5.1 × 105 and a strong drag reduction for Re > 106,

with a peak of TRR = 0.4 at Re = 2 × 106 (for a gas volume fraction of 4% within

the apparatus). The boundary between the two drag reduction regimes is consistent

with the results of Van den Berg et al., 2005, i.e. drag reduction increases when

deformable bubbles are close to the wall (We > 1). Interestingly, the presence of

bubbles near the wall is larger in the moderate drag reduction case, where We ≈ 1.

This further confirms the central role of bubbles deformability.

A summary of the main trends in drag reduction discussed so far is reported in

Figure 2.14. From these studies, different behaviours seem to occur between the

ranges Re < 5 × 103 (Murai et al., 2005, Murai et al., 2008, Sugiyama et al., 2008)
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Figure 2.14: Torque reduction ratio Vs Re. Two different behaviours are observed
in the ranges Re < 5× 103 and Re > 7× 104. The vertical line at We = 1 separates
the small and strong drag reduction regimes in the experiments of Van den Berg
et al., 2005. The same line is shifted towards Re = 5.1× 105 in the measurements of
Van Gils et al., 2013. Data from Van den Berg et al., 2005 and Van Gils et al., 2013
are reported here for a gas volume fraction of 3%.

and Re > 7×104 (Van den Berg et al., 2005, Van Gils et al., 2013) and more work is

needed to understand the role of bubbles for 5×103 < Re < 7×104. The shear stress

exerted on the cylinders is clearly dependent on the distribution of bubbles within

the reactor. In the following, the main observed patterns are briefly discussed.

Shiomi et al., 1993 investigated bubble patterns in Taylor-Couette flow with η =

0.9 and moderate gas and liquid volumetric fluxes up to 0.0647 m s−1 and 0.268 m s−1

(note that a flow configuration with a superimposed axial flow rate is generally

referred to as Poiseuille-Taylor-Couette flow - see Nemri et al., 2013). When the

rotating speed is low, bubbles tend to rise in a uniformly distributed way (disperse

flow). As the rotor is accelerated, bubbles organise into a spiral pattern and, for
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large rotating speeds, bubbles accumulate into stable locations and follow circular

trajectories (ring pattern).

These preferential patterns are qualitatively confirmed by the visualisations re-

ported in Murai et al., 2005, where the gas flow rate is varied up to 1.67×10−6m3 s−1.

At Re = 600 (Re/Recr = 6.5), a disperse bubbly flow is observed, where the bub-

bles tend to rise close to the inner cylinder (Figure 2.15a). As the rotating speed

is increased above Re = 1200, bubbles tend to migrate towards specific locations

near the rotor (see Figure 2.15b). These preferential locations consist of the outflow

(a) Re = 600 (b) Re = 1700 (c) Re = 3900

Figure 2.15: Bubble accumulation patterns at different Reynolds numbers. The black
body is the inner cylinder. Figures taken from Murai et al., 2005.

regions between Taylor cells, where the liquid is pushed away from the inner cylin-

der. When the downward velocity is large enough to counterbalance buoyancy, these

locations transform into stagnant regions where bubbles form agglomerates. For in-

creased Reynolds numbers, both spiral and ring patterns are reported and the radial

distribution of bubbles tends to be more uniform (Figure 2.15c). As was already

introduced before, the wavelength of Taylor cells is found to increase with respect to

the single-phase configuration.

A similar elongation (as well as migration mechanism towards the outflow regions)

of the vortices is observed in Djeridi et al., 2004 for η = 0.857 and Γ = 20, where the
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wavelength increases by 45% at Re/Rcr = 10. In this work, bubbles are introduced

in the device through either ventilation from the upper free surface or cavitation. A

ring pattern is observed for Reynolds numbers as low as Re = 350, where the bubbles

are trapped into the vortical structures and follow the azimuthal waves. In the work

of Murai et al., 2005, for such low Re values, a bubbly disperse flow is observed

instead. Differences can be potentially due to the size of the bubbles and/or the

way they are generated (i.e. injection Vs ventilation or cavitation). Two different

regimes are observed in the work of Djeridi et al., 2004, namely 2.5 < Re/Recr < 7.5

and 7.5 < Re/Recr < 20. In the first case, bubbles are passively transported by the

flow, whilst in the second regime the interaction between the disperse phase and the

carrier flow is observed to affect both the wavelength and azimuthal wave number.

The increased axial wavelength observed in bubbly Taylor-Couette flows under

certain conditions was deeply investigated in the work of Mehel et al., 2007 in an

apparatus with η = 0.91 and Γ = 40. Bubbles that accumulate in the outflow regions

are observed to increase the size of Taylor cells due to a decrease in the vorticity.

On the other hand, the bubbles that are trapped within the vortex cores tend to

stabilise the cells, which results in a reduced size. The same mechanism is observed

in the experimental work of Ymawaki et al., 2007 for a radius ratio of η = 0.658 in

the range 336 < Re < 1442, where bubbles are observed to move from a disperse

pattern (low Re) to a spiral one (moderate Re) and finally approach a ring trajectory

for large enough rotating speeds. Larger gas flow rates promote transition to a spiral

pattern and the axial wavelength of vortices in the ring pattern is generally shorter

than the spiral configuration.

A direct numerical method (DNS) based on an Euler-Lagrange approach where

the carrier flow is not affected by the disperse phase (i.e. one-way coupling) is

adopted in Climent et al., 2007 to investigate the relative magnitudes of the forces

that drive the bubbles to preferential trajectories. The magnitudes of the downward

velocity induced by the vortices and the upward one due to gravity are compared by

means of the non-dimensional ratio:

C =
uTV

Ub

(2.47)
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where uTV is a characteristic velocity of the secondary flow (radial and axial com-

ponents of the vortices), whilst Ub is the terminal bubble rising velocity. The trans-

port in the radial direction is estimated by comparing the effects of the centripetal

force induced by the rotor (∝ U2
in/rin) and the convective transport of momentum(

∝
(
uTV

)2
/(rout − rin)

)
:

H = 4

(
uTV

Uin

)2
rin

rout − rin
(2.48)

Three regimes are identified in the (C,H) plane: for low values of C, buoyancy is

predominant and bubbles tend to rise close the inner cylinder (consistent with the

findings of Murai et al., 2005); for large C and low H the centripetal force attracts

the disperse phase towards the stable outflow regions at the rotor, whilst for large C

and H bubbles are trapped within the vortex cores.

The same direct numerical approach (i.e one-way Euler-Lagrange coupling) was

used by Chouippe et al., 2014 for a large gap configuration (η = 0.5) in the TTVF

regime (Re = 5000) and two different bubble radii, namely Rb = 2 × 10−4rout and

Rb = 2× 10−3rout, are simulated. This methodology allows to model a large number

of bubbles, which is set to 106 in this study. Bubbles are initialised close to the inner

cylinder and the presence of outflow jets redistribute the concentration of bubbles

towards the outer wall. For this high rotational speed, the centripetal force and

buoyancy are predominant and bubbles adopt a spiral pattern, as confirmed by the

visualisation reported in Murai et al., 2005. The transport towards the outflow

regions (induced by the vortices) is not observed for this configuration.

The main limitation of standard Lagrangian approaches for the tracking of parti-

cles consists of the assumption of perfectly rigid bubbles. As was discussed in sections

2.1.3 and 2.2.1, bubbles can exhibit strong deformations (according to Bond, Weber

and Capillary numbers) and their effect on Taylor vortices is generally not negligible

(see the above discussion on the role of bubble deformability for drag reduction).

Another limitation of the two previously discussed studies (Climent et al., 2007,

Chouippe et al., 2014) is the one-way coupling approach, which neglects the pertur-
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bations exerted on the carrier fluid by the disperse phase. An improvement to the

Euler-Lagrange modelling discussed so far is presented in Spandan et al., 2017, where

particles are still tracked through a Lagrangian scheme but they are assumed to be

deformable ellipsoids. The deformation is computed with a subgrid-scale model and

the two phases interact in a two-way coupling.

An alternative approach based on a Euler-Euler model where the two phases

affect each other through interfacial momentum exchange terms is proposed in Gao,

Kong, and Vigil, 2015 (2D and 3D) and Gao et al., 2016 (2D only). A RANS

turbulence closure (Reynolds stress model - RSM) is used in Gao, Kong, and Vigil,

2015, where the same reactor from the experiments of Murai et al., 2005 is modelled

(η = 0.833 and average bubble radius of Rb = 0.6 mm) by varying the Reynolds

number in the range 600 < Re < 3900. A good comparison between experiments

and simulations is obtained for the radial distribution of gas within the annuls,

confirming the appropriateness of this modelling choice. The effect of increasing the

gas flow rate is found to be responsible for the axial elongation of Taylor vortices

and, for sufficiently large flow rates, the disperse phase can disrupt the toroidal cells.

Two different turbulence models (k− ε and k− ω) are compared in Gao et al., 2016

for a device with η = 0.716 and Reynolds numbers up to Re = 5.1 × 105. The k− ω

model is found to be more accurate for the prediction of the main azimuthal velocity

component. From these two studies (Gao, Kong, and Vigil, 2015, Gao et al., 2016)

the radial distribution of bubbles is found to be mainly determined by the effects of

pressure gradient and turbulence dispersion force.

Although the numerical studies discussed in this review were able to predict and

explain some of the phenomena observed in experiments with bubbly flows, the use of

either Euler-Lagrange or Euler-Euler schemes relies on the choice of suitable models

for the gas-liquid interaction, which are generally based on empirical correlations

(e.g. drag and lift coefficients, virtual mass effects). Especially in the case of large

bubbles, where deformations have a significant effect on Taylor-Couette flow, a fully

resolved simulation (with methods like the Front Tracking, Level Set or Volume of

Fluid) is probably needed to investigate the behaviour of bubbles and, eventually,

inform Euler-Lagrange and Euler-Euler models. A drawback of such high-fidelity
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approach is clearly related to the number of bubbles that can be modelled, which is

strongly limited by the computational cost compared to what can be achieved with

a Lagrangian method. To the best of the author’s knowledge, no studies have been

published on the modelling of bubbles in Taylor-Couette reactors by means of fully

resolved approaches. The numerical study of a bubble in different Taylor-Couette

regimes that is presented in section 7.2.3 is therefore one of the original contributions

of the present thesis.

2.3 Mass transfer of soluble species

This section will address the following points:

• Diffusion-driven mass transfer process.

• Physisorption and chemisorption.

• Henry’s law.

• Fick’s law.

• Non-dimensional numbers for the description of mass transfer of soluble species.

• Analytical and empirical models for the prediction of mass transfer coefficients

in bubbly flows.

• Concentration and hydrodynamic boundary layers.

• Two film theory for the prediction of mass transfer rates.

• State of the art numerical methods for fully resolved simulations of phase-

change flows: treatment of velocity and concentration discontinuities.

The transfer of soluble species across the gas-liquid interface in two-phase systems

is at the basis of several chemical processes, like the absorption of CO2 in aqueous

NaOH (Krauß and Rzehak, 2018) or the desorption of hydrogen sulphide (H2S) from
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water (Teuber et al., 2019). When absorption/desorption occurs without involving

any chemical reactions, the process is referred to as physisorption. However, specific

chemical components can be introduced to trigger a reaction with the transferable

species in order to enhance the overall mass transfer rate; in this case the process is

called chemisorption.

Physisorption is first discussed in section 2.3.1 along with the main assumptions

used in this thesis for the treatment of soluble species. A simple analytical model

(two film theory) is introduced in section 2.3.2 for the cases that involve chemical

reactions. Finally, a literature review on the state of the art numerical methods for

the interfacial transport of species in two-phase systems is presented in section 2.3.3.

2.3.1 Physisorption: a diffusion-driven process

A soluble gas in a two-phase gas-liquid system at equilibrium is partially dissolved

into the liquid solution with a concentration (cc [mol m−3]) that depends on the

partial pressure (p) exerted by the gas on the interface between the phases:

cc = pH ′
e (2.49)

Equation 2.49 is known as Henry’s law and H ′
e is Henry’s law coefficient (measured

in [mol m−3 Pa−1]). Assuming the gaseous species as a perfect gas, equation 2.49 can

be rewritten as:

cc = cdRTH ′
e =

cd
He

(2.50)

where R and T are the ideal gas constant and temperature, respectively. The con-

centration of gas in the disperse phase (cd) is assumed uniform and this version of

Henry’s law coefficient He (= 1/RTH ′
e) is a non-dimensional constant. The coeffi-

cient He is generally a function of the temperature and pressure fields in both phases

(see Bothe and Fleckenstein, 2013). However, in this work it is assumed to be a

constant property of the specific gas-liquid system. Equation 2.50 is also valid in the

case of non-uniform disperse concentrations as long as the interface is at equilibrium
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(i.e. saturated). In this case, Henry’s law applies at the interface (Σ) and reads:

(cc)Σ =
(cd)Σ
He

(2.51)

where (cd)Σ and (cc)Σ are the concentrations at the disperse and continuous sides of

the interface, respectively. Henry’s law coefficient is generally He ̸= 1, meaning that

the concentration is discontinuous at the interface. In this thesis, the interface is

assumed saturated and Henry’s law can always be applied at Σ. If not specified oth-

erwise, Equation 2.51 and He are the versions of Henry’s law and relative coefficient

that will be used in the rest of the work.

If the concentration of species in the liquid phase is equal to the equilibrium

value at the interface (i.e. cc = (cc)Σ = (cd)Σ/He), the liquid is said to be saturated

(note that this is different from a saturated interface, which refers only to the jump

in concentrations across Σ) and no net mass transfer of gas will occur between the

phases. However, in the cases where the concentration in the liquid solution is either

lower or larger than the saturated value, the system is not at equilibrium and some

exchange of gas across the interface will occur in order to re-establish a saturated

system. To classify the system in terms of species equilibrium, the saturation ratio

is generally used:

ζ =
cbulk
(cc)Σ

(2.52)

which compares the amount of concentration in the bulk liquid against the saturated

value at the interface. Here, the bulk liquid has been introduced (cbulk) to remind

that ζ is defined for an idealised system with a uniform concentration in the liquid

phase. In a generic system, cc is non-uniform and the saturation ratio could be

eventually defined as a local quantity at the interface, by comparing (cc)Σ with the

near field concentration. Depending on the value of ζ, the solution can be classified

as:

• saturated, if ζ = 1

• super-saturated, if ζ > 1



69 CHAPTER 2. LITERATURE REVIEW

• under-saturated, if ζ < 1

If the solution is super-saturated, an excess of gas is dissolved into the liquid and

the system will transfer some of the gaseous species from the liquid side of the

interface to the gas phase. In an under-saturated scenario, physisorption will act in

the opposite way, redistributing some of the gas molecules from the disperse phase to

the continuous one. These three scenarios (ζ = 1, ζ > 1 and ζ < 1) are schematically

represented in Figure 2.16 for the concentration around a bubble.

c c c

cd cd cd

(cc)Σ (cc)Σ (cc)Σ
cbulk = (cc)Σ

cbulk > (cc)Σ

cbulk < (cc)Σ

ṁ = 0 ṁ > 0 ṁ < 0

x x x

Σ ΣΣ

a) b) c)

Figure 2.16: Concentration profiles and mass transfer for saturated (a), super-
saturated (b) and under-saturated (c) solutions.

The mechanism at the basis of the interfacial transfer of gas molecules in super-

and under-saturated systems is a diffusion-driven process that depends on the local

concentrations at the interface (see, for example, Groß and Pelz, 2017). In this thesis,

the gas phase is the only soluble species (i.e. the liquid is not volatile) and is assumed

to be dilute. Under this assumption, the interfacial mass transfer rate [kg m−2 s−1]

can be computed with Fick’s law of diffusion (Fick, 1855):

ṁ = −MDc
∂cc
∂nΣ

(2.53)

where M and Dc are the molar mass and diffusivity of the species in the liquid, respec-



2.3. MASS TRANSFER OF SOLUBLE SPECIES 70

tively. The gradient of concentration is computed at the liquid side of the interface,

where nΣ is the normal direction pointing towards the gas phase. The mass transfer

rate is assumed positive for super-saturated solutions (see Figure 2.16). Equation

2.53 can be used in this form when the soluble species is a marginal component of

the gaseous phase and its transport across the interface does not affect significantly

the volume of the phases. For pure bubbles (or highly concentrated species in the

disperse phase), an additional term appears in equation 2.53, which will be appro-

priately discussed in section 3.3 (this extra term is not relevant for the purposes of

this section).

From equation 2.53, it appears evident that the magnitude of the mass transfer

rate depends on the profile of concentration at the liquid-side of the interface. In the

case of a bubble rising in an under-saturated solution, the species released into the

liquid is transported through advection and diffusion, and forms a thin concentration

boundary layer (δc) around the bubble interface. This mechanism is conveniently

described by introducing the following non-dimensional groups. In diffusion-driven

processes, the effects of momentum diffusion (due to viscosity) and diffusive transport

of species in the liquid phase are compared through the Schmidt number:

Sc =
νc
Dc

(2.54)

For advection-diffusion problems, the relative importance between these two trans-

port mechanism is estimated by the Péclet number:

Pe = RebSc (2.55)

where Reb refers to the Reynolds number of the rising bubble (equation 2.1). The

larger is the Péclet number, the stronger is the advective transport, which in turn

results in a thinner concentration boundary layer. The problem of physisorption in

rising bubbles is generally an advection-dominated problem (large Pe), as can be

seen by considering the case of a 1 mm (diameter) bubble of oxygen rising in water

at 20 ◦C. For this problem, Weiner and Bothe, 2017 report that the terminal velocity
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is Ub ≈ 0.25 m s−1 and the characteristic non-dimensional numbers are Reb = 250,

Sc = 500 and Pe = 1.25 × 105. In this range of Péclet numbers, the thickness

of the concentration boundary layer is of the order of few microns. From equation

2.53 it appears evident that a smaller δc enhances the mass transfer rate, since the

corresponding concentration profile is steeper.

The force that drives the diffusive transport across the interface is related to

the difference in concentration between the interface and the bulk of the liquid, i.e.

∆c = (cc)Σ − cbulk. Based on this difference, a mass transfer coefficient [m s−1] can

be defined as:

km = −
∫
Σ
ṁ dS

AΣM∆c
(2.56)

where AΣ is the global area of the gas-liquid interface. A non-dimensional version

of the mass transfer coefficient is obtained by comparison against the characteristic

velocity of diffusion. The Sherwood number serves this purpose:

Sh =
kmLref

Dc

(2.57)

where the reference length for bubbly flows is generally set to the bubble diameter,

i.e. Lref = Db.

The Sherwood number offers a convenient description of the mass transfer process

and many research efforts were made to derive predictive formulae for this parameter

in bubbly flows. For a generic spherical bubble with radius Rb immersed in a solution

with a uniform concentration cbulk, the diffusion of a species (cc(r, t)) out of the

interface is described by a convection-diffusion equation:

∂tcc + u · ∇cc = ∇ · (Dc∇cc)

cc(r, 0) = cbulk for r > Rb

cc(Rb, t) = (cc)Σ for t > 0

lim
r→∞

cc(r, t) = cbulk for t > 0

(2.58)

For the simplified case of a fixed (i.e. not rising) spherical bubble in a steady
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state, the transport equation reduces to (Crank, 1975):

d

dr

(
r2
dcc
dr

)
= 0 (2.59)

and the solution for the gradient of concentration at the interface (r = Rb) reads:

(
dcc
dr

)

r=Rb

= −(cc)Σ − cbulk
Rb

(2.60)

Combining this with equations 2.53 and 2.57 gives Sh = 2.

The case of a fixed particle is clearly not representative of real applications, where

bubbles generally rise. For a rising spherical bubble (with terminal velocity Ub) in a

steady state regime, the following solution (see Lochiel and Calderbank, 1964) can be

obtained for large Péclet numbers (which is an assumption generally representative

of many applications):

Sh =

√
2

π

[∫ π

0

(uφ)r=Rb

Ub

sin2 φdφ

]1/2√
Pe (2.61)

where uφ is the tangential velocity component. Equation 2.61 is actually valid in the

limit Pe → ∞.

For low Reynolds applications, the Hadamar-Rybczynski solution (see section

2.1.2) for a bubble rising in a creeping flow (valid for Reb < 1) can be substituted in

equation 2.61 and the corresponding Sherwood number is (see Clift et al., 1978):

Sh = 0.651

√
Pe

1 + µr

(2.62)

In the opposite regime, i.e. Reb → ∞, the potential flow theory provides a

sensible description of the flow field around the interface (see section 2.1.2). Using

the potential solution in equation 2.61 gives (Clift et al., 1978):

Sh =
2√
π

√
Pe (2.63)
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Other theoretical solutions were derived for the prediction of Sh in bubbly flows.

In this thesis, the formulae proposed by Oellrich et al., 1973 are compared against

the numerical solution for the mass transfer in a Taylor-Couette reactor. These

correlations were formulated for two opposite regimes, namely small bubbles:

Sh = 2 + 0.651
Pe1.72

1 + Pe1.22
for Reb → 0, Sc → ∞ (2.64)

and large bubbles:

Sh = 2 +
0.232Pe1.72

1 + 0.205Pe1.22
for Reb → ∞, Sc → 0 (2.65)

Given the complex time-dependent features that a rising bubbles may exhibit in

terms of shape, velocity and trajectory, theoretical formulae are often valid under

severe assumptions (e.g. spheroidal bubbles, rectilinear trajectories, steady-state

regime). Experiments and/or numerical simulations are therefore needed to compute

accurate values of the mass transfer. Amongst the experimental formulae, it is

reported here the empirical correlation proposed by Takemura and Yabe, 1998 (which

will be used in section 6.2.4 for the validation of the numerical model), valid in the

range Reb < 100 and Pe > 1:

Sh =
2√
π


1 − 2

3

1
(

1 + 0.09Re
2/3
b

)3/4




1/2

(
2.5 +

√
Pe
)

(2.66)

Equations 2.61 - 2.66 clearly show the importance of the Péclet number in the mass

transfer process, and they all predict for large Pe a functional dependence of the

type Sh ∝
√
Pe. A complete review on the available models for the prediction

of Sherwood numbers in bubbly flows is out of the scope of the present work. The

interested reader is referred to Clift et al., 1978, Deising et al., 2018 and the references

therein for a detailed discussion on the topic.

The characteristic length scale of mass transfer is typically smaller than the cor-

responding hydrodynamic one. The hydrodynamic boundary layer thickness (δh) can
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be approximated as (Levich, 1962):

δh ≈ Db√
2Re

(2.67)

Considering a uniform concentration boundary layer, where the entire ∆c is applied

within δc, the following formula is readily obtained:

δc =
Db

Sh
(2.68)

Given the functional relationship between Sh and Pe (i.e. Sh ∝
√
Pe) discussed

above, the ratio of concentration to hydrodynamic boundary layer thicknesses evolves

as δc/δh ∝ 1/
√
Sc (see, for example, Bothe and Fleckenstein, 2013). For the case of

the oxygen bubble presented before (taken from Weiner and Bothe, 2017), the hy-

drodynamic boundary layer thickness is estimated to be (equation 2.67) δh ≈ 45 µm,

whilst Sherwood (equation 2.63) and the concentration boundary layer (equation

2.68) are approximately Sh ≈ 400 and δc ≈ 2.5 µm, respectively. This example

clearly shows that the limiting factor in terms of numerical resolution of the length

scales is dominated by the mass transfer of species (i.e. δc < δh). This indeed rep-

resents one of the biggest challenges for fully resolved numerical simulations of mass

transfer in rising bubbles.

2.3.2 Two film theory

A generic heterogeneous (i.e. where two or more phases are involved) reaction in a

gas-liquid system between two species A and B can be described by the following

stoichiometric equation:

A(d→c) + bBc → P (2.69)

where P is the product of the reaction and b is a coefficient. Species A is initially

concentrated within the dispersed phase, whilst B is distributed in the liquid solution.

Here, it is assumed that A is soluble in the liquid, but B cannot be transferred to

the gaseous phase. Under these assumptions, the reaction can only take place within
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the continuous phase, after A is transferred from the gas phase to the liquid one

(d → c). In the case of an elementary reaction, the rate of conversion of A and B

depends on the number of collisions between these two species, which is proportional

to the product of the concentrations. Therefore the rate of disappearance of A and

B (rA and rB, respectively) in terms of moles per unit volume of liquid (Vc) and time

[mol m−3 s−1] is given by:

−rA = − 1

Vc

dQA

dt
= kcAc c

B
c = −rB

b
(2.70)

where QA is the number of moles of species A and k is the reaction rate constant.

The nomenclature adopted here for the concentration reminds that the reaction is

governed by the concentrations of A and B in the continuous phase only and, for the

specific case of equation 2.70, the reaction is assumed of second order. For a generic

n-th order reaction, the reaction rate is expressed in [s−1(mol m−3)1−n]. Another

useful way of representing the rate of disappearance of A in heterogeneous reactions

is obtained by looking at the rate of moles that are transferred across the gas-liquid

interface per unit interfacial area (which are assumed to react entirely in the liquid

solution):

−r
′′A = − 1

AΣ

dQA

dt
(2.71)

The two rates of equations 2.70 and 2.71 are clearly related through the expression:

rA = r
′′AAΣ/Vc.

A simple model to represent the physisorption of A consists of looking at the

transport of the species from the gas to the bulk liquid as a process that undergoes

two resistances in series that occur in two thin film regions next to the interface

(see Figure 2.17). This model is the so-called two film theory (TFT), originally

proposed by Whitman, 1923, and has the advantage of providing a simple approach to

investigate the main parameters that affect the transfer of soluble species. The TFT

can be applied to a wide range of scenarios; here only the key points are introduced

and the reader is referred to Levenspiel, 1998 for a more detailed discussion.

The first resistance to mass transfer occurs in the gas phase, where the transfer
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pAd

pAΣ
(cAc )Σ

cAbulk
Gas film

Liquid film

x0

Σ

Ωd Ωc

Figure 2.17: Two film theory for the physisorption of species A.

of A is driven by the difference between the partial pressures in the bulk gas (pAd )

and at the interface (pAΣ), as shown in Figure 2.17:

r
′′A = kA

d

(
pAd − pAΣ

)
(2.72)

where kA
d is a version of the mass transfer coefficient related to the pressure difference

and is expressed in [mol m−2 Pa−1 s−1]. For the continuity of mass, the moles that

cross the interface from the gas side reach the bulk liquid (where the concentration

is cAbulk) through the liquid film, where a second resistance occurs. The mass transfer

in this region is driven by the difference in concentrations:

r
′′A = kA

m

((
cAc
)
Σ
− cAbulk

)
(2.73)

where kA
m is the same mass transfer coefficient first introduced in equation 2.56.

Assuming a linear profile of concentration within the liquid film and applying Fick’s

law of diffusion (equation 2.53), kA
m can be rewritten as:

kA
m =

DA
c

x0

(2.74)



77 CHAPTER 2. LITERATURE REVIEW

where x0 is the thickness of the liquid film (Figure 2.17) and DA
c is the diffusivity

of species A in the continuous phase. Finally, combining equations 2.72 - 2.73 with

Henry’s formula (in the form of equation 2.49), the rate of disappearance of A can

be written as:

−r
′′A =

1
1
kAd

+ 1
kAmH′A

e

(
pAd − cAbulk

H ′A
e

)
(2.75)

In the case where the reaction with species B (equation 2.69) occurs, the rate of

disappearance of A depends also on the concentration of B available near the liquid

film. Here, the reaction is assumed to be instantaneous and to take place in a location

within the liquid film where both A and B are present. Such location is called the

reaction plane (see Figure 2.18). The position of the reaction plane is clearly affected

pAd

pAΣ
(cAc )Σ

cBbulk

Gas film

Liquid film

Reaction plane

x0

x

Σ

Ωd Ωc

Figure 2.18: Two film theory for the chemisorption of species A. The reaction with
species B occurs instantaneously in the liquid film.

by the partial pressure pAd within the disperse phase and the concentration of B in

the bulk liquid (cBbulk). A larger pressure pAd increases the amount of available moles

of A within the film liquid and, in this case, the limiting factor for the reaction is

given by the concentration of B. Therefore, the reaction plane moves towards the

liquid bulk where larger concentrations of B are available. In the opposite scenario

of an increase in cBbulk, the limiting factor is given by the availability of A and the
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reaction plane moves towards the interface accordingly. In the limiting case of a very

large cBbulk, the reaction plane overlaps the interface, i.e. the reaction occurs at Σ.

In a steady state regime, where all the moles of A and B that diffuse into the

liquid film react at the reaction plane, the rate of disappearance of species A and B

can be written as:

−r
′′A = −r

′′B

b
= kA

d

(
pAd − pAΣ

)
= kA

m

(
cAc
)
Σ

x0

x
= kB

mc
B
bulk

x0

x0 − x
(2.76)

where the last three terms represent the gas resistance for A and liquid resistances

for A and B, respectively. The coefficients kA
m and kB

m refer to the case when no

reaction occurs and the species diffuses across the whole film thickness x0 (equation

2.74); for this reason the distance between the reaction plane and the interface (x)

appears in equation 2.76 (see Figure 2.18). Taking into account the definitions of

kA
m, kB

m and Henry’s law, equation 2.76 can be rewritten as:

−r
′′A =

DB
c

DA
c

cBbulk
b

+ pAdH
′A
e

H′A
e

kAd
+ 1

kAm

(2.77)

In applications involving pure incompressible gas phases, i.e. where the disperse

phase consists of a single species (A in this example), the concentration of A inside

the disperse phase is uniform, since the density is assumed constant. In this case, the

pressure of A within the gas region is uniform (i.e. pAd = pAΣ) and the resistance to

mass transfer given by the gas film vanishes (which is equivalent to assume kA
d → ∞).

Under these assumptions, the rate of disappearance of A is entirely determined by

the diffusion across the liquid film and the corresponding model is generally referred

to as film theory (FT). A similar scenario occurs often in bubbly flows even in the

presence of a mixture of species since, due to the typical size of bubble diameters

in chemical reactors (few millimeters) and to the larger diffusivity in the gas phase

compared to the liquid one (for CO2 the diffusivity in air is approximately 104 times

the diffusivity in water - see Pritchard and Currie, 1982 and Cadogan et al., 2014),

the concentrations of the soluble species can be assumed uniform inside the bubbles.
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Under these assumptions (i.e. negligible gas resistance), a simplified formula for the

chemisorption can be obtained from equation 2.77:

−r
′′A = kA

m

(
cAc
)
Σ

(
1 +

DB
c c

B
bulk

bDA
c (cAc )Σ

)
(2.78)

From equation 2.78, it appears evident that the presence of a reaction enhances the

transport of A from the gas phase, since the value within the parentheses is always

larger than one. This is related to the the gradient of A (which is consumed by

the reaction) within the liquid film, which is generally steeper compared to the case

without reaction.

A quantitative way to estimate the mass transfer enhancement due to the reaction

is given by the non-dimensional Hatta number, which compares the rate of reaction

in a saturated solution, i.e. cAbulk =
(
cAc
)
Σ

, against the rate of maximum diffusion

(i.e. cAbulk = 0) across the film thickness x0:

M2
H =

rate of reaction

rate of diffusion
=

k
(
cAc
)
Σ
cBbulkAΣx0

kA
m ((cAc )Σ − 0)AΣ

=
kcBbulkD

A
c

(kA
m)2

(2.79)

where a second order reaction has been assumed, consistently with the analysis pre-

sented in this section.

The two film theory offers a convenient way to describe the transport of soluble

species in two-phase systems and explore the role of several parameters that affect

the transfer rates. Other theories were developed to overcome some of the limiting

assumptions behind the TFT, like the penetration theory (Higbie, 1935) or surface-

renewal theory (Danckwerts, 1951), which anyway provide similar qualitative results.

These models will be briefly introduced in section 7.2.1. However, all these analytical

approaches share the common limitation that they do not provide a quantitative

tool to estimate the mass transfer coefficients in both phases (for example, the liquid

film thickness in the TFT is unknown but is needed to predict kA
m). Experiments

and/or numerical simulations are therefore necessary to quantitatively predict the

mass transfer.
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2.3.3 Numerical methods for fully resolved simulations

From the analysis presented so far of the main characteristics of bubbly flows, it

appears evident that several features concur to determine the behaviour of two-phase

chemical reactors, including the rising velocity, shape and trajectory of bubbles as

well as the transfer of soluble species across the interface. These phenomena are

extremely difficult to predict and, for this reason, analytical models can be derived

only for simple cases. Although they are not representative of real applications (due

to the simplified assumptions that are generally made), simple theoretical models are

useful to predict the effects of the main parameters on the system and, at the same

time, provide analytical benchmarks to validate numerical tools. Several analytical

solutions (e.g. rising velocity in a creeping flow, growth and shrinkage of suspended

bubbles in super- and under-saturated solutions) will be used in chapter 6 for the

validation of the numerical method developed within the present thesis.

Experimental techniques have been applied successfully to the characterisation

of real apparatus. Terminal velocities (drag coefficients) and global mass transfer

rates (Sherwood numbers) for a rising bubble in a liquid column are measured in the

works of Takemura and Yabe, 1998, Takemura and Yabe, 1999 and Takemura and

Matsumoto, 2000 by means of an optical apparatus. A more advanced visualisation

technique (Planar Laser Induced Fluorescence - PLIF) is used in Dani et al., 2007 and

Francois et al., 2011 to visualise the concentration field of the species released into

the liquid from a rising bubble. Although these approaches have provided fundamen-

tal insights into the characterisation of mass transfer in bubbly flows, the quantities

that can be generally measured are limited to global values (e.g. global mass transfer

rate, bubble volume), whilst access to local information at the gas-liquid interface

(e.g. local mass transfer rate, concentration and hydrodynamic boundary layer thick-

nesses) as well as the actual interfacial area of highly deformed bubbles are difficult

to obtain with the available experimental techniques. The level of contamination

(e.g. presence of surfactants), which has a strong impact on the dynamics of rising

bubbles (see section 2.1), is another parameter that is not always easy to control and

may limit the accuracy of experimental measurements.
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On the other hand, the continuous increase in computational resources and de-

velopment of highly-scalable computational fluid dynamics (CFD) codes make high-

fidelity numerical simulations an extremely interesting tool for the modelling of bub-

bly flows and mass transfer across deformable interfaces. Numerical methods offer

the advantage that all the fields are readily available everywhere inside the computa-

tional domain. This is particularly relevant for mass transfer problems, where oppo-

site directions of species transfer (i.e. from the gas to the liquid and vice versa) can

occur at the same time in different parts of the bubble. In this scenario, experimen-

tal measurements can only provide the average mass transfer rate, but information

on the local quantity is inherently lost. An example of such case will be discussed

in section 6.2.4. It is worth reminding here that the comparison between experi-

ments and numerical simulations is not always a trivial task, since many parameters

that can significantly affect experimental measurements, including temperature, con-

tamination and presence of dissolved species, need to be carefully monitored during

experimental campaigns. For a more detailed discussion on possible uncertainties

between experiments and simulations, the reader is referred to Weiner, 2020.

Numerical methods are clearly affected by several limitations, related to both

the extremely complicated physics that needs to be modelled as well as the resolu-

tion requirements in terms of temporal and spatial length scales. Apart from the

well known difficulties in reproducing turbulent fluctuations (which affect all kind

of turbulent flows), the modelling of mass transfer in a two-phase system and the

related volume effect on the size of bubbles pose some additional challenges. In this

thesis the focus is on the modelling of diffusion-driven mass transfer problems and

the terminology diffusion-driven phase-change is used to refer to the full process of

transfer of moles of a soluble species across the interface and the corresponding vol-

ume change of the phases. A common assumption for highly dilute species in the

disperse phase (i.e. when the soluble gas is a marginal component of the mixture) is

to neglect the volume change of the bubble. In this case the species acts as a passive

tracer and does not affect the solution of the Navier-Stokes equations (Bothe and

Fleckenstein, 2013, Farsoiya et al., 2021). The advantage of this assumption consists

of a simplified (continuous) velocity field near the interface, which is easier to han-
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dle by means of standard two-phase numerical methods. The term diffusion-driven

reminds that the mass transfer process is driven by the gradient of species concen-

tration at the interface, contrary to temperature-driven phenomena (e.g. boiling)

where the temperature field drives the phase-change. Evaporation can be classified

as a diffusion-driven process since the mass transfer rate is determined by the in-

terfacial gradient of a species concentration (vapour), although the temperature is

also involved into the thermodynamic equilibrium of the interface. In the present

work, the effect of the temperature field is always neglected and the terminology

diffusion-driven is generally omitted.

The main challenges for numerical methods related to phase-change processes

consist of the treatment of discontinuities that characterise both the velocity and

concentration profiles at the interface. As was introduced in section 2.3.1, the in-

terface is always assumed saturated and the concentration jump between the values

at the gas and liquid sides of the interface is determined by Henry’s law (equation

2.51). The discontinuity in the velocity component normal to the interface is due to

the exchange of mass between two phases with different densities and is described by

the Rankine-Hugoniot condition (this relationship will be introduced and discussed

in section 3.1). For flows without mass transfer (ṁ = 0) or phases with the same

density, the velocity is continuous across the interface. However, for bubbly flows in

aqueous solution the density ratio is typically ρr ≈ 10−3 and the velocity disconti-

nuity may be relevant for the dynamics of the interface. The velocity jump is the

result of an extra (discontinuous) flow that is activated by the exchange of species

between the phases and is necessary to preserve mass; this additional component is

generally referred to as Stefan flow.

In the following, the main numerical methodologies for the treatment of velocity

and concentration discontinuities for phase-change flows are reviewed and discussed.

Treatment of velocity discontinuity at the interface

The problem of a discontinuity in the normal velocity profile at the interface affects

all types of phase-change flows between phases of different densities, regardless of the
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process that drives the transfer of mass (i.e. temperature or concentration gradients).

The mathematical formulation of the governing equations for the conservation of

mass and momentum (which will be discussed in chapter 3) is the same for both types

of phase-change flows and the numerical schemes designed for boiling or evaporating

flows can be applied to the study of phase-change of soluble species as well (and vice

versa). For this reason, works related to all the previously mentioned types of flow

are included in this review.

Amongst the most popular numerical methods for the advection of the interface in

two-phase systems are the Front Tracking (Tryggvason et al., 2001), Level Set (Suss-

man et al., 1994) and Volume of Fluid (VOF - Hirt and Nichols, 1981, Scardovelli

and Zaleski, 1999) approaches. A comprehensive review on numerical methods for

direct numerical simulations of multiphase flows can be found in Tryggvason et al.,

2011. The VOF method has been applied successfully to a variety of multiphase

problems with complex interfaces and one of its major strengths is the capability

to preserve mass. This approach is the method used in the present thesis for the

treatment of the interface and the present review will focus on this methodology.

The VOF method consists of capturing the position of the interface by solving

the following transport equation:

∂tH + ∇ · (Hu) = −ṁ

ρc
δΣ (2.80)

where H is a marker function (the Heaviside function) that assumes a value of one or

zero in the primary and secondary phases, respectively, whilst the term on the RHS

is related to the volume change (δΣ is the interface Dirac delta function). In this work

the primary and secondary phases are the continuous and disperse ones, respectively.

This equation will be carefully introduced and discussed in section 3.2. According

to the way equation 2.80 is numerically integrated, two main versions of the VOF

method have been proposed, namely the algebraic and geometric approaches. In

the algebraic version, the numerical fluxes of the volume fraction field (i.e. the cell

volume-average value of H) are computed considering its value uniformly distributed

within the computational cell. On the other hand, in the geometric approach, the



2.3. MASS TRANSFER OF SOLUBLE SPECIES 84

interface between the phases is first reconstructed and the amount of volume that is

transported across the cell boundary is exactly (in the sense of the interface approxi-

mation) computed. In this thesis a geometric VOF approach is used for the modelling

of two-phase systems and its properties will be discussed in detail in section 4.2. For

the purposes of this review, the difference between algebraic and geometric VOF

methods is fundamental for the choice of the most suitable approach for the treat-

ment of concentration discontinuities at the interface (as will be discussed later in

this section).

Several works have been published in the literature that use the VOF method to

model incompressible phase-change flows (both diffusion- and temperature-driven).

Some of these studies can be found in Welch and Wilson, 2000, Schlottke and

Weigand, 2008, Kunkelmann and Stephan, 2009, Magnini et al., 2013, Ma and Bothe,

2013, Fleckenstein and Bothe, 2015, Vachaparambil and Einarsrud, 2020, Maes and

Soulaine, 2020, Taqieddin et al., 2020, Scapin et al., 2020, Malan et al., 2021, Zanutto,

Evrard, et al., 2022, Zanutto, Paladino, et al., 2022 and Farsoiya et al., 2023. Al-

though many authors have deployed the VOF method for this class of flows, only

few studies have combined a rigorous treatment of the velocity discontinuity with a

sharp advection of the interface.

In the VOF method, a one-fluid velocity field (u) obtained through a weighted

average (based on the volume fraction fields) of the phase velocities (uc, ud) is defined

everywhere in the domain, i.e. u = ucH + ud(1 − H) (One-fluid formulation - see

section 3.2). The most common approach consists of advecting the marker function

with the one-fluid velocity and apply a source term to take into account the volume

change. A first problem with this approach is related to the stability of VOF schemes,

which are generally designed for continuous flows. A popular workaround to deal with

this type of instability is presented in the work of Hardt and Wondra, 2008, where

the authors propose a smearing of the interfacial source term for mass transfer in

a few layers of cells around the interface. This is achieved by solving an additional

inhomogeneous Helmholtz equation and the method is implemented in a geometric

VOF scheme to study the evaporation of droplets.

Another issue is related to the nature of the Stefan flow, which is non divergence-
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free at the interface. The non solenoidal feature is due to the change in volume that

a mass of material experiences when its phase (and, therefore, density) changes. The

volume effect related to the divergence of the one-fluid velocity is known to cause

the smearing of the interface in algebraic methods. This issue is common in this

class of VOF schemes even for divergence-free flows and compression terms acting

at the interface are generally used to maintain the interface sharp (see, for example,

Ubbink and Issa, 1999). Clearly, an accurate treatment of the continuity of mass

at the interface is crucial for geometric schemes too. Schlottke and Weigand, 2008

proposed an iterative method to improve the conservation of mass, based on the

computation of the interface and gas velocities, in such a way to fulfill the kinematic

constraint of the velocity field at the interface.

Several geometric VOF schemes integrate the transport equation of H in the non-

conservative form, by using an operator-split advection scheme (see, for example,

the method of Weymouth and Yue, 2010, which is used in the present thesis and

is described in section 4.2). These methods generally rely on the assumption of

divergence-free velocity field to ensure the conservation of mass, which is always true

for incompressible flows without mass transfer. Therefore, an inconsistency arises

when the one-fluid velocity is used for the transport of H (with the non-conservative

form) in the presence of phase-change. In fact, a cumulative (and artificial) volume

effect is automatically included during the split advection of H, as a result of the

non-solenoidal nature of the discontinuous flow. Such effect must be removed after

all the transport steps along the spatial directions are executed. If this correction

is missed, an artificial volume change is produced, since the volume changes twice:

through the advection step and via the source term (related to ṁ) in equation 2.80,

which is the only term that must be kept, since it is representative of the actual

mass transfer (Fleckenstein and Bothe, 2015). Another simpler (but less accurate)

approach consists of neglecting the discontinuous Stefan flow (as if ṁ = 0) and

apply the whole volume change that corresponds to the mass transfer rate in a single

step via a source term. However, the resulting velocity field is not accurate near

the interface (since the Stefan flow is missing) and this has a direct consequence on

the accuracy of the solution, because the convective transport of species near the
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interface directly affects the concentration boundary layers and, therefore, the mass

transfer rate.

A formally accurate way to transport the marker function with a split geomet-

ric scheme would rely on the use of the primary phase velocity field (uc), which is

divergence-free everywhere in the liquid domain (due to the incompressibility as-

sumption). However, the phase velocities are not suitable for a Finite Volume (FV)

framework with an Eulerian grid, where the variables are averaged over the volume

cell rather than the phase volume. Therefore, some attempts to define an extended

velocity field of the primary phase, in such a way to result divergence-free on all the

mixed cell faces, have been proposed in the literature and are briefly discussed in the

following. The advantage of such approaches is that the velocity field is not altered

far from the interface and the marker function is transported by a solenoidal velocity

field, taking advantage, in this way, of the conservation properties of VOF schemes

for incompressible flows.

Although developed for different reasons, the Ghost Fluid method (Fedkiw et al.,

1999) has been used to develop several algorithms to handle the interfacial discon-

tinuity in phase-change flows and enforce the correct phase velocity divergence near

the interface. Examples of this approach can be found in Nguyen et al., 2001 and

Sussman, 2003 for the Level Set method, and Tanguy et al., 2007 for a coupled Level

Set and Volume of fluid approach.

More recently, Scapin et al., 2020 proposed a method to make the velocity field

continuous and divergence-free near the interface by subtracting the Stefan flow

component (which is responsible for the discontinuity) from the one-fluid velocity

field. The individual contribution of the Stefan flow is obtained from the solution of

an elliptic equation (potential flow). The corrected velocity field is then used for the

advection of the interface and excellent mass conservation properties are reported.

The authors implemented this algorithm into an algebraic VOF method, but the

same strategy can be used with geometric schemes.

The same result (i.e. a divergence free-velocity field) is obtained in the work of

Malan et al., 2021 for the study of evaporating droplets. The authors propose an

algorithm to extend the liquid velocity field across the interface, by solving a Poisson
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equation for an artificial pressure in a small subdomain built around the interface.

This pressure field is designed in a way to produce a velocity component that, when

added to the liquid velocity field, makes it divergence-free near the interface. A

similar method is used in Guo, 2020 for evaporating and boiling flows, with the

difference that the artificial pressure is solved everywhere in the domain rather than

in the interfacial region only.

These treatments for the velocity field are particularly relevant for flows with large

mass transfer rates and/or density ratios, where significant Stefan flows are expected.

Several works reviewed so far rely on the either iterative algorithms (Schlottke and

Weigand, 2008) or on the solution of elliptic equations (Scapin et al., 2020, Guo, 2020,

Malan et al., 2021). The main contribution of the present thesis is the derivation

of an original algorithm for the extension of the liquid velocity field, which does

not require the solution of an additional partial differential equation and is readily

implementable in available VOF codes. The goal is to transport the marker function

with a solenoidal field and the method is coupled with a geometric VOF based on

the Piecewise Linear Interface Construction (PLIC) scheme. This algorithm will be

introduced in section 5.2.

Treatment of concentration discontinuity at the interface

As was introduced earlier, the transport of a soluble species adds an additional

challenge for numerical methods, which have to preserve the jump between the con-

centration values at the interface (given by Herny’s law), during the transport of the

species. In this section, the focus is on the available approaches for the coupling of

VOF methods with the transport of soluble species, since this is the methodology

used in the present thesis.

In the absence of chemical reactions, the time-evolving concentration of a chem-

ical component in the incompressible liquid and gas phases (interface excluded) is

described by a standard advection-diffusion equation (which will be discussed in

section 3.3):

∂tc + u · ∇c−∇ · (D∇c) = 0 in Ω \ Σ (2.81)
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where Ω is the whole domain and the diffusion coefficient generally assumes a different

value depending on the carrier phase (i.e. Dc ̸= Dd). Two main families of numerical

methods have been developed for the solution of equation 2.81, namely one-scalar

and two-scalar methods. The main difference between these two approaches consists

of the number of transport equations that are solved for each soluble species (i.e.

one and two for one- and two-scalar methods, respectively) and the choice of the

most suitable approach is intrinsically related to the type of VOF scheme used (i.e.

algebraic or geometric). Some of the works that make use of both methodologies and

their characteristics are discussed in the following.

In one-scalar methods, only one equation is solved for each transferable species

and the unique concentration variable c is defined everywhere in the domain. One of

the first attempts with this approach was proposed by Bothe et al., 2004, where the

concentration field is represented by a single scalar quantity that is made continu-

ous across the interface by applying a proper variable transformation. Such scaling

procedure was also applied successfully in other works and the interested reader is

referred to the references in Bothe and Fleckenstein, 2013 for more information.

A fundamental contribution to the development of one-scalar schemes is presented

in the work of Haroun et al., 2010 for the study of reactive liquid films. The authors

adopted the one-fluid formulation for both the concentration field and diffusion co-

efficient, i.e. c = ccH + cd(1 − H) and D = DcH + Dd(1 − H), respectively. This

leads to the following transport equation:

∂tc + u · ∇c−∇ · (D∇c + Φ) = 0 in Ω (2.82)

where the additional term Φ enforces the concentration discontinuity at the interface

and is related to Henry’s law coefficient through the following formula:

Φ = −D
c(1 −He)

H + He(1 −H)
∇H (2.83)

The one-fluid field c is globally conserved in the domain Ω, unless reaction terms are

introduced. The authors reported that the use of the arithmetic mean for the global
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diffusion coefficient produces numerical instabilities and better results are obtained

through an harmonic average, i.e. D = DcDd/(DdH + Dc(1 −H)).

The one-scalar approach is also developed in the works of Marschall et al., 2012

and Deising et al., 2016. Marschall et al., 2012 used the conditional volume-averaging

technique to derive a one-fluid formulation for the transport of species, which results

in a single transport equation where additional terms appear compared to the work

of Haroun et al., 2010 (equation 2.82). Their approach is entitled Continuous Species

Transfer (CST). This method is further developed by Deising et al., 2016, where an

extra term is included to take into account the effect of the curvature of the interface.

Maes and Soulaine, 2018 showed that the CST produces a significant amount of

numerical diffusion for flows dominated by convection (Pe > 100). For this reason,

the authors have extended the range of applicability of the CST method by including

a compressive velocity term in the single-field transport equation for species concen-

tration, which comes from a more accurate treatment of the numerical fluxes of

the advection term. This method is referred to as Compressive Continuous Species

Transfer (C-CST).

One-scalar formulations have been successfully coupled with algebraic VOF meth-

ods. Some recent examples include the works of Taqieddin et al., 2020 and Vacha-

parambil and Einarsrud, 2020, where the scheme of Haroun et al., 2010 and the

C-CST method are used, respectively, for the study of growing bubbles rising in

supersaturated solutions.

The C-CST method is also used in the work of Maes and Soulaine, 2020 for the

study of multicomponent mass transfer, where multiple species can be transferred

in opposite directions across the interface. The authors propose a more general

formulation of the one-field diffusion coefficient that is valid also in the case of pure

species (where the self-diffusion coefficient within the disperse phase tends to Dd →
0).

The coupling of an algebraic VOF with the CST model is further discussed in

the works of Zanutto, Evrard, et al., 2022 and Zanutto, Paladino, et al., 2022. The

authors show the importance of treating the advection of the concentration field with

the same numerical scheme used for the transport of the marker function in order to
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avoid artificial mass transfer and ensure global conservation of species. Their method

is validated for evaporating flows and non-ideal mixtures with large discontinuities

in the concentration profiles across the interface.

In two-scalar methods, two different transport equations are solved for each trans-

ferable species. One equation describes the distribution of concentration in the con-

tinuous phase (Ωc):

∂tcc + uc · ∇cc −∇ · (Dc∇cc) = − ṁ

M
δΣ in Ωc (2.84)

and the other one is solved inside the disperse phase (Ωd):

∂tcd + ud · ∇cd −∇ · (Dd∇cd) =
ṁ

M
δΣ in Ωd (2.85)

Contrary to the one-scalar approach (where the one-fluid concentration variable is

globally conserved in Ω), the two concentration fields cc and cd are not individually

conserved in Ωc and Ωd, respectively, even in the absence of reactions. This is due to

the fact that each field represents the amount of concentration within the respective

phase and, in case of mass transfer, such quantity is clearly not conserved due to the

transport of moles across the interface. In terms of mathematical modelling, this is

represented by the source terms on the RHS of equations 2.84 - 2.85. However, the

method is clearly mass conservative in the sense that the same amount of species that

is added or subtracted from Ωc is subtracted or added to Ωd, since the source terms

have the same magnitude, but opposite signs. The variables cc and cd exist only

within the respective domain (Ωc and Ωd, respectively) and, strictly speaking, they

represent phase-average variables. In order to make the transport of such quantities

consistent with FV discretization schemes, the following transformation is adopted

in the work of Alke et al., 2009:

ϕc(x, t) =




c(x, t) if x ∈ Ωc

0 if x ∈ Ωd

(2.86)
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ϕd(x, t) =





0 if x ∈ Ωc

c(x, t) if x ∈ Ωd

(2.87)

where the one-sided (i.e. confined to one side of the interface) fields cc and cd are

extended to zero in the other phase (Ωd and Ωc, respectively), whilst ϕc(t), ϕd(t) rep-

resent the cell volume-average version of the corresponding phase-average quantities:

ϕc(t) =
1

V

∫

V ∩Ωc(t)

c(t) dV (2.88)

ϕd(t) =
1

V

∫

V ∩Ωd(t)

c(t) dV (2.89)

where V is the volume of the computational cell. The formal derivation of the two-

scalar approach will be introduced, and its properties discussed, in section 5.3. The

variables ϕc and ϕd are VOF-like variables in the sense that they are discontinuous

across the interface, with a null value in the other phase (like the marker function

H) and they are advected in the work of Alke et al., 2009 with the same (geometric)

fluxes used for H. This is a crucial point of two-scalar methods where, in order to

preserve mass, no mass transfer can occur during the advection (and diffusion) of

the concentration fields, since the whole interfacial transport is given by the source

terms ±ṁ/MδΣ. The definition of equations 2.88 - 2.89 allows to recover the phase-

average quantities and, when the method is coupled with a geometric VOF, the

exact (according to the reconstruction of the interface) amount of moles from both

sides of the interface can be advected within the corresponding domain by applying

the same geometric fluxes as used for the advection of the marker function. This

makes the transport of the phase-average species consistent with the displacement

of the interface and ensures that both concentration fields are kept confined to their

respective side of the interface during the advection step, preventing, in this way, any

artificial mass transfer. For the same reason, the species should not be transferred

across the interface during the integration of the diffusive term as well. This is

achieved in the work of Bothe and Fleckenstein, 2013 by an appropriate treatment

of the diffusive fluxes.
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Contrary to one-scalar approaches, this method requires a direct evaluation of

the mass transfer rate (ṁ) for each interfacial cells. In the work of Bothe and Fleck-

enstein, 2013, two different methods are compared. The first approach consists of

assuming the whole concentration within each interfacial cells at the thermodynamic

equilibrium given by Henry’s law. In the second approach, only the interface is

assumed to be saturated and ṁ is accurately computed by evaluating the normal

gradient of concentration at the interface (equation 2.53) through an unsplit geo-

metrical scheme. Results show that the global equilibrium method (first approach)

generally overestimates the mass transfer rate, whilst direct evaluation of local con-

centration gradients provides a more accurate prediction of ṁ. This methodology

is further extended in the work of Fleckenstein and Bothe, 2015 for multicompo-

nent mass transfer problems with volume effects (i.e. full phase-change simulations

of mixtures), where an accurate treatment of jump discontinuities at the interface

shows that mass transfer is generally composed of two terms, namely a convective

contribution and a diffusive one, which are both taken into account in their simula-

tions.

A novel implementation of the two-scalar method is presented in Schulz et al.,

2022, where the authors use the geometrical reconstruction of the interface to split

the mesh between the phases. The newly created cell faces match the interface and

accurate boundary conditions can be set for the transport of species, according to

their chemical repartition.

A hybrid method, where one- and two-scalar approaches are combined, was re-

cently proposed by Farsoiya et al., 2021 and implemented in a geometric VOF scheme.

The chemical equilibrium at the interface is treated with the one-scalar approach

proposed by Haroun et al., 2010, where the extra diffusive term enforces the con-

centration jump given by Henry’s law. The convective transport of species is made

consistent with the displacement of the interface by recovering the two phase-average

concentration fields (two-scalar approach) and transporting them with the geometri-

cal fluxes used for the marker function. The same authors have recently proposed an

alternative approach that takes into account the volume effect due to the mass trans-

fer between the phases (see Farsoiya et al., 2023). An immersed boundary method
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is used to set a Dirichlet boundary condition at the interface for the concentration,

which ensures that Henry’s law is satisfied at the gas-liquid interface, whilst the value

within the disperse phase is kept uniform. A phase-change velocity field is computed

in the interfacial cells (based on the gradient of concentration at the liquid side)

and used to update the volume fraction to take into account the volume change.

The convective transport of the concentration field is performed with a two-scalar

method.

From the above discussion about numerical methods for the transport of soluble

species in two-phase systems, it emerges that a crucial requirement for accurate

simulations is the consistency between the transport of the marker function and the

advection of the concentration field. This is fundamental to ensure that the mass

transfer process is entirely driven by the diffusive fluxes of concentration and no

artificial mass transfer occurs due to numerical errors. As pointed out by Deising

et al., 2016, the choice between one- and two-scalar approaches is inherently related

to the type of VOF methodology (i.e. algebraic or geometric) used. For algebraic

VOF methods, the most convenient choice is the one-scalar approach, where the one-

fluid formulation of the concentration field in interfacial cells is naturally suited to be

advected with the same scheme used for the algebraic marker function. On the other

hand, when a geometric VOF method is used, the reconstruction of the interface

allows to clearly distinguish between the continuous and disperse domains within

each interfacial cell. In this situation, a two-scalar approach is the most suitable

treatment for the concentration field as it allows to separately transport the species

within their respective phase and avoid any exchange of moles between the phases

during the movement of the interface (as long as the same geometric fluxes are used

for both H and the concentrations).

The choice between one- and two-scalar methods is then inherently related to the

VOF scheme used. The two-scalar approach is expected to be more expensive from

a computational point of view (since two equations are solved instead of just one

for each species). However, it offers a natural way to access information about local

quantities at the interface (since the mass transfer rate ṁ is computed individually for

each interfacial cell) and is also more suited for the implementation of subgrid-scale



2.3. MASS TRANSFER OF SOLUBLE SPECIES 94

models for the concentration boundary layer (Bothe and Fleckenstein, 2013, Weiner

and Bothe, 2017). The capability of computing the local mass transfer rate was

also recently extended to one-scalar approaches in the work of Maes and Soulaine,

2020, where this is necessary when volume effects are taken into account (i.e. for

full phase-change simulations). Finally, the two-scalar approach is known to suffer

from the small cell problem, which occurs when a cell is almost filled with one phase

and conservation problems may arise within the small volume occupied by the other

phase (Deising et al., 2016). Both methods present advantages and disadvantages,

but the most limiting factor for this type of simulations (which is common to both

methodologies) consists of the mesh size that is generally needed to capture the

concentration boundary layer in convection-dominated cases (large Pe, see section

2.3.1), which is a crucial requirement for high-fidelity simulations.

In this thesis, a geometric VOF method is used and the two-scalar approach

presented in Fleckenstein and Bothe, 2015 is adopted. The numerical methodology

for the transport of species is discussed in detail in section 5.3.



Chapter 3

Governing equations of two-phase

incompressible flows

In this chapter, the governing equations for the dynamics of two-phase incompress-

ible flows are introduced and the relevant assumptions are discussed. Although the

mathematical modelling presented in this chapter and the numerical methodology

developed in the present thesis apply to a generic multiphase (incompressible) sys-

tem, this work is mainly focused on disperse bubbly flows and the gas and liquid

phases are referred to as disperse and continuous phases respectively. A generic

two-phase (gas-liquid) system is represented in Figure 3.1. The regions occupied by

the two phases are called Ωd(t), for the disperse phase, and Ωc(t) for the continuous

phase, and these two sub-domains are separated by an infinitely thin interface Σ(t),

so that the entire domain is given by Ω = Ωd(t) ∪ Ωc(t) ∪ Σ(t). The normal vector

(nΣ) at the interface is defined as the unit vector which points into Ωd(t). To simplify

the notation in the following, the time dependence from the phase domains (Ωd,Ωc)

and interface (Σ) are omitted. The terms continuous (disperse) and liquid (gas) will

be used interchangeably in the rest of the work.

The chapter is organized as follows. In section 3.1 the system of conservation

laws (Navier-Stokes equations) for mass and momentum is presented along with the

additional boundary conditions that must be taken into account at the interface.
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Ωd(t)

Ωc(t)

nΣ

Σ(t)

Figure 3.1: Two-phase gas-liquid domain.

The One-Fluid formulation of the Navier-Stokes equations, which serves as the basis

for the numerical methodology presented in chapter 4, is introduced in section 3.2

and the transport of soluble species in a two-phase system is discussed in section 3.3.

3.1 Two-phase Navier-Stokes equations

For each phase, the system of governing laws for an incompressible flow is given by

the Navier-Stokes (NS) equations:

∇ · u = 0 in Ω \ Σ (3.1)

∂t(ρu) + ∇ · (ρu⊗ u) = −∇p + ∇ · (2µS) + ρa in Ω \ Σ (3.2)

where the fluid has been assumed Newtonian and the material properties, e.g. den-

sity (ρ) and dynamic viscosity (µ), have constant values in Ωd,Ωc and depend on

the respective phase. Equation 3.1 is the continuity equation (conservation of mass),

where u represents the fluid velocity field (u = (u, v, w)). In the conservation of
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momentum (equation 3.2), p is the static pressure, a contains the acceleration terms

which come from external body forces (e.g gravitational force) and S is the deforma-

tion tensor [∇u+ (∇u)T ]/2. The only body force which is considered in the present

work is the gravitational force; the acceleration term a is then replaced by g in the

following chapters. Equations 3.1 and 3.2 are valid everywhere in the domain, except

at the interface, where additional jump conditions are needed to close the system (see

Tryggvason et al., 2011). To derive such relations, conservation balances are applied

to the control volume V shown in Figure 3.2, where the interface is represented as

an infinitely thin region that cannot store any mass or momentum. The first jump

Ωd(t)Ωc(t)

nΣ

Σ(t)
uc

ud

∂V

V

uΣ

Figure 3.2: Control volume around the interface used to derive the jump conditions.
The volume moves with the interface velocity uΣ.

condition derives from the principle of mass conservation and states that the amount

of mass which leaves Ωd (Ωc) must be entirely transferred to Ωc (Ωd) since no mass

can be stored in the interface. The balance of mass for the control volume V (that

moves with the interface Σ) reads:

d

dt

∫

V

ρ dV = −
∮

∂V

ρ(u− uΣ) · n dS (3.3)
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where uΣ is the interface velocity. If we take the control volume with a vanishing

thickness (i.e. V → 0), the transient term on the left hand side (LHS) of equation

3.3 is null and the balance can be integrated only along the edges parallel to the

interface (the other edges give a null contribution) and simplifies as:

ρc(uc − uΣ) · nΣ = ρd(ud − uΣ) · nΣ = ṁ (3.4)

where ṁ is the mass transfer rate [kg m−2 s−1]. Equation 3.4 can be reformulated by

employing the jump notation (e.g. ∥ρ∥ = ρc − ρd) as:

∥ρ(u− uΣ) · nΣ∥ = ∥ṁ∥ = 0 at Σ (3.5)

This relation is also known as the Rankine-Hugoniot condition and for flows without

phase-change (ṁ = 0) it implies that no relative velocity along the normal direction

can occur between the fluids and the interface.

The second jump condition comes from the balance of momentum applied to the

same control volume of Figure 3.2 (moving with the interface velocity uΣ):

d

dt

∫

V

ρu dV = −
∮

∂V

ρu(u− uΣ) · n dS +

∮

∂V

T · n dS +

∫

Σ

fσ dS (3.6)

where T is the stress tensor and fσ is the surface force per unit area that can be

formulated as (see Tryggvason et al., 2011):

fσ = σκnΣ + ∇Σσ (3.7)

In equation 3.7 the surface tension coefficient (σ) and interface curvature (κ) have

been introduced. Applying the same integration approach as for the conservation of

mass (i.e. control volume with an infinitely small thickness) the following condition

for the conservation of momentum across the interface is obtained:

∥ρu⊗ (u− uΣ) + pI− 2µS∥ · nΣ = σknΣ + ∇Σσ at Σ (3.8)
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where I is the unit tensor. Since both phases are treated as Newtonian incompressible

fluids, the stress tensor has the form:

T = −pI + 2µS (3.9)

For the applications considered in the present thesis (i.e. gas bubbles that exchange

mass with the surrounding liquid), some assumptions can be introduced to simplify

equation 3.8. The surface tension is assumed uniform and, following the dimensional

analysis presented in Fleckenstein and Bothe, 2015 for gas bubbles with a radius of

1mm immersed in water, the first term on the LHS of Equation 3.8 is of several orders

of magnitude smaller than the first term on the RHS. Given the physical properties

of these types of flow and assuming a no-slip condition for the tangential velocities at

the interface (coherently with the assumption of phases with non-vanishing viscosity),

equation 3.8 can be further simplified to:

∥pI− 2µS∥ · nΣ = σknΣ at Σ (3.10)

The system of governing equations (3.1, 3.2) along with the jump conditions at

the interface (equations 3.5, 3.10) describe the dynamics of two-phase incompressible

flows with mass transfer. This approach is also known as two-fluid formulation, since

two sets of equations (one for each phase) need to be solved and coupled through the

interfacial boundary conditions. In the following section, an alternative formulation

of the conservation laws is introduced, which reduces the governing equations to one

set of equations valid everywhere in the domain (i.e. x ∈ Ω).

3.2 One-fluid formulation

The One-fluid formulation consists of the derivation of a single set of governing equa-

tions where the interfacial jump conditions (equations 3.5, 3.10) are automatically

included in the Navier-Stokes equations. This approach is the basis for the imple-

mentation of the numerical method adopted in the present thesis (i.e. the Volume of
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Fluid (VOF) method, see chapter 4). When one set of equations is used for the whole

domain, the properties of the fluid (e.g. density, viscosity) change abruptly across

the interface and additional source terms that act at the interface as singularities

(δ-functions) need to be included to take into account the jump conditions. Since

the properties of the fluid assume different values in their respective phase (Ωc, Ωd),

the starting point for the derivation of the One-fluid approach is the definition of a

marker function to determine the location of the interface and to identify whether a

point x ∈ Ωc or Ωd. The Heaviside function serves this purpose:

H(x, t) =





1, if x ∈ Ωc

0, if x ∈ Ωd

(3.11)

where the continuous phase is assumed to be the primary phase, i.e. where H(x, t) =

1. Once H(x, t) is known everywhere, the values of ρ and µ can be computed as:

ρ = ρcH + ρd(1 −H) (3.12)

and

µ = µcH + µd(1 −H) (3.13)

where, in this case, the arithmetic mean has been used (different formulations are

clearly possible, e.g. the harmonic mean). To track the position of the interface, the

transport equation for H(x, t) is obtained from the following integral balance for a

generic control volume V that contains Σ:

∫

V

∂tH dV +

∮

∂V

Hu · n dS +

∫

Σ

(uc − uΣ) · nΣ dS = 0 (3.14)

where the second term on the LHS represents the convective transport and the last

term is a source term that accounts for the mass transfer across the interface, which

is null when ṁ = 0. Since equation 3.14 is valid for a generic domain, applying the
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integral balance to an infinitesimal control volume gives the differential form:

∂tH + ∇ · (Hu) +
ṁ

ρc
δΣ = 0 (3.15)

where δΣ is the surface Dirac function which has a nonzero value only at the interface,

i.e. δΣ = δ(x− xΣ).

The starting point for the derivation of the mass balance within the One-fluid

formulation, which must take into account the jump condition for mass conservation

(equation 3.5), is the introduction of the one-fluid velocity field, which follows the

one-fluid properties definition (equations 3.12, 3.13):

u = ucH + ud(1 −H) (3.16)

where the continuous and disperse velocity fields (uc and ud respectively) are as-

sumed to have a smooth incompressible extension across the interface (see Tryggva-

son et al., 2011). By computing the divergence of the velocity field and applying the

incompressibility kinematic constraint (i.e. ∇ · uc = ∇ · ud = 0), it follows:

∇ · u = −(uc − ud) · nΣδΣ (3.17)

where the relation ∇H = −nΣδΣ has been used. The phase velocities (uc,ud) can be

removed by applying the Rankine-Hugoniot condition (equation 3.5) and equation

3.17 turns into:

∇ · u = ṁ

(
1

ρd
− 1

ρc

)
δΣ (3.18)

Equation 3.18 represents the one-fluid formulation of the continuity equation for the

general case of two-phase incompressible flows with mass transfer. The source term

on the RHS can assume a non-null value only at the interface (where mass transfer

occurs) and equation 3.18 recovers the standard form of the continuity equation

(∇·u = 0) in the bulk domains (Ωc, Ωd) or when no mass is transferred between the

phases.

To derive the one-fluid form of the momentum equation, the integral balance is
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applied to a control volume that contains part of the interface Σ. In this case, the

effect of the surface tension (from the jump condition in equation 3.10) is turned into

a volume contribution by means of the surface Dirac function:

∫

Σ

fσ dS =

∫

V

fσδΣ dV (3.19)

The conservation of momentum then reads:

∂tu + ∇ · (u⊗ u) =
1

ρ
[−∇p + ∇ · (2µS)] + g +

σknΣ

ρ
δΣ (3.20)

where fσ has been replaced with σκnΣ, according to the assumption of constant

surface tension (see section 3.1). Equation 3.20 represents the one-fluid formulation

of the momentum equation, where the jump condition for momentum (equation 3.10)

is introduced as a source term based on the volumetric formulation of surface tension

(last term on the RHS).

3.2.1 Overview of the governing equations

For the reader convenience, the one-fluid formulation of the governing equations

discussed in the present section is summarized here:

∂tH + ∇ · (Hu) = −ṁ

ρc
δΣ (3.21)

∇ · u = ṁ

(
1

ρd
− 1

ρc

)
δΣ (3.22)

∂tu + ∇ · (u⊗ u) =
1

ρ
[−∇p + ∇ · (2µS)] + g +

σknΣ

ρ
δΣ (3.23)

Equations 3.21 - 3.23 are valid everywhere in the domain (x ∈ Ω) and, far from the

interface, the one-fluid approach recovers the form of the two-fluid formulation.

Equations 3.21 and 3.22 are characterized by source terms that depend on the

mass transfer rate ṁ. Mass transfer might occur for different physical phenomena,

e.g. evaporation, boiling, chemical reactions, gas solubility. In the present work, the
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focus is on the solubility of gaseous species in liquid solutions, where the mass transfer

is driven by a diffusive process that occurs at the interface (diffusion-driven phase-

change) and depends on the species concentration around Σ. Therefore, to close the

system of governing equations, the conservation law for soluble species in two-phase

systems needs to be included. The corresponding mathematical formulation, along

with the relevant assumptions, are discussed in section 3.3.

3.3 Soluble species in two-phase flows

In this section, the transport equation for a soluble species in a two-phase gas-liquid

flow is presented. The main assumptions are introduced and the boundary conditions

at the interface are discussed.

In a generic two-phase system both phases can be a mixture of several chemical

species. For the generic species k, the individual mass balance reads:

∂tρ
k + ∇ · (ρkuk) = Rk in Ω \ Σ (3.24)

where ρk is the partial (species) density, uk denotes the species velocity and Rk is a

generic reaction term that can be used to model chemical reactions. Equation 3.24 is

coupled with the jump condition at the interface for conservation of mass (equation

3.5), that is reported here for the k-th species:

∥ρk(uk − uΣ) · nΣ∥ = ∥ṁk∥ = 0 at Σ (3.25)

where ṁk is the individual mass transfer rate. In order to get a consistent formulation

of the species transport with the governing equations of two-phase flows (equations

3.21 - 3.23), the phase density (ρ) and phase velocity (u) need to be related to their

respective species quantities (ρk and uk, respectively). This is done by applying the

following relations:

ρ =
∑

k

ρk (3.26)
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and

ρu =
∑

k

ρkuk (3.27)

Introducing the definition of diffusive velocity as the difference between the species

and phase velocities (i.e. uk −u), the individual mass balance of species k (equation

3.24) can be rewritten as:

∂tρ
k + u · ∇ρk + ∇ · Jk = Rk in Ω \ Σ (3.28)

where the phase velocity u appears and the diffusive flux Jk = ρk(uk−u) accounts for

the relative velocity between the species and the phase medium. Equation 3.28 has

the form of a standard advection-diffusion-reaction equation and the diffusive term

needs to be modelled to remove the dependency on the species velocity uk (which is

not solved for in the system of governing equations). Under the assumption of dilute

liquid solutions, the diffusive flux Jk can be well modelled by Fick’s law of diffusion:

Jk = −Dk∇ρk (3.29)

where Dk is the species coefficient of diffusion which assumes different but constant

values for each phase. For a detailed discussion on the assumption of Fickian diffusion

and its range of applicability, the reader is referred to Bothe, 2015.

In a similar way to the species transport equation, the formula for the individ-

ual mass transfer rate ṁk (equation 3.25) needs to be reformulated to remove the

dependency on the species velocity uk. Here, a generic system of n components is

considered, where the first n−1 elements are soluble species (that can be transferred

across the interface and appear as dilute components in the liquid phase), and the

n-th component is the solvent, which is assumed to be not volatile (i.e. no solvent

species exists in the disperse phase). Under these assumptions, the mass transfer
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rate of a single species can be rearranged into:

ṁk = ρk(uk − uΣ) · nΣ

= ρk(u− uΣ) · nΣ + ρk(uk − u) · nΣ

=
ρk

ρ
ṁ + Jk · nΣ

(3.30)

Equation 3.30 shows that the mass transfer of each soluble species contains both

convective and diffusive terms. Since the total mass transfer rate is given by the

contributions of all the n− 1 transferable species (i.e. ṁ =
∑n−1

l=1 ṁl), equation 3.30

can be reformulated as:

ṁk =
ρk

ρ

n−1∑

l=1

ṁl −Dk∇ρk · nΣ (3.31)

where Jk has been replaced with the Fickian diffusive flux. Equation 3.31 is equiva-

lent to the (n− 1) × (n− 1) system:




1 − y1 −y1 . . . −y1

−y2 1 − y2 . . . −y2

. . . . . . . . . . . .

. . . . . . . . . . . .

−yn−2 . . . 1 − yn−2 −yn−2

−yn−1 . . . −yn−1 1 − yn−1







ṁ1

ṁ2

. . .

. . .

ṁn−2

ṁn−1




=

=




−D1∇ρ1 · nΣ

−D2∇ρ2 · nΣ

. . .

. . .

−Dn−2∇ρn−2 · nΣ

−Dn−1∇ρn−1 · nΣ




(3.32)

where yk = ρk/ρ. It is important to remind here that system 3.32 can be solved in
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both phase domains (Ωc, Ωd) and that the mass transfer rate must be continuous

across Σ, i.e. ṁk
c = ṁk

d. A special case arises when the disperse phase is made

of a single species only (i.e. no mixtures). In this case, the system contains two

components (n = 2): the pure gas (k = 1) and the solvent (liquid phase, k = 2)

and the overall mass transfer (ṁ) is entirely given by the transfer rate of the single

species which exists in the disperse phase, i.e. ṁ = ṁ1. It is worth pointing out

that, in this case, the density of the soluble species is the same as the phase density

in the disperse domain, which is constant in Ωd, accordingly to the assumption of

incompressible flows (i.e. ρ1d = ρd = const). Therefore, there is no need to solve the

species transport equation (3.28) in Ωd. The mass transfer rate for a pure disperse

phase can be computed from equation 3.31 as:

ṁ = − D1
c

1 − y1c

∂ρ1c
∂nΣ

(3.33)

where the subscript c has been added to remind that the mass transfer rate must be

computed from the liquid side of the interface (computing ṁ from equation 3.31 in

Ωd gives the identity ṁ = ṁ).

One more condition needs to be taken into account at the interface for the chem-

ical partitioning of species densities. In a generic two-phase system, the species

distribution at the interface is discontinuous and a typical density profile for a pure

gaseous phase is represented in Figure 3.3 (a similar profile would be representative

of a mixture with several components). As was introduced in section 2.3.1, in a

gas-liquid system at equilibrium (saturated interface) the jump in the species dis-

tribution profile across the interface is given by Henry’s Law, which states that the

k-th species concentration on the liquid side of Σ is directly proportional to the par-

tial pressure of the same gaseous species on the liquid. By taking advantage of the

perfect gas law, Henry’s formula can be written in terms of a jump condition for the

species densities at the interface:

(ρkc )Σ =
(ρkd)Σ
Hk

e

(3.34)
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ρ1(x, t)

(ρ1c)Σ

ρ1d
Σ(t)

Ωd(t) Ωc(t)

xxΣ

Figure 3.3: 1D concentration profile of a soluble (pure) species in a two-phase system.
The density profile is discontinuous at the interface and the concentration is assumed
constant in Ωd due to the incompressibility of the phases.

where Hk
e is the Henry’s law coefficient for the k-th species and it is a material

property of the system, which generally depends on the temperature and pressure

fields near the interface (see Bothe and Fleckenstein, 2013 for a detailed discussion

about the generalized Henry’s law). For the applications considered in the present

work, Hk
e is assumed to be constant for each species and the interface is always

treated as saturated. In the special cases of a pure soluble species, the liquid-side

of the species concentration is constant and is immediately known from equation

3.34, i.e. (ρ1c)Σ = ρd/H
1
e . Finally, it is reminded here that Henry’s law provides

accurate results as long as the system is a dilute solution near the equilibrium point,

at moderate pressures. These conditions are met in the present work and the reader

is referred to Prausnitz et al., 1998 for a discussion about the limitations of Henry’s

law and for alternative formulations (e.g. Raoult’s law).
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3.3.1 Overview of the transport of species

For the reader convenience, the set of governing equations for the transport of soluble

species in two-phase flows is summarised here. In the present thesis, the molar

concentration [mol m−3] is used to describe the distribution of species in the domain

Ω and it is directly related to the species density as ck = ρk/Mk, where Mk is the

molar mass of the k-th species. In the following, the molar concentration is simply

referred to as concentration.

The conservation of species is given by the following transport equation:

∂tc
k + u · ∇ck −∇ ·

(
Dk∇ck

)
= 0 in Ω \ Σ (3.35)

where the reaction term is not taken into account here (no chemical reactions are

considered in the present work).

The mass transfer rate is given by:

ṁk
p =

ckpM
k

ρp

n−1∑

l=1

ṁl
p −MkDk

p∇ckp · nΣ for p = c, d (3.36)

Equation 3.36 can be computed on both sides of the interface, but, due to the

continuity of mass, the respective values must be equal, i.e. ṁk
c = ṁk

d. When the

mass transfer rate is computed from the liquid side of the interface (ṁk
c ), the ratio

ρkc/ρc is generally neglectable (consistently with the assumption of dilute solutions)

and equation 3.36 can be simplified as ṁk = −Dk∇ρk · nΣ.

Finally, the interface is always assumed at the chemical equilibrium and the jump

in concentrations across the interface is given by Henry’s Law:

(ckc )Σ =
(ckd)Σ
Hk

e

(3.37)

It is worth remarking that equation 3.35 is not valid at the interface and numerical

methods must deal with the discontinuity in the concentration profile across Σ. Two

approaches are available to integrate numerically the transport equation, namely
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one-scalar and two-scalar methods (see the review in section 2.3.3). The selected

approach in the present thesis is the two-scalar method introduced by Bothe and

Fleckenstein, 2013 and details of the numerical schemes used for the solution of

equations 3.35 - 3.37 are provided in chapter 5.



Chapter 4

The BASILISK code

The numerical framework used to solve the governing equations presented in chap-

ter 3 is the open source solver Basilisk (see Popinet and collaborators, 2013–2023).

Basilisk is a Finite Volume (FV) solver for the solution of partial differential equa-

tions on adaptive Cartesian grids and implements a second-order accurate (time and

space discretization) solver for Direct Numerical Simulations (DNS) of two-phase

immiscibile fluids without mass transfer. The interface position is tracked with a

geometric Volume of Fluid (VOF) method and state of the art numerical techniques

are implemented for the computation of the interface curvature, which is particularly

relevant to mitigate the numerical effect of spurious currents. The Cartesian mesh

can be dynamically adapted (i.e. refined and/or coarsened) by means of an Adap-

tive Mesh Refinement (AMR) technique based on a wavelet estimation of the spatial

discretization error for selected flow fields. The ability of adapting the mesh at each

iteration in regions where strong gradients occur makes Basilisk an efficient solver

for interfacial flows, where generally a fine mesh is required around the gas-liquid

interface and a coarser discretization can be employed for the remaining part of the

domain.

In this chapter a general overview of the Basilisk flow solver is provided, and the

following sections are organized as follows. The mesh structure and AMR technique

are introduced in section 4.1. The VOF method implemented in Basilisk is presented

in section 4.2, whilst the numerical schemes for the solution of the Navier-Stokes

110
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equations are described in section 4.3. Finally, the main steps of the flow solver are

summarized in section 4.4.

4.1 The grid structure

The integration domain is a square (cube) for 2D (3D) simulations with dimensions

L0 × L0 (L0 × L0 × L0). The domain is discretized with a Cartesian quadtree

(octree) mesh in 2D (3D) where each cell is identified by its hierarchical level in the

corresponding tree-structure. The root cell is at level 0 and its size ∆ is the same as

the whole numerical domain (∆ = L0), whilst a generic cell at level l has a resolution

of ∆(l) = L0/2l. The grid structure in Basilisk allows neighbouring cells to vary up

to one level, i.e. each cell edge/face cannot communicate with more than two finer

edges/faces. A generic cell at level l can be further divided into four (2D) or eight

(3D) cells at level l + 1; the coarser cell is called “parent” and the finer ones are

its corresponding “children”. An example of a quadtree grid with different levels of

refinement and the relative tree structure are shown in Figure 4.1a and Figure 4.1b,

respectively.

a)

0

1

2

3

b)

L
ev

el

Figure 4.1: Example of a quadtree grid (left) and the corresponding tree structure
(right). The black points represent the active cell centres, whilst the blue ones (right)
refer to the parent cells (see text).
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In order to perform numerical operations (e.g. computation of spatial derivatives,

fluxes across cell boundaries) on this type of Cartesian stencils, some extra informa-

tion needs to be extrapolated from the actual grid, where the solution is defined, and

extended to ghost cells (in a similar way to the implementation of boundary condi-

tions). This is done by the “prolongation” and “restriction” operators that compute

field values in ghost cells from the available data. The prolongation function (P )

predicts the values in children cells from the coarser grid, whilst the restriction op-

erator (R) computes the data in parent cells from the finer grid (see Popinet, 2015

for more details). This operators are used to build regular stencils, where structured

Cartesian schemes can be easily implemented in the case of non constant mesh res-

olution. An example of how these functions operate is shown in Figure 4.2 for a

quadtree grid (extension to 3D is straightforward). The actual grid is composed of

A
B

i

j

Figure 4.2: Example of restriction/prolongation operators. In order to apply dis-
cretization schemes on regular Cartesian stencil, the solution needs to be extrapo-
lated in ghost points (blue and red circles) at different grid levels.

eight cells at level l and four cells at level l + 1. The twelve points (cell centres)

where the solution is defined are called “active” points (black circles in Figure 4.2).

To get a 3× 3 stencil centered on cell A, the solution in the blue ghost point at level

l needs to be extrapolated from the finer grid. A simple way to do this is through a
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direct average from the values at level l + 1:

v(ghost) =
fine(v, 0, 0) + fine(v, 1, 0) + fine(v, 0, 1) + fine(v, 1, 1)

4
(4.1)

where fine(v, i, j) is the value of field v defined in the active child (i, j) of the same

ghost cell. In a similar way, to perform operations on a 3 × 3 stencil centered on

cell B, the five red ghost values at level l + 1 are extrapolated from the coarser grid.

This can be done by applying a linear interpolation operator and for the ghost cell

marked by the circle in Figure 4.2, it reads:

v(ghost) = coarse(v, 0, 0)

+
coarse(v, 1, 0) − coarse(v,−1, 0)

2∆(l)

∆(l)

4

+
coarse(v, 0, 1) − coarse(v, 0,−1)

2∆(l)

∆(l)

4

(4.2)

where coarse(v, 0, 0) is the value of field v defined in the respective parent cell (cell

A in this example) and coarse(v, i, j) is located in cell (i, j) on the coarse grid.

Equations 4.1 and 4.2 are only two of the several restriction and prolongation op-

erators that are available in Basilisk. Depending on the type of field that is re-

stricted/prolongated, other formulations might be necessary. This is the case for the

refinement of the face-centered velocity field (see section 4.3), where the divergence-

free condition (for flows without mass transfer) must be preserved when the solution

is transferred between different grid levels.

The restriction and prolongation operators are at the basis of the Adaptive Mesh

Refinement technique implemented in Basilisk. Here, a brief description of the AMR

algorithm is presented; more details can be found in Popinet, 2015 and van Hooft

et al., 2018. The purpose of the AMR algorithm is to decide whether a cell must

be refined, coarsened or left unchanged. This is done based on a wavelet estimation

of the spatial discretization error for variable fields. For a generic field f , the value

fl(i, j) in a generic active cell of level l is known. The restriction operator can be
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applied to estimate the value of f in the parent cell:

fl−1 = R(fl) (4.3)

where R is the restriction operator and l, l− 1 represent the active and coarser tree

levels, respectively. The prolongation (P ) function can now be applied to predict the

value of f on the active cell (i, j) from the coarser grid:

gl(i, j) = P (fl−1) (4.4)

Since the exact solution fl(i, j) is known, the wavelet-based discretization error is:

χl(i, j) = |fl(i, j) − gl(i, j)| (4.5)

Given a threshold ξ for the error, a cell (i, j) can be adapted based on the following

criteria:

cell (i, j) must be =





refined, if χl(i, j) > ξ

coarsened, if χl(i, j) <
2
3
ξ

left unchanged Otherwise

(4.6)

After all the active cells are assessed against criteria 4.6, the grid is adapted and the

values on the updated mesh are computed through the “refinement” and restriction

operators. The refinement function performs the same operation as the prolongation

operator, i.e. it extrapolates values from a coarser grid to the finer one, but can have

a different mathematical formulation than the prolongation function. The user can

select multiple fields (e.g. velocity, volume fraction) and assess criteria 4.6 for all the

selected fields. The grid is adapted accordingly.

The mesh topology in Basilisk allows for a staggered implementation of the vari-

able fields. This is particularly relevant for the decoupling of pressure and velocity

fields in the solution of the Navier-Stokes equations (see section 4.3). Scalar variables

can be defined either as cell centered or vertex centered values, while vector fields

can be computed either on cell centered or face centered locations (see Figure 4.3).
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Centred scalar

Vertex scalar Centred vector Face vector

Figure 4.3: Different variable staggering in Basilisk.

4.2 The Volume of Fluid method

The Volume of Fluid (VOF) method was originally proposed by Hirt and Nichols,

1981 and is one of the most widely used numerical approaches for the modelling of

two-phase immiscible fluids. The method is part of the so called “interface capturing”

methods, along with the Level Set (LS) method (see Sussman et al., 1994). In this

class of methods, the interface is identified by an indicator function and its position is

tracked by solving a transport equation for the indicator field. The VOF method has

been applied successfully to a variety of two-phase problems and amongst its major

strengths are the capabilities to deal with complex interface shapes and preserve

mass during the transport of the interface. Two formulations of the VOF method

are available, namely the “algebraic” and “geometric” approaches, and they differ in

the way the transport equation for the indicator field is solved. Basilisk implements

the geometric VOF method of Weymouth and Yue, 2010 and, in this section, the

main features of this method are presented.

The starting point for the derivation of the VOF approach is the one-fluid for-

mulation presented in section 3.2, which consists of the governing equations 3.21 -

3.23. However, since the available VOF implementation in Basilisk does not take

into account any mass transfer between the phases, the phase-change terms are ne-
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glected in the present discussion. The details about the methodology developed in

the present work to extend the capability of the VOF method to phase-change flows

are presented in detail in chapter 5.

The indicator field is given by the Heaviside function (equation 3.11) and the

related transport equation is reported here for the reader convenience (the incom-

pressibility constraint has been applied, i.e. ∇ · u = 0):

∂tH + u · ∇H = 0 (4.7)

where H = 1 in the continuous phase and H = 0 in the disperse one. In order to

derive the FV scheme, equation 4.7 is integrated over a generic cell with volume V :

∂

∂t

∫

V

H dV +

∮

∂V

Hu · n dS =

∫

V

H∇ · u dV (4.8)

where the second term on the LHS of equation 4.7 has been integrated by parts. The

term on the RHS of equation 4.8 is null for incompressible flows, but it is kept here

because this equation will be integrated with an operator-split method (see section

4.2.2). The volume-averaged value of H is the volume fraction of the continuous

phase:

fc =
1

V

∫

V

H dV (4.9)

and the value of fc is within the set [0, 1], depending on the amount of liquid in the

cell:

fc =





0 if the cell is pure gas

1 if the cell is pure liquid

]0, 1[ if the cell is mixed

(4.10)

The volume fraction of the disperse phase is immediately known from fc, i.e. fd =

1 − fc. Therefore, there is no need to solve an additional transport equation for

fd and, in the following, the phase indicator for the volume fraction is omitted, i.e.

f = fc. A representation of the volume fraction field for a generic interface is given

in Figure 4.4.
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a)

Ωc

Ωd

b)

f

0 0.2 0.4 0.6 0.8 1

Figure 4.4: Continuous gas-liquid interface (left) and its corresponding VOF rep-
resentation (right). The reconstructed interface has been obtained with the PLIC
method (see text).

The integration of the transport equation 4.8 is performed in two steps (Scar-

dovelli and Zaleski, 1999). First, the interface is approximated with a line/plane in

each interfacial cell (reconstruction step, see section 4.2.1), then the fluxes of volume

fraction across the cell boundaries are computed (in a geometric way) and equation

4.8 is integrated in time (advection step, see section 4.2.2).

4.2.1 Reconstruction step

The geometric reconstruction of the interface is based on the Piecewise Linear In-

terface Construction (PLIC) method, where the interface is approximated as a line

(plane) in 2D (3D). For each interfacial cell, a local reference system centered on the

cell centroid is defined and the interface is represented by the following equation (see

Figure 4.5 for a 2D example; extension to 3D is straightforward):

xnΣx + ynΣy = α (4.11)
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where the components of nΣ are such that |nΣx| + |nΣy| = 1 and α is the intercept

of the line that represents the interface. The unknowns in equation 4.11 are the

x

y

Ωc

Ωd

Σ
nΣ

Figure 4.5: Cell centred reference system for the definition of the reconstructed
(PLIC) interface.

normal vector nΣ and the intercept α. First, the normal nΣ is computed from the

volume fraction field f and then α is uniquely defined from nΣ and f . The algorithm

used to compute the interface normal is a combination of the method proposed by

Youngs, 1984 and the centered-columns scheme (see Tryggvason et al., 2011). A brief

description of the present Mixed-Youngs-Centered (MYC) method is presented here

for the 2D case shown in Figure 4.6.

The interface normal is first computed with the centered-columns scheme. The

line equation 4.11 can be rewritten as:

y = −sgn(nΣy)mxx + α′ (4.12)

where sgn is the sign function and |mx| is the magnitude of the slope. The method

performs a column integration to estimate the heights of the interface to the left (yL)
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a)

i

j

Ωd

yL yR

b)

i

j

Ωd

xB

xT

Figure 4.6: Vertical (left) and horizontal (right) heights estimation for the centered-
columns scheme.

and right (yR) sides of the central cell (i, j) where nΣ is computed (see Figure 4.6a):

yL = ∆
1∑

k=−1

f(i− 1, j + k)

yR = ∆
1∑

k=−1

f(i + 1, j + k)

(4.13)

Then, mcc
x can be computed as:

mcc
x =

1

2∆
(yL − yR) (4.14)

where the superscript cc refers to the centered-columns method. In a similar way,

the interface can be described with the function:

x = −sgn(nΣx)myy + α′′ (4.15)

and the heights along the x-direction from the bottom (xB) and top (xT ) rows (Figure
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4.6b):

xB = ∆
1∑

k=−1

f(i + k, j − 1)

xT = ∆
1∑

k=−1

f(i + k, j + 1)

(4.16)

are used to compute the slope:

mcc
y =

1

2∆
(xB − xT ) (4.17)

At this point, the choice between the slopes 4.14 and 4.17 follows the criterion (see

Tryggvason et al., 2011):

|mcc| = min(|mcc
x |, |mcc

y |) (4.18)

Finally, the normal nΣ is obtained as:

ncc
Σ =





(
mx

|mx|+1
, sgn(my)

|mx|+1

)
if mcc = mcc

x(
sgn(mx)
1+|my | ,

my

1+|my |

)
if mcc = mcc

y

(4.19)

The Youngs’ method (see Youngs, 1984) is then applied to perform an additional

estimation of the interface normal based on the gradient of the volume fraction field:

mY
Σ = −∇f (4.20)

where the symbol mΣ is used instead of nΣ to remind that the normal is not yet in

its final formulation (i.e. |mΣx|+ |mΣy| ≠ 1); the superscript Y refers to the Youngs

method. First, the gradients for each corner of the central cell are computed; for the
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top-right vertex of cell (i, j) these read:

mY
Σx(i+1/2,j+1/2) = − 1

2∆
(fi+1,j+1 + fi+1,j − fi,j+1 − fi,j)

mY
Σy(i+1/2,j+1/2) = − 1

2∆
(fi+1,j+1 − fi+1,j + fi,j+1 − fi,j)

(4.21)

Finally, the centred volume fraction gradient in cell (i, j) is obtained from the average

of the four corner values:

mY
Σ(i,j) =

1

4
(mY

Σ(i+1/2,j+1/2) + mY
Σ(i+1/2,j−1/2)

+ mY
Σ(i−1/2,j+1/2) + mY

Σ(i−1/2,j−1/2))
(4.22)

and the interface normal is obtained as:

nY
Σ =

(
mY

Σx

|mY
Σx| + |mY

Σy|
,

mY
Σy

|mY
Σx| + |mY

Σy|

)
(4.23)

Finally, the choice between the centered-columns (equation 4.19) and Youngs (equa-

tion 4.23) methods follows the criteria:

nΣ =





ncc
Σ if mcc = mcc

x and |mcc| > |mY
Σx|/|mY

Σy|
ncc
Σ if mcc = mcc

y and |mcc| > |mY
Σy|/|mY

Σx|
nY
Σ Otherwise

(4.24)

After the interface is computed, the intercept α can be uniquely determined from nΣ

and the volume fraction field (see Tryggvason et al., 2011).

4.2.2 Advection step

After the reconstruction step, the location of the interface is known and the inte-

gration in time of the advection equation 4.8 is performed using the operator-split

method presented in Weymouth and Yue, 2010. The volume fraction field is advanced

from tn−1/2 to tn+1/2, but the velocity field (uf ) used to transport the interface is
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defined at tn, i.e. there is a delay of half time step between the volume fraction and

velocity fields (see section 4.3). Here, the algorithm is briefly introduced for a 2D

case; extension to 3D is straightforward.

Equation 4.8 is integrated sequentially along the x- and y- directions in the control

volume defined by cell (i, j) (see Figure 4.7a):

f ∗
(i,j) − f

n−1/2
(i,j)

∆t
V = −(Fx(i+1/2,j) − Fx(i−1/2,j)) +

∫

V

H
∂un

∂x
dV (4.25)

f
n+1/2
(i,j) − f ∗

(i,j)

∆t
V = −(Fy(i,j+1/2) − Fy(i,j−1/2)) +

∫

V

H
∂vn

∂y
dV (4.26)

where Fx, Fy are the fluxes of fluid volume that cross the cell boundaries. The

last term on the RHS of equations 4.25 - 4.26 is a dilation term, which is null

globally for incompressible flows, but must be taken into account during the operator-

split procedure, since the flow is not divergence-free when it is advected along one

dimension only. The order in which Equations 4.25 - 4.26 are integrated is changed

at each time step, in order to minimize phase errors.

The present Volume of Fluid scheme belongs to the class of geometric VOF meth-

ods, because the interface is reconstructed before each one-dimensional advection and

the fluxes F are computed in a “geometric” way, based on the exact (in the sense of

the PLIC reconstruction) amount of fluid volume which crosses each cell boundary.

An example of the flux computation across the (i − 1/2, j) edge is shown in Figure

4.7b:

Fx(i−1/2,j) =
∆Vc

∆t
(4.27)

where ∆Vc is the volume of liquid (continuous phase) that is donated by the upwind

cell (i − 1, j) to cell (i, j). In this example, the face-centred velocity uf(i−1/2,j) has

been assumed positive; in case of negative velocity, the central cell would be donating

part of its fluid to the left one and the volume ∆Vc would be computed from cell

(i, j).

The terms on the RHS of equations 4.25 - 4.26 are integrated explicitly and this

ensures that the fluxes are conservative, i.e. the amount of fluid that leaves one cell
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a)

FL
FR

FT

FB

i

j

Ωd

b)

ii− 1

j

Ωd

uf(i−1/2,j)∆t

uf(i−1/2,j)

∆Vc

Figure 4.7: Advection scheme for the geometric VOF method. The fluxes across each
cell boundary are computed from the upwind cells (left), where the exact amount of
fluid that crosses the cell edge is computed based on the PLIC interface reconstruction
(right). The VOF fluxes are: FL = Fx(i−1/2,j), FR = Fx(i+1/2,j), FB = Fy(i,j−1/2), and
FT = Fy(i,j+1/2).

is entirely donated to a neighbouring one, and that the dilation terms sum up to

null divergence. The value of the Heaviside function in the integrals on the RHS is

constant during the one-dimensional advections (both in x- and y- directions) and is

set to:

H
n−1/2
(i,j) =





1 if f
n−1/2
(i,j) > 0.5

0 Otherwise
(4.28)

In order to ensure that the volume fraction is bounded in the set f ∈ [0, 1], a

restriction on the CFL number is enforced: CFL < 0.5.

Finally, the Weymouth and Yue, 2010 scheme for a 2D case reads:

f ∗
(i,j) = f

n−1/2
(i,j) − ∆t

V

(
Fx(i+1/2,j) − Fx(i−1/2,j)

)

+
∆tH

n−1/2
(i,j)

∆

(
un
f(i+1/2,j) − un

f(i−1/2,j)

) (4.29)
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f
n+1/2
(i,j) = f ∗

(i,j) −
∆t

V

(
Fy(i,j+1/2) − Fy(i,j−1/2)

)

+
∆tH

n−1/2
(i,j)

∆

(
vnf(i,j+1/2) − vnf(i,j−1/2)

) (4.30)

This method ensures that the fluid mass is conserved, provided the face-velocity

field uf used to transport the volume fraction is divergence-free. However, when

phase-change occurs, the divergence of the velocity field is expected to be non null

at the interface, according to the balance of mass (equation 3.22). Therefore, the

advection scheme of Weymouth and Yue, 2010 cannot ensure mass conservation for

this type of flows. The scope of the present thesis is to develop a numerical phase-

change model to make geometric VOF schemes, which rely on a divergence-free

velocity field, compatible with phase-change flows. The proposed methodology is

presented in chapter 5.

4.3 The Navier-Stokes solver

The Navier-Stokes (NS) solver implemented in Basilisk for the solution of the govern-

ing equations (3.22 - 3.23) is based on a time-splitting pressure-correction method,

which is second order accurate for time and space discretizations. For a general

description of the algorithm, the reader is referred to Sharaborin et al., 2021; more

details on similar schemes can be found in Popinet, 2003 and Popinet, 2009. The

primary variables are the cell-centred pressure (p), velocity (u) and density (ρ) fields,

whilst the viscosity (µ) is computed on the cell faces; an auxiliary face-centred veloc-

ity field (uf ) is allocated for the decoupling of pressure and velocity. In the following,

examples of numerical schemes are reported for 2D cases; extension to 3D is generally

straightforward.

The overall time step integration reads:

un+1 = un + ∆t

(
−∇ ·

(
un+1/2 ⊗ un+1/2

)

+
1

ρn+1/2

[
−∇pn+1 + ∇ ·

(
2µn+1/2Sn+1

)]
+ an+1

) (4.31)
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where the gravitational acceleration and surface tension terms have been included in

the generic acceleration field a.

After the update of the volume fraction field to time tn+1/2 (which is transported

by the face velocity field un
f ), the properties of the fluid are computed accordingly.

The density in cell (i, j) is (equation 3.12):

ρ
n+1/2
(i,j) = f

n+1/2
(i,j) ρc +

(
1 − f

n+1/2
(i,j)

)
ρd (4.32)

and the viscosity on the cell edge (i− 1/2, j) reads (equation 3.13):

µ
n+1/2
(i−1/2,j) = f

n+1/2
(i−1/2,j)µc +

(
1 − f

n+1/2
(i−1/2,j)

)
µd (4.33)

where f
n+1/2
(i−1/2,j) = 1

2

(
f
n+1/2
(i,j) + f

n+1/2
(i−1,j)

)
. Other averaging formula could be used here

(e.g. the harmonic mean) and smearing functions can be introduced to smooth the

change of properties across the interface.

Once the fluid properties are updated, the advection term is integrated explicitly:

un+1
a = un − ∆t∇ ·

(
un+1/2 ⊗ un+1/2

)
(4.34)

This operation is performed by advecting the cell-centred velocity field un with the

(unknown) face velocity u
n+1/2
f , from time tn to tn+1. The face-centred velocity field

at time tn+1/2 is extrapolated from un with the unsplit, upwind second order scheme

of Bell et al., 1989, performing an interpolation in space (from cell-centres to cell

faces) and in time (from tn to tn+1/2). The contribution of the pressure gradient and

acceleration terms is taken into account and an example of face velocity extrapolation

is reported here for the 2D horizontal component, where the upwind cells are assumed

to be on the left side for the x-velocity and on the bottom side for the y-velocity:

u
n+1/2
f(i−1/2,j) = un

(i−1,j) +

(
1 − ∆t

∆
un
f(i−1/2,j)

)
∂un

∂x

∆

2

+ Gn
xf(i−1/2,j)

∆t

2
− vn(i−1,j)

∂un

∂y

∆t

2

(4.35)
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The second term on the RHS of equation 4.35 represents the extrapolation in space

(from cell (i− 1, j) to the cell boundary (i− 1/2, j)) and in time (from tn to tn+1/2)

(see Figure 4.8a) and the average face velocity is computed from the neighbouring

cell-centred values, i.e. un
f(i−1/2,j) = 1

2

(
un
(i−1,j) + un

(i,j)

)
. The following term is the

contribution of pressure and accelerations, i.e. Gn
xf(i−1/2,j) = −1

ρ
∂pn

∂x
+anx and the last

one represents the effect of the cross flow, i.e. the velocity along the y- direction (see

Figure 4.8b). However, the face velocity field obtained with the scheme of equation

a)

(i, j)(i− 1, j)
x

u

un
(i,j)

un
(i−1,j)

A

tn
tn+1/2

b)

(i− 1, j)(i− 1, j − 1)
y

u

un
(i−1,j)

un
(i−1,j−1) B

tn
tn+1/2

Figure 4.8: Prediction of face velocity field at time tn+1/2. The velocity on the cell
boundary (i−1/2, j) is obtained through extrapolation (in space and time) from the
upwind cell to point A (left). The velocity in the upwind cell is advanced to point
B to take into account the effect of the cross flow velocity (right).

4.35 is generally not consistent with the continuity equation and a projection step

is performed to correct u
n+1/2
f (more details about the projection operator are given

below). Finally, the explicit advection scheme of Bell et al., 1989, with the corrected

face velocity field, is used to obtain un+1
a .

Before taking into account the effect of viscosity, the contribution of pressure and

acceleration terms at time tn is included:

un+1
corr(∆t) = un

a + ∆t

(
− ∇pn

ρn+1/2
+ an

)
(4.36)
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and then the viscous term is integrated implicitly:

un+1
v = un+1

corr(∆t) +
∆t

ρn+1/2
∇ ·
(
2µn+1/2Sn+1

)
(4.37)

The integration of equation 4.37 is performed with an implicit multigrid solver, which

uses multiple grids (at different levels of refinement) to efficiently resolve Poisson-

Helmholtz equations; more details about this solver can be found in Popinet, 2015.

The viscous term is integrated with a second order central differential scheme, that

for a 2D case (horizontal component) reads:

uk
v(i,j) =

{
uk−1
(i,j)∆

2 +
∆t

ρ

[
2µ(i+1/2,j)u

k−1
(i+1,j) + 2µ(i−1/2,j)u

k−1
(i−1,j)

+ µ(i,j+1/2)

(
uk−1
(i,j+1)

+
1

4

(
vk−1
(i+1,j) + vk−1

(i+1,j+1) − vk−1
(i−1,j) − vk−1

(i−1,j+1)

))

+ µ(i,j−1/2)

(
uk−1
(i,j+1)

− 1

4

(
vk−1
(i+1,j) + vk−1

(i+1,j−1) − vk−1
(i−1,j) − vk−1

(i−1,j−1)

))]}

/

[
∆2 +

∆t

ρ

(
2µ(i−1/2,j) + 2µ(i+1/2,j) + µ(i,j+1/2) + µ(i,j−1/2)

)]

(4.38)

where the superscript k refers to the k-th iteration of the multigrid solver. The

viscous solver 4.38 is iterated until the maximum residual is smaller than a threshold

value; then the contribution of pressure and acceleration terms at time tn is removed:

un+1
corr(−∆t) = un+1

v − ∆t

(
− ∇pn

ρn+1/2
+ an

)
(4.39)

Before the computation of pressure at tn+1, the face velocity field (u∗
f ) is updated
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with the acceleration term:

u∗
f(i−1/2,j) =

1

2

(
un+1
corr(−∆t)(i,j) + un+1

corr(−∆t)(i−1,j)

)
+ ∆tan+1

x(i−1/2,j)

v∗f(i,j−1/2) =
1

2

(
vn+1
corr(−∆t)(i,j) + vn+1

corr(−∆t)(i,j−1)

)
+ ∆tan+1

y(i,j−1/2)

(4.40)

Many equilibrium solutions depend on the balance between acceleration terms and

pressure, e.g. Laplace equation for the equilibrium between pressure and surface ten-

sion across the interface of a stationary spherical bubble/droplet. In order to ensure

a consistent spatial discretization, both pressure gradient (∇p) and acceleration term

(a) are discretized on the same locations, i.e. the cell faces. When surface tension is

considered, the corresponding acceleration term is discretized using the approach of

Brackbill et al., 1992:
σκnΣ

ρ
δΣ =

σκ∇f

ρ
(4.41)

where the gradient of volume fraction is computed on the cell boundaries, by using

the following scheme ∂f
∂x (i−1/2,j)

= 1
∆

(
f(i,j) − f(i−1,j)

)
. In this thesis, the surface ten-

sion coefficient is assumed uniform (see section 3.1). However, it is worth reminding

here that σ generally depends on several factors, which include temperature, chem-

ical reactions and electric fields. The presence of surfactants also affects σ, as it

induces a gradient of surface tension and generates the well-known Marangoni effect

(see section 2.1). The above-mentioned effects are neglected in this work and some of

the simulations presented in chapters 6 and 7 adopt two-dimensional axisymmetric

models to reduce the computational cost. This introduces a further approximation,

since surface tension is typically a three-dimensional force. However, the results pre-

sented in the following show that the above assumptions provide sufficiently accurate

results for the applications considered in this thesis.

A method where the discretization of the acceleration terms are consistent with

the gradient of pressure is defined as a well-balanced method and, in the case of

flows with surface tension, this is a fundamental feature to reduce the magnitude

of spurious currents (see Popinet, 2018 for a review about numerical methods for

surface tension problems). The term in equation 4.41 requires the computation of the
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interface curvature k, which is generally a challenging task for VOF methods. Basilisk

implements a height function (HF) approach where the location of the interface

(height) is first obtained from the summation of the volume fraction field over few

cells and then is differentiated in order to compute the curvature. For a 2D case (see

Figure 4.9), the interface is obtained as:

κ(i,j) =
∂xxh

(1 + ∂2
xh)3/2

(4.42)

where h is the interface height and the derivatives are computed with central finite

difference schemes:

∂xxh(i,j) =
h(i+1,j) + h(i−1,j) − 2h(i,j)

∆2

∂xh(i,j) =
h(i+1,j) − h(i−1,j)

2∆

(4.43)

In the case of low mesh resolution or highly curved interfaces, the HF method could

fail to find a suitable interfacial height; in this case a parabolic function is fitted

through the interface and the curvature is obtained by differentiating the resulting

formula. The reader is referred to Popinet, 2009 for the details of the HF algorithm.

To get the face velocity at time tn+1, the contribution of pressure is taken into

account:

un+1
f = u∗

f −
∆t

ρn+1/2
∇pn+1 (4.44)

By applying the conservation of mass (equation 3.22), the following Poisson equation

for the pressure is obtained:

∇ ·
(

∆t

ρn+1/2
∇pn+1

)
= ∇ · u∗

f − ṁn+1/2

(
1

ρd
− 1

ρc

)
δΣ (4.45)

where the last term on the RHS represents the contribution of the mass transfer at

the interface; details on the numerical discretization of this term are given in chapter

5. Equation 4.45, also referred to as the projection step, is solved implicitly with the
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Figure 4.9: Curvature estimation with the HF method.

multigrid solver. After the pressure at time tn+1 is obtained, the final face-centred

velocity field un+1
f is obtained from equation 4.44. The projection step performed

here is the same used for the correction of the face velocity at time tn+1/2, but a time

step of ∆t/2 is used there instead of ∆t.

Finally, the cell-centred velocity un+1 is obtained from un+1
corr(−∆t) (equation 4.39):

un+1 = un+1
corr(−∆t) + ∆t

(
−∇pn+1

ρn+1/2
+ an+1

)
(4.46)

The time step integration is concluded with the adaption of the grid, according

to the criteria presented in section 4.1.

4.4 Overview of the time step integration

In this section, an overview of the main steps of the combined Volume of Fluid and

Navier-Stokes solver (VOF-NS) is provided.

1. Set the time step ∆t according to the CFL constraint. When the VOF solver

is used, the CFL limit is CFL = 0.5; this condition is relaxed to CFL = 0.8 for
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single-phase flows. The maximum allowed time step is:

∆tmax = min

(
min

(
∆

|uf |
,

∆

|vf |

)
CFL,

√
(ρc + ρd) ∆3

2πσ

)
(4.47)

where the second term in the brackets is the time step constraint for the (ex-

plicit) surface tension scheme. The CFL criterion is sufficient to ensure the

stability of the solver, since diffusive terms (e.g. viscous effects) are solved

implicitly. Other phenomena, such as chemical reactions or mass transfer, in-

troduce additional time scales that need to be taken into account when setting

∆tmax. Reactions are not considered in this work, whilst mass transfer is dis-

cussed in chapter 5. The maximum time step in case of volume change due to

the transport of mass across the gas-liquid interface is set in a way to ensure

CFL = 0.5, as required by the stability properties of the VOF solver.

2. Update the volume fraction field to time tn+1/2 (fn+1/2), using the face velocity

field un
f .

3. Update the fluid properties ρn+1/2, µn+1/2.

4. Solve the advection term with the explicit scheme of Bell et al., 1989:

un+1
a = un − ∆t∇ ·

(
un+1/2 ⊗ un+1/2

)
(4.48)

This operation requires the prediction (and correction) of the face velocity field

at time tn+1/2 (u
n+1/2
f ).

5. Add the contribution of pressure gradient and acceleration terms at time tn:

un+1
corr(∆t) = un

a + ∆t

(
− ∇pn

ρn+1/2
+ an

)
(4.49)

6. Integrate the viscous term with the implicit multigrid solver:

un+1
v = un+1

corr(∆t) +
∆t

ρn+1/2
∇ ·
(
2µn+1/2Sn+1

)
(4.50)
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7. Remove the correction:

un+1
corr(−∆t) = un+1

v − ∆t

(
− ∇pn

ρn+1/2
+ an

)
(4.51)

8. Get the temporary face velocity field u∗
f by taking into account the acceleration

term an+1:

u∗
f(i−1/2,j) =

1

2

(
un+1
corr(−∆t)(i,j) + un+1

corr(−∆t)(i−1,j)

)
+ ∆tan+1

x(i−1/2,j)

v∗f(i,j−1/2) =
1

2

(
vn+1
corr(−∆t)(i,j) + vn+1

corr(−∆t)(i,j−1)

)
+ ∆tan+1

y(i,j−1/2)

(4.52)

9. Apply the projection step and get the pressure at time tn+1 with the multigrid

solver:

∇ ·
(

∆t

ρn+1/2
∇pn+1

)
= ∇ · u∗

f − ṁn+1/2

(
1

ρd
− 1

ρc

)
δΣ (4.53)

10. Update the face velocity field to time tn+1:

un+1
f = u∗

f −
∆t

ρn+1/2
∇pn+1 (4.54)

11. Update the centred velocity field to time tn+1:

un+1 = un+1
corr(−∆t) + ∆t

(
−∇pn+1

ρn+1/2
+ an+1

)
(4.55)

12. Adapt the grid.

In this chapter, the VOF method and Navier-Stokes solver implemented in Basilisk

have been introduced. In the description of the Volume of Fluid method, the flow

was assumed without any mass transfer between the phases. In case of phase-change

flows, the source term in the transport of the Heaviside function (equation 3.21)

must be taken into account and the volume fraction updated accordingly. The ac-

curacy of the solution for phase-change flows relies on the prediction of the mass
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transfer rate ṁ, that appears in the governing equations 3.21 - 3.22 and requires a

careful treatment. In the next chapter, the phase-change model developed within

the present thesis is introduced and its implementation in the combined VOF-NS

solver is discussed.



Chapter 5

The phase-change model

In this chapter, the phase-change model developed within the present thesis and

its implementation in the Basilisk code are discussed. The main objective of this

work is the development of a numerical framework for the modelling of two-phase

incompressible flows with phase-change, based on a geometric VOF method. As

discussed in chapter 4, such methods are generally developed for incompressible

flows without mass transfer and rely on the divergence-free kinematic constraint for

the velocity field. However, in the case of mass exchange between the phases, the

velocity field is generally not divergence-free at the interface, due to the continuity

of mass (equation 3.22), and incompressible VOF methods do not guarantee mass

conservation under this circumstance. This issue is addressed in the present work

by developing an original approach, which is based on the extension of the velocity

field of the primary phase (i.e. where H = 1) across the interface, in a way that the

divergence-free condition applies to the interface as well. This is the most significant

contribution of the present thesis to the numerical methodology.

The chapter is organized as follows. The transport equation for the volume

fraction field with mass transfer and its integration are presented in section 5.1, whilst

the proposed velocity extension algorithm is discussed in section 5.2. The two-scalar

method for the transport of species is introduced in section 5.3 and the numerical

scheme used for the prediction of the mass transfer rate is presented in section 5.4.

Finally, an overview of the proposed phase-change model and its implementation in

134



135 CHAPTER 5. THE PHASE-CHANGE MODEL

the Basilisk code is given in section 5.5.

5.1 The VOF method with phase-change

The transport equation for the Heaviside function in the general case of flows with

phase-change was introduced in section 3.2 (equation 3.21) and is reported here for

the reader convenience:

∂tH + ∇ · (Hu) = −ṁ

ρc
δΣ (5.1)

The integration of equation 5.1 in the control volume V defined by the generic cell

(i, j) leads to the FV formulation:

∂f(i,j)
∂t

≈
f
n+1/2
(i,j) − f

n−1/2
(i,j)

∆t
= − 1

V

∮

∂V

Huc · n dS − 1

V

∫

V

ṁ

ρc
δΣ dS (5.2)

where the liquid volume fraction f is advanced from time tn−1/2 to tn+1/2, coherently

with the VOF-NS solver (see section 4.3). The velocity in the advection term of

equation 5.2 has been replaced by uc to emphasize the point that the Heaviside

function is transported by the respective phase velocity only (the continuous phase

velocity, in this case), since H = 0 in Ωd.

The integration of equation 5.2 is performed in two steps. First, f is advected by

the continuous phase velocity field:

f̃(i,j) − f
n−1/2
(i,j)

∆t
= − 1

V

∮

∂V

Huc · n dS (5.3)

Then, the source term due to the mass transfer is taken into account:

f
n+1/2
(i,j) − f̃(i,j)

∆t
= − 1

V

∫

V

ṁ

ρc
δΣ dS (5.4)

The geometric VOF scheme implemented in Basilisk (equations 4.29 - 4.30), uses

the one-fluid face-centred velocity un
f to advect the interface and requires un

f to
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be divergence-free to ensure mass conservation during the transport of the volume

fraction, which is always the case for incompressible flows without mass transfer. At

this point a remark is in order. The kinematic constrain on the divergence of the

velocity field applies only to the faces of the cells that contain liquid (either pure

liquid or interfacial cells), so that the dilation terms from equations 4.29 - 4.30 sum

up to zero:

∆tH
n−1/2
(i,j)

∆

(
un
f(i+1/2,j) − un

f(i−1/2,j) + vnf(i,j+1/2) − vnf(i,j−1/2)

)
= 0 (5.5)

where the divergence of the velocity field in cell (i, j) is computed as:

[
∇ · un

f

]
(i,j)

=
un
f(i+1/2,j) − un

f(i−1/2,j) + vnf(i,j+1/2) − vnf(i,j−1/2)

∆
(5.6)

However, for pure gas cells, condition 5.5 is always met even if
[
∇ · un

f

]
(i,j)

̸= 0,

since H
n−1/2
(i,j) = 0 (see equation 4.28). Therefore, the way to make the incompressible

VOF scheme of Weymouth and Yue, 2010 compatible with phase-change flows is

to ensure that condition 5.5 is always satisfied in interfacial cells, even when mass

transfer occurs (the condition is automatically true for pure liquid/gas cells, due

to the incompressibility of the phases). This is achieved by extending the liquid

velocity field across the gas-liquid interface, so that for each cell where f > ϵ, the

divergence of the velocity field is null (ϵ is a threshold value used to identify the cells

that contain liquid). Such velocity correction should be able to preserve the velocity

field in pure liquid/gas cells (where un
f is already divergence-free) and modify un

f in

interfacial cells only. However, a solenoidal extension requires a velocity correction

in a few neighbouring (pure) cells too; these cells must be pure gas ones, as we need

to preserve the face-centred velocity in liquid cells, since this is the phase velocity

used for the transport of the Heaviside function (equation 5.1). After the correction

of the face-centred velocity, the advection step (equation 5.3) is integrated with the

available scheme of Weymouth and Yue, 2010. The details of the proposed velocity

extension algorithm to correct the velocity field are given in section 5.2.

After the advection of the interface, the volume fraction field is updated with the
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contribution of the mass transfer. The source term in equation 5.4 is integrated in a

geometric way, based on the PLIC reconstruction of the interface (see Malan et al.,

2021), and consists of a rigid displacement of the interface along the normal direction

nΣ:

hΣ = −ṁ

ρc

∆t

∆
nΣ (5.7)

To get the volume fraction field fn+1/2 after the displacement hΣ, the intercept α

is first updated from the advetcion step (which occurs at time t̃) and, for the 2D

example reported in Figure 5.1, reads:

αn+1/2 = α̃− ṁ

ρc

∆t

∆

√
[(ñΣx)2 + (ñΣy)2] (5.8)

and for a 3D case, the intercept is simply:

αn+1/2 = α̃− ṁ

ρc

∆t

∆

√
[(ñΣx)2 + (ñΣy)2 + (ñΣz)2] (5.9)

where the interface normal is such that |nΣx| + |nΣy| + |nΣz| = 1 (see section 4.2.1).

Then, the value of fn+1/2 is uniquely determined from the intercept αn+1/2 and the

normal n
n+1/2
Σ , which is not changed between t̃ and tn+1/2. The function used to

update the volume fraction automatically limits f in the set [0, 1], since it takes into

account only the volume occupied by the primary phase within the cell. However,

when a cell is either almost filled or empty, the interface displacement hΣ can be

large enough to move the interface completely beyond the cell boundaries. In this

case, the extra amount (either positive or negative) of volume fraction needs to be

redistributed in the neighbouring cells to preserve mass.

5.2 The velocity extension algorithm: a novel ap-

proach

In this section, a novel method to extend the primary phase velocity field (the liq-

uid one in this work) in such a way to make it divergence-free in interfacial cells is
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Figure 5.1: Normal displacement (hΣ) of the interface due to a (positive) global mass
transfer rate ṁ.

presented. As explained in section 5.1, this step is necessary to use the geometric

VOF scheme of Weymouth and Yue, 2010 for the advection of the Heaviside func-

tion (equation 5.3). Although developed for different reasons, several approaches

exist to extend phase velocity fields in multiphase flows. The Ghost Fluid method

(Fedkiw et al., 1999) is the basis for the development of the algorithms proposed

in Nguyen et al., 2001, Sussman, 2003 and Tanguy et al., 2007. More recently,

Malan et al., 2021 proposed a different approach for evaporating flows which serves

the same purpose as required by the present work, i.e. make incompressible VOF

schemes compatible with phase-change flows. All these methods require the solu-

tion of at least one additional Poisson equation to make the final extended velocity

field divergence-free. The algorithm proposed here doesn’t require the solution of

additional partial differential equations and can be readily implemented in existing

codes, with minimum computational effort. The fundamental idea of the proposed

method consists of redistributing the original mass transfer rate field (ṁ) from the

interfacial cells to the neighbouring pure gas cells and store the redistributed term

into a new scalar field ṁ′. This algorithm is based on a two step procedure that is

illustrated in the following for a 2D case; extension to 3D is straightforward.

The first step is the computation of the (volume-average) mass transfer rate term

ṁ (see section 5.4) for each interfacial cell; a cell is marked as interfacial if the value
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of the volume fraction field is in the set f ∈]ϵ, 1 − ϵ[, where the threshold ϵ is set

to ϵ = 10−6. For each interfacial cell (i, j), the number of pure gas cells (i.e. where

f < ϵ) that are inside the 3 × 3 stencil centred on cell (i, j) is stored in the newly

allocated cell-centred scalar field avg(i,j) (see Figure 5.2a). These pure gas cells are

marked as “acceptors” of the central “donor” cell (i, j) and an acceptor (donor) cell

may have multiple related acceptors (donors). The field avg is set to null in all the

cells that do not contain the interface.

a)

i

j

Ωd

Ωc

b)

i

j

Ωd

Ωc

Figure 5.2: a) Computation of the field avg for the donor cell (i, j) (red cell). The
number of acceptors (green cells) is computed inside the 3 × 3 stencil and, in this
case, avg(i,j) = 2. b) Computation of the redistributed mass transfer term ṁ′ for
the acceptor cell (i, j) (green cell). For this cells, the donors are the interfacial cells
within the 3 × 3 stencil (red cells).

The second step is the redistribution of the mass transfer rate term ṁ from donor

cells to acceptor ones. For each acceptor, the contribution from all the relative donors

is computed and stored in the newly allocated cell-centred scalar field ṁ′; this field is

set to null for all the other cells. Donor cells contain two type of information, i.e. the

mass transfer rate ṁ and the interface area AΣ. In order to pass both information

to acceptors, the redistributed field ṁ′ in the generic acceptor cell (i, j) is computed



5.2. THE VELOCITY EXTENSION ALGORITHM: A NOVEL
APPROACH 140

in the following way (see Figure 5.2b):

ṁ′
(i,j) =

∑

donor(l,k)

ṁ(l,k)

avg(l,k)
AΣ(l,k) (5.10)

where the summation in equation 5.10 is performed for all the donors (l, k) related to

the acceptor (i, j), i.e. the interfacial cells within the 3×3 stencil centred on cell (i, j).

It is remarked here that the terms acceptor and donor refer to the redistribution of

the mass source term from the interfacial cells (i.e. donors) to the neighbouring pure

gas cells (i.e. acceptors), irrespective of the direction of the mass exchange (e.g from

liquid to gas or vice versa). The formula of equation 5.10 ensures that once ṁ is

replaced by ṁ′, the overall mass per time unit that is exchanged across the interface

is conserved, i.e.: ∑

Ω

ṁAΣ =
∑

Ω

ṁ′ (5.11)

To obtain the extended liquid velocity field across the interface, the mass transfer

term in the projection step of the Navier-Stokes solver (equation 4.45) is replaced

by the redistributed term ṁ′. The projection step is used to get the pressure field

at time tn+1 by enforcing the continuity equation and is reported here for the reader

convenience:

∇ ·
(

∆t

ρn+1/2
∇pn+1

)
= ∇ · u∗

f − ṁn+1/2

(
1

ρd
− 1

ρc

)
δΣ (5.12)

After the integration of equation 5.12 in the control volume V defined by cell (i, j)

and substitution of ṁ with ṁ′, the new projection step (in its FV formulation) for

the computation of pn+1 reads:

[
∇∆ ·

(
∆t

ρn+1/2
∇∆p

n+1

)]

(i,j)

=
[
∇∆ · u∗

f

]
(i,j)

− ṁ
′n+1/2
(i,j)

(
1

ρd
− 1

ρc

)
1

V
(5.13)

where ∇∆ is the numerical (discretized) gradient operator and the Dirac function

has been replaced by δΣ = AΣ/V (see Fleckenstein and Bothe, 2015). The new

projection step ensures that the face-centred velocity field un+1
f obtained from pn+1
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through equation 4.44 is divergence-free in all the cells where ṁ′ = 0, which is always

true for pure liquid and interfacial cells. This provides a natural extension of the

continuous phase velocity across the interface, and an example of the velocity field

obtained with the proposed algorithm, for the flow around a gas bubble exchanging

mass with the liquid, is reported in Figure 5.3 (this example is discussed in detail in

chapter 6).

−400

−200

0

200

400
∇ · u

Figure 5.3: Contours of the divergence of the velocity field around a dissolving bubble.
The redistributed mass transfer term ensures that the velocity field is divergence-free
in pure liquid and interfacial cells and results in a smooth extension of the liquid
velocity field across Σ. Variables are non-dimensional.

A drawback of the proposed methodology is given by the possibility that no

acceptors exist for one or more donors. This can happen for highly curved interfaces

and/or low mesh resolution; however, the present thesis aims at direct numerical

simulations, where a fine mesh is always required to capture all the flow features

around the interface and the grid is assumed fine enough to provide at least one

acceptor for each donor.

At this point, it is important to note that the idea of redistributing the mass

transfer term has already been proposed in the literature by Hardt and Wondra,

2008 and successfully used for diffusion-driven phase change flows (see Vachaparam-

bil and Einarsrud, 2020). However, the methodology of Hardt and Wondra, 2008 was

developed to reduce numerical instabilities that occur when the source term is dis-
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tributed in a narrow layer of cells and does not provide a (corrected) divergence-free

velocity field near the interface. On the other hand, the velocity extension algorithm

proposed in the present thesis does not require the solution of an additional inhomo-

geneous Helmholtz equation for the redistribution process and completely removes

ṁ from the interfacial cells.

5.3 Species transport: the two-scalar

method

In this section, the numerical approach for the transport of soluble species in two-

phase flows is illustrated. The starting point for the derivation of the discretization

schemes is the transport equation for the molar concentration of the generic k-th

species (equation 3.35), which is reported here for the reader convenience:

∂tc
k + u · ∇ck −∇ ·

(
Dk∇ck

)
= 0 in Ω \ Σ (5.14)

Equation 5.14 is not valid at the interface and needs to be coupled with the jump

conditions for the continuity of mass (equation 3.25) and chemical partitioning of the

concentrations (equation 3.37) at Σ. The discontinuity in the concentration profile

across the (saturated) interface (handled by Henry’s Law, see section 3.3), makes

the integration of the species transport equation a challenging task for numerical

methods, which have the requirements to preserve such discontinuity and prevent

any artificial transfer of species between the phases. This problem is indeed very

similar to the advection of the Heaviside function and this suggests that the choice

of the right approach must rely on the method used for the transport of the volume

fraction field (see Deising et al., 2016). As was introduced in section 2.3.3, there exist

two main approaches for the transport of soluble species, i.e. one-scalar and two-

scalar methods. Since Basilisk adopts a geometric VOF scheme, the most appropriate

choice is the two-scalar method, where the same (geometric) fluxes computed for the

advection of the volume fraction field are used for the (convective) transport of
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species. This implies that two concentration fields need to be transported separately

for each species: one is carried by the continuous phase (ckc ), and the second one is

associated to the disperse phase (ckd).

In this thesis, the two-scalar method of Bothe and Fleckenstein, 2013 and Fleck-

enstein and Bothe, 2015 is implemented in the Basilisk code. The starting point

for the derivation of the method is the integration of the species transport equation

(5.14) in the control volume Vc, i.e. the region occupied by the continuous phase

within the cell boundaries (see Figure 5.4):

∫

Vc

∂tc
k
c dV +

∮

∂Vc

ckc (uc − uΣ) · n dS −
∮

∂Vc

Dk
c∇ckc · n dS = 0 (5.15)

where the subscript c has been included to remind that this integral balance is

performed in the continuous phase only. Since the interface is moving with uΣ, the

Ωc

Ωd

Σ

nΣ

uΣ

Vc

Figure 5.4: Integration volume (red area) for the species transport equation in Ωc.
Since the integral balance is performed in Vc, the velocity of the interface uΣ needs
to be taken into account.

velocity at which the molar concentration is advected at Σ is given by the difference

uc − uΣ; for the other (fixed) boundaries (where uΣ = 0) it reduces to uc. Equation
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5.15 can be reformulated as:

∫

Vc

∂tc
k
c dV +

∮

∂Vc\Σ
ckcuc · n dS −

∮

∂Vc\Σ
Dk

c∇ckc · n dS

+

∮

Σ

(
ckc (uc − uΣ) −Dk

c∇ckc
)
· nΣ dS = 0

(5.16)

and substituting equation 3.30 for the species mass transfer into equation 5.16 gives:

ϕ
k,n+1/2
c(i,j) − ϕ

k,n−1/2
c(i,j)

∆t
V +

∮

∂Vc\Σ
ckcuc · n dS −

∮

∂Vc\Σ
Dk

c∇ckc · n dS

= −
∮

Σ

ṁk

Mk
dS

(5.17)

where the cell volume-average quantity ϕk has been introduced, coherently with the

treatment of variables in FV methods, and the species mass transfer term appears

explicitly. The integration in time of equation 5.17 is performed between tn−1/2 and

tn+1/2, consistently with the advancement of the interface. The relation between

volume-average and phase-average variables is given by the following relationship:

ϕk
p(i,j) = fp(i,j)

1

Vp

∫

Vp

ckp dV = fp(i,j)c
k
p(i,j) for p = c, d (5.18)

In an analogous way, the integral balance for the molar concentration in the

disperse phase reads:

ϕ
k,n+1/2
d(i,j) − ϕ

k,n−1/2
d(i,j)

∆t
V +

∮

∂Vd\Σ
ckdud · n dS −

∮

∂Vd\Σ
Dk

d∇ckd · n dS

=

∮

Σ

ṁk

Mk
dS

(5.19)

Equations 5.17 - 5.19 clearly show the reason why the two-scalar method is the

appropriate choice for the transport of species when a geometric VOF scheme is

used. During the advection and diffusion steps, the concentration fields ckc , ckd must

be confined to their respective side of the interface, i.e. no transfer of species can



145 CHAPTER 5. THE PHASE-CHANGE MODEL

occur between the phases, since the relative surface integrals are computed on ∂Vc\Σ

and ∂Vd\Σ respectively, and the mass transfer across the interface is entirely given by

the term on the RHS. A geometric VOF formulation ensures that both concentration

fields are advected only within their respective phase, since the fluxes for the volume

fraction of both phases are computed separately and are used for the advection

of the respective species fields (see section 5.3.1). On the other hand, if a one-

scalar formulation is used, only one transport equation for each species is solved and

the advection term cannot be related consistently with the geometric phase fluxes.

Hybrid methods that combine the two-scalar approach for the advection term and

the one-scalar formulation for the diffusive step have been proposed in the literature,

but in this case the contribution of the mass transfer is included in the integration

of the diffusive term (see Farsoiya et al., 2021).

A special treatment, based on the geometric reconstruction of the interface, is also

reserved for the diffusive term in order to prevent artificial diffusion of concentration

across the interface, and the relative details are presented in section 5.3.2.

5.3.1 Species advection

The integration of the advection term is performed at the same time as the advection

of the Heaviside function (equation 5.3) (see López-Herrera et al., 2015) and, for the

generic phase p, it reads:

ϕ̃k
p(i,j) − ϕ

k,n−1/2
p(i,j)

∆t
= − 1

V

∮

∂Vp\Σ
ckpup · n dS for p = c, d (5.20)

To make the advection of molar concentrations consistent with the advancement of

the interface, the same operator-split scheme from the VOF method is used here

and, for a 2D case, it reads:

ϕk,∗
p(i,j) = ϕ

k,n−1/2
p(i,j) − ∆t

V

(
F k
p,x(i+1/2,j) − F k

p,x(i−1/2,j)

)

+
∆tC

k,n−1/2
p(i,j)

∆

(
un
f(i+1/2,j) − un

f(i−1/2,j)

) (5.21)
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ϕ̃k
p(i,j) = ϕk,∗

p(i,j) −
∆t

V

(
F k
p,y(i,j+1/2) − F k

p,y(i,j−1/2)

)

+
∆tC

k,n−1/2
p(i,j)

∆

(
vnf(i,j+1/2) − vnf(i,j−1/2)

) (5.22)

where the concentration for the dilatation term is computed with a criterion similar

to the one used for the Heaviside function (equation 4.28):

C
k,n−1/2
p(i,j) =




ϕ
k,n−1/2
p(i,j) /f

n−1/2
p(i,j) if f

n−1/2
p(i,j) > 0.5

0 Otherwise
(5.23)

The fluxes F k
p are computed based on the PLIC ones used for the advection of the

volume fraction field (equation 4.27) and, for the transport across the boundary

(i− 1/2, j), the fluxes read (see Figure 5.5):

F k
p,x(i−1/2,j) =

∆Vp

∆t
ckp(i−1/2,j) for p = c, d (5.24)

where ∆Vp is the exact (in the sense of the PLIC reconstruction of the interface)

amount of volume of phase p that crosses the cell edge. The molar concentration

Ωc

Ωd

uf(i−1/2,j)∆t

∆Vc

∆Vd

i

j

i− 1

uf

Figure 5.5: Advection of species concentrations confined within the respective phases.
The transport fluxes across the cell boundary are based on the PLIC advection of
the respective volume of fluids (red and green volumes for the liquid and gaseous
phases, respectively).
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on the face is predicted using the upwind scheme of Bell et al., 1989 (see section

4.3), which performs an extrapolation in time (half time step) and in space (from

the upwind cell centre to the cell boundary):

ckp(i−1/2,j) =
ϕk
p(i−1,j)

fp(i−1,j)

+

(
1 − ∆t

∆
un
f(i−1/2,j)

)
∂ckp
∂x

∆

2
(5.25)

where cell (i − 1, j) is assumed to be the upwind cell (i.e. uf(i−1/2,j) > 0) and the

concentration gradient is computed either with a standard central finite difference

scheme or with a shifted two-point scheme when the boundary is close to the interface.

At this point it is important to note that, in the case of phase-change flows, a

correction is needed for the advection of the concentrations in Ωd. This is due to

the fact that, after the redistribution of the mass transfer term (see section 5.2), the

velocity field is generally no longer divergence-free in a layer of pure gas cells next

to the interface (see Figure 5.3). Therefore, the requirement for the dilation terms

to sum up to zero in equations 5.21 - 5.22 (see section 5.1) is no longer satisfied

and mass conservation cannot be ensured anymore. This happens in the disperse

phase only, since the velocity field is divergence-free everywhere in pure liquid and

mixed cells; therefore, the correction must be applied to the transport of ϕk
d only. A

simple way to implement such correction (see Fleckenstein and Bothe, 2015) is to

subtract the global dilation term after all the one-dimensional advection operations

are performed, i.e.:

ϕ̃k,corr
d(i,j) = ϕ̃k

d(i,j)−
∆tC

k,n−1/2
d(i,j)

∆

(
un
f(i+1/2,j) − un

f(i−1/2,j) + vnf(i,j+1/2) − vnf(i,j−1/2)

)
(5.26)

This correction does not affect the solution in pure gas cells far from the interface,

since in these cells the velocity field is divergence-free and the last term on the RHS

of equation 5.26 reduces to ∆tC
k,n−1/2
d(i,j)

[
∇∆ · un

f

]
(i,j)

= 0. For the same reason, the

correction can be safely applied also to incompressible two-phase flows without mass

transfer, where ∇ · u = 0 everywhere. Finally, it is reminded that such correction is

not necessary for the transport of the volume fraction field, since, in this case, the
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dilation terms always sum up to zero (see section 5.1).

After the advection step, the mass source terms are integrated:

˜̃ϕk
c(i,j) − ϕ̃k

c(i,j)

∆t
= −

ṁk
(i,j)

Mk

AΣ

V
(5.27)

˜̃ϕk
d(i,j) − ϕ̃k

d(i,j)

∆t
=

ṁk
(i,j)

Mk

AΣ

V
(5.28)

Equations 5.27 - 5.28 show that the two scalar method is naturally mass conserva-

tive, since the same amount of mass that is subtracted (added) from the continuous

domain is added (subtracted) to the disperse phase.

The species mass transfer must occur at the same time as the phase volume

change (equation 5.4), since these two terms are related, i.e. the interface is shifted

because some transfer of species occurs. If, for example, diffusion (see section 5.3.2)

occurs after the phase volume change but before the transfer of species between the

phases, some nonphysical concentration values can appear next to the interface, due

to the inconsistency in the order of the transport steps (see Fleckenstein and Bothe,

2015). An overview of the integration steps and their order is presented in section

5.5.

5.3.2 Species diffusion

The last step is the integration of the diffusive term:

ϕ
k,n+1/2
p(i,j) − ˜̃ϕk

p(i,j)

∆t
=

1

V

∮

∂Vp\Σ
Dk

p∇ckp · n dS for p = c, d (5.29)

Analogously to the advection step, no mass transfer can occur at this stage, since

the whole exchange of species moles between the phases has already been taken into

account in the source term in equations 5.27 - 5.28. To put the integral in equation

5.29 in a convenient way for standard FV discretization schemes, where the transport

fluxes are computed across the cell boundaries rather than the phase volume (Vp)

borders, the approach presented in López-Herrera et al., 2015 and Magdelaine-Guillot
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de Suduiraut, 2019 is adopted in the present thesis. The derivation of this method

is presented here for a 2D case; extension to 3D is straightforward. The numerical

discretization of equation 5.29 in Ωc (an analogous formulation applies for Ωd) for

the case shown in Figure 5.6 reads:

ϕ
k,n+1/2
c(i,j) − ˜̃ϕk

c(i,j)

∆t
=

Dk
c

V

[(
∂ckc
∂x

Ac

)

(i+1/2,j)

−
(
∂ckc
∂x

Ac

)

(i−1/2,j)

−
(
∂ckc
∂y

Ac

)

(i,j−1/2)

] (5.30)

where Ac is the (variable) face area of the boundaries of the control volume Vc and

the diffusion coefficient is assumed constant. The diffusive flux across the interface,

Ωc

Ωd

(i, j)

(
Dk

c
∂ckc
∂x

Ac

)
(i−1/2,j) (

Dk
c
∂ckc
∂x

Ac

)
(i+1/2,j)

(
Dk

c
∂ckc
∂y

Ac

)
(i,j−1/2)

(
Dk

c
∂ckc
∂nΣ

AΣ

)
Σ

Figure 5.6: Diffusion of the species concentration confined within the continuous
domain Ωc. The diffusive flux across the interface is set to zero, since no mass
transfer can occur at this stage.

i.e.
(
Dk

cAΣ∂c
k
c/∂nΣ

)
, has been set to zero to prevent any diffusive mass transfer

between the phases. Equation 5.30 can be easily generalized as:

ϕ
k,n+1/2
p(i,j) − ˜̃ϕk

p(i,j)

∆t
=

1

V

∑

cell faces

∂ckp
∂n

(
Dk

pff,p
)
A for p = c, d (5.31)
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where ff,p is the face fraction (based on the PLIC reconstruction) on the cell bound-

ary of phase p, i.e. ff,p = Ap/A. The formulation of equation 5.31 is equivalent to

a standard FV scheme, where the fluxes across the boundaries are computed on all

the cell faces and the diffusion coefficient is multiplied by the face fraction. The gra-

dients along the Cartesian axes in equation 5.31 are computed with a central finite

difference scheme applied to the phase-average variables ckp(i,j), which are obtained

from their respective volume-average quantities ϕk
p(i,j) through equation 5.18.

The diffusion step is solved implicitly with the multigrid solver as a standard

diffusion equation, where the face-centred diffusion coefficient Dk
p is first multiplied

by the face fraction ff,p.

5.4 Mass transfer scheme

To close the system for the numerical solution of the governing equations, the species

mass transfer rate ṁk needs to be computed. This term appears in the transport

equation for the volume fraction field (equation 5.2, as the global mass transfer rate

ṁ), in the projection step (equation 5.13, in the form of the redistributed term ṁ′),

and finally in the species equations 5.17 and 5.19. Therefore, it is fundamental to

accurately predict the individual mass transfer rates, since the global solution is

strongly affected by these fields. In this section, the numerical scheme used for the

prediction of ṁk is illustrated for a 2D geometry; extension to 3D is straightforward.

The formula for the mass transfer rate was derived in section 3.3 and is reported

here for the reader convenience:

ṁk
p =

ρkp
ρp

n−1∑

l=1

ṁl
p −MkDk

p∇ckp · nΣ for p = c, d (5.32)

Equation 5.32 can be computed from both side of the interface, but the result must

be the same due to the jump condition for the continuity of mass (equation 3.25),

i.e. ṁk
c = ṁk

d. In the present thesis, only liquid dilute solutions are considered (see
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section 3.3) and the following assumption is generally true:

ρkc
ρc

≈ 0 (5.33)

Therefore, equation 5.32 can be simplified to (when computed from the continuous

side of the interface):

ṁk
c = −MkDk

c∇ckc · nΣ (5.34)

Equation 5.34 is used in the present work to compute the individual mass transfer

rates and the gradient of concentration at the interface is evaluated using the un-

split geometric method proposed by Bothe and Fleckenstein, 2013. The scheme is

presented in Figure 5.7 for a 2D case, where P is the centroid of the interface in the

mixed cell (i, j) and the values of concentration in points P1 and P2 are obtained

from quadratic (bi-quadratic in 3D) interpolation; the values used for the interpo-

lation are the closest cell-centred one and the values in the top and bottom cells, if

|nΣx| > |nΣy|, or right and left cells, when |nΣy| > |nΣx|. For the case of Figure 5.7,

i i + 1 i + 2

j

j + 1

j + 2

P

P1

P2

−nΣ

Ωc

x′y′

Figure 5.7: Geometric mass transfer scheme. The extrapolated value in P1 is obtained
from the concentrations inside the red cells, whilst the value in P2 is extrapolated
from the green ones.

|nΣx| > |nΣy| and the concentration in P1 is given by (a similar formula applies to
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P2):

ckc (P1) =
[
ckc(i+1,j)

(
y′P1

− 1
)

+ ckc(i+1,j+2)

(
y′P1

+ 1
)] y′P1

2
− ckc(i+1,j+1)

(
y′2P1

− 1
)

(5.35)

where x′y′ is a local reference system centred on cell (i + 1, j + 1), made non-

dimensional with the cell size ∆. The gradient is then computed by weighting the

two first-order derivatives:

−
∂ckc(i,j)
∂nΣ

= fc
ckc (P1) − ckc (P )

PP1

+ (1 − fc)
ckc (P2) − ckc (P )

PP2

(5.36)

The value at the centroid of the interface ckc (P ) is computed by applying Henry’s

Law (equation 3.37), i.e. ckc (P ) = ckd(P )/Hk
e , where the concentration on the disperse

side of the interface ckd(P ) is extrapolated from the cell-centred values in Ωd along

the normal nΣ. Finally, after all the individual mass transfer rates are computed, the

overall mass transfer rate in the mixed cell (i, j) is obtained as ṁ(i,j) =
∑n−1

l=1 ṁl
c(i,j),

where the n-th component is the (non-transferable) solvent. The weighting factor in

equation 5.36 makes the computation of the gradient less sensitive to the position of

the centroid P . Indeed, a heavier weight is attributed to the first derivative when the

cell is mainly composed of liquid (i.e. P is sufficiently far from P1), but, in the case

that P and P1 are too close, the scheme automatically assigns more importance to

the second term. The scheme of equation 5.36 is expected to be first order accurate

and a grid convergence analysis is reported in Appendix A.

At this point, it is important to remark that the redistributed mass transfer term

ṁ′ is used only in the projection step of the NS solver (equation 5.13), whilst the

original mass transfer rate ṁ and the individual ones ṁk are left unchanged in the

transport of the volume fraction (equation 5.2) and molar concentrations (equations

5.17 and 5.19). It is worth noting that, although the Poisson equation for pressure

(projection step) and the transport of the Heaviside function have different source

terms (ṁ′ and ṁ respectively), the advection of momentum and volume fraction are

consistent, since the face-centred velocity field uf used for the advection of both

quantities is obtained from the same projection step. The reader is referred to
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Appendix B for more information.

5.5 Overview of the phase-change model

In this section, an overview of the proposed methodology and its implementation

in the Basilisk VOF-NS solver is presented; the main steps are summarized in the

following diagram (Figure 5.8).
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Start

Set ∆t according to CFL condition (equation 4.47)

Transport (advection) of f , ϕk
c , ϕk

d to time tn+1/2

Compute individual (ṁk) and
global mass transfer rate (ṁ)

Compute phase volume change and transfer of species

Compute the redistributed mass transfer term (ṁ′)

Transport (diffusion) of ϕk
c , ϕk

d to time tn+1/2

Update the fluid properties (ρ, µ) at time tn+1/2

NS solver (equations 4.48 - 4.55). Use the
corrected projection step (equation 5.13)

tn+1 > tEND

Stop

yes

no, t = t + ∆tno, t = t + ∆t

Figure 5.8: Overview of the phase-change solver.



Chapter 6

Validation of the numerical

framework

In this chapter, the numerical methodology developed within the present thesis is

validated against several benchmarks, which include analytical and semi-analytical

solutions, experimental data and numerical studies. All the cases presented here are

solved in a non-dimensional form and the related reference parameters (identified by

the subscript ref) are introduced in each of the following sections, where the non-

dimensional variables are distinguished with the superscript ∗, e.g. x∗ = x/Lref,

t∗ = t/tref, u
∗ = u/Uref, etc. The relevant non-dimensional numbers for the study of

mass transfer in two-phase (bubbly) flows are recalled in section 6.1. The rest of the

chapter is divided into two main sections: the test cases for pure soluble species are

presented in section 6.2, whilst the competing mass transfer in mixtures of species is

discussed in section 6.3.

Finally, it is reminded that in the present work the gaseous and liquid phases are

referred to as the disperse and continuous phases respectively and that these terms

will be used interchangeably in the following.

155
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6.1 Non-dimensional groups

The non-dimensional numbers that describe the dynamics of bubbles exchanging

mass in two-phase systems have been already introduced in chapter 2. Here, they

are reported for the reader convenience and some definitions are extended to multi-

component mass transfer problems (i.e. mixtures of different species).

The dynamics of a bubble immersed in a liquid and driven by the gravitational

field g can be described by the Galilei and Bond numbers. The Galilei number

compares the gravitational and viscous forces and is defined as:

Ga =

√
gD3

b

ν2
c

(6.1)

where Db is the bubble diameter and νc is the kinematic viscosity of the continuous

phase. The ratio between gravitational and capillary forces is evaluated by the Bond

number:

Bo =
ρcgD

2
b

σ
(6.2)

For a moving bubble, the Reynolds number is defined as:

Reb =
ρcUbDb

µc

(6.3)

where Ub is the velocity magnitude of the bubble centre of mass.

In diffusion-driven phase-change problems, the Schmidt number compares the

rates of diffusion between the phase momentum and species concentration in the

liquid phase. For the k-th species, it reads:

Sck =
νc
Dk

c

(6.4)

A measure of the relative importance of the advection transport of the k-th species

against the diffusive transport of the same species is given by the Péclet number:

Pek = RebSc
k (6.5)
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For many applications involving mass transfer in two-phase systems, the amount

of soluble species initially dissolved in the solvent is a relevant technical parameter

that can be controlled during the operation of the system. The difference between

the concentrations at the (saturated) interface and in the bulk liquid, i.e. ∆ck =((
ckc
)
Σ
− ckbulk

)
, provides a reference driving force for the mass transfer process, since

ṁk ∝ −∆ck. The saturation ratio ζk compares the two concentration values for the

k-th species:

ζk =
ckbulk
(ckc )Σ

(6.6)

Depending on the value of ζk, the solution can be classified as (with respect to the

k-th species):

• saturated, if ζk = 1

• super-saturated, if ζk > 1

• under-saturated, if ζk < 1

When the solution is super-saturated, an excess of species concentration (with respect

to the saturation value) exists in the liquid region around the interface and the

system is not balanced. A diffusive process will then transfer moles of the k-th

species from the continuous phase to the disperse one, in order to bring the system

at the equilibrium point ζk = 1. For the same reason, moles are transported out of

the disperse phase when the solution is under-saturated. Although the saturation

ratio is a convenient parameter for technical applications to globally classify the

concentration in a solution, the transport of moles across the interface is rather a

local process and depends on the local concentration around the interface. The rate of

mass transfer is generally not constant at the interface (see section 6.2.4) and different

regions with opposite values of ṁk can occur simultaneously. Finally, when the

system contains a mixture of different species, the solution can be classified as super-

saturated with respect to some of the species and under-saturated (or saturated)

with respect to the others.
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Based on the reference concentration difference ∆ck, the mass transfer coefficient

for the k-th species is defined as:

kk
m = −

∫
Σ
ṁk dS

AΣMk∆ck
(6.7)

where AΣ is the global area of the interface. The rate of mass transfer is compared to

the diffusion velocity in the non-dimensional Sherwood number for the k-th species:

Shk =
kk
mLref

Dk
c

(6.8)

where the reference length is generally set to Lref = Db for bubbles. The Sherwood

number offers a convenient description of the mass transfer process and much research

effort has been put to derive predictive formula for this parameter for bubbly flows

(see Deising et al., 2018 for a review). However, owing to the complexity of the

problem, no universal laws can be derived for the Sherwood number and its prediction

for many applications rely on experiments and/or numerical simulations.

6.2 Pure species

In this section, several benchmarks for phase-change of pure soluble species are pre-

sented and discussed in detail. In the following, the species indicator k is omitted

since only one transferable species exists when pure gaseous phases are considered,

i.e. ckc,d = cc,d. As explained in chapter 3, in the case of pure species the concentra-

tion in the disperse domain cd is constant due to the incompressibility assumption

and is directly related to the phase density, i.e. cd = ρd/M . This assumption has

a significant effect on the numerical solution of this type of flows when two-scalar

methods are used (see chapter 5.3), since only the species transport in the continu-

ous phase (equation 5.17) is solved (being the concentration in Ωd uniform known a

priori). The interface is always assumed saturated and the interfacial concentration

on the liquid side is constant and equal to (cc)Σ = cd/He (Henry’s law). Adaptive

mesh refinement is used to reach the required grid resolution for fully resolved sim-
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ulations in regions where strong gradients appear, whilst keeping the computational

cost relatively low (compared to the equivalent simulations with static meshes). As

was discussed in section 4.1, the mesh is adapted based on a wavelet estimation of the

spatial discretization error for some specific fields and the corresponding threshold

values are reported in Table 6.1.

Field Threshold error (ξ)

Velocity (u, v, w) 10−2

Liquid volume fraction 10−3

Solid volume fraction 10−3

Soluble species (cc,d) 10−3

Table 6.1: Threshold values of the selected fields for the adaptive mesh refinement
algorithm (see criterion 4.6). The value for cd is reported here for the reader’s con-
venience, but is used in section 6.3 only, where mixtures of species are modelled.
The solid volume fraction field refers to the modelling of complex geometries via im-
mersed boundaries (see section 7.2.2). Values of ξ are non-dimensional, consistently
with the following simulations.

The novelty of the proposed phase-change model illustrated in chapter 5 is the ve-

locity extension algorithm (see section 5.2) used to extend the primary phase velocity

field across the interface in a divergence-free way. This part of the model needs to

be carefully assessed, since the accuracy and the mass conservation properties of the

method rely on this step. Therefore, a specific benchmark to validate the correctness

of the extended velocity field is proposed in section 6.2.1 for a pure gaseous bubble

with constant mass transfer rates. The rest of the section is organized as follows.

The classic benchmark for phase-change flows - the Stefan problem - is tested in

section 6.2.2, whilst the cases of suspended bubbles in super- and under-saturated

solutions are discussed in section 6.2.3. Finally, rising bubbles at different Péclet

numbers and in a very viscous flow (creeping flow) are presented in section 6.2.4.
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6.2.1 Bubbles with fixed mass transfer rates

The purpose of this benchmark is to assess the correctness of the velocity extension

algorithm and to compare the solution with the case where no correction is applied.

The test consists of a single 3D spherical bubble exchanging mass with the surround-

ing liquid at a constant rate. Gravity is neglected and, since the mass transfer rate is

set a priori, the problem is decoupled from the transport of species and no equation

is solved for the molar concentration. In this way, no additional numerical errors

related to the discretization schemes used for the mass transfer rate and the trans-

port of species are introduced in the solution, and the effectiveness of the velocity

extension algorithm can be tested properly.

The properties of the gas-liquid system used for this benchmark are reported in

Table 6.2 and correspond to a CO2 - water system.

Phase Density Viscosity Surface tension
(kg m−3) (N s m−2) (N m−1)

Liquid 998 1.05 × 10−3 0.072
Gas 1.8 1.46 × 10−5

Table 6.2: Gas-liquid properties for the bubble with fixed mass transfer rates.

For each simulation, the initial bubble diameter is set to Dt=0
b = 0.01 m and the

computational domain is a cube with dimension L0 = 0.5 m. Results are made non-

dimensional with the reference length Lref = Dt=0
b and time tref = ρc (Dt=0

b )
2
/µc,

whilst the reference velocity follows from Uref = Lref/tref; these parameters are re-

ported in Table 6.3. The adaptive mesh refinement technique is used to keep the

Lref tref Uref

(m) (s) (m s−1)

0.01 95 1.05 × 10−4

Table 6.3: Reference dimensions for the bubble with fixed mass transfer rates.

mesh resolution at the finest level (set to lmax = 11 for this test) around the inter-
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face, where the strongest velocity gradients occur. The minimum mesh size is then

∆(lmax) = L0/211 ≈ 2.44 × 10−4 m, which corresponds to approximately 41 cells

per diameter (at t = 0). As the bubble dissolves or expands, the liquid is pulled

inside or pushed outside the domain, respectively. To allow the flow field to freely

enter or leave the domain, outflow boundary conditions (i.e. fixed pressure and null

gradient for the velocity) are assigned to all the external boundaries. A summary of

the simulated cases with their relative setup is summarised in Table 6.4. Cases A

and B represent a dissolving bubble (negative mass transfer rates) and compare the

effect of the velocity extension algorithm. Case C is analogous to Case A, but for an

expanding bubble (ṁ > 0).

Case L0 Dt=0
b ṁ lmax Extended u g

(m) (m) (kg m−2 s−1) (m s−2)

A 0.5 0.01 −1.8 × 10−3 11 yes 0
B 0.5 0.01 −1.8 × 10−3 11 no 0
C 0.5 0.01 1.8 × 10−3 11 yes 0

Table 6.4: List of cases for the bubble with fixed mass transfer rates.

The analytical solution for this problem is readily obtained from the following

balance for an infinitesimal element of the interface surface dAΣ (see Figure 6.1):

dr dAΣ = dV =
ṁ

ρd
dt dAΣ (6.9)

and the formula for the bubble radius (Rb) follows by integration over the whole

surface:

Rb(t) = Rt=0
b +

ṁ

ρd
t (6.10)

Results are compared in Figure 6.2 for cases A and B against the analytical solu-

tion of equation 6.10. The numerical solution obtained with the correction algorithm

(Case A) shows a good agreement with the reference solution until t∗ ≈ 0.04, whilst

a small deviation is observed for t∗ > 0.04. This discrepancy is due to the mesh reso-
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ṁ

Ωd

Ωc

dV

t t + dt

Figure 6.1: Radial displacement of an infinitesimal element of the interface from
time t to t + dt. The red volume dV represents the volume phase change between
the phases (in this case ṁ is assumed positive).

lution that is not fine enough to accurately resolve the interface after this time, since

the number of cells per diameter is lower than 10 for t∗ > 0.04. However, this is not

a limitation of the proposed numerical method, but is rather an intrinsic feature of

dissolving bubbles, where R(t) → 0 and no mesh can be fine enough to solve the flow

field until complete dissolution. On the other hand, the solution of Case B is far off

from the analytical one, as a consequence of the incompatibility between the velocity

field and the (geometric) VOF method and results in a significantly slower dissolu-

tion rate. In this case, the advection of the interface is no longer mass-conservative

and generates a non-physical behaviour. The velocity fields around the interface

and their divergence are reported in Figure 6.3a and Figure 6.3b for cases A and B,

respectively. In the first case, the velocity field is divergence-free in all the cells that

contain liquid (both pure and mixed cells) and the dilation effect that comes from the

continuity of mass in phase-change flows is distributed in the pure gas cells next to

the interface (through the mass transfer redistribution process, see section 5.2). The

resulting velocity field in the liquid region is smoothly extended across the interface

and satisfies the criterion of equation 5.5 for the (mass-conservative) transport of the

interface. On the other hand, the original mass transfer term is used in Case B to

enforce the continuity equation and produces a non divergence-free velocity field in
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Figure 6.2: Radius Vs time for the dissolving bubble cases. When the velocity
field is not extended across the interface (Case B), the numerical solution deviates
significantly from the analytical one.

the mixed cells, which results in an strong discontinuity at the interface. The trans-

port of the interface is therefore no longer mass conservative and does not preserve

the axisymmetric shape of the bubble.

The solution of Case C is compared in Figure 6.4 against the relative analytical

solution and excellent agreement is found for the prediction of the radius growth.

In the case of expanding bubbles, the mesh refinement ensures that more than 40

cells per diameter always exist for t > 0 and the solution is accurate at every time

step. Finally, the horizontal velocity fields around the interface are compared for

cases A and C in Figure 6.5 at t∗ = 0.01. In the first case (Figure 6.5a), the velocity

field is compressing the bubble and some liquid material enters the domain from the

external boundaries. The opposite scenario is represented in Figure 6.5b, where the

expanding bubble forces the liquid phase to leave the domain. In both cases, the

velocity fields (vectors) are axisymmetric and preserve the spherical shape of the
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Figure 6.3: Velocity field (vectors) and contours of the velocity divergence for cases
A (a) and B (b) at t∗ = 0.01. In Case A, the liquid velocity is smoothly extended
across the interface (white line) and preserves the axisymmetric shape of the bubble.
In Case B, the flow field is not compatible with the VOF method and produces a
significant deviation from the reference solution (dotted line).

bubbles.

The benchmarks presented in this section demonstrate the importance of the

mass transfer redistribution process and the accuracy of the corrected velocity field,

which results in a smooth extension across the interface and is necessary for the

conservation of mass during the advection of the interface. On the other hand, if the

velocity is not corrected, a strong deviation from the correct solution is expected.

6.2.2 The Stefan problem

In this section, the first test for a fully coupled solution (i.e. phase volume change

and transport of species) is proposed. The Stefan problem is a classic benchmark for

phase-change flows and consists of a planar interface that separates the gaseous and

liquid regions. The liquid phase is initially under-saturated (no species are dissolved

into the liquid, i.e. ζ = 0) and the diffusion of the soluble species into the continuous

region drives the displacement of the interface, which forces the liquid to cross the
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Figure 6.4: Radius Vs time for the growing bubble case.

boundaries and enter the domain.

The properties of the gas-liquid system are summarised in Table 6.5, where two

gas species with a different diffusivity are reported. Gas A represents a large dif-

fusivity case, whilst Gas B corresponds to the diffusivity of CO2 in water. The

Schmidt numbers are Sc = 5.26 and Sc = 526 for Gas A and B respectively, whilst

the Henry’s law coefficient is set to He = 1.203 for both cases. Results are made

Phase Density Viscosity Diffusivity M Sc He

(kg m−3) (N s m−2) (m2 s−1) (kg mol−1)

Liquid 998 1.05 × 10−3

Gas A 1.8 1.46 × 10−5 2 × 10−7 0.044 5.26 1.203
Gas B 1.8 1.46 × 10−5 2 × 10−9 0.044 526 1.203

Table 6.5: Gas-liquid properties for the Stefan problem.

non-dimensional with the reference length Lref = 0.01 m, time tref = ρcL
2
ref/µc and
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Figure 6.5: Velocity field (vectors) and contours of horizontal velocity for Case A (a)
and Case B (b) at t∗ = 0.01.

the gaseous concentration, i.e. cref = ρd/M ; a summary of the reference values is

reported in Table 6.6.

Lref tref Uref cref
(m) (s) (m s−1) (mol m−3)

0.01 95 1.05 × 10−4 40.9

Table 6.6: Reference dimensions for the Stefan problem.

Here a 2D problem is modelled, where the interface is represented by an horizontal

line that separates the liquid region (top) from the gaseous one (bottom). The

problem is symmetric along the x−direction and to allow the liquid to freely enter

the domain as the interface moves, an outflow boundary conditions is set on the top

boundary, whilst symmetry boundary conditions are applied at the other boundaries.

Gravity and surface tension are not taken into account and a sketch of the numerical

setup is shown in Figure 6.6.

The Stefan problem can be solved analytically (see Crank, 1975), and the velocity

field is characterized by a null value in the gaseous region (ud = 0), whilst in the
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Figure 6.6: Numerical domain for the Stefan problem.

liquid domain it assumes the uniform value:

uc =

(
ρc − ρd

ρc

)
uΣ (6.11)

The magnitude of the interface velocity is proportional to
√
D and inversely propor-

tional to the solubility (Henry’s law coefficient) and is given by:

|uΣ| =
Dc

He

√
πDct

(6.12)

The displacement of the interface (LΣ) follows from the integration in time of equa-

tion 6.12:

LΣ(t) =
2

He

√
Dct

π
(6.13)

Finally, the concentration in the liquid domain at a point with distance from the

interface equal to y− yΣ(t) (the problem is symmetric along the x-direction) is given

by:

cc(y, t) = (cc)Σ

(
1 − erf

(
y − yΣ(t)

2
√
Dct

))
(6.14)

A grid convergence study is performed for both the soluble species (Gas A and Gas

B), and a summary of the cases is shown in Table 6.7. For each case, the maximum
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level of refinement is reported, along with the corresponding mesh size ∆(lmax) and

the relative error on the interface displacement (at time t = 76 s), computed as:

err(LΣ) =

∣∣∣∣∣
LAnalyt.
Σ − LNum.

Σ (∆)

LAnalyt.
Σ

∣∣∣∣∣ (6.15)

where LAnalyt.
Σ is the exact interface displacement computed with equation 6.13 and

LNum.
Σ is the numerical solution, which depends on the grid size ∆. The convergence

Case Gas Sc L0 lmax ∆(lmax) err(LΣ)
(m) (m)

A.1 A 5.26 0.1 6 1.56 × 10−3 8.18 × 10−2

A.2 A 5.26 0.1 8 3.91 × 10−4 4.00 × 10−3

A.3 A 5.26 0.1 9 1.95 × 10−4 6.17 × 10−4

B.1 B 526 0.01 6 1.56 × 10−4 8.07 × 10−2

B.2 B 526 0.01 7 7.81 × 10−5 1.67 × 10−2

B.3 B 526 0.01 8 3.91 × 10−5 2.50 × 10−3

Table 6.7: List of cases for the grid convergence analysis of the Stefan problem.

of the solution with the grid refinement is shown in Figure 6.7a and Figure 6.7b

for Gas A and Gas B respectively. From the mesh convergence analysis, it is clear

that the requirement in terms of grid refinement around the interface depends on the

Schmidt number of the problem. To reach a similar order of accuracy in both cases

(Gas A and Gas B) a finer mesh is required for the low diffusivity case (Sc = 526)

than the one used for the large diffusivity case (Sc = 5.26). The reason is due

to the thickness of the concentration boundary layer that develops on top of the

interface from the liquid side (δc), which increases as the diffusivity increases, since

the mass transfer is proportional to ṁ ∝ Dc. A qualitative representation of the

concentration distribution in the liquid domain is reported in Figure 6.8a and Figure

6.8b for Gas A (Case A.3) and Gas B (Case B.3) respectively, at two different times;

the interface is represented by the white horizontal line and the liquid region is on

top of it. The large diffusivity gas releases more species into the liquid and results
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Figure 6.7: Grid convergence analysis for the Stefan problem. Plot of interface
displacement Vs time for Gas A (a) and Gas B (b).

in a larger displacement of the interface compared to the low diffusivity case, where

the concentration of species in the liquid domain is confined into a thin region on

top of the interface.

Finally, velocity and concentration profiles along the vertical line x = 0 are

plotted in Figure 6.9a and Figure 6.9b for Gas A and Gas B, respectively. Both

profiles have analytical solutions (equation 6.11 for the velocity and equation 6.14

for the concentration) and are characterized by discontinuities at the interface. The

numerical solutions reproduce the jumps across the interface and are in excellent
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Figure 6.8: Contours of species concentration for Case A.3 (a) and Case B.3 (b) at
t∗ = 0.05 (left) and t∗ = 0.8 (right).

agreement for the concentration profiles at both times t∗ = 0.05 and t∗ = 0.8.

The velocity profiles at t∗ = 0.05 show a deviation from the analytical solution

for both gas diffusivities. This behaviour is probably due to the initialization of

the numerical computation that assumes a saturated interface whilst no gas is yet

dissolved into the liquid. Such nonphysical initial condition is then adsorbed as

soon as the concentration boundary layer develops on top of the interface, and no

significant deviations are reported for the velocity profiles at later times.
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6.2.3 Suspended bubbles

In this section, the problem of mass transfer for suspended bubbles in solutions with

different concentrations is discussed. Both cases of growing and dissolving bubbles

are considered and the properties of the gas-liquid system are reported in Table 6.8.

The diffusivity has been increased significantly with respect to the typical values

for soluble gaseous species in liquids (which are typically around Dc ∝ 10−9 m2 s−1)
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Phase Density Viscosity Diffusivity M σ He

(kg m−3) (N s m−2) (m2 s−1) (kg mol−1) (N m−1)

Liquid 998 1.05 × 10−3 0.072
Gas 1.8 1.46 × 10−5 2 × 10−5 0.044 5

Table 6.8: Gas-liquid properties for the suspended bubbles.

in order to speed up the mass transfer process (since ṁ ∝ Dc), and reduce the

computational cost of the simulations; the resulting Schmidt number is Sc = 0.0526.

The bubble centre of mass is fixed since no gravity is taken into account, and the

initial diameter is set to Dt=0
b = 0.01 m. Results are made non-dimensional with the

reference length Lref = Dt=0
b , time tref = ρcL

2
ref/µc and the gaseous concentration, i.e.

cref = ρd/M ; a summary of the reference values is reported in Table 6.9.

Lref tref Uref cref
(m) (s) (m s−1) (mol m−3)

0.01 95 1.05 × 10−4 40.9

Table 6.9: Reference dimensions for the suspended bubble cases.

Bubbles growing in super-saturated solutions

When a bubble is immersed in a super-saturated solution (ζ > 1), the concentration

around the interface (on the liquid side) exceeds the saturated value predicted by

Henry’s law, which depends on the pressure of gas on the liquid phase. The excess

of concentration in the liquid is then redistributed by a diffusive process, until the

concentration of the solution reaches the saturation value and the gas-liquid system

is at the equilibrium. The diffusive process consists of the transport (across the

interface) of species moles from the liquid region to the gaseous one, and the volume

of the bubble expands accordingly.

The problem of a single bubble immersed in an infinite liquid medium with a

uniform super-saturated concentration (and no gravitational effects) was solved ana-
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lytically by Scriven, 1959 and the resulting equation for the bubble radius evolution

is:

Rb(t) = 2β
√
Dct (6.16)

where β is a non-dimensional growth factor that depends on the liquid and gas

densities (ρc, ρd), initial solution concentration (cbulk) and interfacial concentration

on the liquid side (cc)Σ. The factor β comes from the solution of the following

equation:

Φ = 2β3 exp
(
β2 + 2ϵβ2

) ∫ ∞

β

x−2 exp
(
x2 − 2ϵβ3x−1

)
dx (6.17)

where Φ and ϵ are:

Φ =
ρc
ρd

M (cbulk − (cc)Σ)

ρc −M(cc)Σ
(6.18)

and

ϵ =
ρc − ρd

ρc
(6.19)

Here, a single 3D bubble with initial diameter Dt=0
b = 0.01 m is modelled and

the size of the computational domain is set to L0 = 0.5 m; gravity is not taken

into account and outflow boundary conditions are applied at the external boundaries

to allow the liquid to exit the domain as the bubble expands. Scriven’s solution

(equation 6.16) assumes that no bubble exists at t = 0 (i.e. Rt=0
b = 0); however,

within the VOF modelling approach, the volume fraction of gas must be initialized

to fd = 1 in a few cells so that a finite-size bubble can be generated accordingly. To

make the numerical solution comparable with the analytical one, the computation

is first initalized with a bubble with radius Rb = 0.005 m and the size of the bubble

is kept constant until t = t̄, where t̄ is the time required for the bubble to grow

from Rb = 0 m to Rb = 0.005 m, according to equation 6.16. In the first part of the

simulation (i.e. until t = t̄), the redistributed mass transfer term ṁ′ is set to null

everywhere, so that the phase volume change effect is neglected and the bubble size

remains constant (no velocity field develops at this stage). However, the interfacial

mass transfer term ṁ is applied in the species transport (equation 5.17) so that a

realistic boundary layer concentration develops around the interface. The purpose of



6.2. PURE SPECIES 174

this initialization strategy is to obtain a concentration field at time t = t̄ as close as

possible to the analytical one, where a variable concentration distribution develops

around the interface right after the nucleation stage (t = 0 s). If the bubble volume

change is taken into account in the VOF model as the simulation starts, the mass

transfer would be significantly over predicted, due to the initial discontinuity of the

concentration field, which turns into a numerically (and mesh dependent) very high

concentration gradient (it is reminded here that ṁ ∝ −∂c/∂nΣ). For t > t̄, the full

phase-change model (i.e. phase volume change and transfer of species) is solved and

the mass transfer activates the liquid velocity field; the volume of the bubble is free

to evolve accordingly.

Three levels of super-saturation are considered in this section, and the relative

growth factors (β) and initialization times (t̄) are reported in Table 6.10.

ζ β t̄
(s)

2 0.421 1.7670
3 0.669 0.6935
4 0.895 0.3895

Table 6.10: Growth factors (β) and times (t̄) to reach the bubble size Rt=t̄
b = 0.005 m

for different super-saturation levels.

First, a mesh sensitivity study is performed for the case ζ = 2. The corresponding

cases with increasing mesh refinement are summarised in Table 6.11. For each case,

Case ζ L0 Dt=0
b lmax ∆(lmax) cells/Dt=0

b err(Rb)
(m) (m) (m)

A.1 2 0.5 0.01 8 1.95 × 10−3 ≈ 5 8.34 × 10−2

A.2 2 0.5 0.01 9 9.77 × 10−4 ≈ 10 2.56 × 10−2

A.3 2 0.5 0.01 10 4.88 × 10−4 ≈ 20 1.20 × 10−2

A.4 2 0.5 0.01 11 2.44 × 10−4 ≈ 41 8.90 × 10−3

Table 6.11: List of cases for the grid convergence analysis of the Scriven problem
with ζ = 2.
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the maximum level of refinement is reported, along with the corresponding mesh size

∆(lmax), the number of cells per initial diameter and the relative error of the bubble

radius (at time t = 28.5 s), computed as:

err(Rb) =

∣∣∣∣∣
RAnalyt.

b −RNum.
b (∆)

RAnalyt.
b

∣∣∣∣∣ (6.20)

where RAnalyt.
b is the exact interface displacement computed with equation 6.16 and

RNum.
b is the numerical solution, which depends on the grid size ∆. The plot of

the bubble radius against time and the comparison with the analytical solution is

reported in Figure 6.10. As it was explained above, the numerical solutions start
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Figure 6.10: Grid convergence for the Scriven problem with ζ = 2. Plot of bubble
radius Vs time.

from a bubble with radius R∗
b = 0.5 (Rb = 0.005 m) and the size is kept constant

until t = t̄. At time t = t̄, a concentration boundary layer is developed around

the interface, but the liquid velocity is still null everywhere. Therefore, when the
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full phase-change solver is turned on there is a (small) delay in the volume change

since the liquid velocity must be activated and propagate through the continuous

medium. This effect can be visible at t = t̄, where the slope of the numerical plots is

smaller than the analytical one. However, after a transient period, the radius growth

rate approaches the reference one and the grid A.3 represents a good compromise

between accuracy and computational cost; this mesh density is also used for the other

saturation levels (i.e. ζ = 3 and ζ = 4). It is finally noted that, due to the delay in

the activation of the volume change, there is no benefit in further refining the mesh

since all the numerical plots are slightly shifted down (for the reduced slope at t = t̄)

from the analytical one.

A summary of the cases for the different saturation levels is reported in Table

6.12. Results in terms of radius growth for the various saturation levels are reported

Case ζ L0 Dt=0
b lmax β t̄

(m) (m) (s)

A 2 0.5 0.01 10 0.421 1.7670
B 3 0.5 0.01 10 0.669 0.6935
C 4 0.5 0.01 10 0.895 0.3895

Table 6.12: List of cases for the Scriven problem with different saturation levels.

in Figure 6.11, where good agreement is found for all the simulated cases.

Finally, a qualitative representation of the species concentration around the inter-

face and the effect of the saturation level on the growth rate is shown in Figure 6.12,

where the contours of concentration are plotted on the XY plane at time t∗ = 0.3,

for ζ = 2 (Figure 6.12a), ζ = 3 (Figure 6.12b) and ζ = 4 (Figure 6.12c). The con-

centration is discontinuous across the interface, since c∗ = 1 inside the bubble whilst

the value in the liquid region depends on the level of supersaturation. It is reminded

here that the Henry’s law coefficient for these simulations is set to He = 5, which

means that the interfacial (liquid) concentration is equal to (c∗c)Σ = 0.2.
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Figure 6.11: Radius Vs time for growing bubbles in super-saturated solutions at
different saturation levels.

Bubbles dissolving in under-saturated solutions

In this section, the case of a bubble dissolving in an under-saturated solution with

no initial concentration of dissolved gas (ζ = 0) is modelled. A simplified version of

this problem, where the advection of species is neglected, was solved analytically by

Epstein and Plesset, 1950 for an infinite domain internally bounded by a sphere with

a constant radius R̄ and uniform concentration in the liquid cbulk. The mathematical

formulation of the problem reads:

∂tcc = ∇ · (Dc∇cc)

cc(r, 0) = cbulk for r > R̄

cc(R̄, t) = (cc)Σ for t > 0

lim
r→∞

cc(r, t) = cbulk for t > 0

(6.21)
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Figure 6.12: Interface (white line) and contours of species concentration on the XY
plane at t∗ = 0.3, for ζ = 2 (a), ζ = 3 (b) and ζ = 4 (c).

In this case, the mass transfer is entirely dominated by the diffusive process and,

given the spherical symmetry of the problem, the mass contained within the bubble

(mb) with radius R̄ is:
dmb

dt
= 4πR̄2

(
MDc

∂cc
∂r

)
(6.22)
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The analytical solution of Epstein and Plesset, 1950 to the problem defined by equa-

tions 6.21 - 6.22 is given by:

dmb

dt
= 4πR̄2MDc (cbulk − (cc)Σ)

(
1

R̄
+

1√
πDct

)
(6.23)

which is valid for the mass flow out from a bubble with constant size R̄. The con-

centration field in the liquid domain is (see Crank, 1975):

cc(r, t) = cbulk + ((cc)Σ − cbulk)
R̄

r
erfc

(
r − R̄

2
√
Dct

)
(6.24)

Equation 6.23 can be used to approximate a bubble that changes in time by replac-

ing R̄ with Rb(t) and, using the relation between mass and radius (i.e. dmb/dt =

4πR2
bρd (dRb/dt)), the following formula for the prediction of the time evolving radius

is obtained:
dRb

dt
=

MDc (cbulk − (cc)Σ)

ρd

(
1

Rb(t)
+

1√
πDct

)
(6.25)

Equation 6.25 (also referred to as EP model) provides an approximation for a bubble

that exchanges mass with the surrounding liquid. Such (quasi-stationary) approx-

imation is as accurate as the mass transfer process is slow (i.e. the effect of the

species advection is negligible compared to diffusion), and the growth rate of the

concentration boundary layer is fast compared to the rate of dissolution (see Duda

and Vrentas, 1971). This is usually the case of gas bubbles dissolving in liquids, since

diffusion coefficients are typically small (e.g. Dc ∝ 10−9 m2 s−1). However, the EP

model is no longer valid when the bubble is almost completely dissolved since, at

that stage, the rate of radius change prevails on the evolution of the concentration

boundary layer and the quasi-stationary approximation does not hold anymore.

Here, a single 3D bubble with initial diameter Dt=0
b = 0.01 m is modelled and

the size of the computational domain is set to L0 = 0.2 m; gravity is not taken into

account and outflow boundary conditions are applied at the external boundaries to

allow the liquid to enter the domain as the bubble dissolves. A mesh with approxi-

mately 102 cells per (initial) diameter is used (which corresponds to lmax = 11); the
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choice of a finer mesh with respect to the case of a growing bubble is justified by

the fact that more cells are needed to properly resolve the flow around the interface

as the bubble dissolves. The first test consists of modelling the exact EP solution

(equations 6.23 - 6.24), where the bubble is kept at a constant size and the species

is allowed to flow freely into the liquid region. In this model, the redistributed mass

transfer term ṁ′ is set to zero everywhere, so that no phase volume change occurs

and the velocity field is null everywhere; the interfacial mass transfer term ṁ is ap-

plied to the species transport equation to compute the transfer of moles between the

phases. In this way, the numerical model replicates exactly the assumptions behind

the analytical solution. The methodology is then tested against the approximate so-

lution for a bubble changing with time and, for this case, the effect of the advection

term in the transport of species is discussed. A summary of the presented cases is

summarised in Table 6.13.

Case L0 Dt=0
b ζ lmax Volume change Species advection

(m) (m)

A 0.2 0.01 0 11 no no
B 0.2 0.01 0 11 yes no
C 0.2 0.01 0 11 yes yes

Table 6.13: List of cases for the Epstein-Plesset model.

For Case A, where the bubble boundary is kept fixed, an equivalent time evolving

volume is computed based on the species mass flux across the interface:

Vb(t) = V t=0
b +

1

ρd

∫ t

0

∫

Σ

ṁ ds dt′ (6.26)

The corresponding (time evolving) radius and the concentration values at three points

in the liquid domain are plotted in Figure 6.13a and Figure 6.13b respectively, and

compared against the analytical solutions (equations 6.23 - 6.24), where in equation

6.23 the mass transfer has been replaced by dmb/dt = 4πR2
bρd (dRb/dt); excellent

agreement is found between the analytical and numerical solutions.
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Figure 6.13: Predicted radius (a) and concentration values (b) at three points with
different radial distances from the centre of the bubble. The bubble size is kept fixed
and the radius prediction is based on the species flux across the interface. Numerical
simulations are compared against the exact EP model.

Cases B and C model the actual bubble volume change and show the effect of the

advection term in the transport of species. When the advection term is taken into

account (Case C), the concentration field is transported also by the liquid velocity

field (and not only by diffusion). Therefore, the region where the concentration

is variable but larger than the bulk value (i.e. the concentration boundary layer

around the interface) is transported with a velocity close to the interfacial one (uΣ)

and is kept “attached” to the interface; the difference in the concentration values

between the interface (cc)Σ and the adjacent liquid region is then smaller compared

to the case where no advection occurs. As a result, the concentration gradient at the

interface (∂cc/∂r) is steeper in the case without advection (Case B) and the resulting

dissolution rate is faster than the one in Case C. These cases are compared against

the EP model for a bubble changing with time (equation 6.25), and the results are

shown in Figure 6.14. The plot confirms that the bubble dissolves slower in Case C

and, since the EP model neglects the advection term (equation 6.21), Case B is in

better agreement with the analytical model than Case C. The numerical solution of

Case B matches with good accuracy the EP model until t∗ ≈ 0.015, when the radius
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Figure 6.14: Radius Vs time for a dissolving bubble in an under-saturated solution.
The full species transport (advection + diffusion) is solved in Case C, whilst only
diffusion is taken into account in Case B. A corrected version of the EP model (see
text) is derived, based on experimental findings.

change rate is no longer negligible for the quasi-stationary approximation and the

EP model is not valid anymore.

The dissolution time predicted by the EP model (tEP
diss) underestimates the actual

value, due to the missing advection effect in the model. A detailed experimental

study on the validity of the EP model was performed by Duncan and Needham,

2004, where the authors compare the time required for a bubble to dissolve (based on

experiments) against the predictions of the EP model. The authors use a simplified

version of the EP model, where the last term on the RHS of equation 6.25 is neglected

and the corresponding dissolution time is given by:

t̃EP
diss =

ρd (Rt=0
b )

2

2Dc (cc)ΣM(1 − ζ)
(6.27)
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The conclusion of the experimental investigation is that the simplified EP model

(equation 6.27) overpredicts the dissolution time of a bubble in an under-saturated

solution by approximately 8.2%. However, for an air-water system the results re-

ported in Epstein and Plesset, 1950 show that the (complete) EP model predicts a

dissolution rate around tEP
diss ≈ 0.84t̃EP

diss. Therefore, the conclusions of Duncan and

Needham, 2004 can be reformulated, stating that the EP model underpredicts the

dissolution time by approximately 10%. This correction factor is used in Figure 6.14

to plot a corrected curve for the EP model, which shows a better correlation with

the numerical Case C, in agreement with the experimental findings.

Finally, it is observed that the bubble dissolution in Case A (Figure 6.13a) is

significantly faster than cases B and C, since the surface of the bubble is kept constant

during the simulation and a larger area is available for the mass transfer process,

whilst in cases B and C the area of the interface reduces over time.

6.2.4 Rising bubbles

In the cases considered so far, bubbles are stationary since neither gravity nor exter-

nal forces are considered and the concentration distribution has a (spherical) sym-

metric shape. In this section, the case of rising bubbles under the gravitational

force is considered. The computational domain is large compared to the size of the

bubbles, so that end wall effects are neglected.

Two different studies are proposed here. The first one consists of a rising bubble

in a solution with different diffusivities and the effect of the Péclet number on the

mesh requirements for the numerical modelling of mass transfer is discussed. The

second test is a bubble rising in a creeping flow, where the volume change rate is

compared against a semi-analytical model. In both cases, the liquid solutions are

under-saturated and the saturation ratio is set to ζ = 0.

Rising bubbles at different Péclet numbers

The limiting factor for direct numerical simulations of diffusion driven phase-change

problems is mainly given by the thickness of the liquid-side concentration boundary
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layer δc, which must be resolved with enough grid points to accurately predict the

mass transfer at the interface. Indications on the thickness of δc can be obtained

from the Péclet (Pe) number (equation 6.5), which measures the ratio between the

transport by convection and diffusion. For convection-dominated cases, the potential

flow theory shows that the concentration boundary layer evolves as δc ∝ Pe−1/2 (see

the discussion in section 2.3.1), whilst the ratio between concentration and hydrody-

namic boundary layer follows the relation δc/δh ∝ Sc−1/2 (Bothe and Fleckenstein,

2013). Therefore, the smallest spatial scale is generally given by δc and the larger

is the Péclet number, the more important is the advection term that tends to keep

the boundary layer confined within a thin region around the interface. On the other

hand, for low Pe values, diffusion is predominant and the concentration boundary

layer expands uniformly in a wider area.

The aim of this section is to provide a detailed (and quantitative) analysis of

the mesh resolution (around the interface) required to capture the concentration

boundary layer at different Pe numbers. Three different soluble species are tested,

with a different diffusivity and the properties of the gas-liquid systems are reported

in Table 6.14. Here, 2D axisymmetric simulations of bubbles in a large domain are

Phase Density Viscosity Diffusivity M σ He

(kg m−3) (N s m−2) (m2 s−1) (kg mol−1) (N m−1)

Liquid 998 0.005 0.06
Gas A 1.2 1.8 × 10−5 2 × 10−7 0.044 5
Gas B 1.2 1.8 × 10−5 2 × 10−8 0.044 5
Gas C 1.2 1.8 × 10−5 2 × 10−9 0.044 5

Table 6.14: Gas-liquid properties for rising bubbles at different Péclet numbers.

performed. The gravitational acceleration acts along the x-direction (i.e. g = −gex)

and so is the rising trajectory of the bubble. The initial diameter is set to Dt=0
b =

0.001 m and results are made non-dimensional with the reference length Lref = Dt=0
b ,

time tref =
√

Lref/g and the gaseous concentration, i.e. cref = ρd/M ; a summary of

the reference values is reported in Table 6.15. The non-dimensional numbers that

describe the dynamics of the bubble are Ga = 19.8 and Bo = 0.163 and, for these
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Lref tref Uref gref cref
(m) (s) (m s−1) (m s−2) (mol m−3)

0.001 0.01 0.099 9.81 27.3

Table 6.15: Reference dimensions for rising bubbles at different Péclet numbers.

parameters, the bubble is expected to rise along a straight direction, preserving its

spherical shape (see Tripathi et al., 2015). The phase volume change is not taken

into account in these simulations and only the species transfer between the phases is

computed. The volume of the bubble is then constant and, for all the tested gaseous

species, the bubble reaches the same steady state regime (after a short transient

period in which it accelerates from rest). The list of cases studied in this section is

reported in Table 6.16. Adaptive mesh refinement is used for these simulations and

Case Gas ζ L0 Dt=0
b lmax ∆(lmax) Sc Reb Pe

(m) (m) (m)

A A 0 0.12 0.001 14 7.32 × 10−6 25.05 18.56 465
B B 0 0.06 0.001 15 1.83 × 10−6 250.5 18.56 4650
C C 0 0.06 0.001 17 4.58 × 10−7 2505 18.56 46500

Table 6.16: List of cases for rising bubbles at different Péclet numbers.

the max grid level (lmax) reported for each of the cases represents the necessary grid

discretization to get a mesh independent solution. As explained earlier, the limiting

factor for the mesh resolution is given by the mass transfer process, which requires

a certain amount of grid points within δc to capture the gradient of concentration

at the interface. In terms of bubble trajectory, acceleration and velocity, a grid with

level 14 is sufficient to get mesh independent results; by further refining the grid up

to level 17, no significant difference in the bubble velocity is found. Since the phase

volume change is not taken into account, the behaviour of the bubble is the same for

all the cases (i.e. the mass transfer is decoupled from the dynamics) and the terminal

(steady) rising velocity for each of them is Ub ≈ 0.093 m s−1, which corresponds to

Reb = 18.56. The plot of the bubble Reynolds number against time is reported in
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Figure 6.15 for Case A, where it is shown that, after a transient period, a steady

state regime with constant velocity is reached at t∗ ≈ 3.
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Figure 6.15: Reynolds number Vs time for the rising bubble of Case A. After a
transient period where the bubble accelerates from rest, a steady state regime is
approached.

The mass transfer of the bubble is compared, in terms of Sherwood numbers,

against the formula proposed in the experimental work of Takemura and Yabe, 1998.

This correlation formula is valid for the range Reb < 100 and Pe > 1 (and therefore

applicable to cases A, B and C) and reads:

Sh =
2√
π


1 − 2

3

1
(

1 + 0.09Re
2/3
b

)3/4




1/2

(
2.5 +

√
Pe
)

(6.28)

Results are shown in Figure 6.16 where, for all the simulated cases, the correspond-

ing Sherwood number predicted by equation 6.28 is computed with the terminal



187 CHAPTER 6. VALIDATION OF THE NUMERICAL FRAMEWORK

(steady-state) Reynolds and Péclet numbers. The simulations are initialized with
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Figure 6.16: Sherwood number Vs time for rising bubbles at different Péclet numbers.
After a transient regime, the numerical simulations approach the value predicted by
Takemura and Yabe, 1998 (equation 6.28).

a discontinuous concentration field (i.e. c∗ = 1 in Ωd and c∗ = 0 in Ωc) and the

mass transfer in the first part of the numerical computation assumes large values

due to the extremely thin concentration boundary layer (δc → 0 for t∗ = 0) and,

therefore, strong concentration gradient. After a transient regime, where the species

that is released into the liquid forms a concentration boundary layer around the bub-

ble, a steady solution for the Sherwood number is reached and the terminal values

approach the predictions of Takemura and Yabe, 1998, with a relative error below

2%. Such a steady-state regime for the Sherwood number is clearly related to the

(steady-state) dynamics of the bubble, that is characterized by a constant terminal

velocity that allows for a time independent (in a reference frame moving with the

bubble) concentration boundary layer to develop around the interface.

Concentration profiles at the equatorial line of the bubble (i.e. x = xb, where
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xb is the x-coordinate of the center of the bubble) are compared in Figure 6.17 for

the various Péclet numbers at time t∗ = 6. As is expected, for large Pe numbers

0

0.05

0.1

0.15

0.2

0.25

0 0.04 0.08 0.12 0.16

x∗

y∗

y∗Σ

x∗ = x∗
b g

c∗

y∗ − y∗Σ

Case A (Pe = 465)
Case B (Pe = 4650)

Case C (Pe = 46500)
c∗(δc)

Figure 6.17: Equatorial concentration profiles at t∗ = 6 for different Péclet numbers.

the concentration profile is steeper than for low Pe values, where the diffusive term

becomes more relevant and the species concentration diffuses more rapidly into the

liquid region. In order to provide a quantitative measure of the boundary layer

thickness δc, the definition proposed by Bothe and Fleckenstein, 2013 is used here,

where δc is assumed to be the distance from the interface at which the concentration

field reaches the value:

c(δc) = (cc)Σ (1 − erf(1)) (6.29)

The horizontal (dotted) line in Figure 6.17 represents the concentration value c(δc)

and the distance from the interface where this value occurs reduces significantly

with increasing Péclet numbers. A summary of the numerical cases along with the

respective boundary layer thicknesses and mesh refinements is presented in Table

6.17, where the more demanding requirements in terms of grid resolution as the Péclet
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Case Pe ∆(lmax) δc cells/Dt=0
b cells/δc

(m) (m)

A 465 7.32 × 10−6 5.98 × 10−5 137 8
B 4650 1.83 × 10−6 1.89 × 10−5 546 10
C 46500 4.58 × 10−7 6.12 × 10−6 2185 13

Table 6.17: Grid refinements and concentration boundary layer thicknesses for rising
bubbles at different Péclet numbers.

number increases are evident. As expected, given the rectilinear rising trajectory

and spherical shape, the thickness of δc evolves following the potential flow theory,

i.e. δc ∝ Pe−1/2. It is reminded here that adaptive mesh refinement technique is

an extremely useful approach for this class of problems, where the maximum grid

density is needed only around the interface.

Finally, a qualitative representation of the species concentration around the in-

terface and the corresponding grid refinement is shown in Figure 6.18, for cases A,

B and C at time t∗ = 6.

Rising bubble in a creeping flow

In this section, the case of a rising bubble in a creeping flow is modelled. Here the

same setup proposed in Fleckenstein and Bothe, 2015 is replicated and the properties

of the gas-liquid system are reported in Table 6.18. To obtain a low Reynolds flow

Phase Density Viscosity Diffusivity M σ He

(kg m−3) (N s m−2) (m2 s−1) (kg mol−1) (N m−1)

Liquid 1245 0.46 0.06
Gas 1.2 1.8 × 10−5 1.48 × 10−6 0.044 5

Table 6.18: Gas-liquid properties for a rising bubble in a creeping flow.

(i.e. a creeping flow), the selected liquid viscosity is significantly large (compared

to common aqueous solutions) and this limits the magnitude of the rising velocity

of the bubble. In the work of Fleckenstein and Bothe, 2015, the authors derive an
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Figure 6.18: Contours of concentration (left) and mesh refinement (right) for Case
A (a), Case B (b) and Case C (c), at t∗ = 6.

analytical model for the mass transfer of a bubble rising in a creeping flow. This

model is based on the Hadamard-Rybczynski solution for the steady-state velocity

field around a rigid spherical particle moving along a straight line at low speeds

(Hadamard, 1911 and Rybczynski, 1911 - see section 2.1.2) and the terminal velocity

of a particle with radius Rb in a gravitational field g reads:

Ub =
2

3

ρc − ρd
µc

gR2
b

1 + µd/µc

2 + 3µd/µc

(6.30)
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The terminal velocity predicted by equation 6.30 for the gas-liquid properties re-

ported in Table 6.18 is Ub = 0.035 m s−1. However, in the simulation of Fleckenstein

and Bothe, 2015 the resulting rising velocity is found to be Ub = 0.03 m s−1, which

underestimates the theoretical value. To reproduce the results reported in Fleck-

enstein and Bothe, 2015 and validate the numerical methodology, the gravitational

acceleration in the present work is set to g = 8.92 m s−2, so that the resulting terminal

velocity of the bubble matches the value Ub = 0.03 m s−1. Here a single 3D bubble,

with initial diameter Dt=0
b = 0.004 m is confined in a large domain and surrounded

by an under-saturated solution with ζ = 0. The corresponding non-dimensional

numbers are Ga = 2.04, Bo = 2.96 and Sc = 250. According to the results re-

ported in the work of Tripathi et al., 2015, a bubble characterised by these Galilei

and Bond numbers is expected to rise vertically and retain its spherical shape; the

assumptions of the Hadamard-Rybczynski model are then fulfilled and their solution

can be applied to the present case. A summary of the numerical setup is reported

in Table 6.19, where the mesh refinement corresponds to approximately 68 cells per

(initial) diameter. An outflow boundary condition is set on the top face of the cubic

Case ζ L0 Dt=0
b lmax ∆(lmax) g Sc

(m) (m) (m) (m s−2)

A 0 0.48 0.004 13 5.86 × 10−5 8.92 250

Table 6.19: Numerical setup for a rising bubble in a creeping flow.

domain to allow the liquid flow across the boundary as the bubble shrinks; sym-

metric boundary conditions are applied to the other boundaries. Results are made

non-dimensional with the reference length Lref = Dt=0
b , time tref =

√
Lref/g and

the gaseous concentration, i.e. cref = ρd/M ; a summary of the reference values is

reported in Table 6.20.

To reproduce the regime where the analytical model is valid, the bubble needs to

reach a steady state regime where the rising velocity is constant and the concentra-

tion field around the bubble is time independent. The numerical simulation is first

run without taking into account the phase volume change (i.e. ṁ′ is set to null ev-
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Lref tref Uref gref cref ṁref

(m) (s) (m s−1) (m s−2) (mol m−3) (kg m−2 s−1)

0.004 0.021 0.189 8.92 27.3 235.2

Table 6.20: Reference dimensions for a rising bubble in a creeping flow.

erywhere) until the bubble reaches its (steady) terminal velocity. During this stage,

the mass transfer term (ṁ) is taken into account in the transport of species and a

concentration field develops around the interface until it becomes locally time inde-

pendent in a reference frame moving with the bubble velocity. The transient regime

of the bubble is characterized by an acceleration from rest and the time dependent

rising velocity is shown in Figure 6.19; the steady state regime is reached at t̄∗ ≈ 25,

where U∗
b = 0.159 (i.e. Ub = 0.03 m s−1). After the bubble reaches the steady state

regime, the phase volume change is activated and the volume of the bubble shrinks

as some of the gas is released into the liquid. As a result of the volume reduction,

the buoyancy force becomes less relevant and the bubble decelerates. This effect is

clearly visible in Figure 6.19 for t∗ > t̄∗, where the rising velocity decreases over time.

The volume reduction of the bubble is shown in Figure 6.20 where it is compared

against the analytical solution of Fleckenstein and Bothe, 2015. The phase change

process is simulated for a time interval of ∆t∗ = 15 (i.e. ∆t = 0.315 s) and the

numerical solution shows good accuracy, with a relative error on the volume ratio

after ∆t = 0.25 s (from the start of the volume phase change) of err (Vb/V
t=0
b ) ≈

0.43%.

A qualitative representation of the dissolution process is shown in Figure 6.21

at three different times. The plot shows the contours of gas concentration on the

XZ plane and the interface of the bubble. As expected, given the Galilei and Bond

numbers for this specific problem, the bubble rises vertically and retains its spherical

shape. The first two snapshots (Figure 6.21a and Figure 6.21b) are taken at time

t∗ = 0 and t∗ = 20 respectively. The volume is kept constant at this stage, but

the concentration field in the liquid is free to evolve as part of the gas is released

from the bubble. The last picture (Figure 6.21c) is taken at t∗ = 40 and shows the
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Figure 6.19: Rising velocity profile for a bubble in a creeping flow. The bubble
accelerates from rest until the steady state regime is reached (vertical dotted line).
For t∗ > 25, the volume of the bubble reduces and the rising velocity decreases
accordingly.

shrinking of the bubble. From these visualizations, it is possible to observe that the

thickness of the concentration boundary layer is not constant around the interface

and depends on which transport mechanism prevails locally. On top of the bub-

ble, diffusion and advection are in contrast with each other, since diffusion tends

to increase the concentration boundary layer thickness uniformly along the radial

direction, whilst advection constraints the concentration profile within a thin region.

Moving towards the equatorial region, the two transport mechanisms act in different

directions: advection occurs mainly along the rising trajectory, whilst diffusion oper-

ates always along the radial direction and the thickness of the concentration profile

grows accordingly. The wake close to the bottom of the bubble is characterised by

a region where the velocity is stagnant. Here, diffusion prevails over advection and

makes the concentration field almost uniform.
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Figure 6.20: Volume ratio Vs time for a rising bubble in a creeping flow. The volume
of the bubble is let free to evolve for t > t̄.

One of the advantages of numerical modelling is that simulations easily provide

access to local information that are difficult to obtain experimentally. An example

is shown in Figure 6.22a, where the contour of the mass transfer rate is plotted on

the XZ plane at t∗ = 20. The mass transfer is a local quantity that depends on

the gradient of concentration profile at the interface (ṁ ∝ −∂c/∂nΣ) and is directly

related to the thickness of the concentration boundary layer. As it was discussed

above, the thickness of the concentration profile is minimum on the top of the bubble;

as a consequence the gradient is steeper and the mass transfer reaches its maximum

(absolute) value (Figure 6.22b). The magnitude of the mass transfer progressively

decreases towards the equatorial region (Figure 6.22c) and becomes almost null in

the stagnation region at the bottom of the bubble (6.22d), where the concentration

is locally uniform.
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Figure 6.21: Bubble positions and contours of concentration at t∗ = 0 (a), t∗ = 20
(b) and t∗ = 40 (c).

6.3 Mixtures

In the previous section, only pure soluble species were considered. In this particular

case, even when a two-scalar approach for the transport of species is employed, only

one scalar equation for the concentration field needs to be solved for the prediction of

species distribution in the liquid domain, since the concentration in the gaseous region

is uniform and equal to cd = ρd/M . In this section, the general scenario of gaseous

soluble mixtures is considered and two transport equations (one for each phase) are

solved for each species, since the concentration field is generally not uniform in both

the liquid and gaseous domains.

Here two benchmarks are proposed for the competing mass transfer of multiple

soluble species. The first one consists of the modelling of a binary gas surrounded



6.3. MIXTURES 196

5.5

6

6.5

7

7.5

−1 −0.5 0 0.5 1

a)

6.8

6.9

7

7.1

7.2

−0.25 0 0.25

6.3

6.4

6.5

6.6

6.7

0.25 0.5 0.75

5.8

5.9

6

6.1

6.2

−0.25 0 0.25

z∗

x∗

−5 −4 −3 −2 −1 0
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Figure 6.22: Mass transfer rate on the XZ plane at t∗ = 20. Overview of the field
distribution (a) and details for the top (b), equatorial (c) and bottom (d) regions.

by a liquid annulus, whilst the second one is a study of the mass transfer for a rising

bubble in a mixed super/under-saturated solution.
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6.3.1 Competing mass transfer in an infinite cylinder

In this test case, a binary gaseous mixture made of two soluble components (species

A and B) is confined by a liquid annulus where Rin and Rext are the inner and

outer radius respectively. The liquid phase is therefore confined within the region

Rin < r < Rext, whilst the gaseous one exists for r < Rin. The axial length of

the cylinder (Lz) is infinite and the external radius is set to Rext = 1 mm. The

inner radius of the liquid annulus, which represents the interface between the phases,

is free to move as some of the species crosses the interface and is initially set to

Rt=0
in = 0.5 mm. Due to the infinite axial extension, the problem is independent

of the axial coordinate and can be represented by a 2D model; a sketch of the

computational domain is shown in Figure 6.23.

x

y

Ωd Ωc

Rext

Rin

Figure 6.23: Computational domain for an infinite gaseous cylinder (Ωd) confined by
a liquid annulus (Ωc).

The properties of the gas-liquid system are reported in Table 6.21 and approxi-

mate an air-water system.

The cases simulated in this section replicate the setups proposed in Maes and

Soulaine, 2020 and, for the first benchmark (referred to as Case A), the gaseous

(disperse) phase is initially composed of species B only, i.e. c
B(t=0)
d = ρd/M

B. Species

A is assumed to be weakly soluble in the liquid solvent, whilst species B is not soluble

and the respective Henry’s law coefficients are HA
e = 100 and HB

e → ∞. By setting

Henry’s law coefficient to HB
e → ∞ for species B, the equilibrium value on the liquid
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Phase Density Viscosity σ
(kg m−3) (N s m−2) (N m−1)

Liquid 1000 1 × 10−3 0.06
Gas 1 1.8 × 10−5

Table 6.21: Gas-liquid properties for competing mass transfer in an infinite cylinder.

side of the interface is
(
cBc
)
Σ

= 0, regardless of the amount of species within the

gaseous domain. Since no species B exists initially in the liquid domain, the mass

transfer of B across the interface is prevented (i.e. the solution is saturated with

respect to species B, ζB = 1) and the species is confined within the gaseous region.

The liquid domain is therefore composed of the solvent (not soluble in the disperse

phase) and species A, which has a relatively (compared to a typical gas solubility)

large Henry’s law coefficient and, therefore, is weakly soluble in the liquid solvent;

the concentration of A is kept constant at the external boundary (r = Rext) and set

to cAc (Rext, t) = ρd/
(
MAHA

e

)
. Diffusivity is the same for both species and is set to

DA
c = DB

c = 10−6 m2 s−1 and DA
d = DB

d = 10−4 m2 s−1 in the continuous and disperse

phases respectively.

Due to the symmetry of the problem, the velocity and concentration fields depend

only on the radial distance (and time), and the liquid moves along the radial direction

only:

uc = uc(r, t)er (6.31)

Since the gaseous density is much smaller than the liquid one, the interface moves

approximately with the liquid velocity at r = Rin (see the jump condition 3.5):

uΣ(t) = uc(Rin, t) (6.32)

The mass fraction of the generic k-th species within the disperse region is computed

as:

mk
d =

∫
Ωd

ckdM
k dV∫

Ωd
ρd dV

(6.33)
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and, for the conservation of mass, the sum of the mass fractions must always be

equal to one, i.e.:

mA
d + mB

d = 1 (6.34)

Since the diffusive transport of species A within the gaseous region occurs signifi-

cantly faster than in the liquid domain (DA
d = DA

c × 102), the concentration field in

Ωd can be reasonably considered as uniform. As some of the species A flows through

the liquid domain and crosses the interface, the inner radius Rin grows accordingly

and the global amount of mass that has crossed the interface at time t (since t = 0)

is π
(
R2

in(t) −R
2(t=0)
in

)
Lzρd; the corresponding (uniform) concentration of A reads:

cAd (t) =
ρd
MA

(
1 − R

2(t=0)
in

R2
in(t)

)
(6.35)

For the conservation of mass, as the interface expands with velocity uΣ = uΣ(t)er,

the velocity of liquid that is pushed across a cylindrical boundary with radius r is:

uc(r, t) =
Rin(t)

r
uΣ(t) (6.36)

The velocity of the interface depends on the mass transfer of species A only (since

B is not soluble) and reads:

uΣ(t) =
dRin

dt
=

DA
c M

A

ρd

(
∂cAc
∂r

)

r=Rin

(6.37)

The transport equation in Ωc for species A in cylindrical coordinates (where cAc (r, t)

depends only on the radial distance and time) is:

∂cAc
∂t

+ uc
∂cAc
∂r

=
DA

c

r

∂

∂r

(
r
∂cAc
∂r

)
for r > Rin(t) (6.38)

Finally, the boundary condition on the liquid side of the interface is provided by
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Henry’s law that, given the concentration cAd (t) in Ωd (equation 6.35)), reads:

cAc (Rin, t) =
ρd

MAHA
e

(
1 − R

2(t=0)
in

R2
in(t)

)
(6.39)

whilst the value on the outer boundary is set to:

cAc (Rext, t) =
ρd

MAHA
e

(6.40)

Equations 6.36 - 6.40 represent the mathematical formulation for the problem of an

expanding cylinder of gas confined by an infinite liquid annulus. However, for the

specific physical properties of Case A, a simplified formulation can be obtained (see

Maes and Soulaine, 2020 for more details). The magnitude of the interface velocity

can be estimated from equation 6.37 by assuming:

uΣ(t) =
DA

c M
A

ρd

(
∂cAc
∂r

)

r=R(in)

≈ DA
c

HA
e (Rext −Rt=0

in )
(6.41)

and for this specific case results in uΣ ≈ 0.02 mm s−1. Due to the low solubility of

species A (HA
e = 100) and the characteristic interface velocity, the concentration

of A in the liquid can be assumed at a quasi-stationary equilibrium for t > 0 and

equation 6.38 can be simplified to:

1

r

∂

∂r

(
r
∂cAc
∂r

)
= 0 for r > Rin(t) (6.42)

The analytical solution for the simplified problem reads:

cAc (r, t) =
ρd

MAHA
e

(
1 − R

2(t=0)
in

R2
in(t)

ln (r/Rext)

ln (Rin(t)/Rext)

)
for r > Rin(t) (6.43)

dRin

dt
=

DA
c R

2(t=0)
in

HA
e R

3
in(t) ln (Rin(t)/Rext)

for t > 0 (6.44)

and equation 6.44 can be easily integrated numerically.
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A summary of the numerical setup for Case A is shown in Table 6.22; the mesh

level is set to l = 8, which corresponds to ∆(l) = 1.95 × 10−5 mm, whilst the molar

masses are the same for both species and equal to MA = MB = 1 kg mol−1. The

concentration profile of species A in Ωc is initialized with equation 6.43 at t = 0,

coherently with the assumption of solution at equilibrium at every time step. Results

Case L0 c
A(t=0)
d c

B(t=0)
d c

A(t=0)
c c

B(t=0)
c HA

e HB
e

(m) (mol m−3) (mol m−3) (mol m−3) (mol m−3)

A 0.005 0 1 Eq. 6.43 0 100 ∞

Table 6.22: Numerical setup for a cylinder of gas expanding in an infinite liquid
annulus.

are made non-dimensional with the reference length Lref = Rext, time tref = ρcR
2
ext/µc

and concentration cref = ρd/M
A, whilst the reference velocity follows from Uref =

Lref/tref; these parameters are reported in Table 6.23.

Lref tref Uref cref
(m) (s) (m s−1) (mol m−3)

0.001 1 0.01 1

Table 6.23: Reference dimensions for a cylinder of gas expanding in an infinite liquid
annulus.

The numerical simulation is run for a time of ∆t = 5 s and the result in terms of

interface position (Rin) is compared against the analytical solution (equation 6.44) in

Figure 6.24, where a good accuracy is found. It is noted that the global displacement

at the end of the simulation is approximately ∆Rt=5 s
in ≈ 0.12 mm, which is reasonably

close to the prediction of equation 6.41, i.e. uΣ∆t = 0.1 mm.

The concentration profiles of species A along the radial direction at four different

times are reported in Figure 6.25 and compared against the analytical solutions of

equation 6.35 and equation 6.43 for r < Rin and Rin < r < Rext, respectively.

The distribution is discontinuous at r = Rin (Henry’s Law) and the concentration
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Figure 6.24: Inner radius of the liquid annulus Vs time for Case A.

is uniform in the gaseous phase (r < Rin), confirming thus the assumption behind

equation 6.35.

Contours of gas concentration for species A and B are presented in Figure 6.26

at two different times and show how the amount of species A increases in Ωd as the

cylinder expands, whilst the concentration of B decreases accordingly. Due to the

symmetry of the problem, the interface is always circular at any time t > 0.

In the case considered so far (Case A), the only transferable species between the

gaseous and liquid phases is species A. In a more general scenario, both species are

soluble and can be transported across the interface. In the case of competing mass

transfer, the transport of species A and B might occur in opposite directions and

the resulting phase volume change takes into account both mass transfers. To test

the accuracy of the proposed methodology, four cases of competing mass transfer

proposed in Maes and Soulaine, 2020 are tested here. The gaseous region is initially

composed of species B only, whilst the liquid phase contains the solvent (not soluble
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Figure 6.25: Radial concentration profiles of species A at t∗ = 0.1 (a), t∗ = 1 (b),
t∗ = 2.5 (c) and t∗ = 5 (d) for Case A. Crosses represent the numerical solution,
whilst the continuous red line is the analytical one. The vertical dotted line shows
the interface location, i.e. r = Rin.

in Ωd) and species B at the chemical equilibrium, i.e. c
B(t=0)
c = ρd/

(
MBHB

e

)
. The

initial concentration of A is set to null everywhere, but the concentration values at

the external boundary are cAc (Rext, t) = ρd/
(
MAHA

e

)
and cBc (Rext, t) = 0 mol m−3.

The system is initially at chemical equilibrium since both saturation ratios are equal

to one (i.e. ζA = ζB = 1); however, the jump in the concentrations between the

liquid phase and the outer border activates an outflow for species B and an inflow

for species A (i.e. B diffuses out of the domain, whilst A diffuses into it) that take
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Figure 6.26: Contours of concentration for species A at t∗ = 0 (a), t∗ = 5 (b) and
species B at t∗ = 0 (c), t∗ = 5 (d) for case A. The gaseous region is initially composed
of B only, then the concentration of A increases (due to the mass transfer) and B
decreases accordingly.

the system far from equilibrium (i.e. ζA = ζB ̸= 1). At this point, the interface

evolves (radially) in order to re-establish the chemical equilibrium. The diffusivity is

the same as Case A and so are the geometry of the annulus and the grid refinement.

Different solubilities are tested here and a summary of the cases is shown in Table

6.24. It is worth noting that, since the solubility has been increased from Case A and
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Case L0 c
A(t=0)
d c

B(t=0)
d c

A(t=0)
c c

B(t=0)
c HA

e HB
e

(m) (mol m−3) (mol m−3) (mol m−3) (mol m−3)

B 0.005 0 1 0 1 1 1
C 0.005 0 1 0 1 2 1
D 0.005 0 1 0 0.5 1 2
E 0.005 0 1 0 0.5 2 2

Table 6.24: Numerical setup for a cylinder of gas confined by a liquid annulus.

both species can be transferred across the interface, the analytical model of equations

6.43 - 6.44 is no longer valid for these cases.

The results for cases B, C, D and E are shown in Figure 6.27. For all the cases, the

mass fraction of B is initially one
(
m

B(t=0)
d = 1

)
whilst the mass fraction of species

A is null
(
m

A(t=0)
d = 0

)
, since B is the only component that exists in Ωd at t = 0.

As some of species A flows into the gaseous region and species B is transferred to

the liquid domain, the chemical composition of the binary mixture changes and the

mass fraction of A increases, whilst the concentration of B in Ωd decreases. For each

plot in Figure 6.27, the total mass fraction for Ωd (i.e. mtot
d = mA

d +mB
d ) is reported

and is shown that the mass is conserved, i.e. mtot
d = 1 for t > 0.

The system evolves towards the equilibrium, where no species B exists in the

domain (coherently with the boundary condition at r = Rext, i.e. cBc (Rext, t) = 0)

and the concentration of A in the liquid is cA,eq
c = ρd/

(
MAHA

e

)
. In cases B and

E (Figure 6.27a and Figure 6.27d respectively), the solubility of the species is the

same and the problem is symmetric, since cA,eq
c = c

B(t=0)
c . As a result, the mass

transfer rate of A across the interface has the same magnitude but opposite direction

of species B and the dimension of the gaseous region (Rin) remains constant. The

only difference between these two cases is the velocity at which the competing mass

transfer occurs. In Case E, the diffusive flux that brings B out of the domain (and

A into the liquid region) is smaller than Case B, since the initial concentrations in

the liquid region are c
B(t=0)
c = 0.5 mol m−3 and c

B(t=0)
c = 1 mol m−3 for cases E and

B respectively, whilst the value at the outer boundary is null for both cases. This is
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Figure 6.27: Plot of mass fractions in Ωd and radius Rin Vs time for Case B (a), Case
C (b), Case D (c) and Case E (d).

evident in Figure 6.27a and Figure 6.27d, where the time required by the system to

reach the point mA
d = mB

d = 0.5 is t∗ = 0.144 and t∗ = 0.206 for Case B and Case E

respectively.

In Case C (Figure 6.27b), the solubility of the species is different and the concen-

tration of species A in Ωc at the equilibrium point is cA,eq
c = 0.5 mol m−3 < c

B(t=0)
c .

The overall amount of moles of species A that needs to be introduced into the domain

is therefore smaller than the number of moles of B that exists at t = 0. Therefore,

the competing mass transfer results in a net flux of mass out of the domain and the
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radius of the gaseous region decreases accordingly. The opposite scenario occurs in

Case D (Figure 6.27c), where the net flux of mass is driven by species A and the

gaseous cylinder expands.

Finally, a comparison of these cases with the results of Maes and Soulaine, 2020

is reported in Figure 6.28 for the mass fractions in Ωd and the radius Rin. A good

comparison is achieved for all the cases, where the trend of the plots matches the

reference data for all the plotted variables, although some quantitative differences

are visible.
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Figure 6.28: Comparison between the present work and the results in Maes and
Soulaine, 2020 for Case B (a), Case C (b), Case D (c) and Case E (d).
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6.3.2 Competing mass transfer in a rising bubble

In this section, the competing mass transfer amongst multiple soluble species for a

rising bubble is considered. This is a common scenario in industrial applications,

where several species or contaminants are present in both phases and are transferred

in both directions, i.e. from the disperse phase to the continuous one and vice

versa. To get an accurate prediction of the phase volume change, all the individual

mass transfers need to be taken into account. Here, the test case proposed in the

numerical work of Fleckenstein and Bothe, 2015 is reproduced, where a bubble rises

in a large domain and three different soluble species are involved into the conjugate

mass transfer process. A similar (experimental) investigation, but for bubbles rising

in a vertical pipe, is presented in Hosoda et al., 2015.

The properties of the gas-liquid system used for the present test case are reported

in Table 6.25. The soluble species that exist in the present model are: CO2, N2 and

Phase Density Viscosity σ
(kg m−3) (N s m−2) (N m−1)

Liquid 997 8.9 × 10−4 0.072
Gas 1.962 1.445 × 10−5

Table 6.25: Gas-liquid properties for the competing mass transfer in a rising bubble.

O2; the respective properties are reported in Table 6.26. In order to speed up the

Species Diffusivity in Ωc Diffusivity in Ωd M He Sc
(m2 s−1) (m2 s−1) (kg mol−1)

CO2 1.9 × 10−8 1.9 × 10−6 0.044 1.20 46.98
N2 2.0 × 10−8 2.0 × 10−6 0.028 67.0 44.63
O2 2.3 × 10−8 2.3 × 10−6 0.032 31.5 38.81

Table 6.26: Gas-liquid properties for the competing mass transfer in a rising bubble.

volume change process and reduce the computational time of the simulation, the

diffusivity for all the species in the liquid domain
(
Dk

c

)
has been increased by a
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factor of 10 with respect to the real physical property (the same approach is used

in the reference case of Fleckenstein and Bothe, 2015); the corresponding diffusivity

in the disperse phase
(
Dk

d

)
is assumed to be 100 times larger than the continuous

one
(
i.e. Dk

d = Dk
c × 102

)
. The solubility of CO2 is significantly larger than the

solubility of the other species (lower Henry’s law coefficient), which means that for

the same concentrations in both phases, the mass transfer from the gaseous region

to the liquid (under-saturated solutions) occurs faster for CO2, than N2 and O2; the

opposite scenario occurs for super-saturated solutions, where the transfer from the

continuous phase to the liquid one is quicker for N2 and O2 than CO2. In Table 6.26,

the Schmidt numbers are computed with the liquid properties reported in Table 6.25

and are similar for all the species, since the diffusivity of each component doesn’t

change significantly.

The initial diameter of the bubble is set to Dt=0
b = 0.8 mm and the bubble is

confined in a large domain with L0 = 48 mm where it rises under the effect of

the gravitational field g = 9.81 m s−2. Due to the large dimension of the domain

compared to the bubble size, end walls effect do not affect the dynamics of the

bubble in the present case. The Galilei and Bond numbers are Ga = 79.39 and

Bo = 0.0869 respectively and, for these parameters, the bubble is expected to rise

vertically, keeping the original spherical shape. Therefore, a 2D axisymmetric model

is used here, where only half of the bubble is considered, and the rising trajectory

is the horizontal x−axis, i.e. g = −gex. An outflow condition is applied to the

right boundary to allow the liquid enter/leave the domain as the bubble volume

changes, whilst symmetric conditions are used for the other boundaries; adaptive

mesh refinement is used to keep the grid at the finest level around the bubble and save

computational cells far from the interface. Results are made non-dimensional with

the reference length Lref = Rt=0
b , time tref =

√
Lref/g and the gaseous concentration

in Ωd if the bubble is composed of CO2 only, i.e. cref = ρd/M
CO2 ; a summary of the

reference values is reported in Table 6.27. To reproduce a competing mass transfer

scenario, where the soluble species are transferred across the interface in opposite

directions, a mixed under- and super-saturated liquid solution is used. The bubble

is initially composed of CO2 only (i.e. c
CO2(t=0)
d = 44.59 mol m−3), whilst the liquid
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Lref tref Uref cref
(m) (s) (m s−1) (mol m−3)

0.0004 0.00639 0.0626 44.59

Table 6.27: Reference dimensions for the competing mass transfer in a rising bubble.

solution is composed by the solvent (not soluble in Ωd) and species N2, O2 with

concentrations c
N2(t=0)
c = 0.51 mol m−3 and c

O2(t=0)
c = 0.27 mol m−3. The solution

is therefore under-saturated for CO2

(
ζCO2 = 0

)
and super-saturated for the other

species
(
ζN2 , ζO2 > 0

)
.

A mesh sensitivity study is first performed to evaluate the level of grid refinement

that is necessary to reach a mesh independent solution and a list of the cases with the

relative setup is shown in Table 6.28. The simulations are run for a time interval of

Case A Case B Case C Case D

Dt=0
b (m) 0.0008 0.0008 0.0008 0.0008

L0 (m) 0.048 0.048 0.048 0.048
lmax 13 14 15 16
∆(lmax) (m) 5.86 × 10−6 2.93 × 10−6 1.46 × 10−6 7.32 × 10−7

cells/Dt=0
b 136 273 546 1092

cCO2
d (mol m−3) 44.59 44.59 44.59 44.59

cN2
d (mol m−3) 0 0 0 0

cO2
d (mol m−3) 0 0 0 0
cCO2
c (mol m−3) 0 0 0 0
cN2
c (mol m−3) 0.51 0.51 0.51 0.51
cO2
c (mol m−3) 0.27 0.27 0.27 0.27

Table 6.28: Grid convergence study for the competing mass transfer in a rising
bubble. The concentrations in both phases refer to the initial (t = 0) chemical
composition.

∆t = 0.25 s and results in terms of phase volume change for the bubble are shown in

Figure 6.29. The grid convergence analysis shows that a mesh independent solution

is reached for the grid level l = 15 (Case C), which corresponds to approximately 546
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Figure 6.29: Grid convergence for the competing mass transfer in a rising bubble.
Plot of bubble volume Vs time.

cells per diameter at t = 0. For the selected chemical composition of the liquid and

gaseous phases, CO2 is transferred from the bubble to the liquid (under-saturation),

whilst N2 and O2 flow in the opposite direction (super-saturation). Due to the larger

solubility of CO2 compared to the other species and the weak super-saturation ratios

for N2 and O2, the competing mass transfer is dominated by CO2 and results in a

net flow of mass out of the bubble; the phase volume decreases accordingly. The

volume reduces almost linearly in the first part of the simulation (until t∗ ≈ 10),

where the mass transfer is driven by CO2 and the concentration of N2 and O2 are

still marginal. As the chemical composition inside the bubble changes and the mass

fractions of N2 and O2 become more relevant, the volume change rate decreases and

becomes almost negligible for t∗ > 30. If the simulation was run for ∆t∗ > 40, the

volume change would have reached a minimum and, after that, started to increase

as the mass fraction of CO2 in Ωd becomes irrelevant, whilst N2 and O2 keep flowing
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towards the bubble. Since the solution is mesh independent with l = 15, Case C is

used in the following part of the analysis.

Due to the phase volume change, the dynamics of the bubble never reaches a

steady-state regime. The plot of the bubble rising velocity Ub, along with the Péclet

numbers for the soluble species, is shown in Figure 6.30. The bubble accelerates from
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Figure 6.30: Plot of bubble rising velocity and species Péclet numbers Vs time for
Case C.

rest until t∗ ≈ 6, where the maximum velocity is reached, and then decelerates as a

consequence of the decrease in volume and in the corresponding buoyancy force. The

Péclet numbers are computed based on the time dependent bubble diameter Db(t)

and the maximum value is reached for CO2 at t∗ ≈ 6, where PeCO2 ≈ 7800. The plots

of the rising velocity and Péclet numbers have a similar shape, since Pek = RebSc
k

and the Reynolds number is directly proportional to Ub; however, the curves for Pe

are not exactly a scaled version of Ub(t), since the bubble diameter used for the

computation of Reb is time dependent. The results in terms of grid sensitivity are
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consistent with the analysis performed in section 6.2.4 for pure bubbles rising at

different Péclet numbers in an under-saturated solution (ζ = 0). Although in the

present case the competing mass transfer amongst multiple species in a mixed under-

and super-saturated solution is considered, the conjugate mass transfer is dominated

by CO2 for which the saturation ratio is null. Therefore, a direct comparison with

the previous results for pure bubbles is possible and in that case (where the volume

change of the bubble was not taken into account) a mesh independent solution was

obtained with 546 cells per bubble diameter at the terminal (steady) Pe = 4650 (see

Table 6.17). In the present case of competing mass transfer, the maximum Péclet

has the same order of magnitude of the steady Pe for the pure species case, and

the same mesh resolution with 546 cells per (initial) diameter is needed to reach

a grid independent solution (Case C, see Table 6.28). This result suggests that in

the case of mixtures where a single species dominates the competing mass transfer

(e.g. pure bubbles in slightly contaminated solutions), useful information in terms

of grid requirements can be obtained from the equivalent pure species case, without

the need to take into account the actual phase volume change.

Results in terms of chemical composition of the bubble are shown in Figure 6.31

for Case C. The bubble is initially composed of CO2 only, therefore the mass fractions

(equation 6.33) are m
CO2(t=0)
d = 1 and m

N2(t=0)
d = m

O2(t=0)
d = 0. As the phase change

process occurs, CO2 is transferred to the liquid, whilst the other species flow across

the interface in opposite directions; the mass fraction of CO2 decreases, whilst the

fractions of the other species increase accordingly. Due to the lower solubility of N2

compared to O2 and larger initial concentration in the liquid phase (c
N2(t=0)
c > c

O2(t=0)
c

see Table 6.28), the mass fraction of N2 grows faster than O2 and reaches the same

value of the fraction of CO2 at t∗ ≈ 34.8 and becomes the most relevant component

of the bubble for t∗ > 34.8. The fraction of O2 equals CO2 at t∗ ≈ 37.7 and CO2

becomes the most marginal species at the end of the simulation. The sum of the

mass fractions is reported in Figure 6.31, which shows that the method is mass

conservative since the global mass fraction is always mCO2
d + mN2

d + mO2
d = 1 for

t > 0.

To validate the accuracy of the numerical methodology developed within the
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present thesis, results are compared with the work of Fleckenstein and Bothe, 2015,

where the setup for this case was taken from. In the reference of Fleckenstein and

Bothe, 2015, the mesh density corresponds to approximately 102 cells per (initial

diameter), which is similar to the grid refinement used for Case A in the present

work (see Table 6.28). Case A is therefore used for the comparison against the

reference case and results in terms of volume and mass fractions of the bubble are

reported in Figure 6.32. A good comparison is obtained for all the plotted quantities,

which confirms that the proposed methodology is able to deal with the complex case

of competing mass transfer in moving bubbles. However, it is worth reminding here

that the solution is not mesh independent for Case A and that quantitative differences

are clearly visible when Case A is compared against Case C (e.g. in Case A, CO2 is

the major component of the bubble for the whole simulated time, whilst in Case C

is the minor one at the end of the simulation).

A qualitative representation of the problem is shown in Figure 6.33, where the
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concentrations of the three soluble species are compared at two different times. At

t∗ = 4, the bubble is mainly composed of CO2 (Figure 6.33a), whilst the other

components have a marginal fraction (Figure 6.33c and Figure 6.33e). The typical

distribution of species concentration around a dissolving rising bubble is clearly vis-

ible for CO2: the concentration boundary layer is confined within a thin region on

top of the bubble and its thickness increases towards the rear of the bubble, where

the transport mechanisms of diffusion and advection occur in different directions.

A similar, but symmetric, distribution in the liquid region occurs for N2 and O2.

In this case, due to the super saturated solution
(
ζN2 , ζO2 > 1

)
, the concentration

profiles have their maximum (constant) value in the bulk liquid and reach a mini-

mum at the interface. The near wake of the bubble is therefore characterized by a

low concentration region for these species. As the competing mass transfer process

develops, the concentration of CO2 within the bubble reduces (Figure 6.33b), whilst
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Figure 6.33: Contours of concentration at t∗ = 4 (left) and t∗ = 29 (right) for CO2

(a, b), N2 (c, d) and O2 (e, f).

the other components increase their fractions (Figure 6.33d and Figure 6.33f). Con-

sistently with the Galilei and Bond numbers for this specific case, the bubble retains

its spherical shape and, due to the larger diffusivity in the gaseous phase than the

liquid one, the concentrations in Ωd can be reasonably assumed constant at every

time t > 0.

Finally, the profiles along the equatorial line are plotted in Figure 6.34 at t∗ = 4

and t∗ = 29, where the typical interfacial concentration profiles for soluble species in

under- (CO2) and super- (N2, O2) saturated solutions can be easily recognised. For
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the first part of the simulation, the concentration of N2 and O2 inside the bubble

is still marginal and the corresponding profiles have a (constant) bulk value in the

liquid phase larger than the gaseous one (Figure 6.34a). As the simulation progresses,

the concentrations of N2 and O2 in Ωd get closer to CO2, and their values become

larger than the respective bulk liquid ones (Figure 6.34b). The slope of the profiles at

the interface is directly related to the individual mass transfer rates. As the bubble

dissolves, the interfacial gradients of concentration decrease due to the increase of

the boundary layer thickness (this is evident by comparing Figure 6.34a and Figure

6.34b for CO2) and the respective species mass transfer rates decrease accordingly.

Finally, it is important to remind here that the present modelling approach is

based on the assumption of incompressible (constant) phase densities. However, in

case of mixtures and competing mass transfer, the chemical composition of bub-
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bles changes over time and the gaseous density should be updated accordingly, since

species have different properties. This is currently not performed here and, therefore,

a potential improvement to the present numerical method would be the implemen-

tation of a compressible disperse phase, where the variable density is related to the

composition of the mixture through an equation of state (e.g. ideal gas law for

mixtures).



Chapter 7

Applications

In this section, the numerical methodology developed within the present thesis is

employed for the modelling of industrially relevant applications. Standard numerical

tools used for the design of complex systems are generally based on average models

(e.g. RANS) due to the large cost of high-fidelity computations. The goal of this

section is to show how Direct Numerical Simulations can be used to inform the

development of industrial systems. The focus is on the design of chemical reactors

where diffusion-driven mass transfer processes occur. The section is organized as

follows: the case of hydrogen bubbles growing in electrochemical cells is studied in

section 7.1, whilst mass transfer in two-phase Taylor-Couette reactors is discussed in

section 7.2.

7.1 Growing bubbles on planar electrodes

In this section, the growth of electrochemically generated bubbles on planar elec-

trodes is investigated. In electrochemical reactors, the voltage difference between

electrodes drives an electric current through the electrolytic solution that activates

non-spontaneous chemical reactions. A product of these reactions is typically a gas

molecule (e.g. in the electrolysis of water, H2O is split into oxygen and hydrogen),

which is generated next to the electrode wall. As the reaction occurs, a locally

219
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super-saturated solution (ζ > 1) develops near the electrodes and drives the growth

of gaseous bubbles on the surface. Bubbles tend to nucleate from microscopic pits on

the wall surface (heterogeneous nucleation), where some of the molecules are trapped

and form gaseous pockets. As the solution becomes locally super-saturated, the dis-

solved gas molecules diffuse from the liquid solution to the gaseous sites, and the

volume of the pockets increases accordingly, leading eventually to the formation of

bubbles. This phenomenon is of great relevance for the design of electrochemical

cells, since the presence of bubbles can significantly affect the performance of this

type of reactors. When bubbles form on the wall surface, they reduce the active

(uncovered) area of the electrodes and induce a non uniform current density in the

electrolytic solution. Due to the lower electrical conductivity of the gaseous phase

with respect to the liquid one, the presence of bubbles impedes the transport of ions

across the reactor cell and the effective resistance of the solution increases. All theses

phenomena have a negative effect on the reactor performance and a deep understand-

ing of these processes is fundamental to improve the design of such systems. Due to

the complexity of the phenomenon and their multi-physics nature, direct numerical

simulation is a valuable tool for the investigation of these processes and can provide

detailed information for the improvement of engineering design tools. For a review

on the effects of bubbles on electrochemical reactors, the reader is referred to Angulo

et al., 2020, whilst a review on bubble generation mechanisms and their management

in microfluidic devices can be found in Pereiro et al., 2019.

Here the experimental setup used in the work of Glas and Westwater, 1964 for

the study of the growth of hydrogen bubbles on planar electrodes is replicated. In

this work, the authors investigate several parameters that can affect the nucleation

of bubbles (e.g. current density, electrode dimension and materials, etc) and report

a comprehensive study on the growth rates of electrolytic bubbles. The experimen-

tal apparatus consists of a wire with a small diameter whose flat end is used as an

electrode where bubbles are generated. Different diameters and materials are tested,

and the tip of the electrode is immersed into an electrolytic solution. A high speed

camera is used to capture images of the growing bubbles and to measure their growth

rates and contact angles. A previous numerical study that replicates the same ex-
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perimental setup is available in Liu et al., 2016, where the authors combine a VOF

method with empirical correlation models for the mass transfer coefficient. In the

present work, a direct simulation approach is used and the concentration bound-

ary layer around the interface is fully resolved; the mass transfer follows from the

gradient of concentration and no models are used for its prediction.

The properties of the gas-liquid (G-L) systems used in the experiments (Exp)

of Glas and Westwater, 1964 and in the present work (Num) are reported in Table

7.1. The large density ratio between the electrolytic solution and hydrogen in the

Phase Density Viscosity Diffusivity M σ
(kg m−3) (N s m−2) (m2 s−1) (kg mol−1) (N m−1)

L(Exp) 996 8.32 × 10−4 7.5 × 10−2

L(Num) 996 8.32 × 10−4 7.5 × 10−6

G(Exp) 0.08 8.96 × 10−6 7.38 × 10−9 0.002
G(Num) 0.8 8.96 × 10−6 7.38 × 10−9 0.02

Table 7.1: Gas-liquid properties for a rising bubble in a creeping flow.

experiments (ρc/ρd = 12450) is observed to slow down the implicit solver (multigrid

algorithm, see chapter 4.3) of the Navier-Stokes solver; for this reason, the density

of the disperse phase has been increased by a factor of 10 in the present simulations.

Such change in the density ratio is not expected to affect the dynamics of the bubble,

as the present study is limited to the growth stage of bubbles attached to the planar

electrode and the movement of the interface is mainly determined by the phase-

change process. However, even in the case of rising bubbles, the effect of such

change in the density ratio does not affect significantly the general behaviour of

the bubbles (e.g. terminal velocity, rising trajectory), as reported in the work of

Bunner and Tryggvason, 2002. Since the (uniform) molar concentration and species

density in Ωd are related through the formula cd = ρd/M , the molar mass of the

soluble species has been increased by the same factor used for the density. In this

way, the concentration field from the simulations is directly comparable with the

experiments and the corresponding volume change is consistent (∆Vd ∝ M/ρd). Due

to the small length scales that characterize the experiments, where typical bubble
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radius are of the order of Rb ≈ 10−1 mm, the surface tension force prevails over

gravity (large interfacial curvature) as long as the bubble is attached to the wall (i.e.

the growth stage) and the spherical shape of the interface is preserved. A very fine

mesh is then required to resolve the interface dynamics (small bubble radius) and the

time step must be small enough to capture the oscillation of the smallest capillary

wave. This results in a strong limitation on the maximum time step that can be used

to ensure the stability of the numerical (explicit) scheme (see the CFL condition of

the Navier-Stokes solver, equation 4.47) and makes the cost of the computations

significantly expensive. Therefore, to reduce the computational cost, the surface

tension coefficient has been decreased by a factor of 10−4 and gravity is neglected.

The reduced surface tension, in absence of gravity, is large enough to keep the bubbles

in a spherical shape and the simulations are representative of the experimental growth

stage, during which the bubbles are still attached to the electrode; the detachment

and the following rising regime are not modelled here. The solubility of hydrogen in

the electrolytic solution (Henry’s law coefficient) is set to He = 53.3.

The production of dissolved hydrogen (H2) at the electrode wall is given by Fara-

day’s law:

NH2 =
I

2F
n (7.1)

where NH2 is the molecular flux of hydrogen (mol m−2 s−1), F is the Faraday constant

(F = 96 485.3 A s mol−1), I is the current density (A m−2) and n is the normal vector

at the electrode wall. In the present numerical setup, the flat end of the electrode

is a circle on the YZ plane centered at the origin of the reference system; the wall

normal is therefore n = ex and the flux of hydrogen at the electrode is set through

the following Neumann boundary condition for the molar concentration cH2
c :

∂cH2
c

∂x
=

NH2 · ex
DH2

c

f for
√

y2 + z2 <
De

2

∂cH2
c

∂x
= 0 for

√
y2 + z2 >

De

2

(7.2)

where De = 0.127 mm is the electrode diameter. The boundary condition reported in

equation 7.2 ensures that the amount of moles introduced by diffusion in the liquid
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domain is consistent with Faraday’s law (equation 7.1) and that the flux of hydrogen

occurs only across the active surface of the electrode (the area adjacent to the liquid

solution), i.e. the region where
√

y2 + z2 < De/2 and f > 0. It is reminded here

that the electric field is not modelled in the following simulations. Therefore, its

effect on surface tension as well as the presence of electrohydrodynamic stresses in

the momentum equation are neglected, consistently with the governing equations

discussed in chapter 3.

In the VOF framework, the volume fraction of the disperse phase needs to be

initialised with a bubble of finite size (see the discussion in section 6.2.3). In the

present simulations, bubbles are initialised with a diameter of Dt=0
b = De/10 =

0.0127 mm and the computational domain has a size of L0 = 25Dt=0
b = 0.3175 mm.

Adaptive mesh refinement is used and the maximum grid level is set to lmax = 10,

which corresponds to a spatial refinement of ∆(lmax) = 3.1×10−4 mm (approximately

41 cells per diameter at t = 0). When a single bubble placed at the centre of

the electrode is modelled, the problem is symmetric (the bubble is supposed to

expand radially, based on experimental evidence) and the system can be solved with

a 2D axisymmetric solver (see Liu et al., 2016). A sketch of the 2D case setup

and a representation of the adaptive grid are shown in Figure 7.1a and Figure 7.1b,

respectively. The axisymmetric condition is applied to the x−axis, whilst an outflow

boundary condition is set on the right boundary to allow some of the liquid leave the

domain as the bubble grows; the other boundaries are treated as symmetric walls.

The electrode surface is then treated as a uniform slip wall, where a prescribed

contact angle ϑ can be imposed by setting the corresponding curvature at the wall

(see Afkhami and Bussmann, 2009 for details on the numerical implementation).

A more appropriate treatment to capture the contact line motion is given by the

Navier-slip boundary condition, where the tangential velocity at the wall depends

on the shear stress and a characteristic dimension, the slip length, which is generally

of a few nanometers. The Navier-slip condition is then coupled with either a static

contact angle or a dynamic model. The slip length generally depends on the specific

gas-liquid configuration and properties of the surface wall; no universal models exist

for its prediction. The derivation of an accurate treatment of the moving contact line
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Figure 7.1: 2D Computational domain (a) and adaptive mesh refinement (b) for a
growing bubble on a planar wall. The contact angle ϑ is kept constant during the
simulation.

is beyond the scope of the present work and the results presented in the following

show that, for the prediction of the growth rate of a bubble attached to a solid wall,

the use of a standard slip condition provides sufficiently accurate results. The reader

interested in a review on the available models for contact lines and their numerical

implementation is referred to the work of Sui et al., 2014. When multiple bubbles

are considered, the problem is no longer axisymmetric and a 3D model is used. In

this case, the electrode is placed at the centre of the left wall and the right boundary

is still treated with an outflow condition; all the other walls are symmetric.

The solution is initially saturated (i.e. ζH2(t=0) = 1) and the flux of hydrogen

(equation 7.2) starts to increase the concentration in the region adjacent to the

electrode for t > 0. It is observed in the experiments that, after the current is

applied to the electrode, the system requires a waiting time before a bubble can

nucleate. During this waiting time (referred to as nucleation time tn in the present

work) the flux of molecules generates a locally super-saturated solution next to the

electrode, which then drives the nucleation and the following growth of the bubble.

In the present simulations, the nucleation time is set to tn = 0.02 s (which is a realistic

value, according to the measurements reported in Glas and Westwater, 1964) and

the volume of the bubble is let free to evolve for t > tn.
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A relevant parameter for the dynamics of growing bubbles on flat surfaces is the

contact angle (ϑ) between the gas-liquid interface and the wall. As the contact angle

varies, the interfacial area of a bubble changes accordingly and this, in turn, affects

the advection of species as the bubble expands. The contact angle is not a constant

property of the systems but rather changes over time as the bubble evolves, as

reported by Glas and Westwater, 1964 and, in principle, any model should consider

this aspect. Implementing variable contact angle dynamics is out of the scope of

the present work and, in these simulations, the effect of the contact angle is tested

by comparing two different (but constant over time) values, i.e. ϑ = 90 deg and

ϑ = 35 deg.

A list of the cases for the modelling of growing bubbles on planar electrodes is

reported in Table 7.2. Cases A and B consider the generation of a single bubble,

Case # bubbles Solver I ϑ L0 ∆(lmax)
(A m−2) (deg) (mm) (mm)

A.1 1 2D (Axi) 100 90 0.3175 3.1 × 10−4

A.2 1 2D (Axi) 300 90 0.3175 3.1 × 10−4

A.3 1 2D (Axi) 500 90 0.3175 3.1 × 10−4

A.4 1 2D (Axi) 700 90 0.3175 3.1 × 10−4

A.5 1 2D (Axi) 1000 90 0.3175 3.1 × 10−4

B.1 1 2D (Axi) 100 35 0.3175 3.1 × 10−4

B.2 1 2D (Axi) 300 35 0.3175 3.1 × 10−4

B.3 1 2D (Axi) 500 35 0.3175 3.1 × 10−4

B.4 1 2D (Axi) 700 35 0.3175 3.1 × 10−4

B.5 1 2D (Axi) 1000 35 0.3175 3.1 × 10−4

C.1 4 3D 100 35 0.635 6.2 × 10−4

C.2 4 3D 300 35 0.635 6.2 × 10−4

C.3 4 3D 500 35 0.635 6.2 × 10−4

C.4 4 3D 700 35 0.635 6.2 × 10−4

C.5 4 3D 1000 35 0.635 6.2 × 10−4

Table 7.2: Numerical setup for growing bubbles on planar electrodes.

whilst cases C model the simultaneous growth of multiple (four) bubbles. As it was
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introduced earlier, bubbles tend to nucleate from microscopic pits on the electrode

surface and, in practical applications, many of these nucleation sites are present in

the reactor and, therefore, many bubbles are expected to be generated at the same

time. Even in the lab-controlled experiments of Glas and Westwater, 1964, where

the electrodes are regularly polished between consecutive runs, small surface defects

persist on the wall and multiple bubbles nucleate simultaneously. The choice of

modelling four bubbles in cases C is justified by the experimental data, where at least

four nucleation sites are generally active at the same time. In the numerical setup

of these cases, the bubbles are arranged on a circle at a distance from the center

of the electrode of 0.038 mm and are equally spaced. The grid size is coarsened,

compared to cases A and B, as this is found not to affect significantly the results

but allows for a reduction in the computational cost (which is particularly relevant

for 3D simulations). The contact angle for cases C is set to ϑ = 35 deg as this is

representative of a time-average contact angle value, as found in the experimental

measurements. Finally, it is reminded that gravity is neglected for all the simulated

cases and results are presented here in their dimensional form, for a direct comparison

against the work of Glas and Westwater, 1964.

The first finding from the experimental campaign is that the growth of bubbles

attached to a planar wall follows the same functional relationship of Scriven’s solution

for suspended bubbles in supersaturated solutions (see section 6.2.3, equation 6.16).

The radius of the bubble evolves as Rb(t) ∝
√
t and the analytical formula is reported

here for the reader’s convenience:

Rb(t) = 2β
√

Dct (7.3)

In the present work, the effect of the current density on the growth of bubbles is

investigated for two contact angle values, i.e. ϑ = 90 deg and ϑ = 35 deg (cases

A and B, respectively), and results are reported in Figure 7.2. For all the selected

current densities and contact angles, the evolution of the radius over time follows

with a good approximation the functional law of Scriven and, as expected, the growth

rate increases with the current density, as more gas is released into the liquid domain,
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Figure 7.2: Bubble radius evolution for ϑ = 90 deg (a) and ϑ = 35 deg (b) at different
current densities. The growth rate follows Scriven’s solution, i.e. Rb ∝

√
t.

according to Faraday’s Law (equation 7.1).

The growth factor β is derived from the slope of the linear curves that fit to the

numerical data and results are compared in Figure 7.3 against the work of Glas and

Westwater, 1964 for all the simulated cases (see Table 7.2). The experimental results

are characterised by a relevant scattering of the data, especially for large current

density values (I > 600 A m−2). This behaviour is due to the variation in the number

of nucleation sites, which becomes particularly relevant for large current densities as

more sites can be activated simultaneously and less repeatability is observed amongst

the experimental measurements. The general behaviour of larger growth factors with

increasing current densities is well reproduced by all the numerical simulations (cases

A, B and C), regardless of the contact angle between the interface and the wall or

the number of growing bubbles. When a single bubble is considered (cases A and

B), a significant difference in the growth rate can be observed between ϑ = 90 deg
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Figure 7.3: Growth factor β Vs current density I. Comparison against the experi-
mental data of Glas and Westwater, 1964.

and ϑ = 35 deg. In both cases, the bubble is initialised with the same diameter (i.e.

Dt=0
b = 0.0127 mm) but, due the different contact angle, the bubble with ϑ = 35 deg

has a more elongated shape along the x−axis than the case ϑ = 90 deg. This results

in two opposite effects since, for ϑ = 35 deg, the interfacial area is larger but less

exposed to the high concentration region next to the electrode surface. The second

effect prevails on the first one and the growth factor β is smaller than the case with

ϑ = 90 deg; the evolution over time of the bubble interface is compared in Figure 7.4

for cases A.1 and B.1.

When multiple bubbles are considered, the growth factor is smaller than the

corresponding single bubble case (see Figure 7.3). This behaviour can be easily

explained by considering that the amount of gas produced at the electrode surface

is equally shared by the four nucleation sites and, therefore, less gas is available for

the growth of each bubble (compared to the single nucleation case). It is observed
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Figure 7.4: Bubble growth and contours of gas concentration for cases A.1 (left) and
B.1 (right) at t = 0.40 s (a-b), t = 0.53 s (c-d) and t = 1.01 s (e-f).

here that, due to the symmetric distribution of nucleation sites, all the bubbles are

fed with the same amount of dissolved gas and expand at the same rate; however,

this is not generally the case in practical applications, where random distribution of

bubbles occur and some of them evolve faster than the others. The growth factors

for cases C are closer to the experimental values and this confirms the importance of

taking into account the variability in the number of nucleation sites when numerical

simulations are compared against experiments. The single bubble cases are not

very representative of the experiments (where multiple bubbles are generated) and
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they generally over predict the growth rate. Finally, it is reminded here that the

contact angle between the interface and the wall has a relevant effect on the mass

transfer process and that it is generally not constant during the growth stage; a more

advanced computational approach should take this into account.

7.2 Mass transfer in two-phase Taylor-

Couette reactors

The flow between two rotating coaxial cylinders, known as Taylor-Couette flow, is a

well studied configuration that exhibits several complex flow patterns as the rotating

speed of the cylinders increases (see the review in section 2.2.2). The generation

of counter rotating toroidal vortices within the annulus ensures an efficient mixing

of the species in the liquid solution, which is of great advantage to enhance overall

reaction rates. This flow configuration has many industrial applications and, in the

chemical engineering field, a reactor based on this principle is generally referred to

as Taylor-Couette reactor (TCR). The most common configuration of TCRs consists

of a rotating inner cylinder, whilst the outer wall is kept fixed. This design has

the advantage that the outer cylinder can be easily integrated into external systems

like pumps (for the injection/collection of species), or cooling jackets, which are

particularly important when the temperature of the solution is a critical parameter

(e.g. photochemistry).

In its simplest form, a TCR can be modelled as two coaxial cylinders with top

and bottom periodic boundaries (see Figure 7.5). In this way, end geometry effects

(which depend on the specific reactor configuration) are neglected and the model

is equivalent to a section of two infinite (along the axial direction) cylinders. The

main parameters that describe the reactor’s configuration are the inner and outer

radii (rin and rout, respectively) and the axial length Lz. In terms of non-dimensional

numbers, a TCR is generally characterised by the radius ratio:

η =
rin
rout

(7.4)
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Figure 7.5: Schematic of a TCR with counter-rotating Taylor vortices. Only a section
of the reactor is modelled and periodic boundary conditions are applied at the top
and bottom faces.

and the aspect ratio:

Γ =
Lz

rout − rin
(7.5)

For a specific configuration (η,Γ), the flow patterns (Taylor-Couette regimes) depend

on the Reynolds number:

Re =
ρcUin (rout − rin)

µc

(7.6)

where the outer cylinder is assumed fixed (i.e. non rotating) and Uin is the tangential

velocity of the inner rotor (i.e. Uin = rinωin).

TCRs have successfully been employed for photochemistry (Lee et al., 2017, Lee

et al., 2020), electrochemistry (Love et al., 2021, Lee et al., 2022) and many other ap-

plications that include polymer synthesis, crystallisation and aggregation processes;

for a review on the applications of TCRs, the reader is referred to Schrimpf et al.,

2021.

The remaining part of the work is organised as follows. A review on the available

theoretical, experimental and computational models currently used to evaluate mass

transfer in TCRs is provided in section 7.2.1. The validation of the Basilisk code

for the modelling of different flow regimes in a single-phase Taylor-Couette flow is
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presented in section 7.2.2, whilst the results of a mass transfer study in a TCR is

discussed in section 7.2.3.

7.2.1 Available approaches for quantifying mass transfer in

chemical reactors

For reactions that involve multiphase systems, the interphase mass transport is lim-

ited by the phase boundary resistance and accurate predictions of mass transfer rates

are fundamental to evaluate the overall performance and meet the design targets of

the reactor. The mass transfer characteristic of a TCR is typically expressed in terms

of Sherwood number (equation 6.8), whose definition is reported here for the reader’s

convenience:

Sh =
kmLref

Dc

(7.7)

The mass transfer coefficient km depends on the local concentration of species around

the interface and is a non trivial quantity to be measured experimentally. Following

its definition, km can be written as (see equation 6.7):

kmAΣ∆c =

∫

Σ

ṁ

M
ds (7.8)

where ∆c = (cΣ − c̄(t)) is the concentration difference between the gas-liquid inter-

face and the average bulk solution that drives the interphase mass transport and ṁ

is the interfacial mass transfer rate. The (average) molar concentration balance for

a generic liquid domain reads:

dc̄

dt
= km

AΣ

Vc

∆c− R

M
(7.9)

where Vc is the bulk volume of the solution and the last term on the RHS represents

a chemical reaction, i.e. [R] = kg m−3 s−1. In the work of Qiao et al., 2018, the

authors investigate the oxygen transport in a Taylor-Couette bioreactor and assume

the reaction to be of first-order, i.e. R/M = kc̄(t), where k is the (known) reaction

rate constant. When the system reaches a steady-state equilibrium, equation 7.9
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reduces to:

kmaΣ (cΣ − c̄(t)) = kc̄(t) (7.10)

where the specific interfacial area has been introduced, i.e. aΣ = AΣ/Vc. Ramezani

et al., 2015 present an experimental measurement of oxygen mass transfer in a semi-

batch air-water multiphase TCR, where the gas is continuously supplied through

four sparging stones placed at the bottom of the reactor. In this case, no reactions

occur and the dissolved concentration in the water solution evolves as:

kmaΣ =
1

∆c

dc̄

dt
(7.11)

The integration of equation 7.11 gives:

ln

(
1 − c̄(t)

cΣ

)
= −kmaΣt (7.12)

where the initial bulk concentration is assumed null, i.e. c̄t=0 = 0 mol m−3. Equations

7.10 and 7.12 are used in the experimental works of Qiao et al., 2018 and Ramezani

et al., 2015, respectively, to quantify the mass transfer coefficient by measuring the

dissolved concentration c̄(t) through apposite sensors. These devices must be small

enough to reduce perturbations and avoid significant alterations to the flow structure

(e.g. Taylor vortices); an accurate prediction of the saturated interfacial concentra-

tion cΣ is also needed and correlation formulae of the type cΣ = cΣ(T ), where T is

the temperature, are generally used. However, since the measurement of the inter-

facial area can be extremely difficult to achieve experimentally, the quantity kmaΣ

is generally computed instead. In a TCR, bubbles are generally affected by sev-

eral operating parameters (e.g. reactor geometry, rotating speed, gas flow rate, etc)

and, within the same experiment, they can exhibit different shapes and diameters.

Therefore, the choice of a reference length for the Sherwood number is not trivial

and a common approach is based on the Sauter mean diameter for a population of

bubbles Ds (Grafschafter and Siebenhofer, 2017, Ramezani et al., 2015, Gao, Kong,

Ramezani, et al., 2015); the definition of Sherwood number can then be rearranged
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as:

Sh =
kmaΣD

2
s

Dc

(7.13)

Using the experimentally measured values of kmaΣ and Ds, Sh is obtained from

equation 7.13, whilst an estimation of the specific interfacial area can be obtained

from:

aΣ =
6εd
Ds

(7.14)

where εd is the gas holdup, i.e. εd = Vd/V and V is the reactor volume. Following the

aforementioned method, experimental correlation formula for Sh numbers in TCRs

can be derived. These have typically the following form (see Qiao et al., 2018):

Sh = ΦReλScγ (7.15)

where Re refers to the reactor Reynolds number (equation 7.6) and Sc is the Schmidt

number; λ and γ are specific coefficients. Ramezani et al., 2015 derive a different

formula of the type:

Sh = ΦReλa (Re + Θ)γ (7.16)

where Φ and Θ are constants (note that Φ in equation 7.16 is different from equation

7.15) and Rea refers to the axial Reynolds number, which is related to the supplied

gas flow rate through the following relationship:

Rea =
2ρcud (rout − rin)

µc

(7.17)

where ud is the superficial gas velocity. It is important to observe that equation 7.16

does not depend on the Sc number (contrary to equation 7.15) and is specific to

the air-water system and reactor configuration used in the author’s work and cannot

be applied to different systems (therefore, the dependency on the gas diffusivity

is embedded within the coefficients). Nonetheless, this equation provides valuable

information about the physical process of mass transfer in TCRs and can be used to

investigate the effects of different operating parameters of the reactor, such as the

rotating speed or gas flow rate.
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The foregoing experimental procedures for the measurement of the mass transfer

coefficient rely on the simplified assumption of a uniform (average) concentration in

the bulk liquid solution that drives the interphase mass transport, i.e. N = km∆c

(equivalent to equation 7.11), where N is the molar flux (mol m−2 s−1). This is

also the starting point for the derivation of theoretical models for the prediction

of mass transfer in multiphase systems. The simplest theory is the two-film theory

(TFT) for gas absorption proposed by Whitman, 1923 (see the introduction in section

2.3.2), where the interphase transport of a species from a gas region to the liquid

solution is limited by the phases pressure/concentration that develop inside two thin

(film) regions across the interface. In this model, the gas and liquid resistances

operate in series and produce a global resistance to the mass transfer. However,

in many practical applications, the solubility of dissolved species is low and the

change in mole fraction within the gas phase can be neglected (Deckwer et al., 1974).

Under this assumption, or when the disperse phase is pure (i.e. no mixtures), the

concentration in the gas region is assumed constant and the mass transfer resistance

is entirely given by the liquid-side film resistance (Levenspiel, 1998); in this case, the

model is generally referred to as film theory (FT). The FT assumes a steady linear

concentration profile within a liquid film region of thickness x0 and uses Fick’s law

of diffusion to compute the mass transfer coefficient as:

km =
Dc

x0

(7.18)

In this model, km is proportional to the diffusion coefficient and the effect of the

fluid velocity field is embedded in the film thickness x0, which is not know a priori.

Therefore, correlation formulae from experiments are generally used to compute the

liquid resistance (and eventually the gas contribution, if the TFT is employed) to

get the global mass transfer rate for the considered application. The FT (or TFT) is

essentially a one-dimensional model that takes into account only the effect of the gas

diffusivity and is independent of the fluid motion. The main limitations are given

by the assumption that a linear concentration profile exists within the film region

and that the corresponding thickness is uniform. An attempt to explicitly include
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the effect of the fluid velocity (which affects the thickness x0) in a two-dimensional

model is proposed in the penetration theory of Higbie, 1935, where the liquid film

is assumed sufficiently thick and in relative motion with the interface. The resulting

mass transfer rate is given by:

km =

√
4Dcuc

πL
(7.19)

where uc is the fluid velocity and L is the length of the film at the interface. In

equation 7.19, the ratio uc/L represents the exposure time te, during which a liquid

element of the film is adjacent to the interface and can exchange mass with the gas

phase (i.e. te = uc/L). Similarly to the FT, te is not know a priori and depends

on the specific gas-liquid system; therefore, an additional relationship is needed to

close the system. With similar results to the penetration approach, Danckwerts,

1951 proposes the surface-renewal theory, where the fundamental interphase mass

transfer mechanism still follows the penetration model, but the fluid region next to

the interface is continuously refreshed with new elements from the bulk liquid; the

corresponding mass transfer coefficient is:

km =

√
Dc

τ
(7.20)

where τ is a characteristic residence time of a fluid element adjacent to the interface.

Equations 7.19 and 7.20 produce similar results in the sense that they predict the

same functional dependence on the gas diffusivity (i.e. km ∝ √
Dc). In the surface-

renewal model (as for the penetration theory) the characteristic time τ is not know

a priori and closure models are indeed necessary. For a deeper analysis of these

theoretical models, the interested reader is referred to Cussler, 2009 and Levenspiel,

1998. Although the penetration and surface-renewal theories successfully include a

more realistic description of the flow field near the interface, none of the aforemen-

tioned models provide satisfactory results in terms of mass transfer correlations (C.

Wang et al., 2018). The main reason why theoretical models fail is that they assume

uniform properties in space. In practical applications, the velocity of the gas/liquid
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regions (and their respective properties) can reach different values in different lo-

cations of the reactor and the flow regime (e.g. laminar vs turbulent) can affect

the distribution of concentration in both phases. In a TCR, the multiplicity of flow

regimes adds more complexity to the fluid motion and significantly different mixing

properties can be achieved by modifying the operating speed of the reactor. All these

variables generate an heterogeneous domain within the reactor vessel, where local

super/under saturated regions can coexist and the resulting mass transfer coefficient

is highly non-uniform. These features are generally dependent on the reactor char-

acteristics and cannot be predicted by fundamental theoretical models. On the basis

of the presented approaches, many application-specific theories have been proposed

in the last decades and the interested reader is referred to Huang et al., 2010 for a

review on more advanced models.

An attempt to combine theoretical models and CFD methodologies is presented

in the work of Gao, Kong, Ramezani, et al., 2015, where the authors develop an

adaptive model for mass transfer in a gas-liquid TCR. The proposed approach is

based on the penetration theory of Higbie, 1935 (equation 7.19) and the exposure

time te is adaptively computed based on two different formulations:

te = min

(
1

F 2

Ds

uslip

,
1

K2

√
νc
εc

)
(7.21)

where F and K are two constants that must be tuned according to the specific

application. The first term in equation 7.21 depends on the mean Sauter diameter

for a population of bubbles (Ds) and on the slip velocity uslip = |ud −uc|, whilst the

second term comes from the Kolmogorov timescale (
√
νc/εc) for isotropic turbulence,

where εc is the liquid turbulent dissipation rate. The mass transfer coefficient follows

from the computation of the exposure time:

km = max


F

√
4Dc

π

uslip

Ds

, K

√
4Dc

π

(
εc
νc

)1/2

 (7.22)

In the work of Gao, Kong, Ramezani, et al., 2015, the flow properties needed in
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equation 7.22 to calculate km are obtained from the solution of an Euler-Euler CFD

model, where two sets of governing equations are solved separately (one for each

phase) and are coupled through interfacial source terms in the momentum equa-

tions. This combined approach overcomes the limiting assumption of uniform flow

properties typical of theoretical models, since CFD is used to inform locally the ex-

posure time and the corresponding mass transfer coefficient becomes a non-uniform

(interfacial) field variable. However, some limitations in the proposed adaptive model

still persist, since coefficients F,K depend on the specific reactor configuration and

information on typical bubble sizes are not provided by the model. Gao, Kong,

Ramezani, et al., 2015 validate their approach by modelling the same experimental

apparatus of Ramezani et al., 2015 and use their correlation formula to obtain the

Sauter mean diameter for this specific configuration.

A different approach is presented in C. Wang et al., 2018 for the capture of

CO2 in a wetted wall column reactor, where a VOF method is coupled with the

one-scalar approach of Haroun et al., 2010 for the species transport. This method

has the advantage of computing the interphase mass transfer based on the local

concentration of carbon dioxide and does not rely on the use of models or other

correlation data.

Despite their excellent mixing properties, the popularity of TCRs in industry is

still limited. This is mainly due to the complex design of these devices that makes

them difficult to scale-up and meet the industrial production targets (see Schrimpf

et al., 2021, Lee et al., 2020) and to the lack of universal mass transfer correlations

for this specific flow configuration. The methodology developed within the present

thesis is applied to the study of the fundamental problem of mass transfer of a

single bubble in a TCR. The proposed direct numerical approach is suitable for a

detailed analysis of the physical processes and the two-scalar method allows for a

direct evaluation of the mass transfer rate at the interface. The aim of the following

high-fidelity investigation is to provide a numerical tool that can be used to inform

reduced order models (see chapter 1) for the design of this class of chemical reactors.
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7.2.2 Single-phase Taylor-Couette flow

In this section, the Basilisk code is validated for single-phase Taylor-Couette flows

against available experimental and numerical data. Direct numerical simulations

of (3D) incompressible flows are performed and wall boundaries are treated with

an immersed boundary method, where Dirichlet boundary conditions are enforced

with the approach proposed by Schwartz et al., 2006. The tangential velocity Uin =

rinωin is applied at the inner cylinder, whilst the outer one is fixed (i.e. Uext =

0) and periodic boundary conditions are used for the top and bottom ends of the

computational domain (see Figure 7.5); the (non-dimensional) rotor speed is set to

one, i.e. U∗
in = 1 and the viscosity of the liquid is adjusted to reach the desired

Reynolds number. The choice of the axial length of the domain (Lz) is particularly

relevant when only a section of the reactor is modelled, since periodic boundaries

force the flow to adapt to the available space and constrain the number of Taylor

vortices that form within the annulus. Results from linear stability analysis for

infinite cylinders (see the Appendix by P. H. Roberts in Donnelly et al., 1965) show

that the wavelength, i.e. the axial extension of a pair of counter rotating vortices (see

Figure 7.5), is expected to be close to λ ≈ 2 (rout − rin). However, the results collected

in the work of Chouippe et al., 2014 from different experimental investigations show

that a significant dispersion is observed in the measured wavelengths. The main

reason is due to the non-uniqueness feature of the Taylor-Couette flow (see section

2.2.2) for which the final observed state of the system depends on the procedure used

to reach such state (e.g. acceleration/declaration rates of the rotor, etc) and not

only on the geometrical configuration. Therefore, for the validation of the numerical

method, it is important to select an axial length that is a multiple of the observed

wavelength (i.e. Lz = nλ), so that a number of n vortex pairs is modelled and a

sensible comparison can be made against the reference data. In the present thesis,

three configurations are tested, namely η = 0.5, 0.73, 0.91, at different Reynolds

numbers. Details on the main parameters, including the observed wavelength and

the critical Reynolds number (Recr) for the transition from planar Couette flow to

TVF, are summarised in Table 7.3 (for a comprehensive summary on the critical
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values for a range of radius ratios, the reader is referred to Childs, 2011 and the

references therein). The selected choice of configurations allows for a comprehensive

η λ/ (rout − rin) Lz Recr Re Regime Reference

0.5 2.09 2λ 55.6 1000 WVF Dong, 2007
0.5 2.09 2λ 55.6 3000 TTVF Dong, 2007,

Chouippe et al., 2014
0.5 2.09 2λ 55.6 5000 TTVF Chouippe et al., 2014

0.73 1.716 5λ 84.5 338 TVF L. Wang, Marchisio,
et al., 2005

0.73 1.716 5λ 84.5 1014 WVF L. Wang, Marchisio,
et al., 2005

0.91 3.08 8λ 136.1 5000 TTVF Chouippe et al., 2014

Table 7.3: Single-phase Taylor-Couette cases.

validation of the single-phase numerical framework, since the main Taylor-Couette

regimes are represented (i.e. TVF, WVF and TTVF).

A mesh sensitivity study is first carried out for one of the most demanding cases

in terms of mesh resolution (i.e. η = 0.5 and Re = 5000), where the flow regime

is fully turbulent and strong velocity fluctuations are expected near the walls. The

octree grid structure of Basilisk is used for the discretization of the domain and two

cylindrical regions with thickness ∆hin = ∆hout = 0.05 (rout − rin) are used to set

different mesh refinements near the walls (see Figure 7.6). Therefore, three different

sub-domains can be identified within the annulus, i.e. the inner, outer and bulk

regions. Three meshes are tested for the selected configuration and the corresponding

parameters are reported in Table 7.4. Mesh M.1 has a uniform resolution within

the gap, whilst meshes M.2 and M.3 take advantage of the two refinement regions

to increase the grid density near the cylindrical walls (M.2 and M.3 have the same

resolution near the walls, but a different mesh density in the bulk region). Numerical

modelling of Taylor-Couette flows requires that enough grid points are distributed

within the gap between the cylinders, in order to capture the complex flow features

that develop as the rotating speed is increased. Meshes M.1 and M.2 have a similar
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∆hin ∆hout

bulk

Figure 7.6: Mesh refinements within two cylindrical regions (dashed lines) around
the inner and outer walls.

Mesh Nb
z N in

z Nout
z Nb

r N in
r Nout

r N rin
θ N rout

θ Cells count

M.1 256 256 256 55 3 3 385 770 9.95 × 106

M.2 256 1024 512 55 12 6 1539 1539 5.64 × 107

M.3 512 1024 512 110 12 6 1539 1539 1.13 × 108

Table 7.4: Mesh sensitivity study for the configuration η = 0.5 and Re = 5000.
Nz, Nr, Nθ are the number of cells along the axial, radial and azimuthal directions,
respectively. The superscripts Nb, N in, Nout refer to the bulk, inner and outer regions
within the domain (see Figure 7.6).

number of radial points (i.e. Nr = 61 and Nr = 73 respectively), where Nr is

computed as Nr = Nb
r + N in

r + Nout
r . However, the cost in terms of total number of

cells for this marginal increment of resolution along the radial direction is significantly

large (see Table 7.4). This is a limitation of the available Cartesian grid structure,

where mesh stretching is not allowed, i.e. the aspect ratio of each cell is fixed to one.

Therefore, when the mesh size ∆ is refined to fit more points within the gap, more

cells are automatically distributed along the other two directions and the size of the

overall grid increases significantly. Results from the selected meshes are compared

for the average azimuthal velocity < uθ >zθt (where the operator <>zθt refers to the
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average in time and along the axial (z) and azimuthal (θ) directions) and for the

corresponding fluctuating component:

u′
θ = uθ− < uθ >t (7.23)

which can be averaged in time in the following way:

< u′
θ
2
>t=< u2

θ >t − < uθ >
2
t (7.24)

The time interval used for the computation of the average and fluctuating quantities

corresponds to 5 revolutions, i.e. ∆t = 5trev, where trev = 2πrin/Uin. Results for

< uθ >zθt and
√
< u′

θ
2 >zθt are plotted in Figure 7.7a and Figure 7.7b, respectively,

and compared against the numerical study of Chouippe et al., 2014. The results
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Figure 7.7: Mesh sensitivity study for the configuration with η = 0.5 and Re = 5000.
The radial profiles of the average azimuthal velocity (a) and fluctuation (b) are
compared against the work of Chouippe et al., 2014.
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reported in Figure 7.7 show that the average radial profiles of the plotted quantities

are not significantly affected by an increase in the mesh resolution. Mesh M.1 tends

to slightly over-predict the velocity fluctuations near the inner wall and the coarser

resolution around the cylinders, combined with the immersed boundary method,

results in a underestimation of the tangential velocity at the inner rotor; meshes M.2

and M.3 provide almost the same results. The grids are compared in terms of wall

unit resolutions in Table 7.5, where the average viscous length scales δ∗,in and δ∗,out

at the inner and outer cylinders respectively, are computed as:

δ∗in,out =
νc

u∗
in,out

(7.25)

where the friction velocity u∗ is obtained from the shear stress τw:

u∗
in,out =

√
|τ in,outw |

ρc
(7.26)

The shear stress in Equation 7.26 is the average value on the cylinders and follows

from the integral torque Tw:

τ in,outw =
T in,out
w

2πr2in,outLz

(7.27)

The values of ∆in,out
r+ reported in Table 7.5 are computed with the average wall shear

Mesh ∆in
r+ ∆out

r+ Cellsr+in < 5 Cellsr+out < 5

M.1 2.54 1.31 1 2
M.2 0.598 0.610 4 4
M.3 0.598 0.619 4 4

Table 7.5: Mesh characteristics in terms of wall units and number of cells in the
viscous sublayer for the configuration η = 0.5, Re = 5000.

stress (equation 7.27) and, due to the Cartesian structure of the mesh, the non-

dimensional quantities ∆in,out
z+ and rin,out∆θ+ are the same as ∆in,out

r+ . Meshes M.2
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and M.3 have the same refinement near the walls and both have at least four cells

within the viscous sublayer region, i.e. r+ < 5. Given the results reported in Figure

7.7 and the requirements in terms of mesh resolution for DNS (i.e. ∆r+ < 1), mesh

M.2 is selected as the reference grid for the modelling of Taylor-Couette flows; the

grids used for the other configurations have similar characteristics and their details

are reported in Table 7.6. All the meshes have the first cell centre within the non-

η Re Nb
r N in

r Nout
r ∆in

r+ ∆out
r+ Cellsr+in < 5 Cellsr+out < 5

0.5 1000 55 3 3 0.733 0.389 3 6
0.5 3000 110 6 6 0.800 0.415 3 6
0.5 5000 55 12 6 0.598 0.610 4 4
0.73 338 26 4 2 0.301 0.464 6 5
0.73 1014 26 4 2 0.965 1.05 3 2
0.91 5000 16 9 9 1.36 1.25 2 2

Table 7.6: Selected mesh characteristics for the single-phase Taylor-Couette cases.

dimensional distance ∆in,out
r+ < 1 from the walls and have at least three cells within

the regions r+in,out < 5. Exceptions are the configurations with η = 0.73, Re = 1014

and η = 0.91, Re = 5000, where ∆r+ is slightly above one at the wall. In the last case

(η = 0.91), this is due to the small gap within the cylinders, where the maximum

number of cells is limited by the Cartesian topology of the grid and a further level of

refinement would generate too many cells along the axial and azimuthal directions

that cannot be handled with the available computational resources. It is important to

remind here that the non-dimensional grid distances are based on the average shear

stress (equation 7.27) and that the distance from the first cell centre is assumed to

be ∆/2 (this is an approximation, since with the immersed boundary method the

grid does not conform to the shape of the solid wall).

The cases reported in Table 7.3 are run until an equilibrium configuration is

reached and the flow statistics are stationary. This state occurs when the torque

exerted by the fluid on the walls is the same for both the inner and outer cylinders

(Chouippe et al., 2014) and an example of the plot of the non-dimensional torque

(Gw) for the configuration η = 0.5, Re = 5000 is reported in Figure 7.8. The torque
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Figure 7.8: Inner and outer cylinder (non-dimensional) torques Vs time for the
Taylor-Couette configuration with η = 0.5 and Re = 5000. The absolute value
|Gw| is plotted here to compare between the two walls. The statistically stationary
regime is approximately reached after 50 revolutions.

is made non-dimensional with the cylinders axial length and with the liquid density

and viscosity:

Gin,out
w =

T in,out
w

ρcν2
cLz

(7.28)

The mean torque values for all the tested configurations at their equilibrium points

are compared against the experimental formula proposed by Wendt, 1933 (which was

already introduced in section 2.2.2 in terms of torque coefficient and is reported here

in the equivalent form for the non-dimensional torque), where Gw scales as Re3/2:

GWendt
w = 1.45

[
η3/2

(1 − η)7/4

]
Re3/2 (7.29)

and the corresponding results are reported in Figure 7.9, where, for all the simulated
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Figure 7.9: Comparison of the (non-dimensional) torque exerted on the inner cylinder
against the experimental work of Wendt, 1933 (equation 7.29).

cases, a good comparison against the experimental data is observed, confirming that

the statistically stationary regime is reached for all the tested radius ratios and

Reynolds numbers.

The mean azimuthal velocity < uθ >zθt and fluctuation
√
< u′

θ
2 >zθt for the con-

figurations with η = 0.5 and η = 0.91 are compared against the available numerical

data of Dong, 2007 and Chouippe et al., 2014 and results are reported in Figure

7.10 and Figure 7.11. A good comparison is observed for almost all the selected

configurations, for both the average azimuthal velocity and the corresponding fluc-

tuation. The profiles of velocity fluctuations show the characteristic shape with two

local peaks near the inner and outer walls and an (almost) uniform value in the bulk

of the liquid; similar profiles are observed for different turbulent channels configu-

rations (see Moser and Moin, 1987 or Hoyas and Jiménez, 2006). As the Reynolds

number increases, the magnitude of the (normalised) fluctuations decreases and the
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Figure 7.10: Average radial profiles of the azimuthal velocity component for the
configurations with η = 0.5, Re = 1000 (a), η = 0.5, Re = 3000 (b), η = 0.5,
Re = 5000 (c) and η = 0.91, Re = 5000 (d).

peaks move closer to the respective walls. The configuration with η = 0.5, Re = 1000

shows a significant deviation for the azimuthal fluctuation (but not for the main ve-

locity component) from the work of Dong, 2007 (Figure 7.11a). However, the same

case compared to the results reported in Chouippe et al., 2014 shows an excellent

agreement at every distance from the walls. Surprisingly, the radial profile of average

azimuthal velocity for the configuration with η = 0.5, Re = 3000 (Figure 7.10b) does

not match the reference data of Dong, 2007 within the bulk of the liquid, where
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Figure 7.11: Average radial profiles of the azimuthal velocity fluctuation for the
configurations with η = 0.5, Re = 1000 (a), η = 0.5, Re = 3000 (b) and η = 0.5,
Re = 5000 (c).

the velocity is underpredicted, but a good agreement is reached in the regions close

to the inner and outer walls. To further investigate this configuration, results in

terms of average azimuthal velocity, made non-dimensional with the friction velocity

(equation 7.26) at the inner wall, i.e. < uθ >zθt /u
∗
in, are compared against the work

of Chouippe et al., 2014 and reported in Figure 7.12. In this case, a good comparison

between the present work and the reference data is observed and this, along with

the velocity fluctuations reported in Figure 7.11b, suggests that the numerical setup
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Figure 7.12: Average radial profile of the azimuthal velocity component for the
configuration η = 0.5, Re = 3000. Velocity and radial coordinate are made non-
dimensional with the inner friction velocity and wall unit respectively.

is able to capture the flow features of this Taylor-Couette configuration in the range

Re < 5000.

To conclude the validation for the geometry with η = 0.5, the velocity boundary

layers at the inner and outer cylinders are investigated and results are compared

against the work of Chouippe et al., 2014 in Figure 7.13. A good correlation is

reached for all the Reynolds numbers. The profiles evolve linearly at both the inner

and outer walls, following the linear law u+ = r+, and then they deviate from such

trend as the radial distance from the cylinders increases.

A qualitative representation of the flow field and the effect of the Reynolds number

for the configurations with η = 0.5 and η = 0.91 is reported in Figure 7.14, where the

contours of axial velocity (uz) on a cylindrical surface with constant r are compared

in a (planar) 2D plot on the corresponding z−θ plane. Figures 7.14a, 7.14b and 7.14c

show the effect of the Reynolds number on the topology of Taylor vortices as the flow
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Figure 7.13: Velocity boundary layer profiles at the inner (left) and outer (right)
walls for the configuration with η = 0.5 and Re = 1000 (a-b), Re = 3000 (c-d)
and Re = 5000 (e-f). For the inner wall Uwall = Uin, whilst for the outer cylinder
Uwall = 0.

regime evolves from WVF to TTVF (see Table 7.3). For Re = 1000 (Figure 7.14a)

two organised pairs of counter rotating voritces develop within the annulus and a

thin region of null axial velocity separates each vortex from the adjacent (counter

rotating) one. The axial extension of the computational domain was set to twice the

expected wavelength (see Table 7.3) and the qualitative results reported here (two

pairs of vortices) confirm that the axial length of Taylor cells matches the expected

one. The travelling trajectory along the azimuthal direction of each vortex is almost
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Figure 7.14: Contours of axial velocity on the z− θ plane for the configurations with
η = 0.5, Re = 1000 (a), Re = 3000 (b), Re = 5000 (c) and η = 0.91, Re = 5000
(d). These plots are obtained from the corresponding cylindrical surface with radius
rin + 0.1(rout − rin) for cases a,b,c and radius rin + 0.25(rout − rin) for case d.

straight, but the onset of a wavy motion is visible from the oscillating boundaries of

the vortices, suggesting that the reactor is in a transitional state from TVF to WVF.

As the Reynolds number is increased to Re = 3000 (Figure 7.14b), the flow is fully

turbulent and the shape of the vortices is distorted. However, two main regions of

counter rotating velocities can still be identified, although Taylor cells are not well

defined as in the case with Re = 1000. Finally, for Re = 5000 (Figure 7.14c) the

flow appears chaotic with many flow structures distributed in a random way and
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Taylor vortices do not form into an organised and clear pattern; these observations

are qualitatively confirmed by the results reported in Dong, 2007. The effect of the

gap size is clearly visible from the comparison between Figure 7.14c (η = 0.5) and

Figure 7.14d (η = 0.91), which both run at Re = 5000. For larger radius ratios, the

small gap within the cylinders represents a geometric constraint for the formation of

Taylor vortices, whose topology appears (even for large and fully turbulent Reynolds

numbers) well organised into stable and clearly recognisable pairs of alternating axial

velocities.

So far, the investigation of single-phase Taylor-Couette flows has been limited to

the main (average) azimuthal component of the velocity field (and the relative fluctu-

ation). Profiles of axial and radial velocity are investigated for the two configurations

with η = 0.73 and Re = 3000, 5000 and compared against the available data from the

experimental work of L. Wang, Marchisio, et al., 2005. Due to the non-uniqueness

feature of Taylor-Couette flows, the authors adopt a specific procedure for the start

up of the reactor that ensures that the observed number of Taylor vortices is always

the same for all the tested rotor speeds. Such procedure consists of an acceleration

of the inner rotor from rest up to Re = 4648, followed by a deceleration to the

desired rotating speed; both the acceleration and deceleration steps are performed

with a constant (but different) acceleration rate. The torque exerted by the fluid

on the inner and outer cylinders follows the aforementioned startup procedure, as it

increases with the acceleration of the rotor and decreases when the rotor is deceler-

ated. This is confirmed in the present work by the torque profile reported in Figure

7.15 for the configuration with η = 0.73 and Re = 1014, but a similar profile is also

observed for the case with Re = 338. After the (transient) start up procedure, where

the rotor is first accelerated and then decelerated, the TCR reaches a steady state

regime and the inner and outer torques converge to the same value. It is interesting

to observe here that the torque on the inner cylinder increases as soon as the rotor

is started, whilst the outer wall does not experience a significant torque for the first

seven revolutions. The formation of Taylor vortices suddenly increases the friction on

the cylinders and this is clearly visible from the plot between the sixth and seventh

revolution, where a jump in both torque profiles appears. This first occurs for the
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Figure 7.15: Inner and outer cylinder (non-dimensional) torques Vs time for the
Taylor-Couette configuration with η = 0.73 and Re = 1014. The torques follow
the start up procedure of the rector and the formation of Taylor vortices is clearly
visible from the sudden increases in the torque profiles between the sixth and seventh
revolution.

inner rotor, since the instability that leads to the formation of Taylor cells originates

from the rotating wall and a small amount of time, which corresponds to the time

needed for the propagation of vortices across the gap, is required to see the effect of

such vortices on the outer cylinder.

Time and space average profiles along the axial direction for the radial (< ur >θt)

and axial (< uz >θt) velocity components are compared in Figure 7.16 against the

corresponding experimental measurements of L. Wang, Marchisio, et al., 2005. The

profiles are plotted along the axial line at a distance from the inner rotor of 0.35(rout−
rin) and 0.37(rout − rin) for Re = 338 and Re = 1014 respectively. Time averaging

is performed with a time interval of one revolution for Re = 338 and one hundred

revolutions for Re = 1014. Such difference is justified by the fact that the flow
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Figure 7.16: Average profiles of radial (top) and axial (bottom) velocity for the
configurations with η = 0.73, Re = 338 (left) and Re = 1014 (right). The profiles
are averaged in time and over the azimuthal direction at a distance from the rotor of
0.35(rout − rin) and 0.37(rout − rin) for Re = 338 and Re = 1014, respectively. Note
that the reference velocity Uin is the same for both configurations (Uin = 1), but the
fluid viscosity is not, i.e. µRe=338 = 3µRe=1014.

is steady (TVF) for the lower Reynolds number, but a wavy (unsteady) regime

(WVF) appears for the larger Reynolds case and more time is needed to reach a

time-independent average profile (although the number of revolutions for Re = 1014

could be probably reduced here). The results reported in Figure 7.16 show a good

agreement with the experimental data for both the radial (Figures 7.16a-b) and
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axial (Figures 7.16c-d) components. The measurements of the vortex wavelength

cannot be performed from these plots since the profiles are not sampled along the

gap midline. However, a comparison of the vortex size can be done by measuring

the distance between two adjacent minimum and maximum peaks in the profiles

of radial velocity, which is shown to agree well with the measurements reported

in L. Wang, Marchisio, et al., 2005. It is therefore concluded that modelling the

same reactor start up procedure as the experiments ensures that the same number

of Taylor vortices is obtained in the numerical computations. In the plots of axial

velocity, the computations slightly underpredict the maximum peak for Re = 338

(Figure 7.16c) and the minimum peak for Re = 1014 (Figure 7.16d). However, for the

two Taylor-Couette regimes considered here, i.e. TVF and WVF, the time-average

axial velocity profiles are expected to be symmetric (for a sufficient number of data

samples) as observed from the results of the present work. Therefore, a possible

explanations for this (minor) mismatch is that the number of velocity fields used for

the time averaging procedure in the experiments is not large enough to reach a fully

time-independent average profile.

Finally, a qualitative representation of the flow fields within the annulus is shown

in Figure 7.17 for the radial (Figures 7.17a-b) and axial (Figures 7.17c-d) velocity

components. The plots represent instantaneous (non-averaged) snapshots of the flow
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rations with η = 0.73, Re = 338 (left) and Re = 1014 (right).



7.2. MASS TRANSFER IN TWO-PHASE TAYLOR-
COUETTE REACTORS 256

pattern, which clearly show the presence of stable and well organised Taylor vortices.

The increase in the Reynolds number leads to slightly sharper high and low velocity

regions, whereas in the low Reynolds case the boundaries of such regions appear

more diffuse; however, the instantaneous flow patterns for Re = 338 and Re = 1014

appear similar to each other and no major differences can be observed between these

two configurations.

The results presented in this section show that the numerical methodology used

in the present work to model single-phase Taylor-Couette flows is able to accurately

reproduce the features of the main flow regimes for different geometries (radius ratios)

and rotating speeds (Reynolds numbers). In the following section, the validated

approach is coupled with the phase-change solver presented in chapter 5 to model

the mass transfer of a single bubble in a TCR.

7.2.3 Mass transfer of a bubble in a Taylor-Couette reactor

In this section, a single (pure) gas bubble is injected at the bottom of a TCR and

is let free to exchange mass with the surrounding liquid. The mesh requirements

for the mass transfer of soluble species are generally different (and more expensive)

than those related to the hydrodynamic part and can be quantified in terms of

number of grid points per bubble diameter for a given Péclet number (see section

6.2.4). The selected reactor geometry for this study is the one with radius ratio of

η = 0.5, since the large gap of this configuration allows to model larger bubbles,

which are less expensive in terms of grid resolution. The properties of the gas-liquid

system are reported in Table 7.7, where the diffusivity of the (generic) gas in the

liquid phase has been increased (with respect to typical values) to speed up the mass

transfer process and reduce the computational cost of the simulations. The initial

bubble diameter is set to Dt=0
b = (rout − rin)/3 = 0.005 m and the center of the

bubble is placed in the middle of the gap at zt=0
b = rout/3 from the bottom of the

reactor (it is reminded here that the axis of the TCR is aligned to the z−direction).

The reactor is oriented vertically and standard gravitational acceleration is assumed

here, i.e. g = −9.81 m s−2ez. The characteristic non-dimensional numbers of the
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Phase Density Viscosity Diffusivity M σ He

(kg m−3) (N s m−2) (m2 s−1) (kg mol−1) (N m−1)

Liquid 998 1.05 × 10−3 0.072
Gas 1.3 2.01 × 10−5 2.3 × 10−6 0.032 1.2

Table 7.7: Gas-liquid properties for a dissolving bubble in a TCR.

bubble (based on the initial diameter) are Ga = 1050.7 and Bo = 3.4; the Schmidt

number of the gas-liquid system is Sc = 0.458 and the solution is assumed initially

under-saturated, with no concentration of gas at t = 0, i.e. ζt=0 = 0. The goal of

this investigation is to quantify the effect of the reactor Reynolds number (and the

corresponding Taylor-Couette regimes) on the mass transfer and dissolution rate of a

single bubble. Therefore, the focus is on how the interaction between the bubble and

Taylor vortices affects the transport of species released into the liquid. Simulations

are first started from rest (null liquid velocity) and the bubble is kept fixed until

a (statistically) stationary regime is reached (see section 7.2.2) and Taylor vortices

are completely formed. During this initialisation stage, the surface tension term is

neglected (since the bubble interface is frozen) and the simulations can be advanced

in time with the same time-step used for the single-phase case, avoiding, in this

way, the restriction given by the explicit scheme used for the surface tension term

(equation 4.47); transport of species and volume change are also not computed at

this stage. After the Taylor-Couette regime is established, the bubble is set free to

move within the reactor and the full phase-change solver is run. As the volume of

the bubble decreases, more liquid needs to be introduced within the reactor for the

conservation of mass. However, the considered TCR is a closed system in the sense

that the boundaries of the fluid domain consist of two solid walls (inner and outer

cylinders) and two periodic boundaries (top and bottom), which do not allow for

any net flow of liquid towards the reactor. This issue is solved by making a small

circular hole (with diameter rout/12) halfway along the reactor length (i.e. at Lz/2)

on the external cylinder, where an outflow boundary condition is set and the liquid

is set free to enter the domain as the bubble dissolves (see Figure 7.18).
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rout/12
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Figure 7.18: Opening of the outer cylinder for the passage of liquid (section taken
at z = Lz/2). This modification is necessary to ensure the continuity of mass when
the volume of the gas fraction decreases.

A different physical process (i.e. the mass transfer at the interface) requires a new

mesh sensitivity study to find a suitable grid for mesh independent solutions. This

can be done independently of the grid density needed for the single-phase Taylor-

Couette flow and the selected configuration for this analysis is the one with steady

rotor (i.e. Re = 0), which consists of a bubble rising in a quiescent flow bounded

by cylindrical walls. The advantage of this configuration is that the finest mesh

resolution is only needed around the bubble (with an AMR technique) and it is

therefore significantly cheaper to run compared to the cases with Taylor vortices.

At this point, it is important to remind here that the requirements in terms of grid

density for the mass transfer depend on the Péclet number (see section 6.2.4) and this

can obviously be affected by the rotor speed. However, for the considered bubble size

(Dt=0
b = 0.005 m), the bubble Reynolds number (Reb) is mainly determined by the

rising velocity and, therefore, the Pe number is weakly dependent on the rotor speed.

Three different mesh refinements are compared here and the list of cases for the grid

sensitivity study is reported in Table 7.8. Results in terms of volume dissolution rates

for the three considered meshes are reported in Figure 7.19. Mesh M.1 over-predicts

the volume ratio as a result of the under-resolved concentration boundary layer at the
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Case Re Dt=0
B lmax ∆(lmax) cells/Dt=0

b

(m) (m)

M.1 0 0.005 10 6.10 × 10−5 ≈ 82
M.2 0 0.005 11 3.05 × 10−5 ≈ 164
M.3 0 0.005 12 1.53 × 10−5 ≈ 328

Table 7.8: List of cases for the grid convergence analysis of a dissolving bubble in a
TCR with no rotation.

gas-liquid interface, whilst meshes M.2 and M.3 are indistinguishable until t ≈ 0.05 s

and produce similar results for t < 0.07 s. As the bubble volume is further reduced,

mesh M.2 deviates from mesh M.3 because not enough points are distributed around

the interface. This is a common issue for dissolving bubbles, since no mesh can be

fine enough to capture the mass transfer until complete dissolution. However, given

the mesh-independent solution obtained for a volume reduction of up to 70% (i.e.

Vb(t)/V
t=0
b = 0.3) and the cheaper computational cost compared to case M.3, mesh

M.2 is selected for all the other cases presented in this section. It is worth reminding

here that, according to the review presented in section 2.2.2, the presence of bubbles

in a TCR is expected to interact with the turbulent features near the walls. Small

bubbles are found to decrease the inner cylinder drag by breaking up the dissipative

structures at the wall and this mechanism is effective as long as the perturbations

induced by the bubbles overwhelm the turbulent fluctuations. However, in the cases

presented in this section, only a single (large) bubble is considered and the interaction

with the near wall region is limited to a small portion of the reactor and to the time

interval during which the bubble is close to one of the cylinders. Therefore, possible

alterations of the characteristic turbulent length scales (due to the presence of the

bubble) are not investigated here and the mesh sensitivity analysis based on the

volume dissolution rate (Figure 7.19) is considered sufficient for the objectives of the

present investigation.

The effect of the reactor Reynolds number is investigated by comparing the cases

with Re = 0 (no rotation) and Re = 1000, 3000, 5000, where the TC flow regime

within the reactor moves from WVF to TTVF (see Table 7.3). The complete list



7.2. MASS TRANSFER IN TWO-PHASE TAYLOR-
COUETTE REACTORS 260

0

0.2

0.4

0.6

0.8

1

0 0.02 0.04 0.06 0.08 0.1

V
b
(t

)/
V

t=
0

b

t[s]

Mesh M.1
Mesh M.2
Mesh M.3

Figure 7.19: Grid convergence for a dissolving bubble in a TCR with no rotation.
Plot of bubble volume ratio Vs time.

of cases presented in the rest of this section is summarised in Table 7.9. Cases A-D

represent a realistic reactor configuration, where the motion of the bubble is deter-

mined by two major components: the gravitational acceleration and the transport

induced by the carrier liquid (TC flow). Although the effects on the distribution

of the dissolved species within the reactor are clearly dependent on the rotor speed

(as will be shown later), for the selected bubble dimension (Dt=0
b = 0.005 m) the

motion is dominated by the gravitational component and the effect of the TC regime

is marginal. Therefore, to investigate the role of Taylor vortices on the mass transfer

of bubbles, gravity has been neglected in cases E-G and the bubble motion is made

completely dependent on the carrier flow. An alternative to this approach would be

the modelling of smaller bubbles that have a lower buoyancy force and are mainly

driven by the rotor-induced flow. However, the latter approach has the disadvantage

of requiring a finer mesh to reach a grid-independent solution and would make the
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Case η Re Dt=0
b lmax cells/Dt=0

b TC regime g
(m) m s−2

A 0.5 0 0.005 11 ≈ 164 N/A 9.81
B 0.5 1000 0.005 11 ≈ 164 WVF 9.81
C 0.5 3000 0.005 11 ≈ 164 TTVF 9.81
D 0.5 5000 0.005 11 ≈ 164 TTVF 9.81

E 0.5 1000 0.005 11 ≈ 164 WVF 0
F 0.5 3000 0.005 11 ≈ 164 TTVF 0
G 0.5 5000 0.005 11 ≈ 164 TTVF 0

Table 7.9: List of cases for the study of a dissolving bubble in a TCR at different
rotating speeds and gravitational accelerations.

cost of the simulations significantly higher; on the other hand, neglecting gravity

removes the buoyancy force and allows to quantify the contribution of the Taylor-

Couette flow itself on the mass transfer process. Results are first presented for the

cases with gravity (cases A-D) and subsequently the removal of the buoyancy force

is discussed in cases E-G.

Cases with gravity

Results for cases A-D in terms of volume ratio against time are reported in Figure

7.20. As was anticipated before, the velocity magnitude of the bubble is basically

determined by the rising component and the volume dissolution rate for these cases

is not significantly affected by the rotation of the inner cylinder (minor differences

are observed at the start and at the end of the simulation, where cases C,D dissolve

slightly faster than cases A,B, coherently with the larger rotating speed). The plot of

the volume ratio shows a linear trend until Vb(t)/V
t=0
b ≈ 0.4 and, after that, the slope

progressively decreases as the bubble dissolves; a similar behaviour was observed for

the mass transfer of a rising bubble in a quiescent flow (Figure 6.32), confirming the

predominance of gravity in cases A-D.

The (time-dependent) Sherwood number (equation 6.8) is monitored during the

simulation and results are plotted in Figure 7.21. The reference length used for the
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Figure 7.20: Volume ratio Vs time for a dissolving bubble in a TCR at different
rotating speeds. For the selected configuration, gravity is dominant and the TC flow
plays a marginal role in the dissolution rate.

computation of Sh is based on the equivalent (time-dependent) diameter of a sphere

with the same volume, i.e. Lref(t) = 2(3Vb/(4π))1/3, but the reference area used for

the mass transfer coefficient (km) is the effective area of the interface AΣ. The plots

of the Sherwood number show a similar profile until t ≈ 0.06 s, where the size of the

bubble is larger and the buoyancy effects are more relevant. However, for t > 0.06 s,

two different patterns that characterise cases A,B and C,D respectively are clearly

observable. In the higher rotating speed cases (Re = 3000, 5000), the Sh number is

enhanced by the turbulent Taylor-Couette flow structures that develop within the

reactor, whilst almost no difference is observed between the steady case (Re = 0)

and the laminar wavy vortex regime (Re = 1000). Interestingly, for Re = 3000

the Sh number is larger than for Re = 5000, meaning that no benefits are obtained

by further increasing the rotating speed of the reactors. However, such differences

occur when the bubble volume is already significantly reduced (Vb/V
t=0
b < 0.3) and
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Figure 7.21: Sherwood number Vs time for a dissolving bubble in a TCR at different
rotating speeds. The Sh number is based on the diameter of the equivalent sphere
(see text).

no relevant effects in terms of dissolution rates can be observed afterwards. Cases

A-B show a local peak around t ≈ 0.08 s that is larger than the values of Sh for cases

C-D; as will be shown later, this effect is due to the corresponding rising speed of

the bubble.

When the rotating speed of the inner cylinder is increased, the magnitude of

the main (azimuthal) velocity component of the carrier fluid grows and the motion

of the bubble is affected accordingly. Figure 7.22 compares the trajectory of the

bubble centre on the horizontal XY plane for cases A-D (it is reminded here that

the axis of the reactor is aligned with the z-direction). When no rotation is used,

the bubble rises following an almost perfect rectilinear trajectory and no path can

be identified on the horizontal plane. As the reactor Reynolds number is increased,

the liquid velocity (combined with gravity) induces a zigzag motion of the bubble,

which results in a net anticlockwise displacement on the XY plane (according to
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Figure 7.22: Bubble trajectories on the horizontal XY plane in a TCR at different
rotating speeds. Bubbles are initialised at x = 0, y = −1.5rin.

the rotation of the rotor). The cases with Re = 1000 and 3000 show a very similar

path, whilst the largest rotating speed case exhibits a significantly more developed

trajectory. In all the configurations with rotation, the bubble bounces off the reactor

walls, which act as a container for the bubble motion.

Although the volume dissolution rates are basically the same for cases A-D, such

different trajectories provide some useful information for the operation of the reactor.

Indeed, when the gas extracted from the disperse phase is needed to perform a

chemical reaction within the liquid phase, the more the distribution of the dissolved

species is spread in a wide area the more likely is that the reagents react and produce

the desired product. The case with Re = 5000 results in a more extended trajectory

compared to the other cases, which helps distribute the gas in a wider region within

the reaction vessel and, eventually, promote reactions. The effects of the trajectory

on the (3D) distribution of species is shown in Figure 7.23, where the iso-surfaces
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of the gas released into the liquid are compared for cases A-D, along with a contour

plot of axial velocity on the Y Z plane, which shows the increasing complexity of the

TC flow as Re increases (i.e. the transition from WVF to TTVF). The iso-surfaces

a) b)

c) d)

Figure 7.23: Iso-surfaces (cc = 0.1ρd/M) of dissolved gas concentration and contours
of axial velocity on the Y Z plane in a TCR at Re = 0 (a), Re = 1000 (b), Re = 3000
(c) and Re = 5000 (d). Snapshots taken at t = 0.1 s.

clearly show the effect of the rotor speed (and the corresponding TC regimes) on

the species distribution. When the rotor is steady (Figure 7.23a), a symmetric iso-

surface develops around the bubble and inside the wake. As the rotor is accelerated,

the topology of the iso-surface becomes more distorted and, in the fully turbulent case

at Re = 5000 (Figure 7.23d), the distribution of species results well mixed within

a wide region below the bubble. As explained earlier, this is the most desirable

scenario for the enhancement of the production yield of a chemical reaction when

the dissolved gas is one of the reactant species. Therefore, it can be concluded that,

although no major differences are observed in these cases for the dissolution rates,

the promotion of turbulent (chaotic) Taylor vortices is a desirable feature for the
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enhancement of species mixing within the reactor and, eventually, the production of

chemical compounds.

Many attempts have been made in the literature to provide formulae for the pre-

diction of Sherwood numbers in rising bubbly flows and, although no formula can

be generic enough to be independent of the specific flow configuration, most of the

available correlations relate Sherwood and Reynolds numbers in a sort of proportion-

ality law of the type Sh ∝ Reλb , where λ is a configuration-specific coefficient (see

section 2.3.1). To the best of the author’s knowledge, no specific relationships have

been investigated for the mass transfer of a single bubble in a Taylor-Couette flow

at different rotating speeds (and TC flow regimes). Here, the correlation between

Sherwood and Reynolds numbers is first investigated for cases A-D and the results

are reported in Figure 7.24, where the reference length used for Reb is the equivalent

diameter of a sphere (as is done for Sh). In all the tested configurations, the plots

of the Reynolds numbers exhibit a similar trend until t ≈ 0.07 s, where a maximum

peak is observed. In the first part of the simulation, the buoyancy force makes the

bubble less sensitive to the carrier flow, which explains why the plots have a simi-

lar shape but, interestingly, the magnitude of the maximum Re is larger for the no

rotation (Figure 7.24a) and Re = 1000 (Figure 7.24b) cases than for the high speed

configurations (Re = 3000, 5000 in Figures 7.24c-d respectively). The reason for this

is due to the presence of Taylor vortices, which tend to move the bubble towards

stable (outflow) regions where the downward liquid velocity of a vortex counteracts

the upward (rising) component induced by gravity (this phenomenon is more rele-

vant for a population of small bubbles that accumulates into clouds of particles, as

reported by Murai et al., 2005 - see the discussion in section 2.2.2). This effect is

significantly stronger as the strength of Taylor vortices increases and explains why

the maximum observed peak of Reynolds number is larger in cases A-B than the

fully turbulent cases C-D, where the rising speed is limited by the flow structures.

For t > 0.07 s, cases A-B have a similar trend with a strong fluctuating profile and

an almost constant mean value, whilst cases C-D have weaker oscillations but an

average decreasing value of Re over time. The plots of Sherwood numbers in Figure

7.24 clearly show that Sh and Re are intrinsically related, since both profiles appear
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Figure 7.24: Plots of Sh and Re numbers Vs time for a dissolving bubble in a TCR
at Re = 0 (a), Re = 1000 (b), Re = 3000 (c) and Re = 5000 (d). The similarity of
the profiles suggests a functional relationship between Sh and Re, as found for rising
bubbles in (unbounded) quiescent flows.

similar to each other and the peaks occur approximately at the same time (with a

small delay in the Sherwood plot) for all the tested configurations. Given this corre-

lation, it is not surprising that cases A-B show a larger Sh number than cases C-D

at t ≈ 0.07 s, as was observed (but not explained) in Figure 7.21.

Following the qualitative results presented in Figure 7.24, a conceptually equiva-

lent proportionality law between Sh and Re to the ones proposed in the literature for

a rising bubble is expected to be valid also in the case of a TC flow. Here the Sher-
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wood profiles for cases A-D are compared against the theoretical formulae proposed

by Oellrich et al., 1973 for small bubbles:

Sh = 2 + 0.651
Pe1.72

1 + Pe1.22
for Reb → 0, Sc → ∞ (7.30)

and for large bubbles:

Sh = 2 +
0.232Pe1.72

1 + 0.205Pe1.22
for Reb → ∞, Sc → 0 (7.31)

Equations 7.30 - 7.31 provide two opposite range limits for Sh and are generally

used to predict the mass transfer of a single rising bubble in a steady-state regime,

i.e. when Pe is time-independent (see Deising et al., 2018). For the considered

application, the Péclet number (= ReSc) changes over time and formulae 7.30 - 7.31

are compared against the numerical results by replacing Pe with Pe(t) in Figure 7.25.

Since correlation formulae for Sh are generally based on the surface of the equivalent

sphere (Asphere), a correction factor (Sr) is needed for the numerical results (which

are based on the effective surface AΣ) to compare against the theoretical equations:

Sr =
AΣ

Asphere

(7.32)

Sr, which is always ≥ 1, is also known as shape factor and provides a parameter for

the estimation of the bubble distortion. As the bubble dissolves, the surface tension

becomes more relevant (larger curvature) and the bubble approaches the spherical

shape, i.e. Sr → 1. The results reported in Figure 7.25 show that the qualitative

trend of the corrected Sherwood number (i.e. Sh × Sr) is correctly reproduced

by the theoretical formulae of Oellrich et al., 1973, where the solution is closer to

equation 7.31 in the first part of the simulation (where the bubble is larger) and

progressively approaches equation 7.30 as the bubble dissolves, coherently with the

range of validity of these formulae. The trend of a decreasing Sherwood when the

Reynolds number reduces (e.g. in the last part of the simulation, for t > 0.08 s) is

also correctly reproduced. Similar conclusions are obtained in Maes and Soulaine,
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Figure 7.25: Comparison of the corrected Sherwood number against the theoretical
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2020 for a dissolving bubble rising in a quiescent flow and the present results confirm

that volume change effects can be qualitatively taken into account by replacing the

steady-state non-dimensional numbers with the corresponding time-dependent ones

in the appropriate correlation formulae.

As is shown in Figure 7.25, equations 7.30 - 7.31 can be used as qualitative ref-

erences for the expected Sherwood number of a rising bubble in a TCR. However, a

quantitative accurate match between the present results and these correlations can-
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not be obtained, as the theoretical formulae are derived assuming a spherical shape

of the bubbles and a rectilinear rising trajectory. For the analysed configurations,

the combined effect of gravity, TC flow and phase-change induce strong deforma-

tions (Sr > 1) in the bubble shape, which are compared in Figure 7.26 for cases

A-D, along with the corresponding shape factors. Bubbles are initialised as perfect
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Figure 7.26: Shape factor and bubble shapes Vs time for a dissolving bubble in a
TCR at Re = 0 (a), Re = 1000 (b), Re = 3000 (c) and Re = 5000 (d).

spheres (i.e. Srt=0 = 1) and, as soon as the buoyancy force makes the bubble rise,

the interface assumes the typical dimple shape that can be observed at t ≈ 0.02 s.

The shape factor increases accordingly until t ≈ 0.06 s for cases A-B (Figures 7.26a-
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b) and t ≈ 0.055 s for cases C-D (Figures 7.26c-d), where a local maximum peak is

reached. The corresponding deformations are different between the first two cases

(ellipsoidal shape) and the fully turbulent ones (reverse dimple); the relative shape

factors also differ and are stronger for cases A-B (Sr ≈ 1.65) than for configurations

C-D (Sr ≈ 1.56). After this peak, two different behaviours can be observed: for

the no rotation and Re = 1000 cases, a second maximum peak is reached slightly

after t = 0.08 s of approximately Sr ≈ 1.75, where the bubbles approach a (less

pronounced) dimple shape, whilst for cases Re = 3000, 5000 the profiles don’t have

such a significant peak and irregular shapes can be observed. As the volume of the

bubble decreases, the surface tension force becomes dominant and all the bubbles

move towards a spherical shape (Sr → 1).

Cases without gravity

As was discussed at the beginning of this section, the motion induced by the buoyancy

force is the most relevant component for the configurations analysed so far, i.e. cases

A-D. For the rest of the section, the focus is on cases E-G (see Table 7.9), where the

initial bubble size is kept the same (i.e. Dt=0
b = 0.005 m) and gravity is neglected.

The effect of the rotor speed is first investigated by comparing the bubble volume

dissolution rates in Figure 7.27 for these cases. The bubble dissolves now significantly

faster as the inner cylinder is accelerated, contrary to the cases with gravity (see

Figure 7.20) where the dissolution rates were independent of the rotor speed. This is

the expected behaviour, since the bubble velocity is now entirely given by the carrier

liquid, whose main (azimuthal) velocity component increases with the rotating speed.

The effect of increasing bubble Reynolds number (Rb) on Sh is shown in Figure

7.28 for cases E-G. As expected, the Sherwood number increases as the rotor is

accelerated and, after a transient regime where Sh decreases whilst a concentration

boundary layer develops around the bubble interface, the profiles approach a steady-

state solution with a quasi-constant value over time. Some qualitative differences

between the laminar case (Re = 1000) and the fully turbulent ones (Re = 3000, 5000)

can be observed in the plots of Figure 7.28. The presence of unstable and chaotic
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Figure 7.27: Volume ratio Vs time for a dissolving bubble in a TCR at different
rotating speeds. Gravity is not taken into account.

Taylor vortices induce some fluctuations in the Sherwood profiles for the turbulent

cases, whilst the well organised and steady flow structures that develop in the laminar

regime do not introduced analogous perturbations in case E.

Apart from these qualitative observations, the volume ratio and Sherwood number

are integral parameters that are mainly affected here by the main component of the

TC flow (i.e. the azimuthal velocity) and do not provide insights into the effects of

the different TC regimes that characterise the reactor at different Reynolds numbers.

To look into the effects of Taylor vortices on the distribution of the dissolved species

in the liquid phase, the contours of species concentration for cases E-G are compared

in Figure 7.29. The concentration for case E (Figures 7.29a-b) appears uniform

around the interface of the bubble and quite similar to the symmetric distribution

that characterises a suspended bubble in a stagnant flow (see section 6.2.3), meaning

that the effect of Taylor vortices is marginal at Re = 1000. On the other hand, in
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Figure 7.28: Sherwood number Vs time for a dissolving bubble in a TCR at different
rotating speeds. Gravity is not taken into account.

cases F (Figures 7.29c-d) and G (Figures 7.29e-f), the effect of the turbulent Taylor

cells is clearly visible in the spatial distributions of species concentration, which now

assume irregular and non-symmetric shapes around the bubble. The position of the

bubble centre in the vertical plane can be tracked by looking at the wake left by the

dissolution of species (Figures 7.29b-d-f), and it can be observed that the bubble

stays at a constant axial position for Re = 1000, whilst in the turbulent cases (Re =

3000, 5000) it moves upwards, transported by the upward velocity induced by the

vortices. These results confirm that, in case E, Taylor cells play a marginal role and

the bubble behaves as a particle transported by the azimuthal velocity component,

whilst for the TTVF regime (cases F-G) Taylor vortices actively contribute to the

dynamics of the bubble and distribute the concentration of the dissolved species in a

wider region around the interface, which is a desirable scenario for a good mixing of

the chemicals (as was discussed earlier in this section). It is finally observed that the
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Figure 7.29: Contours of species concentration and bubble interface in a TCR without
gravity at Re = 1000 (a-b), Re = 3000 (c-d) and Re = 5000 (e-f). Top view (left)
and side view (right). The outer cylinder has been removed for a better visibility.

concentration patterns shown in Figure 7.29 have a significantly different structure

compared to the case of a rising bubble. Indeed, for rising bubbles (see section 6.2.4),

the concentration boundary layer is thinner on top (where advection counteracts the

effect of diffusion) and becomes thicker towards the rear of the bubble. For the

case of a bubble transported by a TC flow without gravity, the convective transport

induced by the azimuthal velocity component has the same magnitude on both the

top and bottom sides of the bubble and its effect is uniform around the interface
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(Figures 7.29a-c-e), contrary to the convective component induced by Taylor vortices,

which acts on the radial-axial plane and depends on the bubble position and flow

configuration.

Figure 7.29 also shows the shape of the bubbles, which appears almost spherical

(Sr ≈ 1) for all the tested configurations. This happens because the shear rate

induced by the TC flow is not strong enough to overcome the surface tension and

induce significant deformations of the interface, contrary to cases A-D where gravity

was responsible for strong deviations from the spherical shape (see Figure 7.26).

Finally, it is concluded that the analysis of the mass transfer of a single bub-

ble in a Taylor-Couette reactor without gravity can provide useful quantitative and

qualitative information for the situations in which small bubbles are trapped into

stable patterns and the rising velocity is limited by the presence of Taylor vortices.

These scenarios have been documented in the literature and the interested reader is

referred to Chouippe et al., 2014 and Murai et al., 2008 for more details.



Chapter 8

Conclusions and Future Work

The main goal of the present thesis was to develop a high-fidelity framework for

direct numerical simulations of diffusion-driven phase-change problems with soluble

species in two-phase flows. The modelling of this class of flows poses some challenges

related to the discontinuities that characterise the profiles of concentration and ve-

locity across the gas-liquid interface. A special emphasis was put on the treatment of

such discontinuity that led to the development of an original approach for the redis-

tribution of the mass transfer term from the interfacial cells to the neighbouring pure

gas ones (chapter 5); this is certainly the most important contribution of this work

in terms of numerical methodology. The method is implemented in the open-source

code Basilisk (http://basilisk.fr/), which provides a solver for the solution of DNS of

incompressible two-phase flows, coupled with a geometric VOF method for the inter-

face tracking (see chapter 4). Given the type of VOF solver implemented in Basilisk

(i.e. a geometric method based on the PLIC algorithm), the concentration of species

is treated with a two-scalar approach (Bothe and Fleckenstein, 2013), where two

transport equations (one for each phase) are solved for each species. This approach

guarantees that no artificial mass transfer occurs during the convective transport of

molar concentration and a similar strategy is implemented for the treatment of the

diffusive term.

The proposed methodology is validated against several analytical, numerical and

experimental benchmarks that include the cases of suspended and rising bubbles, the
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Stefan problem for a planar interface and the competing mass transfer in a mixture

of species (chapter 6). A good agreement is observed for all the proposed test cases

and the following conclusions can be inferred.

• The algorithm for the redistribution of the mass transfer term ensures that the

velocity field is compliant with the kinematic constraint of the VOF method

and guarantees mass conservation during the advection of the interface. On the

other hand, if the source term is kept in the interfacial cells, the resulting face

velocity field is not consistent with the VOF transport and distorted interfaces

are expected, where the mass is no longer conserved.

• The adaptive mesh refinement technique is a valuable tool for the modelling

of this type of interfacial phenomena, where a fine mesh resolution is generally

needed only around the gas-liquid interface. The Péclet number can be used

as an indicator for the grid refinement required to capture the concentration

boundary layer. Larger Pe numbers lead to steeper concentration profiles and,

therefore, finer spatial resolutions must be employed. In the present thesis, a

mesh sensitivity study for rising bubbles at different Pe numbers has shown

that more than 2000 cells per diameter are needed for Pe = 46500. However,

such grid density is only required at the interface and AMR can be used to

significantly reduce the computational cost of the simulations.

• In the general case of moving bubbles (e.g. rising bubbles), the distribution

of mass transfer is highly non-uniform at the bubble interface, where both

positive and negative rates can exist at the same time in different parts of

the interface. Therefore, the use of high-fidelity resolved simulations, where

local mass transfer is computed for all the interfacial cells, can provide detailed

information on the phase-change process that is inherently lost when correlation

models are used instead.

• The modelling of non-uniform mixtures of species (where competing mass

transfer occurs amongst its components) adds some more challenges to nu-

merical simulations since the transport of species needs to be solved also in
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the disperse phase. The redistribution of the mass transfer term introduces a

non-null divergence of the velocity field in a layer of pure gas cells adjacent to

the interface. In these cells, the convective transport fluxes of the species need

to be corrected to preserve the mass of the mixture (see chapter 5.3.1).

The validated methodology has been applied to the study of two industrially

relevant applications (chapter 7), namely the growth of bubbles on planar electrodes

and the mass transfer of a bubble in a Taylor-Couette reactor.

In the case of electrochemical cells, bubbles nucleate on the electrodes as a re-

sult of spontaneous chemical reactions that occur in the electrolytic solution. The

generation of bubbles is generally detrimental for the performance of the reactor

and strategies to control and remove the formation of gas are currently employed.

Due to the increasing demand of certain types of chemicals (e.g. green hydrogen

production), the actual trend in industry is to scale-up such devices to larger sizes.

This, combined with the use of higher current densities, makes the problem of gas

generation even more relevant and new design approaches are currently investigated

to keep the efficiency of these devices to a high standard. High-fidelity simulations

provide detailed information on the growth of bubbles and can be used to inform

low-order models that are currently employed in industrial design processes. In this

thesis, a circular electrode is considered and the growth rate of bubbles at different

contact angles and current densities are modelled. This study led to the following

conclusions:

• The growth rate of small bubbles (Db < 0.1 mm) attached to a planar wall

follows the functional law of Scriven (Db ∝
√
t) for suspended bubbles, as

found in experiments (Glas and Westwater, 1964).

• When small bubbles are modelled, surface tension effects dominate over the

buoyancy force, keeping the shape of the bubble spherical. Gravity can then

be neglected and σ can be reduced to a value large enough to preserve the

spherical shape. This is particularly helpful to reduce the computational cost

of simulations, since larger time steps can be adopted. This approach is clearly
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valid until the bubble is attached to the electrode and the volume is small

enough to keep the effect of gravity marginal.

• The dynamics of the contact line plays a crucial role in the growth of bubbles

attached to a wall. Decreasing the contact angle leads to more elongated bub-

bles, which are less exposed to the supersaturated region next to the electrode

and result in smaller growth rates.

• In practical applications, several bubbles are expected to nucleate at the same

time in different locations, due to the presence of multiple defects on the elec-

trode surface. This aspect needs to be taken into account when experiments

are replicated, since the growth rate is significantly affected by the number of

bubbles that contemporaneously adsorb the gas produced at the electrode. In

the present thesis up to four bubbles are considered and, compared to the single

bubble cases, a reduction in the growth rate between 31% - 17% is observed in

the range of current densities 100 A m−2 − 1000 A m−2.

The second part of the applications is devoted to the study of mass transfer in a

two-phase Taylor-Couette reactor. This type of reactors have shown excellent mixing

properties but some limitations due to the complex design and lack of mass transfer

correlations make them difficult to be scaled up and meet industrial production

standards. In the present work, several configurations of TCR reactors are modelled

and the characteristics of the velocity field are investigated. Then a single bubble is

injected at the bottom of the reactor and the effects of the rotor speed on the mass

transfer is investigated. The main conclusions from this study are summarised in the

following.

• The non-uniqueness feature of Taylor-Couette flows requires a careful treatment

of the numerical setup. In this work, periodic boundary conditions are used to

model a representative section of the reactor with at least two pairs of counter-

rotating vortices. The axial extension of the domain must therefore be selected

based on the expected vortex wavelength. A wrong choice would lead the

solver to find an alternative stable configuration (i.e. number of vortices) that
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does not match the experimental observed state. For the same reason, when a

specific experimental procedure is adopted for the start up of the reactor, the

same strategy should be implemented in the numerical model to reproduce the

same flow configuration.

• In this work, a bubble with diameter Db = 5 mm is injected in a reactor with

a gap size of 15 mm. For this configuration, the rising speed induced by the

buoyancy force is predominant over the main velocity component of the TC

flow and the bubble dissolution rate is not significantly affected by the reactor

speed in the range Re = 0 − 5000.

• On the other hand, the effect of the Reynolds number and the associated TC

regimes have a strong impact on the distribution of the dissolved species. As

the rotating speed is increased and fully turbulent vortices develop within the

reactor, the concentration of species released from the bubble distributes in

a wider area around the bubble wake. This improved mixing is beneficial to

promote chemical reactions that involve the dissolved gas.

• As for the case of rising bubbles in a quiescent flow (e.g. bubble column reac-

tors), a clear correlation between Sh and Re numbers is observed for all the

modelled TC regimes. Theoretical formulas generally assume the bubbles to

be spherical and are not directly applicable to this specific flow configuration,

where highly distorted interfaces are observed. However, the correlations pro-

vided by Oellrich et al., 1973 for small and large bubbles provide two qualitative

limits that bound the corrected Sh profile. This result leads to the conclusion

that the range of validity of these correlation models can be extended by tak-

ing into account the relevant time-dependent quantities and introducing an

appropriate correction factor for non-spherical shapes.

• The modelling of a bubble in absence of gravity provides useful information

to quantify the effect of the different TC regimes for the cases in which the

buoyancy force is marginal (e.g. small bubbles). In this specific case, volume
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dissolution occurs significantly faster for increasing rotating speeds. The distri-

bution of species is also positively affected by the fully turbulent regime, where

the formation of strong vortices helps to enhance the mixing within the reac-

tor. Although this approach cannot substitute the modelling of actual smaller

bubbles, it still provides useful information (at a relatively low computational

cost) for the cases in which bubbles are trapped inside a vortex.

From the conclusions drawn in this chapter and, more generally, from the hy-

pothesis behind the phase-change model, it appears evident that there are at least

two areas where the proposed methodology could benefit from some improvement,

namely the computational cost and the fidelity of the modelled physics. To ad-

dress these points, the following considerations and suggestions could be taken into

account:

• The cost of the simulations for rising bubbles is mainly determined by the

Péclet number, which in realistic applications could be as large as 105. The

reason for that is related to the thickness of the concentration boundary layer,

which approximately scales as δc ∝ Pe−1/2. A possible workaround comes from

the consideration that the mesh density required for the hydrodynamic part

(i.e. the solution of the Navier-Stokes equations) is generally less expensive

(for Sc > 1) than the resolution needed to capture the mass transfer. To avoid

a further increase in the grid refinement, a subgrid-scale (SGS) modelling of

the concentration boundary layer could be implemented. This was performed,

for example, in Weiner and Bothe, 2017, where the authors managed to obtain

a reduction of a factor of ten for the mesh resolution at the interface.

• The implementation of a SGS model could open the way to a more systematic

study on the mass transfer in a Taylor-Couette reactor, where smaller and/or

multiple bubbles could be investigated. A particularly interesting configuration

is the scenario in which the buoyancy force and TC vortices balance out. In this

situation, a stronger sensitivity to the TC regime is expected, as anticipated

from the study without gravity effects presented in this work. However, it

should be taken into account that this configuration differs significantly from
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the case of a rising bubble and a SGS model that works in the last case could

not be valid for the former one.

• To derive the phase-change model in this thesis, some simplifying assumptions

have been used. More accurate physics should take into account additional

phenomena, including:

– Compressibility effects for mixtures of species, where the density of the

disperse phase is not constant due to the non-uniform chemical composi-

tion.

– The evaporation of the liquid phase into the gaseous one.

– The dependence on interfacial pressure jump (especially for large curva-

tures) and temperature in Henry’s law coefficient, i.e. He = He(pc, pd, T ).

– The implementation of a dynamic contact line model for the case of grow-

ing bubbles on walls.

The implementation of these features would make the methodology a step closer

to the complex physics that characterises phase-change phenomena and would help

to fill the gap between high-fidelity simulations and more industrially-relevant appli-

cations.



Appendix A

Spatial grid convergence

The accuracy of the numerical scheme used for the gradient of concentration at the

interface (equation 5.36) and the overall (Navier-Stokes + phase-change) solver are

tested here for the Stefan problem presented in section 6.2.2.

The gradient scheme consists of two first-order derivatives and is reported here

for the reader’s convenience (see section 5.4 and Figure 5.7 for more information):

−∂cc(i,j)
∂nΣ

= fc
cc(P1) − cc(P )

PP1

+ (1 − fc)
cc(P2) − cc(P )

PP2

(A.1)

where the volume fraction of the continuous phase is used as weighting factor between

the two terms on the RHS. The concentration profile that develops in the liquid region

as the interface moves is given by:

cc(y, t) = (cc)Σ

(
1 − erf

(
y − yΣ(t)

2
√
Dct

))
(A.2)

and a qualitative representation is reported in Figure A.1a. The gradient of concen-

tration at the interface follows from equation A.2:

(
∂cc
∂y

)

y=yΣ

= − (cc)Σ√
πDct

(A.3)

The numerical derivative is computed for five different meshes with decreasing grid
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Figure A.1: Characteristic concentration profile of the Stefan problem (a) and grid
convergence analysis of the gradient scheme (b). For this specific problem, the
method is second-order accurate.

size ∆ and the associated discretization error is obtained as

err =

∣∣∣∣∣
(∂cc/∂y)Analyt.

y=yΣ
− (∂cc/∂y)Num.

y=yΣ
(∆)

(∂cc/∂y)Analyt.
y=yΣ

∣∣∣∣∣ (A.4)

where (∂cc/∂y)Analyt.
y=yΣ

refers to the exact gradient given by equation A.3. The results

of the grid convergence analysis are reported in Figure A.1b, where second-order

accuracy is reached. The scheme of equation A.1 consists of the weighted average of

two-first order terms and is generally expected to be first-order as well. However, for

this specific case, the second derivative of species concentration at the interface is

null, i.e. (∂2cc/∂y
2)y=yΣ = 0, and this makes the scheme converge with second-order

accuracy.

The overall grid convergence rate of the solver is reported in Figure A.2 for the
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Stefan problem discussed in section 6.2.2 (Case A, with Sc = 5.26). Five different
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Figure A.2: Grid convergence analysis of the overall solver (NS + phase-change) for
the Stefan problem (Case A, section 6.2.2). The global accuracy is second-order.

grids are tested and the analysis of the numerical error is carried out for the interface

displacement:

LΣ(t) =
2

He

√
Dct

π
(A.5)

and global amount of gas moles dissolved in the continuous region (Ωc):

∫

Ωc

cc(y, t) dV = (cc)ΣL0

[(
L0

2
− yΣ

)
erfc

(
L0/2 − yΣ

2
√
Dct

)
+

− 2

√
Dct

π
e

−(L0/2−yΣ)2

2
√
Dct + 2

√
Dct

π

] (A.6)

The results show that the method converges with second-order accuracy for both

quantities, consistently with the previous analysis and the general order of the Navier-
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Stokes solver (see section 4.3). Finally, it is reminded here that the convergence rate

is second-order accurate for this specific problem and that the general accuracy of

the gradient scheme is first-order only.



Appendix B

A note on the consistency between

the transport of volume fraction

and momentum

As was pointed out in section 5.4, the projection step that enforces the continuity

equation and the transport of the Heaviside function have different source terms

related to the interfacial mass transfer (ṁ′ and ṁ, respectively). However, the (con-

vective) transports of the interface and momentum are performed with the same

face-centred velocity field obtained from the projection step, which makes these two

terms consistent to each other.

Here, such consistency property is demonstrated for the case presented in section

6.2.1 of an expanding bubble with a constant mass transfer rate. As the bubble

grows, part of the liquid is pushed across the external boundaries and leaves the

computational domain (see Figure B.1). This happens because when an element of

liquid is converted into gas, its volume increases (due to the lower density of gas, i.e.

ρd < ρc) and, given the incompressibility of the phases, part of the liquid is forced

to exit the domain. The amount of liquid (dm) that crosses the boundaries in a
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tn tn+1

u

Figure B.1: Growing bubble with a constant mass transfer rate. As the bubble
expands, part of the surrounding liquid leaves the domain.

timestep ∆t can be quantified from both the fluxes of momentum:

dmflux = ∆t

∮

∂Ωc\Σ
ρc|u · n| dS (B.1)

and from the evolution of the liquid volume fraction field (f):

dmf =

∣∣∣∣
∫

Ω

f̃ρc dV −
∫

Ω

fn−1/2ρc dV

∣∣∣∣ (B.2)

where f̃ is the volume fraction at time tn+1/2 right after the advection step, but

before the phase-change term is applied (see section 5.1). It is reminded here that f

is advanced in time from tn−1/2 to tn+1/2 (see section 4.2.2). The imbalance between

dmflux and dmf is monitored during the simulation as:

err =

∣∣∣∣
dmf − dmflux

dmf

∣∣∣∣ (B.3)

and the profile reported in Figure B.2 shows that the relative error decreases con-

stantly and approaches a value below 0.01% at the end of the simulation. This test,

therefore, demonstrates that the advection of the interface and momentum fields are

performed in a consistent way.
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Figure B.2: Relative error of the imbalance between the amount of liquid that leaves
the domain based on the boundary fluxes of momentum (dmflux) and volume fraction
field (dmf ).
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Pirrò, D., & Quadrio, M. (2008). Direct numerical simulation of turbulent tay-

lor–couette flow. European Journal of Mechanics - B/Fluids, 27 (5), 552–566.

https://doi.org/https://doi.org/10.1016/j.euromechflu.2007.10.005

Popinet, S. (2003). Gerris: A tree-based adaptive solver for the incompressible euler

equations in complex geometries. Journal of Computational Physics, 190 (2),

572–600. https://doi.org/https://doi.org/10.1016/S0021-9991(03)00298-5

Popinet, S. (2009). An accurate adaptive solver for surface-tension-driven interfacial

flows. Journal of Computational Physics, 228 (16), 5838–5866. https://doi.

org/https://doi.org/10.1016/j.jcp.2009.04.042

Popinet, S. (2015). A quadtree-adaptive multigrid solver for the serre–green–naghdi

equations. Journal of Computational Physics, 302, 336–358. https://doi.org/

https://doi.org/10.1016/j.jcp.2015.09.009

Popinet, S. (2018). Numerical models of surface tension. Annual Review of Fluid

Mechanics, 50 (1), 49–75. https://doi.org/10.1146/annurev-fluid-122316-

045034

Popinet, S., & collaborators. (2013–2023). Basilisk. http://basilisk.fr

Prausnitz, J., Lichtenthaler, R., & de Azevedo, E. (1998). Molecular thermodynamics

of fluid-phase equilibria. Pearson Education. https://books.google .co.uk/

books?id=VSwc1XUmYpcC

Pritchard, D. T., & Currie, J. A. (1982). Diffusion of coefficients of carbon dioxide,

nitrous oxide, ethylene and ethane in air and their measurement. Journal of

Soil Science, 33 (2), 175–184. https://doi.org/https://doi.org/10.1111/j.1365-

2389.1982.tb01757.x

Prosperetti, A. (2004). Bubbles. Physics of Fluids, 16 (6), 1852–1865. https://doi.

org/10.1063/1.1695308

Qiao, J., Yan, W.-C., Teoh, J. H., Tong, Y. W., & Wang, C.-H. (2018). Experimental

and computational studies of oxygen transport in a taylor-couette bioreactor.

Chemical Engineering Journal, 334, 1954–1964. https://doi.org/https://doi.

org/10.1016/j.cej.2017.11.137



BIBLIOGRAPHY 306

Rallison, J. M. (1981). A numerical study of the deformation and burst of a viscous

drop in general shear flows. Journal of Fluid Mechanics, 109, 465–482. https:

//doi.org/10.1017/S002211208100116X

Rallison, J. M. (1984). The deformation of small viscous drops and bubbles in shear

flows. Annual Review of Fluid Mechanics, 16 (1), 45–66. https://doi.org/10.

1146/annurev.fl.16.010184.000401

Ramezani, M., Kong, B., Gao, X., Olsen, M. G., & Vigil, R. D. (2015). Experimen-

tal measurement of oxygen mass transfer and bubble size distribution in an

air–water multiphase taylor–couette vortex bioreactor. Chemical Engineering

Journal, 279, 286–296. https://doi.org/https://doi.org/10.1016/j.cej.2015.

05.007

Razzak, M. A., C.Khoo, B., & B.Lua, K. (2019). Numerical study on wide gap

taylor couette flow with flow transition. Physics of Fluids, 31 (11), 113606.

https://doi.org/10.1063/1.5125640

Roghair, I., Lau, Y. M., Deen, N. G., Slagter, H. M., Baltussen, M. W., Van Sint

Annaland, M., & Kuipers, J. A. M. (2011). On the drag force of bubbles in

bubble swarms at intermediate and high reynolds numbers. Chemical Engi-

neering Science, 66 (14), 3204–3211. https://doi .org/https://doi .org/10.

1016/j.ces.2011.02.030

Rust, A. C., & Manga, M. (2002). Bubble shapes and orientations in low re simple

shear flow. Journal of Colloid and Interface Science, 249 (2), 476–480. https:

//doi.org/https://doi.org/10.1006/jcis.2002.8292

Rybczynski, W. (1911). On the translatory motion of a fluid sphere in a viscous

medium. Bull. Acad. Sci. Cracovie, 40–46.

Saffman, P. G. (1956). On the rise of small air bubbles in water. Journal of Fluid

Mechanics, 1 (3), 249–275. https://doi.org/10.1017/S0022112056000159

Scapin, N., Costa, P., & Brandt, L. (2020). A volume-of-fluid method for interface-

resolved simulations of phase-changing two-fluid flows. Journal of Computa-

tional Physics, 407, 109251. https://doi.org/https://doi.org/10.1016/j.jcp.

2020.109251



307 BIBLIOGRAPHY

Scardovelli, R., & Zaleski, S. (1999). Direct numerical simulation of free-surface and

interfacial flow. Annual Review of Fluid Mechanics, 31 (1), 567–603. https:

//doi.org/10.1146/annurev.fluid.31.1.567

Schlottke, J., & Weigand, B. (2008). Direct numerical simulation of evaporating

droplets. Journal of Computational Physics, 227 (10), 5215–5237. https ://

doi.org/https://doi.org/10.1016/j.jcp.2008.01.042

Schrimpf, M., Esteban, J., Warmeling, H., Färber, T., Behr, A., & Vorholt, A. J.

(2021). Taylor-couette reactor: Principles, design, and applications. AIChE

Journal, 67 (5), e17228. https://doi.org/https://doi.org/10.1002/aic.17228

Schulz, A., Wecker, C., Inguva, V., Lopatin, A. S., & Kenig, E. Y. (2022). A plic-based

method for species mass transfer at free fluid interfaces. Chemical Engineering

Science, 251, 117357. https://doi.org/https://doi.org/10.1016/j.ces.2021.

117357

Schwartz, P., Barad, M., Colella, P., & Ligocki, T. (2006). A cartesian grid em-

bedded boundary method for the heat equation and poisson’s equation in

three dimensions. Journal of Computational Physics, 211 (2), 531–550. https:

//doi.org/https://doi.org/10.1016/j.jcp.2005.06.010

Scriven, L. E. (1959). On the dynamics of phase growth. Chemical Engineering Sci-

ence, 10 (1), 1–13. https://doi.org/https://doi.org/10.1016/0009-2509(59)

80019-1

Sharaborin, E. L., Rogozin, O. A., & Kasimov, A. R. (2021). The coupled volume

of fluid and brinkman penalization methods for simulation of incompressible

multiphase flows. Fluids, 6 (9), 334.

Shew, L., Woodrow, Poncet, S., & Pinton, J.-F. (2005). Path instability and wake

of a rising bubble (Unpublished Work). https://hal.archives-ouvertes.fr/hal-

00013378

Shiomi, Y., Kutsuna, H., Akagawa, K., & Ozawa, M. (1993). Two-phase flow in an

annulus with a rotating inner cylinder (flow pattern in bubbly flow region).

Nuclear Engineering and Design, 141 (1), 27–34. https://doi.org/https://doi.

org/10.1016/0029-5493(93)90089-R



BIBLIOGRAPHY 308

Smith, G. P., & Townsend, A. A. (1982). Turbulent couette flow between concentric

cylinders at large taylor numbers. Journal of Fluid Mechanics, 123, 187–217.

https://doi.org/10.1017/S0022112082003024

Snyder, H. A. (1968). Stability of rotating couette flow. ii. comparison with numerical

results. The Physics of Fluids, 11 (8), 1599–1605. https://doi.org/10.1063/1.

1692167

Spandan, V., Verzicco, R., & Lohse, D. (2017). Deformable ellipsoidal bubbles in

taylor-couette flow with enhanced euler-lagrangian tracking. Physical Review

Fluids, 2 (10), 104304. https://doi.org/10.1103/PhysRevFluids.2.104304

Stokes, G. (1850). On the effect of internal friction of fluids on the motion of pendu-

lums. Trans. Camb. phi1. S0c, 9 (8), 106.

Sugiyama, K., Calzavarini, E., & Lohse, D. (2008). Microbubbly drag reduction in

taylor–couette flow in the wavy vortex regime. Journal of Fluid Mechanics,

608, 21–41. https://doi.org/10.1017/S0022112008001183

Sui, Y., Ding, H., & Spelt, P. D. (2014). Numerical simulations of flows with moving

contact lines. Annual Review of Fluid Mechanics, 46 (1), 97–119. https://doi.

org/10.1146/annurev-fluid-010313-141338

Sussman, M. (2003). A second order coupled level set and volume-of-fluid method for

computing growth and collapse of vapor bubbles. Journal of Computational

Physics, 187 (1), 110–136. https://doi.org/https://doi.org/10.1016/S0021-

9991(03)00087-1

Sussman, M., Smereka, P., & Osher, S. (1994). A level set approach for computing

solutions to incompressible two-phase flow. Journal of Computational Physics,

114 (1), 146–159. https://doi.org/https://doi.org/10.1006/jcph.1994.1155

Takemura, F., & Yabe, A. (1999). Rising speed and dissolution rate of a carbon

dioxide bubble in slightly contaminated water. Journal of Fluid Mechanics,

378, 319–334. https://doi.org/10.1017/S0022112098003358

Takemura, F., & Matsumoto, Y. (2000). Dissolution rate of spherical carbon dioxide

bubbles in strong alkaline solutions. Chemical Engineering Science, 55 (18),

3907–3917. https://doi.org/https://doi.org/10.1016/S0009-2509(00)00022-1



309 BIBLIOGRAPHY

Takemura, F., & Yabe, A. (1998). Gas dissolution process of spherical rising gas

bubbles. Chemical Engineering Science, 53 (15), 2691–2699. https://doi.org/

https://doi.org/10.1016/S0009-2509(98)00094-3

Tanguy, S., Ménard, T., & Berlemont, A. (2007). A level set method for vaporizing

two-phase flows. Journal of Computational Physics, 221 (2), 837–853. https:

//doi.org/https://doi.org/10.1016/j.jcp.2006.07.003

Taqieddin, A., Liu, Y., Alshawabkeh, A. N., & Allshouse, M. R. (2020). Computa-

tional modeling of bubbles growth using the coupled level set—volume of fluid

method. Fluids, 5 (3), 120.

Taylor, G. I. (1923). Viii. stability of a viscous liquid contained between two rotating

cylinders. Philosophical Transactions of the Royal Society of London. Series

A, Containing Papers of a Mathematical or Physical Character, 223 (605-615),

289–343. https://doi.org/doi:10.1098/rsta.1923.0008

Taylor, G. I. (1934). The formation of emulsions in definable fields of flow. Proceed-

ings of the Royal Society of London. Series A, Containing Papers of a Math-

ematical and Physical Character, 146 (858), 501–523. https://doi .org/doi :

10.1098/rspa.1934.0169

Teuber, K., Broecker, T., Bentzen, T. R., Stephan, D., Nützmann, G., & Hinkelmann,
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Wichterle, K., Večeř, M., & Růžička, M. C. (2014). Asymmetric deformation of bub-

ble shape: Cause or effect of vortex-shedding? Chemical Papers, 68 (1), 74–79.

https://doi.org/10.2478/s11696-013-0406-9

Wild, P. M., Djilali, N., & Vickers, G. W. (1996). Experimental and computational

assessment of windage losses in rotating machinery. Journal of Fluids Engi-

neering, 118 (1), 116–122. https://doi.org/10.1115/1.2817488

Xu, F., Zhao, P., Sun, C., He, Y., & Wang, J. (2022). Direct numerical simulation

of taylor-couette flow: Regime-dependent role of axial walls. Chemical Engi-

neering Science, 263, 118075. https://doi.org/https://doi.org/10.1016/j.ces.

2022.118075

Yamamoto, T., & Ishii, T. (1987). Effect of surface active materials on the drag

coefficients and shapes of single large gas bubbles. Chemical Engineering Sci-

ence, 42 (6), 1297–1303. https ://doi .org/https ://doi .org/10.1016/0009-

2509(87)85002-9

Ymawaki, K., Hosoi, H., Takigawa, T., Noui-Mehidi, M. N., & Ohmura, N. (2007).

Gas-liquid two-phase flow in a taylor vortex flow reactor. ICheaP-8: the 8th

Italian Conference on Chemical and Process Engineering, 24–27.

Youngs, D. L. (1984). An interface tracking method for a 3d eulerian hydrodynamics

code (Report No. 44/92/35). AWRE.

Zanutto, C. P., Evrard, F., van Wachem, B., Denner, F., & Paladino, E. E. (2022).

Modeling interfacial mass transfer of highly non-ideal mixtures using an al-

gebraic vof method. Chemical Engineering Science, 251, 117458. https://doi.

org/https://doi.org/10.1016/j.ces.2022.117458



313 BIBLIOGRAPHY

Zanutto, C. P., Paladino, E. E., Evrard, F., van Wachem, B., & Denner, F. (2022).

Modeling of interfacial mass transfer based on a single-field formulation and

an algebraic vof method considering non-isothermal systems and large volume

changes. Chemical Engineering Science, 247, 116855. https://doi.org/https:

//doi.org/10.1016/j.ces.2021.116855

Zenit, R., & Magnaudet, J. (2008). Path instability of rising spheroidal air bubbles:

A shape-controlled process. Physics of Fluids, 20 (6), 061702. https://doi.org/

10.1063/1.2940368

Zhou, Y., Zhao, C., & Bo, H. (2020). Analyses and modified models for bubble shape

and drag coefficient covering a wide range of working conditions. International

Journal of Multiphase Flow, 127, 103265. https://doi.org/https://doi.org/10.

1016/j.ijmultiphaseflow.2020.103265



Publications

Journal articles

• Love, A., Lee, D. S., Gennari, G., Jefferson-Loveday, R., Pickering, S. J.,

Poliakoff, M., & George, M. (2021). A continuous-flow electrochemical taylor

vortex reactor: A laboratory-scale high-throughput flow reactor with enhanced

mixing for scalable electrosynthesis. Organic Process Research & Development,

25 (7), 1619–1627. https://doi.org/10.1021/acs.oprd.1c00102

• Gennari, G., Jefferson-Loveday, R., & Pickering, S. J. (2022b). A phase-change

model for diffusion-driven mass transfer problems in incompressible two-phase

flows. Chemical Engineering Science, 259, 117791. https ://doi .org/https :

//doi.org/10.1016/j.ces.2022.117791

Conference presentation

• Gennari, G., Jefferson-Loveday, R., & Pickering, S. J. (2022a). A phase-change

model for diffusion-driven mass transfer problems in incompressible two-phase

flows. 4th Int. Conference on Numerical Methods in Multiphase Flows, Venice,

Italy, 28-30 September

314


