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Abstract

Homonymous visual field deficit (HVFD) is a common and devastating

complication of cerebral strokes. This impairment has a dramatic impact

on quality of life, disrupting multiple facets of daily life – most notably

reading fluency. At present, there are no universally accepted, effective

rehabilitation programs for HVFD. The most promising strategies involve

repetitive visual stimulation in the ‘blind’ field using a broad range of

stimuli to perceptually “retrain” visual function. Although effectiveness of

this approach varies substantially, it could be because the most appropriate

areas of the field are not targeted or the stimulus used in training is not

optimized for each patient. A major issue in rehabilitating HVFD is the

heterogeneity across individuals, where there is variability in lesion size,

location, time since lesion, and most importantly the pattern of residual

visual capacity. The potential for recovery may be limited to individuals

with intact cortical structures or alternative visual pathways that could

support some level of visual reorganization.

To address this issue, this thesis discusses the use of a cross-modal

imaging approach to characterize HVFD, complementing standard visual

assessments and perimetry with high-resolution definitions of

patient-specific patterns of residual visual field coverage and cortical

integrity. Here I present detailed perimetry and brain imaging datasets

from 4 stroke survivors with HVFD (2 with hemianopia, 2 with



quandrantanopia). My data reveals mismatches between the perimetry and

functional responses mapped using functional magnetic resonance imaging

(fMRI), revealing robust measures of residual visual capacity in the ‘blind’

field for all stroke survivors. I also used a probabilistic atlas to link

functional activity to defined anatomical regions as well as major white

matter tracts from probabilistic tractography. Taken together, this

information provides a useful platform for a personalized approach to

therapy – guided by functional activity patterns in the post-stroke

brain.

Building on the idea of restoring visual function, this thesis also explores

how recovery in the blind field can address reading impairments caused by

HVFD. By visually manipulating an image in a single hemifield with a

low-pass spatial filter under a gaze contingent paradigm, I could

functionally simulate hemianopia. This also allowed me to systematically

degrade spatial information in the hemianopic field and make inferences

about the extent of visual field recovery required via restitutive HVFD

strategies to restore functional reading performance. Consequently, this

experiment also acts as a starting point to explore effects of visual

restoration on reading with HVFD and allows us to test new strategies in

healthy controls, before translating to patient groups.

Finally, this thesis outlines potential future directions for this line of

investigation. These ideas include the development of rehabilitative

strategies guided by patient-specific information using cross-modal imaging

and testing out different configurations of visual manipulation in the

simulated hemianopia design.
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Chapter 1

Homonymous Hemianopia

1.1 Overview

This chapter will introduce homonymous visual field defects (HVFD) that

manifest post-stroke, discussing their pathology, prevalence, diagnosis

and notable impairments. I will also discuss the strategies employed for

rehabilitation and how residual visual capacity plays a role in recovery. I

will then outline the project and experiments included in my PhD thesis in

a brief “thesis outline”.
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1.2 Pathogenesis

Homonymous visual field defects (HVFD) are a form of a visual impairment

characterised by a complete loss of conscious vision in the contralateral

visual field in both eyes, caused by postgeniculate damage to the visual

system (J. L. Smith, 1962). This area of loss, also known as a scotoma,

can range from an entire hemifield (hemianopia, sometimes referred to

as hemianopsia) to a single visual field quadrant (quadrantanopia)1 as

illustrated in Figure 1.1.

Alternatively, hemianopia is also known as a complete homonymous

hemianopia (HH), while quadrantanopia is classified as an incomplete HH

(Goodwin, 2014). For incomplete HH, they are categorised into congruous

or incongruous visual field defects, signifying the congruency of the pattern

of defects between both eyes. The congruency of the defect has been

believed to be directly determined by the location of the lesion but this

remains a point of debate (Kedar et al., 2007). The scope of the thesis

will only focus on congruous visual field defects (similar patterns of HVFD

across both eyes).

The most common cause of HVFD is stroke (52%-70%), but it has also

been reported in cases of traumatic brain injury (14%) and tumours

(11%) (Goodwin, 2014; Zhang et al., 2006c). All reported cases found

1Although this nomenclature is widely accepted, other terms are also sometimes used.
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lesions in the retrochiasmal visual pathway, involving damage to the optic

tract, lateral geniculate nucleus (LGN), optic radiation, and/or occipital

cortex (J. L. Smith, 1962; Zhang et al., 2006a). Lesion sites are located

in the contralateral hemisphere, causing a loss of visual awareness in the

corresponding visual field.

Stroke survivors with this condition typically have good ocular health,

i.e structures in and around the eyes remain functional, but report that

they are unable to see in one side of their field of vision. Depending on

the location of the lesion, the representation of the macular region, which

extends to the central 5-25° of visual field on the affected side, can be

spared (Zhang et al., 2006b) (see Figure 1.2) — but in some cases it is

lost.

14



Figure 1.1: Visual illustration of homonymous visual field defect (HVFD). The black area
depicts regions in which patients are unable to perceive visual information during a visual
examination. In HVFD, both eyes will have a similar pattern of ‘blindness’, which could
manifest in one half of the hemifield (hemianopia) or one quadrant of the visual field
(quadrantanopia)

Figure 1.2: Visual illustration of macular sparing in homonymous visual field defect
(HVFD). Macular sparing could extend to the central 5-25° of visual field on the affected
side.
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1.3 Prevalence and diagnosis

In the UK, approximately 110,000 cases of stroke are reported per year in

England alone (Office, 2010). The literature shows that 13 - 49% of stroke

survivors report visual field impairment after the stroke (Barker & Mullooly,

1997; Rowe et al., 2019; Rowe et al., 2013; Townend et al., 2007). The

large variance in prevalence estimates reported across different studies

could be attributed to how HVFD in stroke survivors are

diagnosed.

The standard vision tests commonly used by the neurologists or

neuro-ophthalmologists include Goldmann visual field testing, Humphrey

visual field testing, or confrontation visual fields examination (Zhang et al.,

2006b). If the perimetry tests reveal persistent field defects that are

consistent across both eyes and ocular health is not compromised, HVFD is

diagnosed. An example of these visual field tests can be seen in Figure 1.3.

In some cases, the diagnosis is accompanied by a CT scan or magnetic

resonance imaging (MRI) scan of the brain to confirm the lesion (Zhang

et al., 2006b), as seen in Figure 1.4.

The evaluation of visual field defects is commonly conducted 1 to 6

months after the stroke (Zhang et al., 2006a), as the symptoms are less

prominent compared with other stroke-related impairments, such as motor

function loss, in most circumstances. Additionally it is often not routine

practice for clinicians to perform a vision exam in their assessment in stroke

survivors (Rowe, 2010), hence HVFD is often overlooked. This variable

16



delay between the stroke onset and diagnosis of the visual impairment

could be a key factor in the high variance in prevalence, especially when

considering reports of spontaneous recovery post stroke (Cramer, 2008)

within the first 3 months. In cases where clinicians do perform a vision

exam, the widely utilised and easily conducted confrontation examination

(Townend et al., 2007) greatly underestimate the prevalence of HVFD

symptoms as compared automated perimetry (Johnson et al., 2011), which

is more accurate and sensitive tool in assessing visual

fields.

Other, non-visual, deficits are sometimes misidentified as vision loss. For

example, patients with unilateral spatial neglect, a condition where the

individual fails to respond to stimuli in the side contralateral to the

lesioned hemisphere, may sometimes be misdiagnosed with HVFD (Walker

et al., 1991). This is because in visual field tests (most commonly

perimetry), failure to respond to the visual stimuli is interpreted as a visual

defect instead of an attentional impairment. Hence, clinicians may require

secondary tests to disentangle the relative effects of HVFD and unilateral

spatial neglect. A commonly used test to identify spatial neglect is the line

bisection task (Gammeri et al., 2020).
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Figure 1.3: Examples of visual fields testing for hemianopia. The left-sided results
represent the left eye and vice versa for the right-sided result (A) Goldmann visual fields
test reveal incongruous left homonymous hemianopia, taken from Uppal et al. (2012).
Note that in the Goldmann visual fields test the field assessment is flipped along the x-axis,
whereby left is right and vice versa. (B) Humphreys visual fields test reveal complete right
homonymous hemianopia, taken from Yeon et al. (2013). The different patterns in the
fields test reflect different levels of visual sensitivity, where completely ‘black’ regions show
no sensitivity to light.
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Figure 1.4: Example of CT scan revealing acute left hematoma resulting in a right
homonymous hemianopia, taken from (Horton et al., 2017).
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1.4 Reading with HVFD

HVFD has a dramatic impact on quality of life because it functionally

impairs performance on many routine visual tasks (Papageorgiou et al.,

2007). Individuals with this condition have trouble navigating unfamiliar

and crowded environments and their ability to drive safely in traffic is

compromised2 (Bowers et al., 2014; Goodwin, 2014; Szlyk et al., 2005;

Wood et al., 2011). However, one of the most prominent visual problems is

a significant loss in reading ability (hemianopic dyslexia, Zihl

(1995)).

Reading is a highly complex task with multiple levels of representation,

ranging from low level orthographic, phonological and morphological

processing to higher level lexical, semantic and syntactic representation

(Schotter et al., 2012). However, it ultimately relies on the brain receiving

the appropriate visual information through precise oculomotor control

mechanisms that bring the area of highest acuity (fovea) to fixate on a

region of text and then serially reposition it as reading progresses (Rayner,

1998).

Unsurprisingly, the loss of conscious vision in one half of the visual field

has a severe impact on reading ability (Schuett et al., 2008a;

Trauzettel-Klosinski & Brendler, 1998a; Zihl, 1995). A key component that

2In the UK, this would typically result in the license to drive being revoked.
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is disrupted by stroke is the perceptual span – defined as the window of

useful vision available during fixation (McConkie & Rayner, 1975). It is

asymmetrical in shape, typically extending 3-4 letter spaces left of fixation

and 14-15 letter spaces to the right of fixation (McConkie & Rayner, 1976;

Rayner, 1998; Rayner et al., 2010; Schotter et al., 2012). Although visual

information crucial for reading is imaged on the foveal region (up to 2°

from fixation), readers often extract useful parafoveal (2-5°) information

from the next word or two in the sequence. Despite poorer visual acuity in

the parafoveal retina, it is a vital component in reading fluency as it

provides a ‘preview’ of the next word (right of fixation) or the word before

(left of fixation). This preview benefit has been shown to inform ‘when’ and

‘where’ the eyes should move, having a facilitatory effect on word

processing during periods of stable fixation and regulating future eye

movements to new areas of text (Drieghe et al., 2005; Kennedy, 2000;

Morris et al., 1990; Paterson & Jordan, 2010; Pollatsek & Rayner, 1982;

Rayner et al., 1982; Schotter et al., 2012; Williams et al., 2006). In

hemianopic field loss, parafoveal processing is compromised, resulting in

significantly slower reading speeds (Schuett, 2009; Schuett et al., 2008a;

Trauzettel-Klosinski & Brendler, 1998a).

The side on which the HVFD (left or right hemifield) occurs differentially

impacts eye movements during reading. This has been linked to the idea

that the vision loss affects different regions of the perceptual span (Schuett

et al., 2008a; Trauzettel-Klosinski & Brendler, 1998a; Zihl, 1995). For

instance, individuals with left HVFD find it difficult to re-fixate to the

new line of a paragraph during a return sweep, often requiring multiple

saccades to find the start of the new line. In contrast, right HVFD affects
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eye movements in left-to-right reading more, leading to a larger number

of smaller forward (rightwards) and regressive saccades (leftwards), more

fixations which are usually longer in duration, ultimately resulting in much

slower reading speeds.

22



1.5 Recovery and Rehabilitation

At present, there are no universally accepted, effective rehabilitation

programs for HVFD. Several strategies have been developed in the past few

decades, each accompanied with its own advantages and disadvantages

(Das & Huxlin, 2010; Pollock et al., 2011). In some instances, patients

experience a spontaneous recovery from HVFD within the early periods

post-stroke (Cramer, 2008; Zhang et al., 2006a). This has been attributed

to the resolution of inflammation and edema around the lesion along with

the re-activation of partially damaged perilesional neural circuits (Poggel

et al., 2001; Sabel, 1997). However, it has been observed that after a 6

month period post-stroke, almost no further improvement can be found

(Zhang et al., 2006a).

1.5.1 Compensatory strategies

A common intervention strategy involved compensating for the deficit by

training the eye to move the ‘seeing’ field towards the ‘blind’ field to

mitigate the visual field defect. The training typically involves employing

larger initial saccades into the hemianopic hemifield followed by a

systematic search pattern to improve detection and reaction time to visual

stimuli (Mannan et al., 2010; Nelles et al., 2001; Nelles et al., 2009; Roth

et al., 2009; Zihl, 1995). This change in oculomotor strategy has been

shown to shorten reaction time and improve saccadic localization to visual
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stimuli that appear in the ‘blind’ field. It is also inexpensive, quick to train

and can be conducted at home which is a major benefit to most stroke

survivors with this condition (Mannan et al., 2010). Although

compensatory eye movement training does not change the size of the

deficit in any significant manner (Pambakian et al., 2004), it remains as an

important tool that improves visual search ability and has also

demonstrated transfer effects to daily living activities3.

1.5.2 Substitution strategies

Some treatment approaches for HVFD have involved optical devices such as

mirrors, telescopes and most notably prisms to substitute the visual field as

opposed to expanding them (Duszynski, 1955; Goodlaw, 1983; Peli, 2000).

The total active visual field does not change but scenes from the ‘blind’

field are relocated into the ‘seeing’ field through such optical methods.

This intervention has been shown to be an effective tool in improving

mobility and navigating through obstacles in the environment (Bowers

et al., 2014; Giorgi et al., 2009). New developments in prism designs

(oblique peripheral prisms) allow for a larger field expansion - extending

up to 30°, improving hazard detection when driving (Bowers et al., 2012;

Houston et al., 2018; Peli et al., 2016). Training is required when first

using prismatic devices, as it is important to avoid looking directly into

3Some strategies have also incorporated the training of head scanning movements to
allow for larger gaze shifts to address driving ability and safety (Bowers et al., 2014; Wood
et al., 2011).
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the prism to avoid diplopia4. Challenges that come with wearing prism

glasses involve difficulty descending stairs, glare and objects suddenly

appearing through the prism (jack-in-the-box effect) (Giorgi et al., 2009).

This intervention is also not well suited for supporting near-vision activities

such as reading.

1.5.3 Restitutive strategies

Compensatory and substitution strategies have found substantial success

in improving various aspects of daily living in stroke survivors with HFVD

and often are used in conjunction with one another (Goodwin, 2014). Both

strategies involve accepting the deficit and developing solutions around

them, but what about programs that attempt to reverse the effects of the

visual field loss or restitutive strategies?

Restitution is based on the concept of adult neuroplasticity, the

generation of new neurons (neurogenesis) or formation of new connections

and pathways in adult brains. Five decades of neurogenesis research has

showcased the existence of neurogenesis in adult species, such as rodents

(Altman & Das, 1965), birds (Nottebohm, 1989), nonhuman primates

(Graziadei et al., 1980; Kornack & Rakic, 1999; Miller & Nowakowski,

4This is only an issue for monocular sector prisms; peripheral prisms are less affected
by this visual confusion due to lower acuity at larger eccentricities (Cohen & Waiss, 1996;
Peli, 2000).
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1988) and most notably in humans too (Eriksson et al., 1998; Spalding

et al., 2013). However, it is worth emphasizing that these observations do

not necessarily extend beyond very specific neural populations. The

implications drawn from these findings suggest that it might be possible to

develop interventions that tap into the brain’s potential for plasticity with

the goal of recovering functionality in damaged brain regions (Fuchs &

Flügge, 2014). For stroke-related injuries, physical rehabilitation is

unequivocally recommended for patients with motor cortex damage,

reporting relative success in clinical improvements (Hallett, 2002; Takeuchi

& Izumi, 2013). However, for visual field loss caused by stroke damage, a

reversal of visual field loss is often controversial and has even been

opposed amongst clinicians (Cavanaugh et al., 2020; Horton et al.,

2017).

Early restitutive strategies involved using computer-based training

programs (formally known as visual restitution training - VRT) to

repeatedly stimulate along the borders of the blind field to enlarge the

effective visual field (Kasten et al., 2000; Kasten & Sabel, 1995; Kasten

et al., 1998; Poggel et al., 2010). Reports claimed that VRT significantly

improved detection accuracy in the ‘blind’ field and shifted the absolute

visual field border by an average of 5° of visual angle. However, as

highlighted by Horton (2005), as both the therapy and training-related

changes were measured using the same method (and software), there was

a potential confound of visual learning effects. The visual field

improvements were also not reproducible when tighter fixation control was

implemented during performance tests (Reinhard et al., 2005). The most

recent work on VRT showed some modest improvement in field

26



enlargement and control for eye movements using microperimetry, but only

in a study with a relatively small sample size (Marshall et al.,

2010).

A different approach to restitution lies in the phenomenon known as

‘blindsight’, where individuals are able to detect, localise or discriminate

visual stimuli in the hemifield with an apparently complete visual loss

(Cowey, 2010; Sanders et al., 1974). Since its initial discovery, there have

been multiple reports of residual visual capacity in cortically blind

individuals (Barbur et al., 1993; Silvanto et al., 2008; Silvanto et al., 2009;

Walker et al., 2000; Weiskrantz et al., 1995). If the damaged cortex still

retains the capacity to respond to visual targets, repeated stimulation (via

training) of specific visual stimuli could induce functional reorganisation in

the “blind” field (Huxlin et al., 2009; Sahraie et al., 2006). This technique

has been widely used in a range of visual deficits not related to stroke, such

as amblyopia and age-related macular degeneration (Astle et al., 2015;

Astle et al., 2011) and is emerging as an effective tool in

rehabilitation.

To treat HVFD, different laboratories have implemented perceptual

retraining using visual stimuli that are selective for different visual

channels, including broadband spatial and temporal frequency patterns and

stimuli optimised for motion perception (Barbot et al., 2020; Casco et al.,

2018; Huxlin et al., 2009; Pleger et al., 2003; Sahraie et al., 2006). Even

after controlling for unstable fixation, they were able to establish clinically

significant improvements at training locations. However the effectiveness

of perceptual retraining in treating HVFD following stroke appears limited,
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as improvements tend to vary substantially across individuals. A recent

clinical trial using a motion discrimination task for training highlighted this

problem, showing no improvements over controls in visual field measures

in a large cohort of stroke survivors (Cavanaugh et al.,

2020).
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1.6 Residual visual capacity

Why is it the case that not all individuals benefit from this restitutive or

restorative approach to HVFD? To address this question, it is important

to explore the mechanisms behind restoring visual function in the blind

field, and what this means in terms of identifying residual visual capacity

in cortically blind patients. Broadly speaking, functional recovery in the

“blind” field has been attributed to two possible mechanisms (Das &

Huxlin, 2010):

• strengthening of alternative visual pathways or

• functional reorganisation of the spared cortex.

The classic view of the visual analysis suggests sequential processing

and refinement of signals: inputs received from the retina travel through

the optic tract to an intermediate relay at the lateral geniculate nucleus

(LGN) located in the thalamus, and ultimately to the primary visual cortex

(V1) and higher cortical regions where more complex visual processing

begins. However with the discovery of ‘blindsight’, the idea of alternative

visual pathways became a popular topic of investigation. Famously, it

was observed that patient G.Y. was able to discriminate motion stimuli

presented in the ‘blind’ field (Weiskrantz et al., 1991). Although V1 was

irrevocably damaged in one hemisphere, some level of visual awareness

was retained in the ‘blind’ field. Imaging studies that investigated this

phenomenon found that it was possible for visual signals to reach the
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extrastriate area MT/V5, which is sensitive to motion stimuli, by bypassing

V1 entirely (Barbur et al., 1993; Bridge et al., 2008; Goebel et al., 2001;

Holliday et al., 1997). Although MT/V5 primarily receives inputs from V1

through hierarchical feedforward connections from lower cortical regions,

MT/V5 has also been found to receive projections that are independent

of V1, and travel directly from the LGN (Sincich et al., 2004), the medial

subdivision of the inferior pulvinar (PIm) (Warner et al., 2015) or from the

superior colliculus through the pulvinar (Berman & Wurtz, 2010). Macaque

studies have shown that these connections, if preserved, could mediate

blindsight after receiving a V1 lesion in adulthood (Schmid et al., 2010;

Warner et al., 2015). Using diffusion weighted imaging, Ajina et al. (2015)

demonstrated that all patients in their sample with V1 damage, that were

also capable of blindsight, showed an intact connection between the LGN

and MT/V5.

Besides alternative visual pathways, the presence of spared cortices

alongside the lesion site has been suggested as the basis for residual visual

function in the blind field. In some cases, small ‘islands’ of spared V1 are

identified through visual perimetry, behavioural experiments and functional

magnetic resonance imaging (fMRI) (Dilks et al., 2007; Fendrich et al.,

1992; Morland et al., 2004; Radoeva et al., 2008; Wessinger et al., 1999)

and play an important role in functional recovery. The idea of

neuroplasticity in adult humans remains controversial: some adult animal

studies of the visual systems appear to demonstrate high degrees of

plasticity (Calford et al., 2000; Kaas et al., 1990), but these results are in

contrast to findings that show limited potential for any functional

reorganization (Horton & Hocking, 1998; Smirnakis et al., 2005).
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Interestingly however, by using high resolution imaging measurements to

capture functional and structural changes during a plasticity period, Keck

et al. (2008) demonstrated that when the lesion site was subjected to visual

input, the initially unresponsive region regained responsiveness after 2

months, and this effect correlated with newly generated dendritic spines

which persisted for extended periods of time. There is also an influential

theory that functional reorganization in adult striate cortex is mediated by

axonal sprouting of long-range horizontal connections mediated by

pyramidal neurons (Darian-Smith & Gilbert, 1994).

Overall, the supporting evidence for restitutive approaches to therapy

remains weak, but this may be because the most appropriate areas of

the field are not targeted for each patient. A major issue in rehabilitating

HVFD is the heterogeneity across individuals, where there is variability in

lesion size, location, time since lesion, and most importantly the pattern of

residual visual capacity. This heterogeneity presents a genuine barrier to

restitutive strategies. Some restitutive approaches build upon previously

established models of visual restoration, using specific channels of visual

stimuli or training in locations near the border of the scotoma, and have

achieved variable success in the patient population. As this method involves

a large time commitment from the patient, it is important to be precise.

The potential for recovery may be limited to individuals with intact cortical

structures or alternative visual pathways that could support some level of

visual reorganization.

Recent work by Barbot et al. (2021) showed strong evidence that it is

possible to achieve clinically significant improvements in the blind field
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via training, if we can identify spared perilesional V1 regions in cortically

blind patients. The training involved repetitive stimulation near the border

of the scotoma, using both static orientation and global motion stimuli.

They found that all patients were able to recover performance levels

similar to the intact field, and the improvements were correlated with

amount of spared V1 coverage of the blind field. However, the author

highlights that although spared V1 regions are vital, they are not able

to rule out the possibility that intact extrastriate areas also contribute to

recovery.

It is clear that this approach to recovery shows great potential and invites

room for further development and refinement. We now know that it is

possible to induce training-related recovery in cortically blind patients

and it is linked closely to surviving anatomical and functional circuits. If

therapy could be better guided by anatomical evidence and functional

activity patterns in the brain, it may improve rehabilitation approaches

by delineating the visual field locations or brain structures with the best

chance of functional recovery.
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1.7 Thesis outline

1.7.1 Cross-modal imaging better characterizes

heterogeneity across stroke

survivors

The thesis will investigate HVFD using individualised anatomical and

functional biomarkers to see how they link to perimetric measures of

the visual field. A combination of cross-modal imaging data provides

a powerful source of information to characterize the anatomy of the

lesion and visual capacity of individual stroke survivors with HVFD and

supports a personalized medicine approach to stroke intervention. This

approach could potentially help address the marked variability in individual

responses to rehabilitation strategies and generate new outcome measures

for treatment.

At the outset of my thesis work, I had formed a plan for using this

approach in a group of 10-12 stroke survivors. Initial visual fields testing

were conducted for all participants using standardised static perimetry

along with a full set of optometric measures. Anatomical MRI data were

collected to measure the extent of injury caused by stroke, allowing me to

quantify the lesioned and spared cortex in the occipital lobe. To determine

the functional integrity of spared visual brain networks, fMRI responses to

supra-threshold (retinotopic) visual stimuli presented at sequential points

in visual space will be measured. This will allow the use of population
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receptive field (pRF) mapping to reconstruct a representation of visual

space across different cortical areas of the visual brain. By estimating the

centres and sizes of population receptive fields, I can then construct a

coverage map of the visual field, allowing me to estimate the extent of

‘neural’ responses to visual input inside the scotomatous field defined by

perimetry (Dumoulin & Wandell, 2008; Papanikolaou et al., 2014). To

identify spared white matter fibres connecting brain areas in visual cortex

within the lesioned hemisphere (and between hemispheres), I also acquired

diffusion weighted imaging data (DWI) which I analysed with

computational tractography to map out a set of identified tracts

underpinning inter- and intra-hemisphere connectivity in occipital,

temporal and parietal cortex (Leh et al., 2006; Puig et al.,

2017).

This cross-modal approach will help shed new light on possible targets

for rehabilitation in homonymous visual field loss. Higher-resolution

definitions of the patient-specific patterns of residual visual field coverage

and cortical integrity across stroke survivors could ultimately improve

diagnosis and understanding of the disorder (Millington et al., 2017).

While recovery of additional visual field – lost topographic information by

damage in early visual areas (Donoghue, 1995; Karmarkar & Dan, 2006)

– is unlikely (Horton et al., 2017; Wandell & Smirnakis, 2009), loss maps

for higher-level regions that preferentially code e.g. colour, motion, objects

or faces may be less affected (J. L. Chen et al., 2011). In that case, subjects

may be able to ‘learn’ how to exploit this information in the residual field to

support some visual behaviours.
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Perhaps the mixed evidence for plasticity in adult humans – in the

context of rehabilitation, is indicative of the fact that there are a

combination of parameters that must be fulfilled in tandem in order to

support adult plasticity, that we are still unaware of. Take for example the

study that investigated plasticity in juvenile and adult barn owls (Brainard

& Knudsen, 1998). As developing barn owls have a sensitive period where

experience greatly shapes their sound localization behaviour, they were

able to use optical prisms that displaced vision to alter the auditory space

map in the owl’s brain. Large adaptive changes in the auditory maps can be

observed in juvenile barn owls but only negligible effects in adult barn

owls, similar to findings in human samples (Wandell & Smirnakis, 2009).

However, the same lab group have demonstrated that if adult barn owls are

allowed to hunt for food (a natural and critical behaviour found in wild

barn owls) as oppose to being fed during the prism adaption period, they

were able to observe larger plasticity in adult barn owls (Bergan et al.,

2005). This seems to suggest that in the adult population, it is not enough

that the underlying circuitry can support plasticity, but it must also be

accompanied with behaviourally relevant actions.

Hence it is vital that we establish tools that are more precise in

identifying surviving circuits in individuals with HVFD, so that we can build

behaviourally relevant training programs that target specific regions in the

brain.
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1.7.2 Simulating hemianopia to investigate reading

impairments

Building on the previous idea, the thesis also explores how the recovery of

visual function in the blind field can address one of the prevailing

impairments of HVFD, namely reading fluency. As recent restitutive

strategies with HVFD patients have been able to demonstrate perilesional

recovery of luminance detection thresholds in the blind field (Barbot et al.,

2021), it is important to investigate how this recovery can improve or

restore some of the lost visual span for reading. To address this question, I

employed a gaze contingent paradigm where the degree of spatial blurring

in one hemifield was manipulated to simulate hemianopic loss (and

potential recovery) and measure how this changes oculomotor behaviour

during text reading. In conditions with high levels of blurring in the

simulated field, visual information fundamental to text recognition and

comprehension is no longer available (Kwon & Legge,

2012).

We argue that this method can be used in individuals with normal

visual function to functionally simulate the effects of vision loss in each

hemifield. By manipulating the degree of blurring, we systematically

control access to spatial information in one hemifield and measure how this

changes both the pattern of eye movements and reading speed. Because

reading ability changes with age (Laubrock et al., 2006), two groups of

observers – one with younger participants, another with older participants -

closer in age to the risk group for ischaemic strokes (England, 2018) were
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recruited for this study. Findings from this experiment will open up the

possibility of using participants with normal visual function to help identify

the most promising strategies for HVFD, before translation to patient

groups.
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Chapter 2

Recruiting Stroke Survivors

2.1 Overview

This chapter will describe the stroke survivors recruited for this study,

detailing our methods of recruitment and provide relevant clinical

information about our participants. Here I discuss the visual assessments

conducted for the project, which includes a comprehensive visual test

battery, static perimetry, kinetic perimetry and microperimetry. This chapter

will also discuss the assessment of spatial neglect – a potential confound in

investigating visual field deficits, and assessing participant’s ability to

maintain fixation stability (which will be important later on in the brain

scanner, see Chapter 3).
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2.2 Participants

Data was collected for 4 stroke survivors with HVFD (6 were recruited

in total but 2 were excluded from the final analysis as they were not

eligible to enter the MRI). A summary of demographic information can be

found in Table 2.1. Participants were recruited through local communities

(Nottingham Stroke Research Partnership Group, Nottingham Stroke

Club) and advertising to stroke-related organisations (Stroke Association,

DifferentStrokes). The inclusion criteria for participation in the study were:

(1) Full informed consent, (2) showing symptoms of homonymous visual

defect, (3) no evidence of retinal or optic nerve pathology, (4) no manifest

strabismus, (5) good ocular motility, (6) absence of spatial neglect. All

experiments were performed with ethical approval from the School of

Psychology ethics committee (F944/F1055R) and all participants gave

written, informed consent.
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Table 2.1: Demographic and basic clinical information of participants.
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Brief Description from Participant debriefs

11773: Experienced a stroke in their late 20s. Reported a dense
hemianopia in the right visual field. Also reported difficulties with every-day
tasks.

13798: Experienced a stroke early August 2018 and after some level of initial
spontaneous recovery, was left with distorted vision in the lower left quadrant of
the visual field. Reported difficulty in reading the newspaper/books, used a ruler
as a guide to help find the next line of text. This is also the only participant who
reported rare visual hallucinations in the ‘blind’ field, but only when extremely
tired.

14196: Experienced a stroke about 25 years ago. Reports total dense visual loss
in the right visual field. Also affected by aphasia.

14326: Experienced a stroke July 2016 and reports visual field loss in lower
left quadrant. Was able to regain driver’s licence after follow-up measurements of
their visual impairment.
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2.3 Vision Tests

A test battery measuring basic visual function and standard ocular health

was conducted by a registered optometrist, independent of the university.

This included determining (1) existing spectacle prescription, (2) logMAR

(Logarithm of the Minimum Angle of Resolution) visual acuity at distance

and near, (3) cover test for ocular alignment, (4) ocular motility, (5)

refraction, (6) and an assessment of external (slit-lamp biomicroscopy)

and internal ocular health (indirect and direct ophthalmoscopy). The test

results for each participant can be found in Table 2.2.
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Table 2.2: Results of optometric assessment for each participant (both eyes), describing
the visual field defect, refractive status, distance visual acuity (VA),near addition and near
visual acuity (VA)
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2.4 Measuring visual field defect

2.4.1 Static Perimetry

Since the invention of automated perimetry in the 1970s (Johnson et al.,

2011; Phelps, 1978), the technique has been commonly used for

diagnosing visual field loss, in conditions such as glaucoma (Susanna Jr &

Vessani, 2009), age-related macular degeneration (Luu et al., 2013) and

notably homonymous hemianopia (Huber, 1992; J. L. Smith, 1962; Zhang

et al., 2006a). As it remains the gold standard for objective and clinical

visual fields testing, we collected static perimetry data across all

participants on both eyes, using a standard automated perimeter (M700

Medmont Automated Perimeter) - operated by a registered optometrist who

is independent from the university. Medmount perimetry has been shown

to correlate highly with Humphrey perimeters and is established as a

reliable test for clinical and research purposes (Landers,

2003).

During field testing, a spatially adaptive probe was used, extending out

to 50º of visual angle. This allows an initial test pattern of points to be

acquired, with additional points added automatically in the region of any

suspect field defect. Because of the adaptive algorithm, the number of

samples tested depended on the integrity of the participants’ visual field

and (for our participants) ranged between 39 and 168 measurement points

per eye. For a particular measurement point, the light intensity required
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was compared with the age normal value for the participant. When the

difference was larger than 6 dB, the neighbouring measurement points

were automatically added for testing. This method allows for a quick

delineation of the visual field using thresholds inside the age normal range

(or the edge of the perimeter display).

It is worth noting that although this method allows for a large area of the

visual field to be covered quickly, subtle defects (or small areas of residual

vision) may be missed between test points. One test run (monocular)

took around 8 minutes (longer with increased severity of the visual field

loss). For participant 11773, static perimetry was acquired by a different

registered optometrist at a different time, using a central 30-2 test on a

Humphrey Field Analyzer. Unfortunately, this participant had a subsequent

stroke that precluded a re-test under the same conditions as the other

participants.

To provide a measure of the defect, the pattern defect and overall defect

for each participant was reported. The pattern defect provides a measure of

depth of the sensitivity loss and clustering of the defect using spatial

correlation. If the defect is distributed randomly across the visual field, the

pattern defect will be small; whereas a more localised defect would lead to

a higher pattern defect. The overall defect provides a measure of the defect

standardized to the individual’s age range. This is done by measuring the

individual’s hill of vision (HoV), which is a three dimensional

45



representation that captures the sensitivity to light across the visual field1.

Then the mean difference between the individual’s HoV and the age-normal

HoV produces the overall defect score. Figure 2.1 shows an example of a

field plot with high pattern defect and overall defect.

The static perimetry data revealed homonymous visual field defects

across all four stroke survivors, two with complete right sided hemianopia

with no apparent macular sparing (Figure 2.2), two with partial or

complete lower left field quadrantanopia (Figure 2.2). Note that participant

14326 (quadrantanopia) shows some macular sparing. Both the estimated

pattern defect and mean deviations were consistent across both eyes in all

participants, as seen in Table 2.3. Sensitivity measurements across

eccentricities - separated between the two hemifields provide a more

detailed description of the depth of the defect as seen in Figure

2.3.

1The name derives from the fact that the spatial pattern reassembles a ‘hill’ as a
sensitivity is higher at the centre compared to the periphery.
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Figure 2.1: Example of a field plot with high pattern defect and overall defect, taken
from Nayak and Dharwadkar (2014). The test was conducted on the right eye using the
Glaucoma Test configuration, where sample points are placed within the central 30° field
and has an extension to 50° on the nasal horizontal meridian.

47



Figure 2.2: Definition of homonymous visual field loss with perimetry for both eyes. (A)
Visual field definition by standard perimetry for participant 14196. Test locations (gray
squares) were equally spaced across the left and right portion (light gray shading) visual
field. Locations at which the participant did not respond to stimuli are shown for both
monocular tests (red open symbols, tested through right eye [OD], close blue symbols,
tested through left eye [OS]). There is a tight correspondence between the two sets of
measurements, indicating a homonymous visual field defect. (B, C, D) Perimetry results for
the other participants in our study in the same convention as (A). Note that for participant
11773 perimetry was performed with slightly different parameters and only extended to
30º eccentricity.
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Table 2.3: Perimetry results (standard clinical scores).

Participant ID Visual Field Defect
Pattern Defect Overall Defect

Left Eye Right Eye Left Eye Right Eye

11773 Hemianopia 17.42 18.71 -20.31 -14.59

13978 Quadrantanopia 7.34 9.11 0.04 -0.12

14196 Hemianopia 22.01 21.22 3.89 3.74

14326 Quadrantanopia 12.39 11.02 2.53 2.71

Statistical summary of static perimetry results. The pattern defect is based on spatial correlation, measuring
the clustering and depth of the defect. The overall defect, taken as the mean difference between the age
normal hill of vision (HoV) and each participant’s HoV.
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Figure 2.3: Scatter plots show sensitivity (db) as a function of eccentricity (regardless
of polar angle) for all test points in perimetry, separately for left and right hemifields.
Red symbols represent test points that fall below threshold for vision (adjusted for age)
and correspond to points in the scotoma. They are all at 0 dB (and points at the same
eccentricity may be overplotted here). Note that perimetry for sub-11773 covered a more
central region of test points only.
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2.4.2 Kinetic Perimetry

Static perimetry maintains the advantage of detecting small changes in

sensitivity with high accuracy, but a sparse test grid is commonly used as a

representative sampling of the visual field to avoid long test times, trading

off spatial resolution as a result. This means that small scotomas may be

unaccounted for if they fall within the spaces of the test

points.

In some instances, kinetic perimetry has been used to measure the

extent of the visual field defect in HVFD (Hess & Pointer, 1989; Moss

et al., 2014; Pambakian et al., 2004). With kinetic perimetry, sensitivity

thresholds are determined by moving stimuli of various sizes and light

intensity, starting from the ‘blind’ field towards the ‘seeing’ field. The

patient will indicate the exact moment that they are aware of the stimuli

and the examiner will mark the boundary point on a representative map of

the visual field. This allows for a fast and efficient procedure to measure

sensitivity thresholds across the visual field with higher spatial resolution

as compared to static perimetry. Kinetic perimetry also allows for a better

measurement of the extent of the visual field deficit as testing points

typically begin far out in the periphery. As we were attempting to build

a comprehensive characterization of the visual field deficit, we explored

options for collecting kinetic perimetry data. However, because kinetic

perimetry is rarely used in clinical practice, we were only able to access

a manual kinetic perimetry using a Goldmann perimeter as opposed to a

semi-automated kinetic perimetry.
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Kinetic perimetry results for both eyes were collected on participant

13978, revealing similar results to static perimetry, as seen in Figure 2.4.

Although this presents a separate measure of visual perimetry, pilot testing

revealed several methodological issues.

The major issue is that manual kinetic perimetry results are highly

dependent on the examiner’s ability to maintain a constant speed when

moving the stimulus across the visual field (Trauzettel-Klosinski & Brendler,

1998b), a slight change in speed may distort the boundaries of the

scotoma. There is also no consensus or standard method of conducting

kinetic perimetry across clinics, making it difficult to compare across results

(Trauzettel-Klosinski & Reinhard, 1998). If the topic of study is

investigating the deficit in the peripheral field (functional impairments

related to driving and navigating a complex environment), kinetic

perimetry would be more advantageous. Because our current study only

focused on the central 10° of the visual field, relevant to reading

impairments, we concluded that kinetic perimetry did not offer any

additional insight into the visual field deficit. We therefore did not include

it in subsequent analyses.
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Figure 2.4: Kinetic perimetry results reveal quadrantanopia in the left hemifield for
participant 13978. Note that results are flipped across the x-axis due to the setup of the
machine. Two stimulus types were used to measure light sensitivity across the visual field,
II 4E and V 4E (Roman numeral denotes the Goldmann stimulus size, ie. V, followed by
the stimulus intensity, ie. 4E). The blue region indicates a partial visual field deficit.

2.4.3 Microperimetry

We used microperimetry to ensure that our field defect measurements from

static perimetry were reliable and repeatable. Microperimetry offers a more

stringent assessment of visual field integrity as it is gaze contingent,

relocating the stimuli when the eye moves, allowing precise assessment of

retinal sensitivities at specific retinal locations. This technique measures

retinal sensitivity using the minimum light intensity that patients can

perceive when small increments in luminance are used to stimulate discrete

locations on the retina. Retinal sensitivity estimates for a particular test

point also have a high spatial accuracy of up to half a degree (Markowitz &

Reyes, 2013), providing a more accurate measure of the borders of the
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scotoma. Microperimetry also affords an accurate measure of fixation

stability. Fixations are continuously recorded throughout the test and

fixation stability estimated using a metric called the Bivariate Contour

Ellipse Area (BCEA) (Markowitz & Reyes, 2013; Steinman, 1965), which is

widely used to report fixation stability (Crossland et al.,

2004).

Microperimetry data were collected separately for each eye using a

MAIA-2 (iCare, Finland) device. The MAIA has been widely used for

clinical trials and diagnosis, with robust repeatability, reliability and

intersession agreement (Charng et al., 2020; Chew et al., 2019;

Molina-Martín et al., 2016; Roh et al., 2019; Wong et al., 2017). The

measurements were performed with a natural pupil in a dim room.

Sensitivity was measured using the full threshold 4-2 expert test, with a

custom grid of 41 points covering the central 20º of visual angle. For

participant 11773 we used a 37-point stimulus grid which spans 10°

instead, but as noted elsewhere, a subsequent stroke in this participant

prevented us from acquiring visual field maps with exactly matched

sampling points. Test locations were spaced at 2º over the central 10º of

the visual field. The stimulus size was Goldmann III, background

luminance was 4 asb (or 1.27 cd/m2) and maximum luminance was 1000

asb (318.3 cd/m2) with a 36 dB dynamic range. A red circle, with a size of

1º, was used as a fixation target. The BCEA was calculated using an ellipse

area that contained 63% of fixation points.

Microperimetry measurements across 4 stroke survivors can be seen in

Figure 2.5. The results showed a consistent pattern of the visual field defect
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similar to static perimetry. Three of the four participants had excellent

fixation stability: participants 11773, 14196 and 14326 showed relatively

small BCEA values, ranging from 0.4°² - 1.7°², whereas participant 13978

had a large BCEA (left eye: 17.9°², right eye: 26.9°²) indicating more

unstable fixation. For reference, BCEA estimates in healthy participants

were previously found to be on average 0.80°² (min = 0.03, max = 3.90,

SD = 0.68) (Morales et al., 2016).
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Figure 2.5: Microperimetry measurements across 4 stroke survivors. The measurements
across the sample points represent the retinal sensitivity (db). All stroke survivors were
measured using a 41-point stimulus grid which spans 20° with the exception of participant
11773 which uses a 37-point stimulus grid which spans 10°. Note that for participant
13978, fixation stability was an issue. Even with gaze-contingent microperimetry,
acquiring robust data was challenging. For participant 14326, robust macular sparing
was apparent in both standard and microperimetry.
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2.5 Spatial Neglect

One potential confound of measuring vision loss is spatial neglect.

Unilateral spatial neglect (USN) is a condition where attention is impaired

in one side of space from the individual’s point of view. It is commonly

associated with stroke and is caused by damage to the parietal lobe

(Shinoura et al., 2009; Vuilleumier, 2013). Spatial neglect manifests itself

by a failure of participants to respond to stimuli in the contralesional side.

USN is often mistaken or misdiagnosed as homonymous hemianopia, as

patients fail to detect the stimulus while maintaining fixation during a

standard perimetry test (Walker et al., 1991). Although the symptoms are

similar, patients with USN only fail to detect or respond to the stimuli but

their visual fields are typically unaffected.

However it should be noted that in some cases, stroke survivors could

have both HVFD and unilateral spatial neglect (Girotti et al., 1983; Karnath

& Hartje, 1987; Saj et al., 2010). It is important to disentangle both

HVFD and USN as the impairments although symptomatically similar, are

fundamentally different, showing different patterns of functional imaging

responses (Watanabe et al., 2006) and require separate intervention

strategies (Gammeri et al., 2020).

In the study, it was assessed that participant passed the conventional

sub-test of the behavioural inattention test, BIT C (Halligan et al., 1991),

which consists of 6 assessments: Line Crossing test, Letter Cancellation

test, Star Cancellation test, Figure and Shape Copying test, Line Bisection
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test, Representational Drawing test. This set is commonly used to show an

absence of spatial neglect and is able to differentiate between patients with

both HVFD and USN against USN alone (Halligan et al., 1990). All stroke

survivors recruited for this study passed the BIT C and did not show any

signs of spatial neglect.
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2.6 Fixation Stability

Because our brain mapping protocol relied on standard retinotopy stimuli

to map visual field responses in the brain (see Chapter 3 & 4 for more

details), it was vital that participants were able to maintain stable gaze

fixation throughout the scanning session. Hence, all participants were

trained with the stimulus presentation prior to the scanning session to

ensure that they understood the requirements of the task. Briefly, the task

involved responding to the colour change in the fixation cross placed in the

centre of the screen.

While performing this task, a set of dynamic high contrast stimuli moved

across the screen in various configurations (see Chapter 3) which

participants were told to ignore and only fixate on the fixation cross.

Participants repeated the training until stable gaze fixation was achieved.

Figure 2.6 shows an example of successful stable gaze fixation during the

mock session.

We initially piloted the use of an eye tracking system while scanning,

which is a more reliable way of ensuring data quality and allows for

gaze correction. However, this proved difficult to set up with patients

as the reliability of the eye tracker signal for detecting the participant’s

pupil varied substantially, both across participants as well as throughout

each test session. In our setup, this was mainly due to the constraints

of the mirror assembly in the scanner, the distance of the BOLD screen

to the scanner and most notably the position of the participant’s eye
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level within the head coil. As participants were required to position their

heads for optimal coverage in the head coil, there was limited flexibility

to angle their head (pitch) and obtain eye positions for the eye tracker

to reliably record eye movements. Although we have had some success

in recording eye movements throughout the entire scan session (in our

pilot runs), we decided to omit this step during our scanning protocol

with stroke survivors in favour of patient comfort and acquiring data

with the other imaging modalities. Hence, we relied on the two separate

measures to ensure fixation stability, (i) recording eye movements in the

out-of-scanner mock session with the same stimulus, (ii) the BCEA score

from microperimetry.

Figure 2.6: Example of successful stable gaze fixation during the mock session. (A) Scatter
plot of fixation points throughout the mock session. (B) Histogram of distance of fixation
points from centre.
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Chapter 3

Brain imaging pipeline

3.1 Overview

It is important to establish a pipeline for scanning that maximises the

amount of useful data about the lesion (gray matter and white matter)

and visual field loss (function) within a relatively short time frame. As

the ultimate goal is to develop a rehabilitation program that is accessible

for stroke survivors with sight loss, the scanning pipeline has to overcome

some practical constraints. I was aiming to build a multi-modal approach

which required multiple imaging protocols that (if done inefficiently) could

take a long time. In most cases, it is not realistic to scan stroke survivors for

long hours as they are typically older and generally do not feel comfortable

staying in the scanner for too long. Moreover, early pilot studies in our lab

indicated that scans towards the end of the session suffered more from

participant motion in the scanner and failure to fixate to the centre of the
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screen, resulting in noisier imaging data.

After some pilot testing, we converged on a pipeline that included

acquisition of T1-weighted, T2-weighted anatomical images, T2*-weighted

(BOLD) images, a B0 map and diffusion weighted images that did not go

beyond 90 minutes including setup. We found this to be a good balance

between collecting meaningful imaging data without sacrificing data

quality and patient comfort.

This chapter will discuss the details of the scanning pipeline used in

this project, including the stimulus presentation, imaging protocol and

preprocessing steps.
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3.2 Stimulus Presentation

To elicit robust visual responses in the brain, we presented stimuli

commonly used in standard retinotopy mapping studies, also known as

phase-encoded retinotopy (DeYoe et al., 1996; Dumoulin et al., 2003;

Dumoulin & Wandell, 2008). We used the implementation in a custom

software, MGL (Gardner et al., 2018) to present sets of rotating wedges,

expanding/contracting rings and moving bars of high-contrast, moving

checkerboard stimuli, as seen in Figure 3.1. These stimuli are designed to

activate cortical regions representing specific locations of the visual field in

a systematic temporal order. Information from the functional magnetic

resonance imaging (fMRI) signal can then be used to reconstruct — for

each voxel — the visual field locations that drive its fMRI response.

Participants viewed the stimuli on a BOLDscreen32 (CRS Ltd., Rochester,

Kent) at the back of the bore through a mirror mounted on the head coil.

The viewing distance to the screen was 119 cm, the screen resolution is

1440 × 1080 pixels with a refresh rate of 100 Hz. The screen spans out to

+/- 6 degrees of visual angle vertically and out to +/- 8 degrees of visual

angle horizontally.

The first stimulus is a bar stimulus that swept across the screen in 3

separate directions: horizontally, vertically and diagonally. As this bar

aperture swept across the mean luminance grey background across the

screen (total period per sweep, 24s), it revealed the high-contrast

checkerboard pattern (where black and white elements drifted at 7.5° per

second). Each block consisted of 5 such (sweeps) cycles and two repeated
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scans were acquired, one with time-reversed order of sweep directions for

each bar movement type (horizontal, vertical and diagonal). The decision

to opt for shorter scans and multiple repeats was deliberate, as we wanted

to minimize potential data loss if a scan had to be discarded or if a

participant’s attention tended to drop off significantly during longer scans

(e.g. potentially falling asleep or fixating away from the centre).

Additionally, removing as much of the unwanted variability in data

acquisition should increase the signal-to-noise ratio in our

data.

The second type of stimulus was a ‘wedge’ stimulus (a 90° sector of a

circle) which periodically rotates around the screen, in either a clockwise

or counterclockwise direction for the duration of a scan. The third type of

stimulus was a ‘ring’ stimulus (an annulus) which expanded or contracted

in eccentricity (minimum radius of 0.5° and maximum radius of 11.25°).

The number of cycles per scan and scan repeats were kept the same as for

the bar stimulus.

To help participants maintain fixation and attention during stimulus

presentation, we used a simple fixation dimming task (two-interval forced

choice): participants had to indicate by button press, which of two intervals

contained a darker fixation cross. Difficulty of the task was adjusted

by changing the brightness difference of the fixation cross between the

intervals in line with a 2-down, 1-up staircase. Participants were trained

with the stimulus presentation prior to the scanning session (see Chapter

2 for more details) to ensure that they understood the requirements of the

task (maintain gaze stability and respond to the color change of the fixation
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cross).

Figure 3.1: Example of the stimuli presented in the scanner. The stimuli involves a
high-contrast moving checkerboard pattern with several different configurations; a moving
bar (left), a rotating wedge (middle), and an expanding/contracting ring (right). The
fixation cross periodically changed in brightness between intervals and participants were
instructed to indicate which interval was darker in a two-interval forced choice task. The
screen spans 6 degrees of visual angle in height and 8 degrees of visual angle in width.
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3.3 Participants

Participants were required to read through the information sheet and a

consent form, which detailed scanner safety protocols and the potential

risks involved. They were asked to complete both a consent form (ethics)

and a safety screening form (issued by the Sir Peter Mansfield Imaging

centre) before entering the scanner. Because it is common for stroke

survivors to have undergone prior surgeries before participating in further

research studies, it was particularly important to establish that they did

not have any implants or medical devices that could pose an MR safety

risk. During MR data acquisition, participants were in a head-first, supine

position and viewed the display through an angled one-mirror setup.

Participants were debriefed after the scanning and because they had

expressed a keen interest in knowing more about the functional imaging

results, were also provided with a copy of some preliminary analysis results

(from the retinotopy) in a information “test” pack. The preliminary nature

of those results were explained clearly.
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3.4 Imaging Protocol

Magnetic resonance imaging (MRI) data were acquired using a 32-channel

head coil on a 3T Phillips Achieva MR system at the Sir Peter Mansfield

Imaging Centre (Nottingham, United Kingdom). In our scanning protocol,

we acquired anatomical scans, functional scans and diffusion weighted

data.

3.4.1 Anatomical scans

Anatomical scans were acquired via two imaging protocols: T1-weighted

images and T2-weighted images. The T1-weighted and T2-weighted images

are commonly used in clinical practices to visualise the brain anatomy and

assess for any pathologies. T1-weighted scans are based on the longitudinal

relaxation of a tissue’s net magnetisation vector (Huettel et al., 2004). The

different contrasts in the scans are a result of tissue types taking varying

time to realign to the external magnetic field (B0). Fat has a different T1

time constant to water which results in it appearing of a different

brightness in the reconstructed images, depending on the exact choice of

imaging parameters. T2-weighted scans conversely reflect the loss of phase

coherence in the transverse plans. T2 contrast imaging generally uses a

longer repetition and echo time (TR and TE) to minimize any T1 relaxation

effects. With T2 scans, water usually appears ‘brighter’ and fat appears

‘darker’. Due to these properties, T1 scans which emphasize differences in
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gray and white matter are suitable for characterising brain anatomy (white

matter) while T2 scans often help with detailing any underlying

pathologies (damaged tissues tend to develop edemas which have

increased water content). These two protocols allow us to comprehensively

capture the extent of the lesion or any existing pathologies in the

post-stroke brain.

Anatomical scans were acquired using a 3D magnetization-prepared

rapid gradient echo (MPRAGE) sequence, which provides high tissue

contrast and spatial resolution in a short time frame (J. Wang et al.,

2014). The T1-weighted images were acquired using a sensitivity-encoded

(SENSE) factor of 3 with an echo time (TE) of 3.7 ms, a repetition time

(TR) of 8.13 ms, a flip angle of 8° with a field-of-view (FOV) of 160 x 256

x 256 mm3. To aid visualisation of lesions, we also acquired T2-weighted

images with high inplane resolution (axial, 0.45 mm inplane voxel size,

3 mm slice thickness, 1 mm gap. The parameters for those scans were

TE: 88.9 ms, TR: 3,381 ms and flip angle: 90°, resulting in images with a

matrix size of 512 × 512 × 36.

3.4.2 Diffusion-weighted imaging (DWI)

Diffusion-weighted imaging (DWI) is an MR-based acquisition method

which provides a measure of the diffusivity of water, via the attenuation

of T2 signal loss caused by random thermal movements of molecules in

water – Brownian motion. In brain regions where water has a high degree
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of random motion - high diffusivity, such as the cerebrospinal fluid (CSF),

this leads to higher spin dephasing and hence larger signal loss. However

in regions with less diffusivity, such as grey matter or more importantly

white matter tracts, there will be less signal loss. The details of diffusion

weighted imaging sequences are beyond the scope of this chapter, but for a

more in depth review, see Huisman (2010).

By applying sensitising gradients in different directions, DWI is able

to capture the directionality and shape of water across brain structures:

this version of diffusion weighted imaging is often referred to as diffusion

tensor imaging (DTI). By fitting a diffusion tensor (ellipsoid shape) to

the diffusions profile at each voxel, measures that are thought to reflect

microstructural properties can be inferred. The fractional anisotropy

(FA), how strongly directional the diffusion pattern is, is an example of

such a measure and can be seen in Figure 3.2. FA values range between

0 – reflecting a perfectly spherical (isotropic) diffusion profile and 1 –

reflecting a maximally anisotropic pattern, a long cylinder with a small

diameter. The orientation and shape of the ellipsoid corresponding to the

diffusion tensor also provides information on the directionality of the main

directions of diffusivity (vectors in 3d space). In healthy, normal white

matter tracts, water tends to diffuse primarily parallel to the long axis of

the tract with little in the perpendicular direction. Hence, FA provides

an indirect measure of the white matter integrity; healthy tracts will

have higher FA scores compared to damaged tracts. This along with the

directionality of the surviving tracts will assist in building a comprehensive

profile of the damage to the visual pathway (and potential mechanism

behind any residual vision).
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Diffusion weighted data were acquired at 2 mm isotropic resolution,

using a single-shot, echo-planar sequence with a TE of 57 ms and TR of

8,217 ms. Diffusion weighting was applied in 60 directions for b = 1000

s/mm2 and one volume was acquired for b = 0 s/mm2 (b-value determines

the measurement sensitivity of diffusion and changes the contrast across

regions, for examples of scans at different b-values, see Graessner (2011)).

As the changing magnetic field in the MRI causes eddy currents which

result in artefacts in the images, we acquired two calibration images

with reversed phase-encoding directions. This is to allow for distortion

correction using FSL’s topup (Andersson et al., 2003; S. M. Smith et al.,

2004), which infers the underlying field inhomogeneities by combining

information from images acquired under the two regimes with opposite

polarities. The fieldmaps inferred with this methods could then be used to

counter distortions in acquired data.
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Figure 3.2: Visualization of three diffusion tensors shapes illustrating different levels of
fractional anisotropy along with orientation, taken from O’Donnell and Westin (2011).

3.4.3 Functional scans

To measure functional responses in the brain using MRI, we used the

blood-oxygenation-level-dependent (BOLD) contrast, which acts as an

indirect measure of neural activity. The BOLD contrast is sensitive to the

regional concentration of deoxyhemoglobin (Ogawa et al., 1990) and a

positive BOLD signal reflects a localised decrease in deoxygenated blood.

There is a cascade of events following an increase in neural activity, which

ultimately also lead to a change in cerebral blood flow (CBF) and blood

volume (CBV). The process that links changes in neural activity and

resulting haemodynamic changes is known as neurovascular

coupling.
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Briefly, an increase in localised neural activity with a concomitant

increase in metabolic demand leads to a brief increase in the proportion of

deoxyhaemoglobin, which is only present briefly and may reflect an “initial

dip” in the haemodynamic response. Following this, however, there is a

much larger increase in the proportion of oxyhaemoglobin, which results in

a decrease in local field inhomogeneities, and therefore a longer T2* time

constant, which manifests itself as increased signal amplitudes compared to

baseline at the same echo time (TE). This change in BOLD signal (across

time and space) is captured by the so-called hemodynamic response

function: often described as a delaying and blurring of the neural response

in time but also captures the spatial extent of the BOLD signal

corresponding to localised neural activity. Importantly, the spatiotemporal

properties of this signal indirectly reflect neural activity and allow us to

measure functional responses of the brain robustly and with millimetre

spatial precision, albeit at the cost of some delay in time. For a more

detailed review of this process, refer to Logothetis

(2003).

In our study, functional MRI data were acquired with a close to axial slice

prescription which covered most of the head from frontal to occipital

cortex, maximising the coverage over the important brain regions. Our

protocol used 2D gradient echo EPI, a commonly used pulse sequence with

high temporal resolution, able to rapidly acquire a 2D images quickly by

switching the magnetic gradients back and forth after a single

radiofrequency pulse (J. Chen & Cohen-Adad, 2019; Hennel, 1997;

Mansfield, 1977). The images were acquired using moderate SENSE

acceleration factor of 2 and a short TE of 35ms, which allowed for a good
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combination of temporal resolution, reliable image quality by suppressing

susceptibility artefacts, and good BOLD sensitivity (Schmidt et al., 2005;

Weiger et al., 2002). 24 slices were acquired at 3mm isotropic resolution

with a TR of 1500ms. The flip angle was set to 75°, matched closely to the

Ernst angle (Ernst & Anderson, 1966).
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3.5 General Preprocessing Steps

Imaging data were analysed using a combination of FSL (Jenkinson et al.,

2012) and custom written software, mrTools (Gardner et al., 2018),

running in Matlab R2016b (MathWorks, 2016). FMRI data were corrected

for motion (Nestares & Heeger, 2000) within and across scans using

tricubic interpolation. Each fMRI scan was also linearly detrended and

temporally high-pass filtered with a cut-off frequency of 0.01 Hz to remove

signal drift (A. M. Smith et al., 1999). The first 8 frames of each functional

scan were discarded to avoid transient changes at the beginning of

scans.

Initially, the gray and white matter segmentation was carried out using

FreeSurfer v6.0 (http://freesurfer.net/fswiki/FreeSurferWiki, Fischl

(2012)). The T1-weighted images for all subjects were processed using the

command ‘recon-all’, including all alignment, segmentation and labelling

steps. The command ‘recon-all’ performs all of the FreeSurfer preprocessing

steps using the T1-weighted anatomical images. Models of the boundary

between white matter and cortical gray matter as well as the pial surface

are constructed from a template and then refined based on the

participant-specific anatomical image. In one processing step, the cortical

surface is reconstructed into a mesh of vertices that allows further analysis

and use for visualisation of data on the cortical surface. We found,

however, that FreeSurfer segmentations were adversely affected by stroke

lesions, even when lesion masks were used to constrain the

reconstruction.

74



To address this, we used an approach that relies less on reconstruction

of cortical surfaces, but more on information from a probabilistic atlas and

volume-based analysis methods. Chapter 5 will address this issue in further

detail. The preprocessing for diffusion data will also be discussed later in

Chapter 5.
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Chapter 4

Mapping Functional

Responses

4.1 Overview

To be able to exploit residual visual function for rehabilitative purposes,

it is important to identify the presence of any surviving cortex in stroke

survivors that still respond to visual stimuli in the blind field. Ideally this

process should be relatively quick, efficient and data-driven. This chapter

will cover the methodology we used for analysing the functional scans

acquired from stroke survivors with homonymous visual field deficits

(HVFD). A visual summary of this pipeline can be seen in Figure 4.1. The

detailed results from the analysis will be presented in the subsequent

chapter, Chapter 6.
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Figure 4.1: Pipeline for mapping residual visual function in stroke survivors using
functional magnetic resonance imaging (fMRI).
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4.2 Retinotopic maps

Many visually responsive areas in the brain are retinotopically organised

(DeYoe et al., 1996). This 1-to-1 mapping between visual (retinal) space

and locations on the cortical surface allows us to derive which visual field

locations drive the responses in each voxel by combining the data acquired

from the phase-encoded retinotopic stimuli.

The standard analysis of retinotopy often follows these steps: first,

times series data across stimulus runs for both directions are averaged (ie,

ring: contracting & expanding, wedges: clockwise & counterclockwise) by

time-shifting both scans and time-reversing one. The idea of this step is

that any residual haemodynamic lag is cancelled out because they are equal

and opposite in those two scans. This then accounts for the hemodynamic

lag of the BOLD signal. As the stimuli systematically sweeps across the

screen, the times series data for each voxel with a limited “receptive field”

responding to visual stimuli should reflect a periodic pattern, which often

appears close to sinusoidal (but whose shape depends on the duty cycle of

the stimulus and the “receptive field” of the voxel).

Next, a correlation analysis is performed by considering the signal in

the Fourier domain. The power of the time series signal at the frequency

of the stimulus and the signal’s phase at that frequency provide important

information. We can use the phase to infer the timing - and therefore

spatial placement - of the stimulus that drove responses in that voxel. The

correlation measures with the stimulus frequency and the amplitude of the
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signal provide a measure of signal reliability and amount of relative BOLD

response, respectively. The correlation (sometimes called coherence value),

can be used to filter for reliable voxels. Figure 4.2 shows an example of a

correlation analysis on a single voxel with a high coherence value and large

percent signal amplitude, indicating a very clear cortical response to the

visual stimulus.

Figure 4.2: Example of a correlation analysis on a single voxel with a high coherence
value. The black line is the measured time series data while the red line represents the
model fit of the harmonic function. As the coherence is high, the signal is assumed to be
reliable and provide information about the phase in which the voxel is sensitive to. The
phase corresponds to either polar angle (wedge scans) or the eccentricity (ring scans).

The time series analysis is performed for every voxel in the dataset

and the resulting correlation, phase and amplitude statistics are often

displayed as false colour maps, superimposed on anatomical images.

Figure 4.3 shows the results of the correlation analysis for the ring and

wedge scans for participant 11773. These results show an eccentricity and

polar angle map of the visual field. The BOLD signal is superimposed on a

high resolution anatomical scan. Alignment between the BOLD data and

anatomical images was done using mrAlign (Nestares & Heeger, 2000) to

provide a clearer visualization of the functional response with respect to

anatomical landmarks.
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Participant 11773 had a complete right hemifield hemianopia as result of

a lesion in the left visual cortex. Although perimetry results (refer to

Chapter 2) confirmed the hemianopic field loss, the retinotopy results

across both ring and wedge scans can be seen to produce a residual visual

response (though with less coverage compared to the healthy right

hemisphere). This can also be seen in Figure 4.4, where we overlaid the

results on an inflated surface of the lesioned hemisphere (left hemisphere)

for a better view.

Typically, the results from retinotopy analyses are then used to segment

different visual areas using the polar map representation acquired with the

wedge scans (Wandell et al., 2007). An example of this can be seen in a flat

map of the right hemisphere (healthy hemisphere) of participant 11773 in

Figure 4.5. A flat map is constructed using the mesh of vertices acquired

from segmentation of the grey matter, white matter and pial surface during

the preprocessing step. In this representation vertices are connected to

other vertices and 3 connected vertices form a triangular face. The vertices

and faces form a two-dimensional surface that is embedded in three

dimensions. This methodology allows us to ‘flatten’ the mesh and have a

look at the data in a more easily understandable visual

format.

However, in cortical hemispheres affected by stroke, incomplete visual

responses across the polar angle maps make it difficult to outline and

define visual areas as the common landmarks are difficult to identify

or locate. The initial step of outlining the visual areas usually starts by

identifying V1, which is located in the calcarine sulcus; however, as seen in
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the flatmaps in Figure 4.5, there are no visual responses in that region. To

identify the visual areas in which residual visual function was found, we

therefore took a different approach, which is addressed in a later section of

the chapter.

Figure 4.3: Correlation analysis results for both ring (A) and wedge (B) scans in both axial
and sagittal view for participant 11773. Participant 11773 has a complete right hemifield
hemianopia so the healthy reference for comparisons would be the right hemisphere
(depicted in the right side in axial view). The results are overlaid on a high resolution
T1-image registered with the BOLD data. A coherence threshold of 0.4 was used to
filter out noisy voxels. The colors represent the phase values of each respective scan (A:
eccentricity, B:polar angle). For the ring scans (A) we can see a radial pattern emerge
starting from the occipital pole, reflecting visual response to different levels of eccentricity.
For the wedge scans (B), the color shift in ‘wedge’ like patterns as it travels longitudinally
across the visual cortex, reflecting the change in polar angle.
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Figure 4.4: Correlation analysis results for ring (A) and wedge (B) scans for participant
11773, overlaid on an inflated surface of the lesioned hemisphere (left hemisphere).
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Figure 4.5: Flat maps of both lesioned (left) and healthy (right) hemispheres of participant
11773. This is the polar map representation from the wedge scan, which allows us to
define visual areas by looking at ‘reversals’. As we move away from V1 (either in the dorsal
or ventral direction) into higher visual areas (V2, V3), we can observe a phase reversal
where the visual field representation ends at the upper/lower vertical meridian (ventral:
green to yellow, dorsal: red to pink). This is largely observable in the healthy hemisphere
(right) although there seems to be some ipsilateral visual field representation. However
for the lesioned hemisphere (left) no obvious phase reversals can be observed due to the
lack of visual response from some regions. Alternative methods include using an initial
landmark to guide delineation of the visual regions, but this was also not possible (no
visual representation near the calcarine sulcus).

83



4.3 Population Receptive Field Mapping

Classic retinotopic maps provide a good overview of the retinotopic

organisation in the visual areas and their corresponding visual field

location, highlighting any abnormalities or visual field losses. However,

standard Fourier-based methods only provide voxel-wise information about

the visual field locations that are best at eliciting a response (using the

polar angle and eccentricity measures, and associated amplitude and

correlations). The method cannot take into account the receptive field

coverage of the underlying neuronal population at a particular

voxel.

Population receptive field (pRF) analysis – a technique developed by

Dumoulin and Wandell (2008), addresses these issues by using a simple

linear model to estimate not only the optimal visual field location, but also

other aspects such as the extent (size) of the population receptive field.

The initial model has also been extended to estimate surround suppression

(Zuiderbaan et al., 2012), contrast normalization, and other features of the

cortical response to visual stimuli (Aqil et al., 2020).

The underlying idea of the pRF approach is that a particular voxel (in

our case the size of 3mm3) reflects the responses of many neurons and

therefore corresponds to a range of visual field locations covering an

extended area of the visual field. The receptive fields of individual neurons

also vary in size across visual areas; receptive field sizes are observed to

be larger as we move from primary visual cortex (V1) to V2, V3 and V4
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(A. Smith et al., 2001; Tootell et al., 1997).

4.3.1 Constructing the model

The pRF model is constructed by using a 2D circularly symmetric Gaussian

to describe the population receptive field to each voxel. Together with a

description of how the stimulus evolved over space and time, this can be

used to predict the fMRI times series signal. The Gaussian model represents

the combined receptive field of the population of neurons that result in the

BOLD time series response observed in a voxel. In our version, it is defined

by three parameters x0, y0 and σ, where [x0, y0] represent the centre of the

Gaussian pRF and σ represents the standard deviation (spatial spread), as

seen in the following formula:

(x, y) = exp−
((x− x0)

2 + (y − y0)
2)

2σ2

)
The original Gaussian model introduced by Dumoulin and Wandell

(2008) uses a circularly symmetric shape defined by these 3 parameters,

but other labs have experimented with allowing other shapes, such as an

elliptical using two parameters, σ1 and σ2 to define the long and short axis

of the elliptical shape. (The circularly symmetric RFs can be thought of as a

special case, where σ1 = σ2, both axis are equal and the shape is circular).

Although there is some evidence that the elliptical shape is able to better

capture the differential neuronal population across visual areas (Merkel
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et al., 2018, 2020; Silson et al., 2018), replications of these implementation

found that the best model fit was not very different from the original

circular shape (Greene et al., 2014; Lerma-Usabiaga et al., 2021; Zeidman

et al., 2018). For parsimony, we therefore opted for the circular Gaussian

model for our analysis.

We then define the effective stimulus as s(x, y, t), representing the

aperture that sweeps across the screen and reveals the checkerboard

pattern in various configurations. The predicted pRF response is first

calculated by using the multiplication of the Gaussian pRF and effective

stimulus at each time point, as seen below:

r(t) =
∑
x,y

s(x, y, t)g(x, y)

To account for the temporal delay and haemodynamics, this response is

then convolved with the standard hemodynamic response function (HRF,

h(t)) (Boynton et al., 1996; Friston et al., 1998) to acquire the predicted

BOLD response:

p(t) = r(t) ∗ h(t)

A visualization of how we arrive at the predicted pRF response for a

single voxel can be seen in Figure 4.6. For each voxel in our retinotopy
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scans, we used the measured time series and predicted BOLD response to

compute the best-fit parameters [x0, y0, σ] using non-linear least-squares.

This is done by minimizing the residual sum of squares (RSS) between the

predicted BOLD response and measured BOLD response, where β is a scale

factor to account for the arbitrary units in the fMRI

signal:

RSS =
∑
t

(y(t)− p(t)β)2

This process is then repeated for each voxel to find the best fit

parameters of the pRF x0, y0 and σ. Figure 4.7 shows an example of a good

fit between the predicted BOLD response and the measured times series,

providing information about the size and location of the population

receptive field of a particular voxel. A visualization of how this voxel is

represented in visual space can be seen in Figure 4.8, using the pRF

estimates [x0, y0, σ].
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Figure 4.6: Visualization of pRF model prediction of a single voxel. (Top) Graphical
representation of Gaussian pRF during a bar stimulus presentation, the bar aperture
reveals the checkerboard pattern as it sweeps across the screen, stimulating a visual
response from the voxel. The black dotted line (middle) is the example of a predicted pRF
response using the multiplication of the effective stimulus location and the Gaussian pRF.
The red dotted line (bottom) is an example of the predicted BOLD time series response
after convolving with the predicted pRF response with the hemodynamic response
function (HRF), resulting in a ‘lag’ in the time series data.
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Figure 4.7: Example of a good fit between the predicted BOLD response and the measured
time series. The black represents the measured time series data while the red line is our
predicted BOLD response using the population receptive field model and effective stimulus
frequency.
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Figure 4.8: Example of a pRF model represented in visual space, using the fit parameters
defined by the pRF estimate. [x0, y0] represent the centre of the pRF location and σ
represents the size of the pRF.

4.3.2 Assessing the model fit

The quality of the fit was assessed using r2, the coefficient of

determination, which provides information about the variance accounted

for by the model. A threshold value of r2 for “reliable” voxel estimates in

the visual areas was determined by reference to a non-visually responsive

area in the brain. Across each participant, we selected a small region of

interest (ROI) in the prefrontal cortex and determined the value of 3 SD

above the mean r2 to act as the threshold. This approach is similar to that

described in Papanikolaou et al. (2014). Both Figure 4.9 and Figure 4.10
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shows an example of the thresholded r2 maps from the pRF analysis for

participants 11773 overlaid on high resolution anatomical images and an

inflated surface respectively. It appears that there are some voxels located

in the lesioned hemisphere that still respond reliably to visual stimuli after

thresholding against the non-visually responsive area.

Figure 4.9: Population receptive field (pRF) analysis results in both axial and sagittal view
of participant 11773. The coefficient of determination, r2 for each voxel is overlaid on
the high resolution anatomical images for visualization purposes. r2 values of voxels are
thresholded against a non-visually responsive area in the brain (prefrontal cortex), using
a value of 3 SD above the mean r2 of the non-visually responsive region. The color bar
represents the r2 value of the voxels, ranging from low (red) to high (white). Note that
participant 11773 has a lesion in the left hemisphere (depicted in the left hand side in the
image) and diagnosed with right HVFD. However there are still some responses to visual
stimuli located in the lesioned hemisphere.
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Figure 4.10: Population receptive field (pRF) analysis results of both hemispheres of
participant 11773. The coefficient of determination, r2 for each voxel is overlaid on an
inflated surface. The color bar represents the r2 value of the voxels, ranging from low
(red) to high (white).

4.3.3 Visual field coverage maps

Once we established where the functional, responsive voxels were located

in visual cortex, including the lesioned hemisphere, we used the

information from the pRF model to visualize the corresponding

representations in visual space. As introduced above, the pRF model is

defined by three parameters x0, y0 and σ in visual space, which allows the

visualization of the size and location of the pRFs. Figure 4.11 shows an

example of the pRF centers and sizes represented in visual space, using a

small region of interest (ROI) selected in the lesioned

hemisphere.
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Using a method described in Papanikolaou et al. (2014), the pRF

estimates can be represented using visual field coverage maps, highlighting

visual field locations that are being driven by activity from responsive

voxels, as seen in Figure 4.12. This is done by first creating a mesh-grid

with rows and columns representing polar angles (0 - 360°) and

eccentricities (0 - 10°) in visual space, using Matlab R2016b (MathWorks,

Natick, MA). The mesh-grid is then converted into cartesian coordinates

(pol2cart), allowing us to apply the fit parameters onto the mesh-grid. Each

pRF model will be separately represented onto a mesh-grid in, fitting a 2D

Gaussian shape where the [x0, y0] defines the location of the Gaussian

model and the σ defines the Gaussian amplitude. The Gaussian model is

then weighted by the response amplitude of the voxel. The maximum pRF

amplitude across all pRFs is then taken for each visual field location,

producing the visual coverage maps. For the normalized map, the fitted

Gaussian model is normalized to 1. For the non-normalized map, the color

map is plotted with the maximum color value taken at the median pRF

amplitude across all pRFs, which allows the maps to maintain sensitivity to

weaker responses across visual field locations.
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Figure 4.11: pRF model representation in visual space, data taken from participant 11773
who has right HVFD. We selected a small ROI from the voxels located in the lesioned
(left) hemisphere with reliable pRF model fits for visualization purposes. Using the pRF
voxel estimates, we represented the pRF center (left) locations using [x0, y0] and the pRF
sizes (right) using σ. Although perimetry results show no visual function in the right
hemifield, the pRF analysis reveals regions in the lesion hemisphere that still respond to
visual stimuli, most notably in the lower right quadrant.
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Figure 4.12: Normalized and non-normalized visual field coverage maps constructed from
a small ROI selected from visually responsive regions in the lesioned hemisphere. The pRF
centers across each pRF model is plotted as gray dots.For the normalized map, the fitted
Gaussian model is normalized to 1. For the non-normalized map, the color map is plotted
with the maximum color value taken at the median pRF amplitude across all pRFs, which
allows the maps to maintain sensitivity to weaker responses across visual field locations.
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4.4 Using a probabilistic atlas to define visual

regions

Cortical damage due to stroke can affect image segmentation with tools

optimized for neurologically normal brains (Lutkenhoff et al., 2014). In

particular, reconstruction of the gray matter and white matter surfaces,

inflation and flattening of lesioned hemispheres with freesurfer or caret

may not be routinely possible. To allow the same analysis steps for intact

and lesioned hemispheres, we therefore used a volume-based approach to

relate anatomical lesions and residual functional responses to the known

layout of visual areas.

We first registered data from fMRI space to the individual’s T1 anatomy

scan (mrAlign, Nestares and Heeger (2000)) and the anatomy scans into

MNI152 space (12 dof, FLIRT, Jenkinson et al. (2012)) (see Chapter 5 for

a more detailed explanation of the anatomical lesion segmentation and

normalization process). To allow comparisons across imaging modalities,

we used the 1mm isotropic standard MNI space as a common target for

final visualisations and data summaries. For example, statistical maps

derived from BOLD fMRI (pRF maps) were super-sampled from 3mm3

into this 1mm3 space. This was particularly important, as it allowed us to

map fMRI responses, anatomical lesion quantification and other derived

measures, eg. from the pRF analysis, to be characterized by the same

probabilistic atlas (viz L. Wang et al. (2015)). We used the maximum

probability maps derived from the volume based analysis of the L. Wang

et al. (2015) atlas to characterize the different visual regions (see Chapter
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5 for an explanation of how we organized cortical ROIs defined by the

atlas).
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4.5 Visual field maps reveal cortical responses in “blind”

portions of visual field

To identify any residual functional activity in the regions of cortex

corresponding to visual field defects, we mapped the pRF centres [x0, y0]

from the lesioned hemisphere onto the corresponding static perimetry

results as seen in Figure 4.13. In the visualization of the anatomical results

(see Chapter 5 for more details), we grouped the pRF models into cortical

territories (early visual, ventral, lateral occipital and dorsal regions. The

L. Wang et al. (2015) atlas also included a frontal region of interest, but no

pRF model fits exceeded the threshold for reliable

responses.

To quantify the visual capacity in the ‘blind’ region, we took into account

the extent of each voxel pRF (circular region in visual space, centered at

[x0, y0] with radius σ) and measured the number of pRFs that intersected

with the scotoma. As the absolute count of reliable pRFs can also be

affected by changes in signal-to-noise-ratio of the BOLD signal across

participants, we compared these counts to those in the non-lesioned

hemisphere. By flipping the ‘blind’ region in the perimetry across the

vertical meridian (y-axis) and measuring the number of intersecting

pRFs for the non-lesioned hemisphere, we therefore obtained a directly

comparable count (within participant and unaffected by changes in pRF

fit quality across ROIs; Figure 4.14). The scatter plots in Figure 4.14

show the number of pRFs intersecting with the blind field in the lesioned

hemisphere compared to those in the non-lesioned hemisphere. ROIs that
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fall close to the diagonal line in these plots represent similar pRF counts

in the stroke and healthy hemisphere —- indicating unaffected levels of

visual response for that region. Points that fall well below the diagonal

identify ROIs whose response was substantially reduced in the lesioned

hemisphere.

We used a non-parametric statistical test to quantify differences in the

distribution of pRF responses overlapping with scotoma and corresponding

portion in the intact visual field. For each ROI in each participant, we

obtained the distributions of r2 values and compared them using a

Kolmogorov-Smirnov test. Only pRF responses from uniquely identified

functional voxels were used for this test. Table 4.1 shows the D statistic

and corresponding p-values. The null hypothesis, H0, for this test is that r2

values in the healthy and stroke ROIs come from the same distribution. For

nearly all ROIs, the distributions in healthy and stroke hemispheres were

significantly different from each other based on this test. For some ROIs,

notably outside early visual cortex, there were no pRFs that overlapped

with either the scotoma or the corresponding region in the intact visual

field. This could be due to less consistent alignment of these regions across

participants (and with the probabilistic atlas).

In both participant 11773 (hemianopia) and participant 14326

(quadrantanopia), we were able to identify ROIs that had near normal

counts of reliable pRFs, indicating visual activity in the ‘blind’ region of the

visual field. Interestingly, such responses were more prominent in early

visual and lateral occipital regions of the lesioned hemisphere. Overall,

participant 14196 (hemianopia) showed a smaller extent of functional
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activity within the ‘blind’ region, as seen in Figure 4.13c and 4.14a.

Participant 13978 (quadrantanopia) showed little evidence for any residual

function in regions corresponding to the scotoma.

To demonstrate how these spared cortical regions are represented in the

visual field, we constructed the normalized and non-normalized visual field

coverage maps (Papanikolaou et al., 2014) for three selected ROIs (V3,

LO1, IPS0) in participant 11773 . These regions showed a high number of

pRFs represented within the scotoma. (These ROIs fell close to the diagonal

line in the scatter plot in Figure 4.14b). The visual field coverage maps

derived from pRFs in these regions showed residual functional activity

in the right, lower quadrant of the hemifield within the scotoma. This

consistency across visual field coverage maps, derived from different

regions, adds supporting evidence for some common residual processing of

information from these regions of the visual field.
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Table 4.1: Differences in population receptive field coverage in lesioned and healthy
hemispheres.

ROI
11773 13978 14196 14326

D p D p D p D p

V1v 0.568 < 1e−8 0.627 < 1e−8 0.659 < 1e−8 0.341 < 1e−8

V1d 0.587 < 1e−8 0.396 < 1e−8 0.73 < 1e−8 0.419 < 1e−8

V2v 0.777 < 1e−8 0.546 < 1e−8 0.859 < 1e−8 0.546 N.S.

V2d 0.377 < 1e−8 0.316 < 1e−8 0.73 < 1e−8 0.206 < 1e−8

V3v 0.806 < 1e−8 0.888 < 1e−8 0.916 < 1e−8 0.842 < 1e−8

V3d 0.352 < 1e−8 0.536 N.S. 0.783 < 1e−8 0.13 < 0.01

hV4 0.709 < 1e−8 1.000 < 0.01 0.788 < 1e−8 1.000 < 0.01

VO1 0.862 < 1e−8 0.763 < 1e−5 0.826 < 1e−8 - -

VO2 0.410 < 1e−8 0.784 < 1e−8 0.676 < 1e−8 0.907 < 1e−8

PHC1 0.38 < 0.01 0.969 < 1e−8 0.352 N.S. - -

PHC2 0.862 < 1e−8 - - 0.641 < 1e−8 0.597 < 1e−5

hMT 0.526 < 1e−8 1.000 < 1e−8 0.594 < 1e−5 0.652 < 0.01

LO1 0.213 < 1e−8 0.636 < 1e−8 0.626 < 1e−8 0.732 < 1e−8

LO2 0.271 < 1e−8 0.966 < 1e−8 0.451 < 1e−8 - -

V3a 0.207 < 1e−8 0.622 < 1e−8 0.902 < 1e−8 0.623 < 1e−8

V3b 0.152 < 0.01 0.515 < 0.01 0.789 < 1e−8 0.585 < 0.01

IPS0 0.143 < 1e−5 0.305 < 0.01 0.379 < 1e−8 0.932 < 1e−8

IPS1 0.211 < 1e−5 0.750 < 1e−5 0.444 < 1e−5 0.929 < 1e−8

IPS2 0.675 < 1e−8 - - - - - -

IPS3 0.608 < 0.01 - - - - - -

IPS4 0.750 N.S. - - - - - -

SPL1 0.500 N.S. - - - - - -

FEF 1.000 N.S. - - - - - -

Statistical summary of regions of interest whose pRF responses overlap with scotoma (voxels from
lesioned hemisphere) or corresponding portion in intact visual field from intact hemisphere). We
compared the distributions of r2 values of the healthy and stroke ROIs using a Kolmogorov-Smirnov
test. Only pRF responses from uniquely identified functional voxels were used. Rows, regions of interest
identified from probabilistic atlas. Columns, D statistic and corresponding p-values for each ROI in each
participant. The null hypothesis, H0, for this test is that r2 values in the healthy/stroke ROIs come from
the same distribution. N.S., not significant at α = 0.01. Dashes denote ROIs for which there were no
overlapping pRF responses in either the healthy or stroke hemispheres.
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Figure 4.13: Visual field maps derived from functional MRI and population receptive
field (pRF) analysis. (A, B, C, D) Population receptive field (pRF) centres are plotted in
polar coordinates for each participant to show the voxel representations in the visual
field containing the scotoma. Note that in this plot, we only consider the centers of
the pRFs that exceed an r2 threshold determined in a control region. The scatter plot
of pRF centers (colored symbols) is overlaid on the scotoma definition from perimetry
(gray squares). Data for the ispi-lesional visual field (from the unaffected hemisphere
are not shown in light gray symbols). Note that for participant 13978, fixation stability
was an issue (and even with gaze-contingent microperimetry, acquiring robust data
was challenging). For participant 14326, robust macular sparing was apparent in both
standard and microperimetry. Despite this, the fMRI measurements still reveal a different
pattern of loss (cf Table 4.1, and Figure 2.3, 2.5).
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Figure 4.14: Quantifying and visualizing residual function from population receptive fields
(pRF) (A) Comparing population receptive field (pRF) results between the lesioned and
healthy hemisphere for all participants. For each ROI, the number of pRFs (approximated
as circles with radius σ) that intersect with the convex hull of the scotoma was calculated.
As a control, pRFs intersecting with the scotoma flipped into the non-affected field
were counted – this corrects for changes in size of ROIs as well as the ability of the
pRF model to fit responses in higher visual areas. Counts related to voxels in 1mm
standard space, so equivalent units are mm3. (B) Three ROIs (for more detail on how
we identify cortical areas, see Chapter 5) with high pRF counts in the stroke hemisphere;
the pRFs corresponding to voxels in this regions were used to construct normalized and
non-normalized visual field coverage maps (Papanikolaou et al., 2014). The domain of
the color map used for the non-normalized versions here spanned zero to the maximum
pRF amplitude over all voxels. The visual field coverage maps across all three identified
subregions show consistent coverage across the lower quadrant.
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Chapter 5

Anatomy and White Matter

Integrity

5.1 Overview

This chapter will address the analysis of anatomical and diffusion weighted

images, which provide important information about intactness of gray and

white matter in the lesioned hemispheres. For the anatomical weighted

images, I discuss the use of a semi-automatic lesion segmentation process,

which circumvents the issues that arise from segmenting abnormal brain

structures with conventional skull stripping algorithms. I go on to detail the

process of normalizing the images into standard space and mapping regions

using a probabilistic atlas, allowing for reproducible and objective measure

of lesion size and location.
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For the diffusion weighted images, I outline the preprocessing steps

which correct for distortions in the images. Using the diffusion tensor

model and probabilistic tractography, I was able to quantify the underlying

microstructure across the lesioned and healthy hemisphere for all

participants.
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5.2 Lesion brain segmentation

HVFD is typically caused by damage to the post-geniculate visual pathway,

which involves the optic radiations, optic tracts and occipital lobe (Fujino

et al., 1986; Goodwin, 2014; J. L. Smith, 1962; Zhang et al., 2006a).

Although occipital lobe lesions occur in a lot of HVFD cases (Zhang et al.,

2006a), the prognosis is rarely specified to particular visual areas or even

differentiating between damage to striate and extrastriate cortices. It is

well established that cortical subdivisions of visual areas are functionally

distinct from one another (DeYoe et al., 1996), which highlights the

importance of a more detailed measurement of the stroke damage and the

distinct visual areas that are affected. This line of investigation could

provide us with a better understanding of the pattern of damage associated

with the visual field defect and presence of any residual visual

function.

Anatomical localization of lesions in patients with HVFD is difficult

because skull stripping algorithms, registration or normalization tools are

usually used under the assumption that the brain structures are healthy and

normal. The presence of severe pathology in the brain could lead to these

automatic algorithms incorrectly classifying structures, resulting in

distorted and warped brain volumes. Moreover, lesion sizes and locations

vary across patients with HVFD, (Papanikolaou et al., 2014), which further

exacerbates any errors that may arise from comparing lesioned brains to

healthy template brains. Hence, it is important to establish a segmentation

pipeline that allows for abnormal brain structures to be correctly classified
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and addresses the homogeneity across lesion sizes and

locations.

I have established a semi-automatic process that strikes a good balance

between data quality and flexibility when it comes to segmenting the

lesions in our dataset. A visualization of this pipeline can be seen in Figure

5.1.

Figure 5.1: Pipeline for semi-automatic lesion segmentation .
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5.3 Brain extraction on lesion datasets

Initial pilot testing using conventional skull-stripping algorithms (FSL

toolbox, BET, S. M. Smith (2002)) on lesion datasets resulted in distorted

and warped outputs. The algorithm is unable to correctly estimate the skull

and scalp surfaces in cases where the lesion is close to the skull, as seen

in Figure 5.2a. This was the case even when using some of the custom

options available with that tool. However, with the use of Optimized Brain

Extraction for Pathological Brains (optiBET) (Lutkenhoff et al., 2014) –

a tool that wraps bet and is optimized for lesioned brains, I was able to

effectively remove non-brain tissue from the high resolution anatomical

images. Examples can be seen in Figure 5.2b.
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Figure 5.2: Examples of skull-stripping high resolution anatomical images of
subject-14196 using (A) FSL-Brain Extraction Tool (BET) and (B) Optimized Brain
Extraction for Pathological Brains (optiBET). (A) Failed attempt at skull stripping the
lesioned brain using BET. Lesions located near the skull lead to distorted and warped brain
masks (red circle). (B) optiBET accurately skull-strips brain despite the lesion (red circle),
producing optimal brain masks. Note that the gaps in the brain mask are easily dealt with
in a later processing step (using the ‘-fillh’ command in FSL to fill up the gaps).
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5.4 Semi-automatic lesion segmentation using

ITK-SNAP

5.4.1 Defining a lesion mask

A stroke-related lesion is an area of tissue in the brain that has been

damaged, typically resulting in a heterogeneous cavity filled with

cerebospinal fluid (CSF) surrounded by the damaged tissue. Segmentation

of lesioned brains is difficult as common segmentation tools (FSL toolbox,

FLIRT, Jenkinson et al. (2012)) may perform sub-optimally or completely

fail in cases where lesions are very large or near the skull. Abnormal brain

structures also present a problem to these tools (ventricles are enlarged as

result of the injury, Dalton et al. (2002)). To improve performance of these

tools, a lesion mask (a region of interest, ROI, defining where the lesion is

in 3D space) is required as it informs the normalization algorithm that this

region should not be considered during processing. The lesion mask also

allows us to quantify the size and location of the lesion, allowing for

statistical analysis. However, the damaged tissue surrounding the lesion

may appear very similar to grey matter in T1-weighted images which

makes manual identification of the lesion also challenging. Although

manually tracing lesions is the gold standard of lesion segmentation for

T1-weighted images, it is difficult and labour intensive, and highly

dependent on the expertise of the tracer (Fiez et al., 2000; Liew et al.,

2018).
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Using a semi-automated segmentation tool allows for automated

algorithms to segment the data with support of expert inputs guiding more

‘tricky’ anatomies. ITK-SNAP (Version 3.8.0; Yushkevich et al. (2016)) is a

software application used to segment 3D brain structures and for image

visualisation. It is a powerful tool for lesion characterization as it allows for

semi-automatic segmentation using active contour methods. To

demonstrate the effectiveness of this tool, I will briefly outline the

step-by-step process of identifying the lesion in subject-13978 (Figure

5.3).

Initial visual inspection reveals the lesion to be in the right hemisphere

near the occipital lobe. Firstly, to isolate the lesion in the T1-weighted

anatomy images, I set an upper and lower threshold of the image intensity

values, as lesioned tissues appear darker than non-lesioned tissue. The

objective is to get the lesioned tissue to appear ‘white’ while non-lesioned

tissue to appear ‘blue’ in the tool as seen in Figure 5.4. Next, seed points

are placed along regions colored in white (lesioned tissue) to prepare for

active contour segmentation as seen in Figure 5.5. The active contour

method (also known as snakes) is a computer vision tool that allows for

feature extraction by detecting the edges forming the boundary given

some sample points (Acton, 2009). ITK-SNAP uses a 3D active contour

method (Caselles et al., 1995; Zhu & Yuille, 1996) that involves iteratively

evolving a structure of interest represented by one or more contours (for

a more in depth explanation, see Yushkevich et al. (2006)). Essentially, a

few spherical seed points (contours) progressively grow (given particular

constraints) at each evolution step, which eventually merges into a single

contour and allows us to outline and segment a 3D structure (imaging
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inflating a balloon until it fills up a 3D cavity).

To avoid the 3D segmentation from growing ‘spindle-like’ shapes in

the final contour shape, the smoothing (curvature) factor of the contour

evolution differential equation was set to 0.8, which prevents the contour

from growing into the sulci in the brain. Now the segmentation process is

iteratively advanced in steps until the contour has successfully outlined the

lesioned tissue. The healthy hemisphere can be used as a visual frame of

reference. A final 3D structure is visually inspected to ensure that the lesion

is well segmented. An example of the final contour shape of the lesioned

tissue in subject-13978 can be seen in Figure 5.6.

In some cases, the contour may incorrectly capture sections of the skull,

‘spilling out’ of the tissue, as seen in Figure 5.7a. Using the fslmaths

command, we can remove any unwanted spillage by multiplying the mask

with the (logical) brain mask created earlier using optiBET, effectively

thresholding voxels outside the brain, as seen in Figure

5.7b.
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Figure 5.3: Example of lesion identification for subject 13978 using ITK-SNAP. Here
we display axial, sagittal and coronal T1-weighted anatomical images of the lesion
roughly marked by the red boxes. The lesion visually appears to be in the right hemisphere
(left-right orientations are flipped in image) in the occipital lobe.
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Figure 5.4: Example of thresholding to isolate the lesioned tissue in subject 13978. Here
we see that the lesioned tissue correctly appears ‘white’ while the non-lesioned tissue
appears ‘blue’ in the tool. Note that some parts of the ventricle appear ‘white’ but should
not be considered as the lesion and this will be addressed in a later section.
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Figure 5.5: Seed points (red bubbles) are placed along regions colored in white (lesioned
tissue) to prepare for active contour segmentation.

Figure 5.6: Final contour shape of the lesioned tissue. Using a smoothing (curvature)
factor of 0.8 in the contour evolution differential equation, we iteratively ‘grow’ the seed
points (bubbles) until they outline the lesioned regions. (A) 2D view (axial, sagittal
and coronal) of the final contour shape, note that that multiple seed points (bubbles)
tend to merge into a single contour if possible. (B) 3D view of the final contour shape,
segementating two regions of lesioned tissue.
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Figure 5.7: Example of lesion mask (created using ITK-SNAP pipeline) for subject-14326.
(A) Some sections of the lesion mask are incorrectly capturing sections of the skull,
‘spilling out’ of the tissue. (B) Using fslmaths along with the brain masks created using
optiBET, any of spillage of the lesion mask towards the skull is threshold out.

5.4.2 Managing ventricles

Lesion sites that are adjacent or connected to ventricles make it difficult

to correctly segment the lesion, as image intensities across the ventricle

and lesion cavities are often similar (Qian et al., 2017). Adding to the

challenge, ventricles tend to enlarge as a result of the stroke (Dalton
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et al., 2002). Hence, it is important to use the ventricle from the healthy

hemisphere to correctly adjust for the actual size of the ventricle in the

lesioned hemisphere. This allows a more precise characterization of the

lesion mask.

Using the previously detailed process of segmenting the lesion mask with

ITK-SNAP, we can establish a ventricle mask in the healthy hemisphere, as

seen in Figure 5.8a. The ventricle mask is then flipped across the x-axis,

mapping it onto the lesioned hemisphere, using the FSL command,

fslswapdim. In most cases, the flipped ventricle mask is not correctly

aligned on the lesioned hemisphere as the brain is typically not aligned

exactly parallel to the sagittal axis, as seen in Figure 5.8b. To address this

issue, we used the nudge function from FSLeyes to correctly position the

flipped ventricle mask into a suitable position in 3D space. To ensure

correct positioning of the ventricle mask on the lesioned hemisphere, a

visual inspection of the final position is carried out across all 3 planes.

Figure 5.8c shows the final position of the ventricle mask, which

appropriately captures the ventricle in the lesion

hemisphere.
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Figure 5.8: Process of creating the ventricle mask using ITK-SNAP for subject-14326. (A)
Using the previously detailed process of segmenting the lesion mask with ITK-SNAP, we
establish a ventricle mask (red). (B) The ventricle mask (red) is then flipped across the
x-axis in attempt to map onto the lesioned hemisphere, using fslswapdim. Note that the
flipped ventricle (blue) is not correctly aligned to the lesion hemisphere as the brain is not
aligned exactly parallel to the saggital axis. (C) Using the nudge function from FSLeyes to
position the flipped ventricle mask (blue), the mask now correctly captures the ventricle in
the lesion hemisphere.
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5.5 Registering and normalizing the lesion mask to

standard space

Figure 5.9a illustrates the overlap between the flipped ventricle mask and

lesion mask and shows the importance of segmenting the ‘healthy’ parts

of the ventricle out of the lesion (using fslmaths), leaving a more precise

and reliable characterization of the lesion as seen in Figure 5.9b. As a final

measure, I used the erode and dilate function in FSL to smooth and prevent

any gaps within the mask. I also removed any clusters from the lesion mask

that are smaller than 10 voxels.

The normalization procedure is carried out using a custom script

(lesion_norm_fsl.sh, Patterson (2019)), which normalizes the image into

standard space using 2 inputs: (i) the T1-weighted anatomical image; (ii)

the lesion mask. The following commands are found in the FSL toolbox

(Jenkinson et al., 2012). The pipeline begins with a version of fsl_anat,

which allows for the use of optiBET instead of BET in the skullstripping

phase and includes the lesion mask in the preprocessing steps. Firstly, both

images (brain and lesion mask) are reoriented to standard MNI orientation

(fslreorient2std) and cropped (robustfov). To correct for radiofrequency

field (RF) inhomogeneities, a bias-field correction is performed using FAST.

Both images are then registered to standard MNI152 space (12 degrees of

freedom, FLIRT) using affine transformation with nearest neighbour

interpolation. A visual inspection of the images was performed to ensure

that the normalization process was successful. Figure 5.9c shows an

example of a lesion mask overlaid onto the lesioned brain in MNI space,
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accurately capturing the lesion in standard space.
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Figure 5.9: Charaterizing the lesion on a standard brain (MNI template) for subject-14326.
(A) Note that there is an overlap between the lesion mask (red) and the flipped ventricle
mask (blue). (B) Using fslmaths, we threshold out the ventricle (with reference to the
healthy hemisphere) from the lesion mask, resulting in a more precise and reliable
characterization of the lesion. (C) Example of the lesion mask represented in standard
space after normalization.
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5.6 Probabilistic atlas

To characterise how the stroke lesion affected different visual regions in the

brain, we used a probabilistic atlas, in particular, the volume-based,

maximum probability maps of the L. Wang et al. (2015) atlas. This atlas

defines 25 cortical ROIs in visually responsive areas. This allowed us to

quantify lesions by computing the percentage overlap between the lesion

definitions in individual participants and the 25 cortical ROIs. To aid

visualisation, we grouped the ROIs into 5 cortical territories: early visual

(V1v, V1d, V2v, V2d, V3v, V3d), ventral (hV4, VO1, VO2, PHC1, PHC2),

lateral occipital (MST, hMT, LO1, LO2, V3a, V3b), dorsal (IPS1, IPS2, IPS3,

IPS4, IPS5, SPL1) and frontal (FEF), as seen in Figure

5.10.

By measuring the overlap between the defined lesion mask (see section

5.4) and cortical ROIs from L. Wang et al. (2015) atlas, we could define

a reproducible and objective measure of the lesion size and location –– a

participant-specific lesion fingerprint. As both images were transformed

into standard space, we calculated the proportion of voxels defined as

a lesion against the total voxels defined by each of the 25 cortical ROIs,

where 0% would indicate total sparing of cortex in the corresponding

region of interest, and 100% would indicate a complete loss, as seen in

Figure 5.11.
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Figure 5.10: Location of cortical ROIs from L. Wang et al. (2015) atlas. The location of
the four cortical territories (colours) comprising 25 ROIs are shown on axial slices of the
MNI152 brain (gray). Note that the L. Wang et al. (2015) atlas also included labels for
frontal eye fields (FEF), but none of the participants showed damage in that region.

124



Figure 5.11: Example of lesion characterization of subject 11773. To quantify lesions
with respect to known visual areas, we transformed the lesion masks in participant space
into MNI space and computed percentage overlap with the regions of interest defined
in the probabilistic atlas of L. Wang et al. (2015). Each row (dot) in the dotplot shows
percentage loss for an ROI (V1 bottom, to FEF, top), by calculating the proportion of
voxels defined as a lesion against the total number of voxels for a given ROI. To aid
visualisation, we grouped ROIs into cortical territories: early visual (red), ventral (dark
yellow), lateral occipital (green), dorsal (blue). The figure only depicts the lesioned
hemisphere (left hemipshere).
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5.7 Anatomical results

Figure 5.12 provides a comparison across the lesion characteristics with

reference to the perimetry results (5.12a). Both the anatomically defined

lesion masks and the T1-weighted anatomical images across all participants

can be seen in Figure 5.12b. The dot plots in Figure 5.12c indicate the

proportion of these areas lost, 0% indicating total sparing of cortex in

the corresponding region of interest, and 100% indicating complete

loss.

Lesion size is not a good indicator of visual field loss. All participants

showed damage to early and ventral regions, but the extent and pattern

of the damage varied widely across participants. For example, participant

11773 – with hemianopia had stroke lesions that were only co-located with

early visual areas (Figure 5.12c). Conversely, participant 13978 – with

quadrantanopia and an ostensibly smaller visual field loss, showed a much

larger anatomical lesion.

Homonymous visual field defects are typically characterized by damage to

the early visual cortex (V1-V3). We observed this pattern in three of the four

participants (11773, 13978 and 14196). In one participant (14326), the

lesion site was dominated by lateral occipital regions.
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Figure 5.12: Characterization and quantification of anatomical lesions across each
participant (subject 11773, 13978, 14196, 14326) with reference to perimetry results.
(A) Definition of homonymous visual field loss with perimetry for both eyes. (B)
Brain-extracted anatomical images in sagittal, coronal, and axial view (grayscale), in
planes that show the extent of the anatomically defined lesions (red). We used optiBET
(Lutkenhoff et al., 2014) for skull stripping. (B) Lesion damage by subregions. Each
row (dot) of the plot represents percentage overlap between lesion mask and regions of
interest defined in the probabilistic atlas of L. Wang et al. (2015). To aid visualisation,
we grouped ROIs into cortical territories: early visual (red), ventral (dark yellow), lateral
occipital (green), dorsal (blue), see also 5.10.
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5.8 T2-weighted images

The current version of my analysis did not use the T2-weighted images for

lesion segmentation. However, this is something I intend to further develop

in the future. As seen in Figure 5.13, different and meaningful information

about the lesion definition can be acquired from both the T1-weighted and

T2-weighted images. ITK-SNAP has function that allows semi-automatic

lesion segmentation using different image layers by converging across

images to isolate the lesion. This would allow for more precise drawings of

the lesion mask.

Figure 5.13: T1-weighted and T2-weighted images of the lesion in axial view. Red circle
highlights the lesion site.
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5.9 Analysis of diffusion weighted data

To provide a measure of white matter integrity, we used FMRIB’s Diffusion

Toolbox (FDT) to process the diffusion weighted imaging data. Figure 5.14

shows a pipeline for the diffusion tensor imaging

analysis.

Figure 5.14: Pipeline for diffusion tensor imaging analysis.
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5.10 Distortion correction and skull

stripping

When an object is introduced into a homogeneous magnetic field, changes

in its susceptibility can disrupt the magnetic field, resulting in B0 magnetic

field inhomogeneities. For many forms of imaging, these inhomogeneities

lead to localized geometric distortions and drop-outs (susceptibility

artifacts). Diffusion data acquired using echo-planar imaging are commonly

known to have these distortions.

Using the two calibration images acquired in reversed phase-encoding

directions (anterior and posterior direction), we can estimate the distortion

and correct for them using FSL’s topup (Andersson et al., 2003; S. M. Smith

et al., 2004). Figure 5.15 shows an example of the calibration images

acquired from the anterior and posterior phase directions; the differences

in distortions across the two images can be used to estimate a field map.

I used the standard steps for running topup on our data. Briefly, I merged

two images acquired with different phase-encoding into a single dataset,

provided information about the acquisition parameters in a text file and

estimated the field map and warp field for unwarping using the topup

command.

For diffusion weighted data, another source of distortions comes from

eddy currents, which result from changing magnetic field gradients.

I corrected for this distortion and subject motion using the command
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eddy.

Before further processing, I skull-stripped the diffusion weighted data

(using bet on the mean image across all diffusion directions). Note that

lesions appear bright in diffusion weighted data, as seen in Figure 5.16 and

does not appear to hinder the skull stripping algorithm (compared to what

I found for T1-weighted anatomical data, see 5.3).

Figure 5.15: Calibration images (sagittal view) acquired from the anterior (top) and
posterior (bottom) phase directions for participant 14326. Distortions (red circle) caused
from diffusion profiles with different read-outs (phase encoding direction) allows us to
infer the underlying field inhomogeneities, using the topup command from FSL.
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Figure 5.16: Comparisons between skull stripping using BET for the T1-weighted image
and diffusion-weighted image for participant 14196.
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5.11 Fitting a tensor model

Fitting a tensor model allowed us to quantify the standard diffusion

measures often reported in the literature (Cottaar, 2020). These include the

three principal diffusion directions (anterior-posterior, dorsal-ventral and

left-right), the mean diffusivity and the fractional anisotropy (FA) across

each voxel. This is done using the dtifit command and using the eddy

unwarped images (see 5.10), the brain mask, b-vectors (information of the

gradient directions that were applied) and the b-values (size of diffusion

gradient applied during each volume).

Figure 5.17 shows an example of a principle diffusion direction map

(corresponding to the long axis of the ellipsoid fitted to the diffusion data)

modulated by the underlying FA values. This compound map provides

information on both level of diffusion anisotropy and the directionality

(directions are encoded as combinations of colours: red for right-left, blue

for dorsal-ventral, and green for anterior-posterior). The intermediate data

produced in this step is then used for use with a probabilistic tractography,

explained below, as well as for quantifying white matter intactness in

identified tracts in a later analysis step.
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Figure 5.17: Example of FA map with standard RGB color map (red for right-left, blue for
dorsal-ventral, and green for anterior-posterior) modulated using the underlying FA values
for participant 14326.

135



5.12 Probabilistic tractography

The principle diffusion direction acquired from DTI analysis provides an

estimate of the least restricted diffusion direction, usually assumed to be

along the direction of fibre bundles, because of the make-up of axons. By

putting together the voxelwise estimates of these diffusion direction, we

can estimate and reconstruct the white matter tracts using the principle of

streamline tractography (Basser et al., 2000; Mori et al., 1999). Some of

the tractography algorithms are deterministic, as they rely on the dominant

diffusion direction in each voxel and therefore produce exactly the same

streamlines for a given starting point. However, this approach has

shortcomings, in particular failing in regions where the diffusion signal

provides ambiguous information. I used a probabilistic tractography

approach, as implemented in FSL/FDT, which take into account the the

direction of the principle eigenvectors (of the tensor), but uses a

distribution of possible directions at each voxel, rather than only the most

likely one, to calculate a distribution of possible streamlines. The result of

this “simulation” provides information about the most likely streamline

endpoints, but also a spatial spread of alternatives.

I used the standard “ball and stick” model implemented in bedpostx

(Bayesian Estimation of Diffusion Parameters Obtained using Sampling

Techniques) for estimating the local diffusion parameters and default

values with probtrackx for probabilistic tractography (Behrens et al., 2007;

Behrens et al., 2003).
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In addition, I used a tool called xtract (De Groot et al., 2013; Warrington

et al., 2019), which is a wrapper for probtrackx that comes with a curated

set of seed, waypoint, and target masks for delineating identified white

matter tracts. I used this to trace tracts proximal to the lesion sites in the

data: left/right: optic radiations, vertical occipital fasciculi, dorsal cingulum,

as well as the forceps major.
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5.13 Diffusion-weighted imaging indicates tract-level

damage

To assess white matter integrity at the level of major identified tracts, I

used the probabilistic tractography data in combination with the fractional

anisotropy measures from the tensor fit. The most relevant tracts for the

stroke survivors in this study were those connecting areas within and

between the occipital lobes, namely:

• the vertical occipital fasciculi (vof, left and right),

• the optic radiations (or, left and right),

• the dorsal bundles of the cingulum (cbd, left and right).

In addition to these lateralized structures, I also analyzed the forceps

major, a large bundle connecting the visual areas via the splenium of the

corpus callosum.

After computing the microstructural measures using a diffusion tensor

fit (dtifit), and probabilistic tractography (bedpostx) I used an automated

method for defining the tracts of interest (xtract, see 5.12). Figure 5.18

shows a rendering of those tracts superimposed on the fractional anisotropy

(FA) map for participant 14196 (right hemianopia). An extended area of

reduced FA is clearly visible in the left hemisphere (compared to the right).

This area corresponds to part of the stroke lesion.

138



Despite the stroke lesion overlapping the optic radiation (OR) in the left

hemisphere, the probabilistic tractography identified tracts on both sides.

It is worth noting that although the left OR looks completely disrupted in

the particular section shown (blue label, Figure 5.18), according to the

tractorgraphy analysis a bundle was still present, although of a reduced

volume: in this participant it measured 8470 mm3 in the left hemisphere

compared to 12254 mm3 in the right (using the default threshold of 0.001

on the tract probability maps).

To quantify the differences in the underlying microstructure, I computed

the mean FA value in the identified tracts and compared the values in the

lesioned hemispheres to those in the non-lesioned ones. For all

participants, there was a clear reduction in the FA values in the lesioned

hemisphere, although the magnitude and pattern of reduction was

markedly different across participants (Figure 5.18).
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Figure 5.18: White matter intactness, results from diffusion weighted imaging and
analysis. (A) White matter tracts identified from diffusion weighted data by probabilistic
tractography (probtrackx). Blue, optic radiations (left and right); red, vertical occipital
fasciculi (left and right); green, forceps major, a large fiber bundle of the corpus callosum
connecting visual areas in the left and right hemisphere. Grayscale image, map of
fractional anisotropy. (B) Percentage change in fractional anisotropy between the lesioned
and non-lesioned hemisphere for vof, or, and cbd. For all participants (sub-panels), there
was a clear reduction in the FA values in the lesioned hemisphere up to 40%, although the
magnitude and pattern of reduction was markedly different across participants.
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Chapter 6

Cross-modal insights

6.1 Overview

This chapter will discuss the results across different imaging modalities and

how combinations of measurements may be used to better characterize the

lesions and understand the extent of the visual field deficit. The broader,

cross-modal picture could provide useful information for establishing

participants’ potential for rehabilitation, raising interesting directions of

approaching restitutive strategies. Here, I highlight some prospective

research ideas that can be developed further, in light of the findings

presented in this study.
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6.2 Mismatches between perimetry and imaging defined

responses

It is useful to consider the mismatches between the clinical, static perimetry

and imaging defined measures in turn: to (a) lesion definitions from

anatomy scans; (b) fMRI derived population receptive field (pRF) maps; (c)

any damage in diffusion imaging defined white matter tracts. Each of these

measures provides complementary information about the stroke-related

damage in the brain. Ultimately, building up a more detailed, multifaceted

characterization of stroke lesions in this way will help identify new

strategies for rehabilitation.

6.2.1 Perimetry and anatomical MRI

The pattern and extent of cerebral lesions varies substantially across stroke

survivors, even in situations where the perimetry-defined visual field loss

is remarkably similar. For example, participants 11773 and 14196 in our

study, both with hemianopia, have very distinct and different patterns of

cerebral lesions, yet a nearly indistinguishable visual field loss. This in

itself underscores the value of additional personalised measurements to

characterise the patient-specific visual field loss.

Many reports of anatomical lesion definitions of HVFD provide only a

cursory outline of the lesion location, pointing to the occipital cortex or the
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occipital pole (Fujino et al., 1986; Sanchez-Lopez et al., 2020). However,

there is a drive for personalised approaches to treatment and constant

improvements in imaging technology are likely to facilitate this (Hinman

et al., 2016).

Here, I used information from a probabilistic atlas of visual areas (L.

Wang et al., 2015) to further subdivide the cortical parts of the stroke

lesions. Other cortical atlases and parcellations may provide additional

information (van Essen et al., 2019), but the choice of using a probabilistic

atlas of visual areas was driven by a similarity in the methodology used to

define topographically organised areas, and a growing literature on the

functional properties of these areas (Wandell et al., 2007). The definitions

of the 25 regions in each hemisphere, alongside which areas are most

and least affected by the stroke, suggest particular stimulus categories or

“channels” that may be most useful for rehabilitation.

6.2.2 Perimetry and visual responses in functional

MRI

Residual visual responses to stimuli presented inside the scotoma were

found for all participants. In three out of the four stroke survivors, residual

functional activity was robust and in one case (participant 14326) the

functional responses were broadly similar to the non-lesioned hemisphere

(see Figure 4.13d, 4.14a). For one participant (13978, Figure 4.13b,

4.14a) this pattern was much less clear, but it should be noted that this
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individual had particularly unstable fixation, as seen in the microperimetry

derived measure of fixation stability (BCEA) (see 2.4.3). This has the

potential to reduce the reliability of functional maps and in situations

where fixation stability is poor, some form of gaze contingent mapping

may be beneficial. At present, we do not know whether ocular instability

has masked residual cortical activity within the defined region of the

scotoma.

6.2.3 Perimetry and diffusion weighted imaging

/tractography

Diffusion weighted imaging data was obtained for all participants in the

study. By fitting a diffusion tensor model, these data can be used to

compute voxel-wise statistics such as fractional anisotropy (FA) and mean

diffusivity (MD) that are sensitive to changes in microstructure. Without

much further analysis, these images provide an additional image contrast

that can be useful in clearly defining lesion damage (Tae et al., 2018). In

addition, I performed probabilistic tractography using tools from FDT

(bedpostx, probtrackx, xtract). For each participant, the following tracts in

the posterior part of the brain were identified: left and right optic

radiations, left and right vertical occipital fasciculi, forceps major (connecting

visual areas in the left and right hemispheres) as well as the posterior

portion of the cingulum. To assess white matter integrity, I compared FA

values across the lesioned and non-lesioned hemisphere for the identified

tracts. Although, perimetry results from participant 11773 and 14196
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showed similar patterns of visual field deficit (complete right hemianopia),

the FA reduction of the in the lesioned hemisphere (most notably the optic

radiation) is more pronounced in participant 14196 — which imply higher

levels of tissue damage. This could potentially explain why we observe

more functional responses in the ‘blind’ field in participant 11773

compared to 14196, and warrants further

investigation.
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6.3 Potential sites for rehabilitation and optimal stimuli

for perceptual learning

The use of perceptual learning paradigms rely on the individual’s capacity

to relay relevant information about the stimulus from the retina to visual

cortex (Horton et al., 2017). If the cortex, or the connecting white matter

tracts are completely lost, any changes in visual function, or recovery inside

the scotoma cannot be expected. Therefore, to maximise potential success

of any rehabilitation approach it is important to identify strategies that

are consistent with individual physiology. In order to do this, two pieces

of information are crucial: 1) the locations of any sparing in the visual

field and 2) which functional/anatomical regions are partially or fully

intact. This information could be used to guide a personalised approach to

where in the visual field training should occur, say, a patch extending from

the fovea to a known eccentricity in the lower left quadrant, which was

identified during fMRI mapping.

Importantly, the information about spared anatomical regions (or even

functional subdivisions) suggests a class of stimuli or tasks that might

provide the largest responses, and therefore present the most likely route to

rehabilitation. If we consider the field loss revealed by perimetry in terms

of topographically mapped regions, then the use of imaging allows the

measurement of other “down-stream” loss maps in the post-stroke brain,

which may look quite different. Recovery of lost topographic information

due to damage in early visual cortex is less plausible (Horton et al., 2017),

but if the loss map for regions that prefer e.g. colour, motion, or faces

146



are less affected, then subjects may be able to ‘learn’ how to exploit this

information in the residual field to support visual behaviours. In some

ways, this is akin to the problems introduced by retinal or cortical implants

for vision restoration. In that situation, the device introduces distortions

and lossy information about the image, but patients can re-learn to use this

new input for a range of visual behaviours (for discussion see Beyeler et al.

(2017)).

For example, if ventral regions are relatively spared compared to dorsal

regions, then a training programme based on objects, faces, and other

stimuli preferentially processed in these regions suggests itself

(Grill-Spector, 2003; Kanwisher et al., 1997). The location for visual

rehabilitation in the affected visual field should be guided by where

(functional) responses can be elicited and then further enhanced by

training. This may include areas of the visual field with “functional

MRI-defined blindsight” – declared by perimetry to be non-functioning but

responding in the fMRI experiment. Additionally, they may also include a

more fine-grained definition of areas appearing as spared in perimetry, but

not well-defined due to the relatively coarse spatial scale of

perimetry.

By way of example, consider the imaging results from participant 11773

(right hemianopia). Residual functional activity within the scotoma,

measured across different visual areas, represents the lower right quadrant

of the visual field. I propose that restitutive approaches should target

this location for perceptual training. The ROIs labelled as contributing

to this residual function point towards the class of stimuli that might be
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most suitable. For example, there is good evidence that V3 is sensitive to

chromatic- and luminance-defined motion stimuli (Gegenfurtner et al.,

1997; McKeefry et al., 2010). To recruit this part of cortex, therefore,

perceptual learning based training using moving chromatic and luminance

grating stimuli in locations where we still find residual visual function in

the ‘blind’ field may be most appropriate.

This principle could be applied for other ROIs identified in this way, such

as LO1 and IPS0, though visual pRFs representing the scotoma that were

defined with standard retinotopy stimuli may be less efficient at driving

higher level regions differentially (Yildirim et al., 2018). In addition, the

distribution of residual function may vary substantially among other stroke

survivors. An interesting question for future work would be to test whether

the least complex stimuli consistent with residual function (such as

oriented or, curvature defined stimuli) or more complex stimuli (such as

faces, objects, etc) are stronger drivers for

rehabilitation.

Ultimately, restitutive approaches are perceptually challenging and

require a significant time commitment from stroke survivors – often long

hours training on a computer display are required. To ensure the best

chance of success and to improve training compliance, it’s important to

establish a protocol that is guided by the individual functional activity

pattern, using stimuli that the patient’s visual brain can potentially learn to

respond to.
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6.4 Conclusions

Multi-modal imaging in stroke survivors provides informative data on both

the lesion and spared functional regions in visual cortex for a relatively

small time commitment and cost. The scanning protocol used here took

only one hour for data acquisition (90 minutes including setup). We believe

our approach could particularly inform perceptual learning-based

rehabilitation, by enabling the targeting of specific visual field locations and

selecting the most optimal class of stimuli. The current work shows that

different individuals might benefit from rehabilitation that targets a specific

set of downstream cortical regions. Crucially, detailed mapping in this way

could also serve to inform clinicians to direct stroke survivors to other

rehabilitation approaches, if imaging-based mapping reveals that no

residual function is measurable across the majority of visual areas in the

lesioned hemisphere.

It is important to note that other imaging approaches could yield useful,

complementary information. Therefore, a larger scale study with more

patients, different levels of damage to cortex and using a broader set of

imaging modalities based on MR or MEG (see e.g. Kupers et al. (2021))

would be very timely. The emphasis here is to establish methodologies for

identifying and clearly defining parts of the post-stroke brain that retain the

potential to support some usable visual function.

149



Chapter 7

Simulated Hemianopia

7.1 Overview

This chapter will explore how homonymous visual field defects can be

simulated in healthy participants and how this could allow the

development of methods to study recovery from HVFD in stroke survivors.

The particular emphasis of this experiment is on how recovery of visual

sensitivity in the blind field might impact reading performance. To address

this question behaviourally, I employed a gaze contingent paradigm and

manipulated the degree of spatial blurring in one hemifield to simulate

hemianopic loss (and potential recovery). I then measured how these

manipulations changed oculomotor behaviour during text reading. At high

levels of blurring, visual information fundamental to text recognition and

comprehension is no longer available (Kwon & Legge, 2012). I argue that

this can be used to functionally simulate the effects of vision loss in each
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hemifield. By manipulating the degree of blurring, I systematically

controlled access to spatial information in one hemifield and measured how

this changed both the pattern of eye movements and reading

speed.

Because reading ability changes with age (for a detailed summary

see Laubrock et al. (2006))) and the effects of spatially blurring text

may differentially impact eye movement characteristics in younger and

older subjects, I recruited two groups of observers – one with younger

participants, another with older participants. The second group was chosen

to be closer in age to the risk group for ischaemic strokes (England, 2018).

Findings from this study open up the possibility of using participants with

normal visual function to help identify the most promising strategies for

HVFD, before translation to patient groups.
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7.2 Materials and methods

7.2.1 Participants

I recruited 15 young adult participants (mean age is 20.9 yrs) and 15

participants for an older control group (mean age is 54.7 yrs). For the

control group, I recruited between ages 40 and 70. This age bracket was

informed by stroke incidence rates, indicating that 97% of estimated

stroke incidence occurs above the age of 40 (England, 2018). Data from 1

participant in the young adult group was excluded, as it was incomplete.

The young adults were recruited from the student population at the

University of Nottingham, while the older group were recruited through

local communities in Nottingham. The inclusion criteria for participation in

the study were: 1) normal or corrected to normal vision; 2) no history of

a stroke; 3) formally educated in the English language. Experiments were

approved by the School of Psychology Ethics committee and all participants

provided informed, written consent.

7.2.2 Reading stimuli

The text stimuli used in the reading task were based on paragraphs from

the International Reading Speed Test (iRest, Trauzettel-Klosinski et al.

(2012)). The paragraphs in that test are standardised in terms of length,

difficulty, and linguistic complexity and have previously been used to assess
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reading performance in individuals with low vision (Kortuem et al., 2021;

Mathews et al., 2017; Ramulu et al., 2013).

The text stimuli were displayed on a gamma-corrected CRT monitor

(resolution: 1024x768, screen width = 40.6cm, refresh rate: 85Hz) using

custom software written in Python/PsychoPy (Peirce, 2007). Text was

displayed using the Arial font and the individual letters were sized such

that the vertical size of the letter ‘x’ (x-height) was at 0.4 logMAR (0.21°).

Initial pilot testing showed this to be a comfortable text size for reading

paragraphs. The viewing distance was set to 114 cm and text was rendered

in white on a grey background (root mean square contrast: 0.2, Weber

contrast: 1.0).

In total, I used 10 different paragraphs, one of which was randomly

selected for an initial practice trial and excluded from the final analysis.

The total number of words in the paragraphs ranged from 136 to 166

(mean number, 154). The average number of words in a single line was

9.7 and the vertical spacing between lines was 0.25°. All but one of the

text stimuli contained 16 lines in one paragraph (one having 15 lines).

To avoid order effects, the sequence of text displayed was randomised

across individuals. Participants were instructed to read the text silently

and to signal when they had finished reading by pressing the ‘space‘

key.
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7.2.3 Eye tracking and gaze contingent

viewing

Eye positions and movements were recorded monocularly (right eye)

with an Eyelink 1000 infrared eye tracker (SR Research Ltd., Ottawa) at

a sample rate of 500 Hz. A 9-point fixation grid was used to calibrate the

eye tracker at the start of every trial. Calibration was repeated if fixation

to any point had an error of 1° or higher. The eye level of participants

was set to the centre of the screen with their chin firmly resting on a chin

rest.

To simulate visual field loss in one of the hemifields (left or right), the

text image was blurred towards the left or right side of the screen with

respect to the current eye position. To achieve this gaze-contingent display,

I combined the original (unblurred) text image with a blurred version

which was revealed with a moving “aperture” through alpha-blending.

This aperture was constructed to reveal a particular side of the screen

with respect to fixation, as seen in Figure 7.2. The screen position of the

aperture was updated every 100ms to reduce the effect of high temporal

frequency noise in the eye position measurements.

To blur the text stimuli used in this display, I applied a 10th order

Butterworth low pass filter (Kwon & Legge, 2012). The filter is described

by the following function:
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f =
1

1 + ( r
c
)2n

where r is the spatial frequency, c is the low-pass cut-off spatial frequency,

and n is the filter order.

The cut-off frequency of the filter was set at different multiples of the

Nyquist frequencies: 1, 0.2, 0.15, 0.1, and 0.05 (see Figure 7.1). The lower

the cut-off frequency of the pass band, the more blurred the text appeared.

Using the pixel width of the letter ‘x’ as a baseline (11 pixels / 0.22°

wide, in the display), the cut-off frequencies can also be translated into

units of cycles per letter. The values corresponded to 5.5 (unfiltered), 1.1,

0.825, 0.55, 0.275 cycles per letter (cpl). Examples of the blurred stimuli

are shown in Figure 7.2. The selection of this particular set of blurring

values was based on pilot measurements to establish a suitable range of

reading performances, while keeping the number of testing conditions

manageable. Participants across both age groups (between-subjects factor)

were subjected to both left and right simulated HVFD conditions across

all blurring levels, in addition to the control conditions (within-subject

factor).
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Figure 7.1: Response function of the 10th order Butterworth filter at various frequencies
(1, 0.2, 0.15, 0.1, and 0.05). These cut-off frequencies translate to 5.5, 1.1, 0.825, 0.55,
0.275 cycles per letter at 0.22° letter size.
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Figure 7.2: Example of gaze contingent blurring on the text stimuli. (A) Example of the
word ‘form’ at different blurring levels using the cut-off frequency thresholds indicated
(cpl, cycles per letter). (B) Visualisation of the partially blurred paragraph of text (here,
blurred on the right side with respect to the current eye position, approximately in the
centre of the display).
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7.2.4 Procedure

The day before the experiment, participants were told that the task

involved reading and were asked to wear any corrective lenses they would

normally use when reading at home. Participants were briefed to wear

prescription contact lenses if available to correct for any myopia. However,

across both groups of participants, only 5 wore corrective spectacle lenses

and the other 25 did not require any vision correction. All participants had

normal, or corrected to normal, distance visual acuity (Bailey-Lovie chart)

and could comfortably read the text at the presented size (equivalent to 0.4

logMAR). For those wearing glasses, we did not find any detrimental effects

on eye tracking.

At the start of the experiment, participants were instructed to position

themselves comfortably using the chin and forehead rest. The eye tracker

was then adjusted to provide an optimum view of the right eye.

Participants were instructed to silently read through the entire paragraph at

their normal reading pace. They were also told to move on to the next

word if they were struggling to read any particular words. When they

finished reading, they terminated the trial by pressing the ‘space‘ key. As

participants reported the simulated vision loss to be quite unusual when

first applied, we made sure to include several training blocks using the

sample text (at the highest blurring level) until they were comfortable

finishing the paragraph.
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7.3 Raw eye movement traces

To illustrate the patterns of eye movement we observed across the different

conditions, samples of raw eye traces are shown in Figure 7.3. The plots

show the horizontal component of the eye movements (x-coordinate) as a

function of time for the beginning of example trials. The three panels show

traces for a control trial (no blurring, top), one for simulated right

homonymous visual field defect (HVFD, middle), and a third for the

corresponding left HVFD condition (bottom). Pixel coordinates [0, 0] refer

to the centre of the screen, positive x-coordinates refer to the right side of

the screen (negative values to the left); positive y coordinates refer to the

top part of the screen (negative values to the bottom).

Normal reading behaviour, as seen for the control condition, results in a

typical, repeating staircase pattern of the x-coordinates: the participant

fixates on a word for a short period, then promptly moves to the next, until

the end of the line is reached. The search for the start of the new line is

indicated by the large displacement, eye position changes from -200 to

+200 in pixel coordinates along the x-axis. Note that the duration of a

single staircase pattern can be used to quantify the time taken for a

participant to read one line of text. The data from a simulated left HVFD

condition looks similar to the control condition, however, the

corresponding simulated right HVFD produces a much more variable

pattern of eye movements. It is also apparent that a higher number of

saccades are being made as the reader progresses through the text. As a

result, the participants took longer to complete each line. In the example
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shown here, the time to complete a line in the slowest condition is about

four times that of the control condition.

Figure 7.3: Samples of raw eye traces along the x-coordinate domain (pixels) in an
experiment trial for control (top), right simulated HVFD - 0.275 cpl blurring (middle)
and left simulated HVFD - 0.275 cpl blurring (bottom). Note that the figure only depicts
eye traces up to 35s for all conditions and does not represent the entire trial for some
conditions. Lateral eye movement patterns resemble a staircase-like pattern when reading
a paragraph, where each step is a fixation and a forward saccade would move the staircase
upwards and a regressive saccade would move the staircase downwards. The staircase
would then ‘reset’ when the line is complete and the reader is moving on to the next line.
In some conditions there is a jitter before resetting as readers struggle to fixate on the first
word of the next line.
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7.4 Adaptive velocity-based algorithm

Some algorithms for classifying fixations and saccades only use a single

velocity threshold. Because this study actively impairs normal reading

behaviour and there was a large age range across participants, I anticipated

larger variance in the eye movement patterns and higher levels of

variability across participants and trial conditions. To accommodate this, I

employed an adaptive velocity-based algorithm (Nyström & Holmqvist,

2010). This data-driven approach has been shown to be less sensitive to the

effects of noise and better suited than other commonly used algorithms for

detecting both fixations, saccades (and also glissades1) (Nyström &

Holmqvist, 2010).

7.4.1 Key parameters

To classify eye events, we use 3 parameters [ x, y, t ], representing the eye

position on the screen and the time, to derive the velocity and acceleration

across eye position samples:

1It should be noted that this study does not use ‘glissades’ – a post-saccadic eye
movement that is believed to realign the eye position before fixation (Nyström &
Holmqvist, 2010), in the analysis. As the classification of glissades does not disrupt the
classification of fixations and saccades, no changes were made to algorithm.
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velocity =

√
(xn+1−xn)2+(yn+1−yn)2

t

acceleration =
velocityn+1−velocityn

t

Note that, because we are taking finite differences, the number of

samples are n-1 for velocity and n-2 for acceleration

respectively.

7.4.2 Filtering and denoising

Calculating the velocity and acceleration from sample to sample using

finite differences can lead to noisy estimates. Small fluctuations in gaze

samples, which can be caused by a combination of factors: optical artefacts;

mechanical or electromagnetic disturbances during recording; rounding

errors, result in noisy signals. These are further exacerbated in the first

derivative over time (velocity) and second derivative (acceleration). To

address this issue, I used the Savitzky Golay finite impulse response filter,

SG-FIR (Savitzky & Golay, 1964) to smooth the data. This filter has the

advantage of retaining high-frequency detail across the signal along with

key information about the local maxima and minima in the data, while

making no strong assumption on the velocity profiles.
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The Savitzky-Golay-FIR models a polynomial function that best fits a

set of samples across the signal. It is defined by 2 parameters, the filter

order – which determines the degree of the fitted polynomial function, and

the filter length – which determines the size of the window of samples.

Similarly to Nyström and Holmqvist (2010), the filter order was set to 2

and the filter length was set to 10 samples (2 x minimum saccade duration,

10ms). Figure 7.4 shows a comparison of the unfiltered data against

the SG-FIR filtered data for a selected interval of the data, across the

x-coordinate (position as a function of time), eye movement velocity (as a

function of time) and eye movement acceleration (as a function of time).

The filtered signal allows us to precisely capture important eye position

changes while smoothing noisy parts of the data.

Prior to this filtering, blinks and physiologically impossible samples

were also removed from the data (velocity > 1000◦/sec, acceleration >

100000◦/sec2.
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Figure 7.4: Comparing unfiltered data against Savitzky-Golay filtered data. A small
interval of the eye tracking data was selected to demonstrate the filter under different
profiles: (A) x-coordinate change, (B) eye movement velocity and (C) eye movement
acceleration. The black line represents the original data while the red line represents
the filtered data. The Savitzky-Golay filter order was set to 2 and the filter length to
10 samples (2 x the minimum saccade duration, 10 ms). Note that when tracking the
x-coordinate change, the shift in eye position comes slightly after the 2.0s, which can
also be seen in the velocity and acceleration profiles. However in the unfiltered data,
the velocity and acceleration profiles seem to be noisy before and after the actual eye
movement, largely due to small fluctuations in the raw gaze samples. The filtered data
succeeds in filtering the noise and capturing important eye movement changes.

7.4.3 Velocity Threshold Estimation

Velocity-based classification of eye events traditionally uses a fixed velocity

threshold to identify fixations and saccades (Salvucci & Goldberg, 2000).

However, as mentioned previously, I anticipate large variance in eye

movement patterns across participants and trials. If the fixed velocity
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threshold is set too high, short saccades may be dismissed as noise,

whereas if it is set too low, some fixations may be incorrectly detected as

saccades. Hence, the use of a variable velocity threshold produces more

reliable eye event detection.

To run the velocity threshold estimation, an initial velocity threshold,

PT1 is set at 100◦/sec. For a given dataset, all eye movement velocity

samples below PT1 are tabulated. From this set of samples, I calculate

the mean (µ) and standard deviation (σ). The velocity threshold is then

updated as follows:

PTn = µn + 6σn−1

This process is performed iteratively until the latest velocity threshold,

PTn is less than 1◦/sec from the previous velocity threshold, PTn−1. This

allows the velocity threshold to converge to a threshold low enough to

detect as many saccades as the variance in the velocity samples will allow,

without compromising any false positive detection of saccades in datasets

with a high noise level. This particular method of thresholding has been

shown to robustly detect saccades across individuals with large variances

in eye movement patterns (Nyström & Holmqvist, 2010). Figure 7.5 shows

examples of the final velocity threshold across participants with different

levels of noise in their eye movement velocity profiles.
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Figure 7.5: Examples of velocity threshold estimation across participants with different
levels of noise in their eye movement velocity profiles. The final velocity threshold
converges to a threshold low enough to detect as many saccades as the variance in the
velocity samples would allow, without compromising any false positive detection of
saccades in datasets with a high noise level. Note the large difference in final velocity
threshold estimation across the left (19.6 °/sec) and right (90.4 °/sec) velocity profiles.
The algorithm effectively captures saccadic movements while ignoring noisy eye
movement data.

7.4.4 Saccade detection

After arriving at a suitable velocity threshold, PTn, the algorithm searches

for both the onset and offset of the saccade peaks. From the peak, it

searches leftwards (backwards in time) for the onset and rightwards

(forwards in time) for the offset.

The saccadic onset is determined by the first sample that has met two

requirements: (i) having a velocity below the saccade onset threshold

(µ + 3σ); (ii) the current velocity sample is higher or equal to the next

velocity sample in time (V elocityn − V elocityn+1 ≥ 0). Operationally, the

algorithm attempts to find the first local minima that is below the saccade

onset threshold.
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The saccadic offset threshold is determined by the weighted combination

of the global noise and locally adaptive noise. For the locally adaptive noise

factor, it is derived using a window of samples that precedes the saccade,

where the size of the window is defined by the minimum allowed fixation

duration (40 ms). This approach allows the algorithm to manage local

variation in noise across saccades, which could arise from individual

differences – shape of eyelashes or presence of corrective lenses

(Duchowski & Duchowski, 2017; Nyström & Holmqvist, 2010). The global

noise factor is determined by [ α x saccade onset threshold] while the locally

adaptive noise factor is determined by [ β x (µlocal + 3σlocal)], where α and

β are set at 0.7 and 0.3 respectively. In a similar fashion to detecting

saccadic onsets, the saccadic offset is determined by the first sample that

has met two requirements: (i) having a velocity below the saccade offset

threshold (α onsetthreshold + β (µlocal + 3σlocal); (ii) the current velocity

sample is lower or equal to the next velocity sample in time

(V elocityn − V elocityn+1 ≤ 0).

In addition to these steps, any saccades smaller than 10 ms are removed.

Figure 7.6 shows an example of saccade detection using the

algorithm.
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Figure 7.6: Detecting saccades using adaptive event detection algorithm. The figures
shows a specific interval of the (unfiltered) velocity plot from the eye tracking data. The
horizontal dotted line represents the adaptive velocity threshold, derived using the velocity
threshold estimation, accounting for the variable noise across participants and trials. The
red line represents the saccade onset (when the saccade starts), which is the first local
minima below the saccadic onset threshold. The blue line represents the saccade offset
(when the saccade ends), which uses the weighted combination of the global and locally
adaptive noise in the data to find the first local minima below the saccadic offset threshold.

7.4.5 Glissade detection

Although glissades are not used in the analysis, it is still important to

classify these events. Glissade durations may be misclassified by the

algorithm as extremely small fixations, or may extend the average saccade

duration by up to 25% (Nyström & Holmqvist, 2010). Hence, I will briefly

discuss how glissades are classified. Glissades are separated into two

categories: high velocity and low velocity glissades. The high velocity

glissade is detected by using a window (set by the minimum fixation

duration – 40 ms) after the saccadic offset and if any sample is raised above

the peak saccade threshold PTn whereas the low velocity glissades is uses

the same window but it only requires the sample to raise above the saccade
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offset threshold defined by the preceding saccade. The glissade onset is

determine using the offset of the preceding saccade whereas the glissade

offset is defined as the first sample to reach a local minima, moving forward

in time (V elocityn − V elocityn+1 ≤ 0).

7.4.6 Fixation detection

Finally, fixations are defined if a sample is not labelled as a saccade,

glissade or noise. Fixation windows below the minimum fixation duration

(40 ms) are removed. Commonly, the minimum fixation duration is set at a

higher value, 100-200 ms (Holmqvist et al., 2011; Salvucci & Goldberg,

2000). However, there is evidence that shorter fixations are a marker for

high mental workload (Ehmke & Wilson, 2007; Unema & Rötting, 1990),

which I anticipated could be a possible feature in the samples given how

the hemianopic filter creates a difficult reading environment. Additionally,

the original paper for the adaptive velocity-based algorithm has shown that

it performs well in identifying fixations using this minimum duration (for a

more in depth review, see Nyström and Holmqvist

(2010)).

7.4.7 Manual data quality control

After running the adaptive velocity-based algorithm, I performed a visual

quality check of the eye traces for each trial to ensure data quality. Samples
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of these traces, visualised on to the text stimuli, can be seen in Figure

7.7.

Figure 7.7: Sample of eye traces for the control - unfiltered condition (top), simulated left
HVFD condition - 0.275 cpl blurring (bottom left) and simulated right HVFD condition -
0.275 cpl blurring (bottom right) overlaid on the respective text image. The black circles
are plotted on fixation positions and larger sizes indicate longer fixation durations, the red
dashes between the black circles are the saccade direction.
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7.5 Dynamic Time Warping

The following variables were derived from the eye events and used in

further analysis:

• number of fixation per line,

• number of forward saccades per line

• number of regressive saccades per line (saccades that were in the

opposite direction to the reading direction),

• number of saccades made during return sweep (any additional saccades

from the final fixation to the new line),

• average median fixation duration and

• average median forward saccade amplitude.

To quantify the number of oculometric events per line, I developed a new

method that can reliably mark the first and last fixation made on a line.

While the raw eye trace and the labelled trace for fixations itself provides

some indication of where refixation to the new line occurs, simple manual

segmentation of the events is prone to error. Furthermore, using the

y-coordinate to determine a line change is unreliable in noisier datasets.

Here, I used dynamic time warping – an algorithm which non-linearly

matches two signals in time (Sakoe & Chiba, 1978). Although reading

speed varies across people, the overall pattern of eye movements will

inevitably be similar given the fixed number of lines in a paragraph, as seen

in Figure 7.3. Therefore, I could construct a prediction of the expected eye

movement patterns, particularly for the x-coordinates. By warping this
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signal to match each individual trial, I could efficiently identify the start

and the end of the line across different reading speeds. First, I created a

simplified ‘design’ matrix of the expected eye movement pattern over time

and warped it onto the original dataset to find the first and last fixations

for each line in the paragraphs. This process was then automated across

each trial, adapting to different patterns of eye movements for each of the

blurring conditions.

A sample of the dynamic time warping process can be seen in Figure

7.8. In Figure 7.8a, I have classified fixation points (black circle) using

the adaptive velocity-based algorithm and plotted it over the eye traces

(red dashes). Plotting only the fixation starting points over the entire trial

provides a simplified view of the data (Figure 7.8b), which clearly shows

some segments of the eye movement recordings with an increased number

of saccades. The ‘design’ matrix for the expected eye movement pattern

for the text stimuli can be seen in Figure 7.8c: increasing values for the

screen x-coordinates from left to right in a number (n=5) steps in a regular

staircase pattern, ending with a reset to the left which includes a short jitter

to account for any additional saccade to find the new line. To reduce the

number of local mismatches, I chose 5 equally spaced steps to reflect the

average number of saccades per line in a typical trial.

The result of the dynamic time warping (the design matrix matched onto

the original time series) captured the timing of the overall pattern of eye

movements accurately as seen in Figure 7.8d. In turn, this allowed us to

accurately estimate the start (green circle) and end (red circle) of a line as

seen in Figure 7.8e. Using these markers, I can calculate (per line) the
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number and amplitude of (1) forward saccades, (2) regressive saccades,

(3) saccades made during the return sweep. For further analysis, the

median value of fixation durations and forward saccade amplitudes were

estimated across each line and averaged for each

subject.
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Figure 7.8: Using dynamic time warping to mark first and final fixation on a line. (A)
A segment of the raw eye traces from a single trial from the right HVFD condition with
cut-off frequency of 0.275 cpl (red dashes) with fixation points (black circles) plotted
over them. (B) Fixation points plotted as a line plot across the entire trial. (C) The design
matrix of the expected eye movement patterns. (D) The time warped design matrix plotted
along the original fixation line plot. (E) Mapping of the first (green circle) and final (red
circle) fixation points for each line.
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7.6 Comparisons with patient population

To establish that the visual field manipulations produced the effects that I

intended, I compared the control condition (normal reading behaviour)

with the simulated hemianopia (left & right side) at the highest blurring

level (cut-off frequency, 0.275 cpl). I plotted oculometric measures (number

of forward saccades per line, number of regressive saccades per line, number of

saccades made during return sweep, and reading speed) for both, simulated

right and left HVFD and for both age groups (Figure 7.9). Measurements

from Trauzettel-Klosinski and Brendler (1998a), who recorded similar

oculometric measures in patients with pathological HVFD were also

included for visual comparison.

Simulated blurring on both left and right hemifields led to significant

changes in the oculometric measures compared to the control condition.

Overall, reading speeds were slower and there was a higher number of

forward as well as regressive saccades per line. In line with this, we found

smaller forward saccade amplitudes and an increase in the number of

saccades made during the return sweep. The median forward saccade

amplitude and median fixation duration were calculated for each line and

then aggregated for the analysis (see Figure 7.10). To assess statistical

significance of these effects, we performed the following analysis. A

multiple 3x2 mixed design repeated measures analysis of variance

(ANOVA) was used to investigate differences between simulated HVFD

location (within subjects factor) and age group (between subjects factor)

across our oculometric measures. To correct for multiple comparisons, I
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adjusted the critical p-value to 0.05/6, using a Bonferroni

correction.

For all measures, apart from median fixation duration, there was a

significant main effect of the HVFD side (smallest *F(1.42, 38.37) =

11.30, p < .001.). The simulated right HVFD condition led to smaller

and more forward saccades, more regressive saccades along with slower

reading speeds compared to the simulated left HVFD condition and control.

The simulated left HVFD condition resulted in higher number of saccades

during the return sweep compared to control, but no statistical difference

with the simulated right HVFD condition was found for this measure.

Although no significant differences were observed for median fixation

duration at the aggregated level, we performed a more detailed analysis

looking for patterns across lines (see section 7.7.2). Table 7.1 shows

average values and results of pairwise comparisons. Note that across all

measures with a significant main effect of HVFD, we found significant

differences over all combinations of pairwise comparisons (control-right,

control-left and right-left) with the exception of the number of saccades

made during return sweep. For that measure there was no significant

difference between simulated right HVFD and left HVFD. Lastly, we did

not observe any significant difference between age groups nor any other

interaction effects.

*corrected using Greenhouse-Geisser sphericity correction

177



Table 7.1: Oculometric measures for control, right HVFD and left HVFD. The mean (and
standard deviation) were derived after collapsing across age groups. Statistical comparisons
were made across all conditions using pairwise t-test (using Bonferroni correction), n.s., p
>. 05, * p<.05, ** p <.01 *** p < .001

Control
(normal
reading)

Right HVFD Left HVFD Control -
Right HVFD

Control - Left
HVFD

Right HVFD -
Left HVFD

Reading speed (words per
minute) 309(98.7) 124(50.2) 197(76) *** *** ***

Number of forward saccade
per line 3.91(1.77) 7.68(2.39) 5.95(1.79) *** *** ***

Number of regressive saccade
per line 0.55(0.59) 3.19(2.88) 1.11(1.17) *** * **

Number of saccades made
during return sweep 0.28(0.32) 1.18(0.96) 1.27(1.05) *** *** n.s.

Median forward saccade
amplitude (°) 2.23(0.92) 1.32(0.39) 1.70(0.36) *** ** ***

Median fixation duration (ms) 339(217) 330(55.5) 263(33.7) Main effect
n.s.

Main effect
n.s.

Main effect
n.s.
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Figure 7.9: Oculometric measures across simulated HVFD sides for both old and young
adult groups, along with corresponding measurements from patients with HVFD replotted
from Trauzettel-Klosinski and Brendler (1998a) for comparison. To represent both left
and right HVFD conditions, the trials of the highest simulated blurring condition (0.25
cpl) across both left and right were used. Number of eye event measures were calculated
by the number of occurrences within a single line from the paragraph. (A) Number of
forward saccades per line (left), number of regressive saccades per line (middle) and number
of saccades during return sweep (right) are measured by the mean number observed across
a line, with standard deviation as error bars. (B) Reading speed is measured using mean
words per minute. Error bars, ± 1 standard deviation.
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Figure 7.10: Average median forward saccade amplitude (above) and average median
fixation duration (below) across simulated HVFD sides for both old and young adult
groups. Error bars, ± 1 standard deviation. The median values for each measure across
groups were aggregated into the mean.
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7.7 Progressive blurring provides insight on reading with

HVFD

7.7.1 The effect of spatial filtering on hemianopic

reading

To test the relationship between spatial blurring (cut-off spatial frequency),

simulated HVFD side and participant age, I used multiple mixed design

repeated measures ANOVAs. The data were reading speed, number of

forward saccade per line, number of regressive saccade per line, number of

saccades made during return sweep, average median forward saccade

amplitude and median fixation duration and I corrected for multiple

comparisons using a Bonferroni corrected p-value of 0.05/6 = 0.0083. All

relevant statistical values can be seen in Table 7.2. The main effect of

cut-off frequency was observed across all measures except median fixation

duration, (smallest *F(2.49, 67.26) =16.23, p <. 001.), indicating that as

the level of blurring increased (cut-off frequency decreased), I observed

slower reading speed, a higher number of forward and regressive saccades,

a higher number of saccades made during the return sweep and shorter

average median forward saccade amplitudes. However, we did not find any

influence of blurring on average median fixation duration (further explored

in a later analysis).

The side (left or right) of the simulated vision loss had a significant

(main) effect across all measures except for number of saccades made during
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return sweep and median fixation duration (smallest F(1, 27) =13.43, p

= .001) indicating that these two measures showed similar performance

metrics in both left and right simulated HVFD. The age of participants had

no significant effect on any measure, indicating that younger and older

participants performed similarly across conditions.

I found an interaction between cut-off frequency and HVFD side for

reading speed, number of forward saccade per line, number of regressive

saccade per line, (smallest *F(2.39, 64.45) =9.26, p < .001), but no

significant interaction effect for number of saccades made during return

sweep, median fixation duration and median saccade amplitude. To provide a

clear, parametric description of the relationship between cut-off frequency

and HVFD side, we use a piecewise regression model to estimate the critical

cut-off frequency and slope for each of these measures, similar to Kwon and

Legge (2012). The descriptive model is captured by the following formula,

starting either with a ascending or descending segment followed by a

horizontal line:

f(x) =


a · x+ b− a · c if x < c

b if x ≥ c

where f(x) is the oculometric measure, x is the spatial frequency cut-off,

a represents the slope of the ascending/descending line (depending on

the sign of a), b represents the plateau of the oculometric measure in
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normal reading behaviour and c represents the critical cut-off frequency.

I used an iterative, non-linear least-squares method (optim() in R version

4.1.0, (R Core Team, 2021)) to estimate the parameters (a, b, c) as well

as standard errors (which are derived from the diagonal of the Hessian

matrix).

Figure 7.11 shows reading speed, number of forward saccade per line and

number of regressive saccade per line plotted against different cut-off

frequencies for each simulated HVFD side. The fitted model provided us

with two key components that describe the relationship, the critical cut-off

frequency and slope of ascent/descent. The critical cut-off frequency

represents the estimated minimum frequency required to achieve normal

reading behaviour, while the slope indicates the impact on reading

performance with each additional filter step (beyond the critical cut-off

point). These two measures allow us to quantify the interaction between

HVFD side and age group, as cut-off frequency is

reduced.

When looking at reading speed, I found that the right simulated HVFD

had a lower critical cut-off (1.15 cpl ± 0.01) compared to the left

simulated HVFD (1.22 cpl ± 0.01). Beyond the critical frequency, reading

speed was more affected in the right compared to the left simulated HVFD.

A loss of 0.1 cpl in the right visual field resulted in a decrease of 22.0 wpm

± 0.12, compared to a decrease of 11.9 wpm ± 0.11 for left HVFD.

Although the loss of visual information had a more severe impact in the

right simulated HVFD condition, it only occurred at a lower cut-off

frequency.
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Although a main effect of age was not found using the ANOVA, I

performed an analysis of reading speed as a function of cut-off frequency

across both HVFD side and age groups, as I was interested in the detailed

pattern of reading performance change which was not captured by an

ANOVA. Figure 7.12 shows that although the older age group shared similar

critical cut-off frequencies in both left and right simulated HVFD (left: 1.23

cpl ± 0.01, right: 1.25 ± 0.01 cpl), the younger age group showed that the

left simulated HVFD had a higher critical cut-off (1.20 cpl ± 0.01)

compared to right HVFD (1.06 cpl ± 0.01). This suggests that the

difference in critical cut-off frequency found in the initial analysis may be

largely driven by the young adult group.

Similarly, beyond the critical frequency, reading speed was more affected

in the right compared to the left simulated HVFD for both age groups.

However, the younger age group was more impacted by the loss of visual

information:a loss of 0.1 cpl in the right side results in a decrease in 29.1

wpm ± 0.02 (left HVFD: 12.5 wpm ± 0.02). In contrast, a loss of 0.1 cpl in

the right visual field produces a more modest reduction in reading speed in

the older age group (right HVFD: 16.5 wpm ± 0.01, left HVFD: 11.4 wpm

± 0.01).

Among all eye event measures, reading speed remains the most clinically

relevant measure for any reading impairment. Although other eye

movement measures may provide interesting insights into how they might

play into overall reading performance, the experimental design of the

current study did not allow us to separate out those

effects.
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Table 7.2: Statistical summary of mixed design repeated measures ANOVA conducted
across oculometric measures (reading speed, number of forward saccades per line, number
of regressive saccade per line, number of saccades made during return sweep, average median
forward saccade amplitude and median fixation duration respectively). The summary
outlines the main effect of cut-off frequency, main effect of HVFD side, main effect of age,
and interaction effect between cut-off frequency and HVFD side, and their corresponding
F-statistics , degree of freedoms (df1 & df2), and p-value. Bonferroni correction was used to
correct for multiple comparisons (p-value was set to 0.05/6 = 0.008).

Main effect of cut-off frequency
Oculometric Measure F df1 df2 p

Reading speed 57.82 1.82 49.15 < 1e−12

Forward saccades 52.26 2.38 64.29 < 1e−14

Regressive saccades 33.12 1.48 39.84 < 1e−7

Return sweep 41.74 2.21 59.72 < 1e−11

Forward saccade amplitude 16.23 2.49 67.26 < 1e−16

Fixation duration 1.18 1.73 46.78 0.310

Main effect of HVFD side
Oculometric Measure F df1 df2 p

Reading speed 22.76 1 27 < 1e−4

Forward saccades 25.85 1 27 < 1e−4

Regressive saccades 16.33 1 27 < 1e−7

Return sweep 0.05 1 27 0.820
Forward saccade amplitude 13.43 1 27 0.001

Fixation duration 2.60 1 27 0.120

Main effect of age
Oculometric Measure F df1 df2 p

Reading speed 4.41 1 27 0.045
Forward saccades 4.09 1 27 0.053

Regressive saccades 4.43 1 27 0.045
Return sweep 3.50 1 27 0.072

Forward saccade amplitude 1.47 1 27 0.024
Fixation duration 0.02 1 27 0.900

Interaction effect between cut-off frequency and HVFD side
Oculometric Measure F df1 df2 p

Reading speed 10.14 2.69 72.61 < 1e−4

Forward saccades 9.26 2.39 64.45 < 1e−3

Regressive saccades 10.57 1.43 38.52 < 1e−3

Return sweep 0.38 1.46 39.37 0.620
Forward saccade amplitude 3.74 2.28 61.58 0.024

Fixation duration 4.89 2.20 59.31 0.009
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Figure 7.11: Oculometric measures from simulated hemianopic reading at different levels
of spatial blurring (pooled across age groups). The lower the cut-off frequency (cycles per
letter) of the low-pass spatial filter, the larger the blur. Data is split between HVFD sides
(colors). A piecewise linear model was fitted to the group average data (collapsed across
age groups), allowing the critical cut-off frequencies and slopes to be calculated. (A)
Average number of forward and regressive saccades made per line. (B) Average reading
speed - words per minute.
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Figure 7.12: Oculometric measures from simulated hemianopic reading at different levels
of spatial blurring. The lower the cut-off frequency (cycles per letter) of the low-pass
spatial filter, the larger the blur. Data is split up by age groups (left, right facets in plots)
and HVFD sides (colors). A piecewise linear model was used to fit the the group average
data, allowing the critical cut-off frequencies and slopes to be calculated. (A) Average
number of forward and regressive saccades made per line. (B) Average reading speed -
words per minute.
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7.7.2 Median fixation duration while paragraph

reading

In the previous analysis, no statistical differences were found in median

fixation duration between HVFD conditions. However, this could have

been due to data averaging across different segments (lines of the text),

hiding any differences in durations. To clarify this, I performed a separate

analysis that looked at median fixation duration across each line, instead

of averaging across the paragraph. As there was no significant main effect

of age on median fixation duration, I considered the complete data set

(collapsed across age groups) for this analysis.

I found that the median fixation duration was longer for simulated loss

on the right side than the left. Figure 7.13 shows average median fixation

durations across different paragraph sections for both left and right HVFD

at different cut-off frequencies. Paragraph sections consisted of 5 lines of

text binned into 3 groups: top, middle and bottom. The 16th line of text

was excluded from the analysis, as its length varied in the number of words

across the different stimuli. To investigate the relationship between HVFD

side, cut-off frequency and paragraph section on fixation duration, I ran

a three-way repeated measures ANOVA. I found a significant three-way

interaction between simulated HVFD side, cut-off frequency and paragraph

bin, F(56, 1568) = 1.86, p < .001.

To understand the interaction effects across these 3 variables, I ran a

simple two-way interaction analysis between simulated HVFD side and
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paragraph bin for each cut-off frequency level (0.275, 0.55, 0.825 & 1.1

cpl, control condition was excluded). A Bonferroni correction was applied

and the level for statistical significance was set to p < 0.0125. Firstly,

differences in fixation durations were only observed in the 0.275 and

0.55 cpl cut-off frequency, smallest *F(1.3, 36.45) = 8.40, p = 0.003.

The right HVFD had higher median fixation durations compared to the

left HVFD side, while the top paragraph section shows higher median

fixation durations compared to the middle and bottom section. No statistical

differences were found across HVFD side and paragraph bins at higher

cut-off frequencies (>0.825 cpl). Secondly, I found a significant interaction

effect (between simulated HVFD side and paragraph section) at 0.275

cpl, *F(1.43, 39.98) = 6.6, p = .007; the top (557ms ± 277) paragraph

section had significantly longer median fixation duration compared to

the middle (453ms ± 245) and bottom (421ms ± 225) paragraph bin in

the right simulated HVFD condition, while in the left simulated HVFD,

median fixation duration was similar across the 3 sections (top: 265ms

± 101, middle: 265ms ± 110, bottom: 249ms ± 100). This suggests that

as the subjects gained experience reading with the simulated HVFDs, any

differences in fixation duration became negligible.
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Figure 7.13: Average median fixation duration across paragraph sections for both left and
right HVFD at different cut-off frequencies (excluding the control-unfiltered condition).
Paragraph sections are binned into 3 groups: top, middle and bottom; each group consists
of 5 lines, the 16th line is excluded in the analysis but shown here in the bottom group
for visualisation purposes. (A) (0.275 cpl) Measurements from the left and right HVFD
conditions are displayed respectively to the left and right of the text stimuli. The dashed
line represents the overall average median fixation duration in the control condition
(unfiltered - 5.5 cpl) while the dotted line is 1 sd above the mean. (B) (0.55, 0.825, 1.1
cpl) Measurements are displayed in the same format without the text stimuli in between
the two HVFD conditions.
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7.8 Discussion

The current design found similar eye movement patterns with simulated

HVFD in healthy participants as those in patients with HVFD. In the first set

of results, which compared the highest blurring level to simulate HVFD in

each hemifield against the control (unfiltered) condition, showed directly

comparable results to studies in patients with HVFD (Trauzettel-Klosinski &

Brendler, 1998a; Zihl, 1995). This is an important first step in establishing

that the stimulus manipulation that was introduced mimics task-critical

properties of HVFD. In the simulated left HVFD, both the younger and older

group required more saccades to find the start of the new line during the

return sweep, similar to patient data.

Surprisingly, an increase in the number of return sweep saccades was

also observed in simulated right HVFD. Although this feature of impairment

is more typically associated with left HVFD, the findings are consistent

with hemianopia patient data (Trauzettel-Klosinski & Brendler, 1998a),

where the increase in number of saccades during the return sweep was

similar across both left and right HVFD (see Figure 7.9, right column). In

the simulated right HVFD conditions, I found higher numbers of smaller

forward saccades and regressive saccades along with more fixations of

longer duration in both younger and older adult populations, matching the

eye movements patterns in the patient population. (Note that the number

of forward and regressive saccades are a proxy measure of number of

fixations, as a saccade precedes a fixation.)
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The reduction in reading speed, across both simulated HVFD conditions,

mirrors that found in patients (Trauzettel-Klosinski & Brendler, 1998a; Zihl,

1995). Right HVFD severely impairs reading speed (slowing reading speed

to around half the rate of the control condition) with left HVFD having a

lesser impact.

Having established that the HVFD manipulation produces qualitatively

similar effects on eye movement patterns for paragraph reading, I

examined how the degree of spatial filtering influenced reading speed. I

estimated the critical filter cut-off frequency - the point where blurring a

particular hemifield starts impacting reading speed. Importantly, the slope

of the function quantifies the decline in reading performance with each

filter step. The findings suggest that the spatial requirements to maintain

fluent reading is lower in the right HVFD side compared to the left HVFD

side, as reflected in the lower critical cut-off frequency (right HVFD: 1.15

cpl, left HVFD 1.22 cpl).

Beyond the critical cut-off, I observed a steeper decline in reading speed

under the simulated right HVFD compared to simulated left HVFD, which is

also consistent with patient data (Trauzettel-Klosinski & Brendler, 1998a;

Zihl, 1995). It seems that there is a resilience to the loss of spatial

information in the right hemifield despite the steeper decline in reading

speed past the critical cut-off, but why is this the case? In my analysis, it

appears that this difference was largely driven by the younger adults,

although I did not find any significant age-related differences in the

ANOVA. The piecewise regression model provides a more detailed

description of the age-related differences across different levels and a
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transition point - the critical cut-off frequency. In my experiments, the

critical cut-off frequency for reading speed is approximately 1.20-1.25 cpl

(across age groups and HVFD location). For the right simulated HVFD

condition, the younger adult group showed a slightly lower critical cut-off

of 1.06 cpl. Beyond the critical cut-off, young adults appear to be impacted

more by systematic loss of spatial information in the right hemifield. Both

age groups show a steeper decline in reading speed under the simulated

right HVFD (compared to simulated left HVFD), but this difference is much

more prominent in younger adults (29.5 wpm per 0.2 cpl in young adults

against 16.5 wpm per 0.2 cpl in older adults). This suggests that younger

adults are less sensitive to the loss of spatial information in the right

hemifield compared to older adults.

One explanation for the lower critical cut-off in younger adults could be

the decline in sensitivity to medium and high spatial frequencies as a

function of increasing age (Ross et al., 1985). The difference between

younger and older adults suggests that some higher spatial frequency

content in the parafoveal region provides information to maintain reading

fluency in younger adults. Previous studies have also shown that older

adults are less efficient at using parafoveal information when reading

(Rayner et al., 2009; Risse & Kliegl, 2011), and has been attributed to

age-related decline in modulating fixation durations in response to

processing opportunities in the perceptual span. I speculate that a

combination of higher sensitivity to a larger range of spatial frequencies

and more efficient parafoveal processing, is contributing to the lower

critical cut-off frequency in younger adults.
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Paterson et al. (2013) has shown that younger adults display better

comprehension and faster reading speeds, compared to older adults, in

conditions where text outside a moving-window contains only medium and

high spatial frequencies. In their study they used a gaze-contingent

moving-window paradigm, where text outside the moving window was

spatially filtered to leave low, medium and high bands of spatial

frequencies (2.6 - 5.2, 5.0 - 10.0, and 8.3 - 16.6 cycles per degree (cpd)

respectively, with 4 letters subtending 1.2° so one letter subtending 0.3°).

They also found that reading performance in older adults were less affected

when the filtered text contained only low (2.6 - 5.2 cpd) or medium spatial

frequencies, compared to younger adults. Their findings suggested that

younger adults were more attuned to fine scale information when reading

(medium-high spatial frequencies) whereas older adults relied on coarser,

contextual based information (low-medium spatial frequencies). Although

letter sizes across this study and theirs showed a modest difference (0.09°),

the critical cut-off frequency of 1.06 cpl in the young adults data

approximately translates to 4.88 cpd, which is similar to their medium

spatial frequency range (5.0-10.0 cpd). This is analogous to the current

finding: younger adults showed a sharper decline in reading speed past the

critical cut-off in right HVFD, compared to older adults. It should be noted

that Paterson et al., used a series of sentences, rather than entire

paragraphs. My work suggests that the attenuation difference across spatial

frequency between young and old readers extends to more complex

reading tasks, where crowding effects and fatigue are more commonly

experienced.

The steeper decline in younger adults beyond the critical cut-off could
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also be related to the starting performance level of reading: the average

reading speed was 337 wpm in young adults compared to 283 wpm in

older adults. With maximal blurring, reading speed drops to a similar floor

in both age groups. At that point, reading speed is likely determined by a

common factor across all subjects. However, because the reading speed in

the unblurred condition is much higher in younger subjects, the

performance loss appears to be more precipitous in the younger

group.

It is important to note that the filter manipulation is simulating a visual

field deficit in participants with normal vision. This approach cannot

entirely mimic the actual impairments that arise from HVFD, which may

not be limited to a loss of spatial vision. As pointed out by Schuett et al.

(2008b), while the visual field deficit plays a key role in hemianopic

dyslexia, it is not the only cause. In a few cases where occipital white

matter, occipitoparietal structures, or the posterior thalamus is spared,

individuals are capable of developing efficient and spontaneous oculomotor

adaptation to compensate for the deficit (Corbetta & Shulman, 2002;

Schuett et al., 2008b; Zihl, 1995; Zihl, 2010). Some oculomotor

adaptations involve switching to ‘safe-but-slow’ saccadic eye movements

(Meienberg et al., 1981) while more efficient adaptations involve top-down

guided predictive saccade overshoot into the blind field (Zangemeister

et al., 1995). These forms of compensation do not occur in the majority of

cases and reading impairment persists in many with HVFD (Horton et al.,

2021; Zihl, 2010). That said, it is clear that the changes in eye movement

patterns we observe are more likely to reflect early stages of visual loss and

not compensatory eye movement strategies that subsequently develop over

195



time. It is possible that through chronic exposure to hemianopic blur, new

oculomotor reading behaviour could develop, but this would require a

longitudinal design where participants are repeatedly trained to read in the

presence of blur. Interestingly, adapted oculomotor behaviour is probably

the only route to improved performance, since there is effectively no

perceptual learning for targets subjected to image blur (Westheimer,

2014).

The methods presented here for measuring the critical cut-off for reading

speed have some potentially interesting implications for restitutive

strategies in the blind field of stroke survivors (Barbot et al., 2021; Huxlin

et al., 2009). Studies that have attempted to restore visual function in the

blind field via training, have demonstrated robust sensitivity improvements

for specific types of visual information (e.g. luminance and motion

detection, coarse orientation discrimination) when spared cortical regions

still respond to visual stimuli in the blind field (Barbot et al., 2021; Beh

et al., 2022; Papanikolaou et al., 2014). An important next step would be

to ask whether recovery of function inside the blind field has a beneficial,

knock-on effect, on text reading. The data show that beyond the cut-off

frequency, small improvements in the representation of stimuli can have a

dramatic impact on the pattern of eye movements and reading

performance. At present there is insufficient data to guide recovery of

reading performance in HVFD.

What level of visual recovery would be required in order to observe any

improvement in reading performance? How much improvement is required

to regain fluent reading capabilities? This study seeks to act as a starting
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point to explore the effects of partial visual restoration on reading with

hemianopia and other forms of vision loss. By systematically degrading

visual information, the point where eye movement patterns change and

reading performance is reduced can be measured in healthy volunteers.

Training efforts could then be tested in scenarios where vision is artificially

degraded. For example, in right HVFD with macular sparing (due to

preserved perfusion from the middle cerebral artery), reading performance

is often normal (Horton et al., 2021; Leff et al., 2000; Trauzettel-Klosinski

& Reinhard, 1998). This suggests a set of experiments with testable

predictions: any enhancement of the reading span in the right hemifield in

patients with reduced macular sparing is likely to be highly beneficial. The

findings also suggest a difference in resilience to the loss of spatial

information in the right hemifield across younger and older adults. Hence it

is important to test these paradigms on age brackets that have shown high

stroke incidence rates, so they can be translated into patient groups. The

general approach in this study could also be extended to different

configurations of visual manipulations. Other aspects of the stimuli that are

pivotal to reading, such as contrast sensitivity, spatial context or the shape

of the visible aperture could be used to mimic different types of visual field

defect, such as quadrantanopia or other patterns of visual field loss seen in

glaucoma or macular disease.
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Chapter 8

General conclusions

8.1 Overview

This chapter provides a summary of the entire thesis and discusses the

main findings and potential future work that could be

developed.
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8.2 Summary of findings

In Chapter 1 of the thesis, it was established that HVFD is a debilitating

visual impairment caused by postgeniculate damage, affecting many

facets of daily living, most notably reading ability (Trauzettel-Klosinski

& Brendler, 1998a; Zihl, 1995). In terms of rehabilitative options for

HVFD, it appears that previous restitutive approaches showed potential in

recovering visual function in the ‘blind’ field and this has, understandably,

generated much excitement. Although large clinical trials were unable

to replicate the same levels of success (Cavanaugh et al., 2020), it may

be because the potential for visual recovery is largely driven by surviving

anatomical and functional circuits that can support visual function in

the ‘blind’ field (Barbot et al., 2021; Papanikolaou et al., 2014), which

can vary a lot between individuals. To investigate this idea, I proposed

a line of research that used a cross-modal imaging approach to acquire

higher-resolution definitions of the patient-specific patterns of visual

field coverage and cortical integrity, which will ultimately improve both

diagnosis and our understanding of the disorder (Millington et al., 2017).

Additionally, I also conducted an investigation into simulating hemianopia

whilst reading, using a gaze-contingent paradigm, in healthy controls. The

aim here was to develop a laboratory test bed to help identify the most

promising strategies for mitigating HVFD, before translation to patient

groups.

In the cross-modal imaging study (see Chapter 2 - 6), I initially planned

to recruit a group of 10-12 stroke survivors with HVFD. However, due to
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the experimental testing restrictions caused by the COVID-19 outbreak,

recruitment of stroke survivors was discontinued due to health and safety

concerns. Many stroke survivors opted to shield during the pandemic due

to pre-existing vascular risk factors and the number of new patients

attending hospital with acute stroke-related symptoms also declined

dramatically (Uchino et al., 2020). Despite these challenges, I was able to

recruit 4 stroke survivors with HVFD (who were also eligible for brain

scans) prior to the onset of the pandemic. In Chapter 2, I outlined relevant

clinical and demographic information for each stroke survivor. The visual

assessments conducted were outlined in detail. This included refraction,

visual acuity measurement, ocular alignment and motility static, kinetic and

microperimetry. These assessments revealed that two participants had

homonymous hemianopia (no macular sparing) and two had homonymous

quadrantanopia (one with macular sparing - participant 14326). In

addition, all participants showed no presence of spatial neglect and were

able to maintain stable fixation (which is important for measuring accurate

and reliable visual function in the brain).

Chapter 3 outlined the scanning pipeline for the cross-modal imaging

study, which included the acquisition of T1-weighted, T2-weighted

anatomical images, T2*-weighted (BOLD) images, a B0 map and diffusion

weighted images. The key feature of our protocol was that we were able to

acquire useful imaging data in a relatively short time frame without

sacrificing data quality and patient comfort. This balance is important as it

is not realistic to scan stroke survivors for long periods due to their age and

comfort. This chapter also provided information about the standard

retinopathy stimulus used in the scanner, the scanning parameters used for
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each imaging protocol along with the preprocessing

steps.

Chapter 4 provides a description of how I mapped and visualised

functional visual responses in the brain using standard retinotopy stimuli

(DeYoe et al., 1996), population receptive field analysis and visual field

coverage maps (Papanikolaou et al., 2014). Using the L. Wang et al. (2015)

probabilistic atlas (described in Chapter 5), I was able to quantify and

compare visual field responses across the lesioned hemisphere and

non-lesioned hemisphere for all stroke survivors, in a reproducible and

standardised measure (cf Table 4.1). This revealed the different extents of

residual visual function in the blind field across participants, most notably

in participant 11773 (complete left homonymous hemianopia). Visual field

coverage maps across 3 regions with high pRF counts (V3, LO1 and IPS0)

showed consistent residual function in the lower quadrant of the hemifield

within the scotoma (see Figure 4.14), providing support for common

residual input from these areas from this region of the blind

field.

In Chapter 5, I discussed how the analysis of anatomical and diffusion

weighted images was conducted. Due to abnormal structures in lesioned

brains, I developed a pipeline that uses a semi-automatic lesion

segmentation tool, ITK-SNAP (Yushkevich et al., 2016) and optiBET (a tool

that wraps FSL’s BET and optimized for lesioned brains) to produce reliable

brain and lesion masks. I have shown that using these masks improves the

registration and normalization process. Here I also described how I used

the Wang et al., atlas to identify 25 cortical ROIs in visually responsive
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areas (subdivided into 5 cortical territories for visualization purposes). I

highlighted in the chapter that lesion size was not a good indicator of visual

field loss. One participant (11773) manifested a complete homonymous

hemianopia despite a relatively small lesion, contrasting with another

participant (13978) with quadrantanopia with a relatively large lesion

definition.

This chapter also described the distortion correction, tensor model and

probabilistic tractography pipeline for analyzing diffusion weighted data. I

identified 3 major tracts that connected cortical fields within and between

occipital lobes and compared fractional anisotropy (FA) values across

lesioned and non-lesioned hemispheres for all stroke survivors. Although

there was a clear reduction in mean FA values – an indirect measure of

white matter integrity - in the lesioned hemisphere for all participants,

the magnitude and pattern of reduction was markedly different across

participants.

Chapter 6 discussed the insights gained from the different imaging

data of stroke survivors with homonymous visual field deficits. It is clear

that there are distinct ‘mismatches’ between the clinical, static perimetry

and imaging- defined measures of visual field coverage. It is only by

considering the complementary information from each measure, that

we can build a better understanding of stroke damage and any residual

visual capacity. Our multi-modal approach allowed us to obtain two crucial

bits of information which I think are vital to restitutive strategies:(1)

the location of any sparing in the impaired visual field and (2) what

functional/anatomical regions are partially or fully intact. Together, this
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can potentially guide the where (location of stimulus) and what (choice of

stimulus or task) in perceptual learning based training (Barbot et al., 2021;

Huxlin et al., 2009). Combining this information effectively may lead to the

highest likelihood of rehabilitation success.

Chapter 7 explored how we might use the degradation of spatial

information in the hemianopic field to understand the impact of visual

recovery on reading performance, using a gaze contingent paradigm

simulating hemianopia. This paradigm allowed us to determine the cut-off

frequency where the pattern of eye movements change and reading

performance is reduced. These measures allow us to make inferences about

the extent of visual function recovery required via restitutive HVFD

strategies to restore functional reading performance. While the spatial

content of text is a vital component of reading fluency, it is also possible to

explore different manipulations of visual input, such as contrast sensitivity,

spatial context or the shape of the visible aperture, in order to mimic a

broader range of typical visual field defects. This experiment acts as a

starting point for exploring the effects of partial visual restoration on

reading with hemianopia and allows us to test new ideas in healthy

controls, before translating to patient groups.
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8.3 Future directions

8.3.1 Using imaging to guide perceptual learning based

training programs

Perceptual learning based training programs commonly involve presenting

moving high contrast stimuli in the ‘blind’ field, with stimulus intensity

controlled via a psychophysical procedure, whilst the subject performs a

task. Previous work typically targeted training to locations along the border

of the scotoma using various kinds of stimuli (Barbot et al., 2020; Casco

et al., 2018; Huxlin et al., 2009; Pleger et al., 2003; Sahraie et al., 2006).

With the methodology developed here to identify key functional pathways

and anatomical regions that are spared and still respond to visual

stimulation, we can start to define candidate stimuli for use in

learning-based training programs. These can be specified to target

functioning regions; using information specific to each patient to determine

where and what kind of stimuli. My hypothesis is that training specific

visual field locations (where) in the blind field – that still responds to visual

stimulation, using targets and tasks that have been shown to be actively

processed at sites (what) that are spared, will lead to the highest likelihood

of visual recovery. The challenge here is to be able to disentangle the

improvements that arise from these two components.

Figure 8.1 shows an example of how an experiment may look. Figure

8.1a shows an example of residual visual function identified using a
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brain-based visual field coverage map (for more details see Chapter 4).

Based on this example, we can select two regions to target for training, a

visual field location where the functional mapping has identified residual

visual function (red), and a secondary location, at a common eccentricity,

but with no identified residual visual function (blue). We would expect to

see results similar to Figure 8.1b post-training, showing that training in

locations with residual visual function result in statistically significant

improvements in the task, as opposed to training in locations without

residual visual function (blue) showing no significant improvements. Next

we can then compare across visual areas defined by a probabilistic atlas

(similar to methods found in Chapter 5) for each participant as seen in

Figure 8.1c. In the scatter plot, each dot represents a single participant,

showing the pRF count for a particular visual area and the results

post-training. By plotting this relationship for each participant, we could

interpret what is driving the improvement in visual function in the training

location. If there are high pRF counts in a visual area (see visual area A)

along with large improvements in the task, we can infer that recovery is

likely driven by this visual area. If there are low pRF counts and we observe

large improvements in the tasks among participants (see visual area B), it is

unlikely that this visual area is driving the recovery. And is it also possible

that we observe two visual areas with high pRF count complimented with

large improvements post-training (see visual area C), suggesting that a

possible combination of two visual areas are involved.

There are, however, some additional considerations for design like the

one outlined above. If the visual deficit is partial (such as in

quadrantanopia), it may be difficult to identify (if any) and train a location
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with and without residual visual function as the loss would be confined to a

relatively constricted region of the visual field. Additionally, as the possible

anatomical/functional sparing is not clear prior to scanning of the

participants, the pattern of spared cortices or functional networks might

not allow us to make the comparisons mentioned above (for example, if

residual function is confined to only one or two visual areas across all

participants).
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Figure 8.1: Diagram of possible developments to investigate the relationship between
restitutive training related improvements and spared functional/anatomical circuits. (A)
Example of residual visual function identified using a visual field coverage maps (for more
details see Chapter 4). Based on this example, we can select two regions to target for
training, a visual field location where the functional mapping has identified residual visual
function (red), and a secondary location with similar eccentricities but with no identified
residual visual function (blue). (B) Example of post-training results, showing that
training in locations with residual visual function (red) result in statistically significant
improvements in the task, as opposed to training in locations without residual visual
function (blue) showing no significant improvements. (C) Example of a series of plots
depicting different visual field areas, visualizing the relationship between training-related
improvements and pRF count respective to the visual area.
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8.3.2 Improve upon current analysis of the visual deficit

and imaging data

The current approach allows us to characterize the extent of visual field

deficit, lesion size and location, any functional responses and also white

matter integrity. Together, this provides a multivariate picture of the

stroke damage. As analysis methods improve and even more precise

measurements can be obtained, a clearer picture of the stroke damage can

emerge that will better inform potential rehabilitative strategies to exploit.

I identified three key facets that could lead to potential improvements

of our technique: (i) using kinetic perimetry, alongside static perimetry,

to assess visual field deficits; (ii) Using novel stimulus configurations (as

opposed to the standard retinotopic stimulus) to potentially evoke stronger

functional responses in higher visual areas (such as the fusiform face area,

known to be sensitive to face stimuli (Kanwisher et al., 1997)); (iii) Using

T2-weighted images in conjunction with T1-weighted images to improve

the current pipeline for establishing a lesion mask, potentially also in a

robust, automated way.

(i) As mentioned in Chapter 2, I opted out of using a kinetic perimeter as

part of the visual fields assessment because I only had access to manual

kinetic perimetry, which lead to methodological issues tied to operator’s

experience in using the instrument. For the purposes of the current study,

the static perimetry and microperimetry measures already provided a

comprehensive measurement of the visual field deficit within the central

10°, but this may not be the case in future work. Besides reading
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impairments, HVFD also makes it difficult to navigate crowded

environments (Goodwin, 2014; Szlyk et al., 2005). If I wish to explore this

component of the impairment, assessing visual deficit using kinetic

perimetry could be more appropriate as it is able to cover a larger part of

the visual fields. To overcome the methodological issues tied to manual

kinetic perimetry, I could explore access to an automated kinetic perimetry

(Mönter et al., 2017), which are more standardized with high test-retest

reliability. The key advantage with kinetic perimetry is that it could chart

the sensitivity profile of a scotoma. Tightly space contours would indicate

that targets of all different sizes are seen at around the same point and the

edge of the scotoma is highly demarcated. However, more gradual spacing

of the contours may be indicative of tissue around the edge that is

damaged, rather than lost, and this may be helpful in terms of predicting

recovery or where to train. It would be very difficult to get this information

from static perimetry or microperimetry.

(ii) As alluded to in Chapter 6, a potential future project could

investigate the use of stimuli that more selectively activate particular,

higher visual areas. The current pRF paradigm involves the use of standard

retinotopy stimulus – different configurations of apertures that reveal a

high luminance contrast reversing pattern (DeYoe et al., 1996; Dumoulin &

Wandell, 2008), aimed at evoking a response to a wider range of neuronal

populations. However, the use of more selective stimuli have been shown to

better characterize pRF parameters in higher visual areas (Yildirim et al.,

2018). Improving on our current approach, we could possibly include

additional stimuli during the scanning session without compromising the

current measures. The challenge here is to identify key stimulus
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configurations that would give us meaningful information that compliments

our current analysis. Some possible stimulus configuration ideas that would

be interesting to investigate include: contrast modulated noise stimuli,

isoluminant coloured stimuli, and stimulus apertures that are defined by

different in orientations or local motion.

(iii) In the current pipeline, I acquired T2-weighted images which were

not required in the final analysis. As mentioned in Chapter 5, ITK-SNAP

has a function that converges across different image layers to isolate the

lesion. This may results in more precise lesion definition, especially in

cases where the boundary of the lesion appears ambiguous in T1-weighted

images (both CSF and inflammation appear dark). In addition, automated

image segmentation algorithms, such as those implemented in FSL/FAST

(Jenkinson et al., 2012), can make use of multiple contrasts to improve

tissue labelling. The inclusion of multiple contrasts into my analysis

pipeline would reduce errors at each processing step, and ultimately

improve the characterization of the lesion.

8.3.3 Test different configurations of visual

manipulations in the gaze contingent

paradigm

In Chapter 7, I used a systematic approach to degrade visual information in

a simulated hemianopic field to study the potential for visual restoration

and its impact of reading performance. A potential future investigation
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could take a different approach. Instead of reducing the level of blurring

across the entire hemifield, particular locations where the blurring is

reduced could be introduced, leaving the rest of the screen blurred, as seen

in Figure 8.2. The example shows an area approximating the central 2°

where I would reduce the level of blurring. This might more closely

resemble visual restoration, as previous studies have shown some level of

visual function recovery near the border of the scotoma (Barbot et al.,

2020; Huxlin et al., 2009), as opposed to the design in Chapter 7 where

blurring is reduced across the entire hemifield. The manipulation of this

particular location (central 2°) could also be a good starting point to

investigate gradual visual function recovery in terms of reading

impairments, as stroke survivors with macular sparing were found to be

able to maintain reading fluency (Horton et al., 2021).

Figure 8.2: Example of a new design to study visual restoration and reading performance.
(Left) Example of current filter applied on one side of the screen (respective to eye
positioned in the center) to simulate hemianopia. (Right) New design would only
systematically reduce the blurring in a particular location (in this example it would extend
from the eye position towards the simulated hemianopic field), and leave the rest of the
screen at maximum blurring levels.
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8.4 Concluding remarks

The work presented in this thesis provides useful tools that allows us to

characterise stroke damage and visual field loss more clearly and using

different ways of quantification, ultimately building a more accurate profile

of the homonymous visual field deficit. Besides deepening our

understanding of the relationship between the visual impairment and

anatomical or functional damage in the brain, this approach may also

better inform rehabilitation strategies with the highest likelihood of

recovery.
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