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Abstract

This thesis presents the development of spatially resolved acoustic spectroscopy (SRAS) for

the materials characterisation of new alloys and additive manufacturing specimens. SRAS is an

acoustic microscopy technique that uses laser-generated and detected ultrasound to probe the

material properties of crystalline specimens. Laser generation allows the surface acoustic wave

velocity to be measured across the specimen and is a valuable tool for highlighting the grain

structure. In anisotropic materials, inversion of the SAW velocity in multiple directions is used to

determine the crystalline orientation.

SRAS measurements are presented in two notable additive manufacturing techniques, wire-arc

additive and laser powder bed fusion. This section is focused on the study of prepared surfaces and

utilises the powerful forward model for calculating SAW velocities to reveal pertinent information

about material microstructure and, in turn, the build process. Examples include detecting the

elimination of prior-β microstructures in wire-arc specimens and the measurement of crystalline

texture in high-silicon steel. These results demonstrate the power of SRAS as a materials char-

acterisation tool in additive manufacturing, providing the ability to map the grain structure and

extract critical crystalline information rapidly.

This analysis relies on accurate knowledge of the material elastic constants, and further re-

sults demonstrate the determination of crystallographic orientation is also highly sensitive to these

values. Therefore, in this work, this inversion process is extended to allow the simultaneous deter-

mination of both orientation and elasticity from SAW velocity as measured by SRAS. In contrast

to existing methods, this technique can be applied to polycrystalline specimens rather than specif-

ically prepared single crystals, which are usually studied. Experimental results are presented for

single-crystal nickel, along with more interesting polycrystalline CMSX-4 and titanium; the re-

sults show good agreement with electron backscatter diffraction measurements of crystallographic

orientation and existing literature values for elastic constants. We believe this feature will signifi-

cantly enhance the range of applications of SRAS and have a tangible and significant impact across

materials and manufacturing sciences.

Having developed the technical case for the use of SRAS within additive manufacturing as a

characterisation tool, the industrial case is considered. This focuses on the monetary and temporal

consequences of a hypothetical SRAS inspection. This methodology is the basis for outlining

the future potential of SRAS within the additive manufacturing sector. In the case of complex

components where builds tend to fail (potentially due to an incorrect microstructure), there is a

strong case for the integration of SRAS system in the build machine from a monetary viewpoint,

along with the technical case developed above. Nevertheless, much work remains to be done in this

field to realise SRAS within a functioning additive build system in the case of powder bed fusion.
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Chapter 1

Introduction

1.1 A brief background to the problem

In recent years additive manufacturing has captivated the interest of high-value manufacturing

industries. Driven by increased design freedom, reduced lead times, functional optimisation and

small batch production, sales of commercial additive systems have increased dramatically, driving

a boom in academic research. In some respects the technology has already matured, with initial

adopters in medical and dental industries utilising the ‘free’ customisation to offer implants tai-

lored to each patient [1]. However, the ability to confidently certify the performance of additively

manufactured components remains a stumbling block to up-take. The new paradigm of character-

isation tools required to meet the demands of additive manufacture presents a significant scientific

challenge.

A vast body of literature is dedicated to describing a variety of failure mechanisms which

plague the technology. Clearly, without improving the quality control the notion of seeing additive

components in truly safety critical applications (such as nuclear, pressure vessels or aero-engines)

seems a significant way off.

For a tangible example that demonstrates both the advantages and fragility of additive man-

ufacturing, the reader need only look to the cycling event at the recent Tokyo Olympics. The

Australian team made use of handlebars which were made from the common aerospace alloy Ti-

6Al-4V fabricated by laser additive manufacturing, using a Renishaw AM250 system. By using

AM the handlebars can be designed to fit measurements of each individual, allowing the rider to

attain a more aerodynamic position, reducing drag and increasing efficiency. Producing low vol-

umes of performance components with a high degree of customisation between each component is

a challenge that additive manufacturing is ideally suited to. However, catastrophic failure of these

1
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handlebars occurred during the race, snapping into two separate pieces and injuring the rider.

Whilst there are a lack of examples of failures in more critical applications, this merely reflects

the conservative approach manufactures are adopting, preferring to slowly introduce additive pro-

cesses in non-critical applications, such as cockpit and fuselage interiors. Whilst sensible, the ‘walk

before you can run’ approach is not a sustainable outlook for the industry, only by manufacturing

these high-value components can the large capital investment in additive manufacturing develop-

ment begin to be recouped [2]. Ensuring confidence in the performance of additive manufacturing

components is an essential step towards this.

Non-destructive evaluation has an important role to play in meeting this challenge, allowing

the material properties of additive components to be probed, as a step towards both performance

certification and feedstock back into process control and improvement. Within the field of non-

destructive evaluation, ultrasound is an attractive tool for this problem; firstly, detecting the

presence of ultrasound through a material can reveal structural anomalies such as cracks. Secondly,

the velocity of acoustic waves are a function of the underlying material properties, offering the

potential to determine salient material characteristics, in a bid to certify the performance of each

component. Laser ultrasound techniques are particularity promising thanks to their non-contact

nature, opening up the potential to inspect the additive build process and ‘certify as you build’

[3].

1.2 Outline of work

This thesis presents development of the laser ultrasound technique spatially resolved acoustic

spectroscopy (SRAS) towards meeting the demands presented by additive manufacturing. The

work presented in this thesis concerns the development of a method to elucidate the physical

properties of specimens produced by additive manufacturing, by exploiting the interaction between

surfaces acoustic waves (SAWs) and solid materials.

The primary aims of this work are summarised as:

� Investigate the information contained within SRAS measurements on additive manufacturing

specimens, with focus on microstructure information.

� Advancing the current inversion methodology to facilitate the determination of the elastic

constants in polycrystalline materials. To contextualise these results, develop a framework

to understand the accuracy of orientation and elastic constant determination.

� Consider the appropriateness of SRAS within the industrial additive manufacturing context,

considering the both the technical and commercial challenges.
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The overarching theme of this work is to investigate the sensitivity of SRAS to the physical

state of additive manufacturing specimens - covering both the microstructure and defect formations

in these materials. To this end, this goal is firstly realised through experimental results in two

contrasting additive manufacturing methods, giving focus to the microstructure information that

can be discerned from SRAS measurements. There is a wealth of commentary that could be

provided on the specimen from the ultrasonics data that has been acquired, but where possible

attention is paid to metrics which reflect the fitness for purpose (or lack thereof) of the material.

Through the course of the project, the scope of the work broadened, as a logical extension to the

previous aim, to include the development of the underlying methods to allow the extraction of the

elastic properties in polycrystalline materials - an issue long pre-dating additive manufacturing but

ever more pressing thanks to the ability to easily vary the composition of additive components in-

situ. This represents a significant step forward for SRAS and ultrasonics more broadly, naturally

a significant portion of the work contained in this thesis is given over to the development of

methods for extracting information from the acoustic data, with a view to these new functions

being eminently applicable to additive manufacturing. Underpinning these results are of course

a broad body of numerical techniques along with an established experimental system, and whilst

not the primary focus of the work, these are given appropriate attention in stand-alone chapters,

including developments which have made the realisation of the goals above possible. Indeed, the

work contained in this thesis builds upon the initial realisation of non-contact method of acquiring

images of the SAW velocity and the subsequence development of a fast SRAS system, capable of

determining crystallographic orientation. These advances are well explained in the theses of S. D.

Sharples [4] and W. Li [5].

The initial objective of this work was to develop an industrially relevant laser ultrasound tech-

nique to non-destructively inspect additive manufacturing specimens in-situ. However, given the

significant challenges of integrating a SRAS system with the build environment, it became evident

that a strong scientific case was first required to justify this pursuit. This is covered by the first

two objectives of this thesis, but the economic question remained. As such, the final aim of this

thesis pivoted away from creating an in-situ system, to considering if such as system would be

viable from an industrial perspective - focussing on the economic cost and benefits a SRAS system

could provide through measurements of the microstructure.

As a relevant aside, funding has recently been secured to integrate a SRAS system within an

additive build system - providing the opportunity for the techniques developed under the first two

aims to be applied in anger.

The following is a brief synopsis of the content contained within each chapter of this thesis:
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� Chapter 1 contains a brief introduction to additive manufacturing, specifically focussing on

the need for materials characterisation and inspection. This is followed by an introduction

to the fundamentals of materials characterisation and non destructive testing, a summary of

viable common techniques is provided with particular interest given over to laser ultrasonics.

� Chapter 2 reviews the state of the art in materials inspection and characterisation, within

additive manufacturing, in particular, focussing on the development of techniques for prob-

ing the microstructure and elastic properties of additive components. To properly summarise

the field of elastic constant determination, results and techniques beyond the field of addi-

tive manufacturing are discussed, including ultrasonic techniques. A review of surface wave

measurement and modelling for the determination of crystalline properties concludes this

chapter.

� Chapter 3 is concerned with the experimental laser ultrasound system used throughout this

thesis to measure the surface acoustic wave velocity. This includes a description of the

system, summarised results to provide an overview of its performance and a brief foray into

the accompanying data processing.

� Chapter 4 outlines a suite of numerical tools that have been developed in lockstep with SRAS.

The first half of the chapter describes the process of calculating the SAW velocity. Whilst

the latter half is mainly concerned with the inversion of the measured surface acoustic wave

velocity to determine the elastic constants and/or crystallographic orientation in the probed

material.

� Chapter 5 presents experimental results from specimens fabricated using two of the most

common additive manufacturing methods, wire-arc (WAAM) and laser powder bed fusion

(L-PBF). The primary focus is on using SRAS measurements to extract useful material

information. In the case of WAAM, this focusses on the detection of the undesirable large

prior-β grain structure in Ti-6Al-4V specimens. Three L-PBF materials are considered,

titanium, nickel and high-silicon steel. These materials have been selected as they each

present distinct microstructures and crystallographic texturing. The analysis of titanium

commence with a simple discussion on surface and near-surface defects measured by SRAS.

In high silicon steel SAW velocity measures are used to infer the crystallographic texture of

the specimen. Both sections are broadly structured such that the complexity of results and

analysis for each technique increases as the chapter progresses.

� Chapter 6 details orientation and elasticity measurements using SRAS. The chapter begins

with a discussion on the accuracy of crystallographic orientation determination in hexagonal
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crystal structure materials, focussing on titanium. Simulated results are presented giving an

indication of the accuracy of determination across a wide range of experimental parameters,

with experimental results provided for validation. This section concludes by hypothesising

that uncertainty in the elastic constants of the forward model (introduced in Chapter 4)

is the greatest source of error. This leads into the latter part of this chapter which dis-

cussed the ability to simultaneously determine the single crystal elastic constants (Cij) and

crystallographic orientation in polycrystalline materials, from measure surface acoustic wave

velocities. Again, simulated and experimental results are presented, with focussed paid to

the sensitivity of elastic constants to both orientation and experimental parameters.

� Chapter 7 is particularly focussed on the industrial and commercial aspects of this work.

Based on a commercial additive manufacturing system a cost-time model for inspection is

developed. This model is then applied to assess the case for SRAS within the production

cycle. Ancillary investigations also consider the technical merits of in-process inspection not

covered in Chapters 6 and 7, including the ability to detect and then ‘correct’ defects, this

is then related back to the afore mentioned cost-time model to conclude the chapter.

� Chapters 8 and 9 conclude the thesis. This commences by outlining a body of potential future

work, specifically designed to address issues arising from the results presented in chapter 5

and 6. Before presenting a final overview of the work performed in the thesis, summarising

the noteworthy outcomes and novelty of the work.

1.3 Additive Manufacturing

Modern day additive manufacturing can trace its lineage back to 1984 and Chuck Hull’s patent for

‘Apparatus for production of three-dimensional objects by ‘stereolithography’, in essence the first

3D printer. Hall’s work began the field of rapid prototyping, the idea that the technique could be

used to quickly iterate design. This has never been truer, as designers, engineers and hobbyists

around the world now have access to 3D printers at their desks. Later, the idea of using 3D printing

to create functional parts rather than models gained traction. Additive manufacturing has become

a popular term for this field, particularly when related to methods using metal feedstock and will

be used throughout this thesis.

There is now a multitude of metal-based techniques (and an even greater list of synonymous

names for these, with little standardisation of the nomenclature). To make some sense of these,

and to place the two additive techniques studied in thesis within the context of wider field, it is

possible to classify AM techniques based on the energy source and feedstock form, as shown in



CHAPTER 1. INTRODUCTION 6

fig. 1.1. Experimental results presented in this work focus on laser powder bed fusion and wire-arc

fabricated specimens, these two techniques were selected for study, in part because they share

neither feedstock or energy source and as a result have quite distinct challenges for inspection. A

comprehensive review on these techniques will be presented in Chapter 2.
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Figure 1.1: Overview of AM process by feedstock and deposition type. Experimental results in

specimens manufactured by L-PBF and WAAM are presented in this thesis.

Additive manufacturing promises to herald a new age in fabrication, by improving utilisation

of raw materials, removing many of the design constraints found with traditional techniques, and

offering ‘free’ customisation and complexity by removing tooling costs. The cost of suitable feed-

stock and commercial metal additive systems is significant, therefore AM is generally considered

well suited to ‘high-value’ industries such as aerospace [6], tooling [7] and medical applications [8].

In medical applications the principal benefit is the capability to tailor components to each patient.

For heavy industries though, it is the a removal of the machining constraints and improved utili-

sation of raw materials which are of greatest interest. The need to ensure tooling access imposes

significant limitations on designers and work to prevent the realisation of the optimal component

geometry [9]. Thus, the ability to create more complex geometry with fewer design constraints will

allow the realisation of optimal topology of components, improving overall design efficiency in per-

formance components. Indeed, components optimised for additive manufacturing look remarkably

different to their subtractive counterparts [10, 11].

Further benefits of additive manufacture include, reduction in material wastage in comparison

to subtractive techniques, due to the near-net shape process. This offers large potential monetary

savings for high performance materials, such as the nickel superalloy CM247-LC used in turbine

hot stages, due to the high billet cost associated with these exotic alloys [12].
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1.3.1 The need for inspection

With additive manufacturing the number of process variables has increased greatly, compared to

traditional fabrication methods. This is made more complex because the properties of the final

component are a function of the build process, component design and the feedstock material, to

say a part has been manufactured by powder bed fusion in titanium is an inadequate description of

the underlying physical properties. Building a structurally sound and reliable component requires

specification of an optimum set of process variables that affect the transient temperature fields,

geometry and cooling rates, however selecting ideal parameters for a new build is not straight-

forward - instead an iterative ‘trial and error’ process is required. Additionally, the proliferation of

powder-feedstock additive manufacturing techniques has opened the door to easy in-situ alloying,

allowing new alloys with bespoke proprieties to be created rapidly [13].

A multitude of defect mechanisms threaten the integrity of a build, these can include obvious

geometrical errors to the more subtle internal porosity [14], micro-cracking [15] and heterogeneous

microstructure formation [16]. To expand the final point, additive manufacture specimens exhibits

variation in chemical composition across the build [17], and small changes in the build strategy are

capable of causing dramatic changes in elastic anisotropy of the manufactured component [18]. The

spatially varying microstructure makes it essential to probe larger areas of the microstructure as

homogeneity cannot be assumed. Tools to measure the elastic and crystallographic characteristics

of additive components are of particular importance, as these define functional properties including

Young’s modulus and are typically unknown for an individual part due to this spatially varying

chemistry.

Traditional statistically-based qualification processes for metallic materials is well defined [19],

requiring extensive testing which can take several years to complete with costs running into the

millions [20]. This is typically based around mechanical testing to establish the components yield

and ultimate tensile strength [21], performed over a large number of specimens to obtain high

confidence in performance across each build set. For instance, when producing a billet of titanium

for the aerospace industry with a fixed process, this style of testing allows both the average per-

formance and the part-to-part variation in performance to be captured. This then feeds into the

design process, ensuring the weakest of components is still suitably safe - using ‘overdesign’ to guar-

antee reliability. Of course, from an industrial standpoint, the value of testing is to demonstrate

that there is a minimal variation in performance. By way of compromise between the intrinsic

material variations and ‘overdesign’ to maintain safety, the aerospace industry follows a 95% rule

to control material variation [22]. Referring back to our titanium example to illustrate this, when

following this legislation 95% of the billets produced by this process would be expected to possess
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a yield strength ≥ 240 MPa, for example.

Much of this data is of course made obsolete when there is a change to the process or input,

promoting conservatism within the manufacturing industry. These approaches have served us well,

evidenced by the rarity of catastrophic failures across aerospace, nuclear and civil engineering

industries. However, additive manufacturing is at its most efficient when used for low volume

production, even producing one-off components [23], making established qualification regimes an

unsuitable approach [24]. Turning the problem of low-run qualification on its head also presents a

significant opportunity; if the material that sees service can be characterised there is an opportunity

realise a new paradigm in material efficiency, removing the need for material design tolerances to

ensure safety.

One aspect of additive manufacturing which is perhaps less well acknowledged is the length of

time builds run for, with many components taking over thirty hours to fully build. The implication

being that defects and conformity cause the whole time to be wasted. On this point, the layer-by-

layer nature of additive manufacturing does however provide an opportunity. If the formation of

defects and microstructure inhomogeneities can be detected during the build process then there is

the potential to, at a minimum, cancel the build to save the time and powder. More desirably, the

information obtained from inspection could be used to implement correction, be it ‘infilling’ voids

[25] or varying the build strategy to break up grain growth [26].

As such, it is agreed the lack of ability to assure these physical properties conform to the design

parameters is the greatest roadblock in the uptake of additive manufacturing, a new suite of tools

is essential if the potential benefits additive manufacturing offers are to be realised. As others

have concluded there is a demand for inspection tools which can verify the build quality (without

impacting the build itself).

Having set out the need and opportunity for a tool cable of probing the microstructure of

additive manufacturing specimens, the remainder of this chapter introduces the fundamentals of

the elastic properties of materials and basis concepts of inspection and characterisation of materials

- the building blocks upon which the technical work of this thesis is based.

1.4 Physical properties of materials

This thesis uses the experimental measurement of surface acoustic waves (SAW) velocity to deter-

mine the elastic properties of anisotropic materials. Chapter 4 presents a numerical method for

calculating the SAW velocity and relating this to crystalline materials properties. To express these

ideas, we first need to introduce the theory of linear elasticity and the requisite nomenclature to

describe anisotropic crystals. The principles summarised in the subsequent sections are elementary
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concepts continuum mechanics, and great depth of detail on their derivation can be found in many

textbooks, including the work of Cowin [27]. It is important to note this section (and this chapter

on the whole) does not claim this to be novel.

1.4.1 Hooke’s law

In 1660, Robert Hooke observed that a linear relationship existed between the force applied to a

spring and the subsequent extension it experiences. This elementary concept is often introduced

as

F = kx (1.1)

where F is the applied force, x is the displacement and k is commonly called the spring constant,

essentially a proportionality factor. Of course, many materials and objects beyond springs obey

this law, materials behaviour which can be approximated by this are known as linear-elastic (or

Hookean) materials.

Hooke’s law is valid in a materials elastic regime, where non-linear effects are small and implies

deformations are reversible. In order to generalise Hooke’s law to three dimensions the fundamental

concepts of stress and strain need to be introduced.

1.4.2 Stress and strain

The force per unit area generated when a force is applied to an object of a finite cross-section is

known as stress. These stresses can be generated perpendicular, normal, or parallel to the surface.

In general, the stress σij describes the force per unit area corresponding to a force applied in the

i direction onto a plane with its normal in the j direction. A normal stress is the result of the

force direction and the plane normal lying parallel, conversely a shear stress is generated when the

force direction is perpendicular to the plane normal. The stress tensor σij is symmetric such that

σij = σji, implying only six of the nine components are required to describe the stress tensor.

With respect to a reference position, a body under stress experiences a deformation in its shape.

This deformation may be normal, fig. 1.3a, or shearing, fig. 1.3b. The strain tensor, εkl, describing

the deformation is then given as

εkl =
1

2

(
∂uk
∂l

+
∂ul
∂k

)
(1.2)

This is valid for infinitesimally small strains, within the elastic limit of a material.
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Figure 1.2: Definition of stress, including both normal, σ, and shear, τ stresses.
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(a) Normal Strain, the displacement ux
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(b) Shear strain, the displacement ux

increases with increasing y.

Figure 1.3: Definition of the two forms of strain.

Returning then to the definition of Hooke’s law, equation 1.1, we can use this to formalise

the relationship between stress and strain for three-dimensional linear-elastic bodies, giving equa-
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tion 1.3.

σ = Eε (1.3)

where σ and ε are stress and strain, respectively. E is the familiar term Young’s modulus,

replacing the spring constant. For a body under bulk or shear stress the Young’s modulus is

replaced by the bulk modulus, K, or shear modulus, G, respectively. In essence, these stiffness

terms provide a linear map of proportionality between stress and strain. The form of equation 1.3

is for an isotropic body, where the stress-strain response is independent of direction. However,

many materials exhibit direction dependent properties due to the symmetry of their crystal lattice.

Thus, the final step is to develop a stress-strain relation for bodies that are not isotropic, by way

of introducing the study of crystallography.

1.4.3 Crystallography

Crystallography is the study of the structure and arrangement of atoms in crystalline materials.

The crystal structure strongly influences the properties of a material. There are many examples of

allotropes, materials of the same chemical composition but different crystal structure, including iron

and carbon but it is most simply demonstrated by considering tin. Cooling pure tin to below room

temperature (13.2◦C) induces a transformation from the ductile β− Sn cubic phase (colloquially

known as white tin) to the brittle α− Sn tetragonal phase (grey tin). When left unchecked this

process, known as tin blight, will lead to the disintegration of tin to a powder. This change in

symmetry of the underlying atomic structure dramatically changes the mechanical performance of

the material.

Isotropic materials are those that have physical properties which are independent of direction.

Therefore, describing the properties of such materials requires few parameters. For example, the

Young’s modulus and Poission’s ratio would be sufficient to completely describe the linear elastic

behaviour of an isotropic material. Young’s modulus is readily measured in linear-elastic materials

through tensile testing, where a component is loaded under tensile stress and pulled, the gradient

of the measured stress-strain curve is then the Young’s modulus. This is sufficient to describe the

elastic response of an isotropic material, however, a significant proportion of engineering materials

are anisotropic, that is to say their response is a function of the direction of examination. This

necessitates a tool for finding the stress in any direction as a function of the strain in any direction

and a given proportionality. In a general form we can express this as

σij = Cijkl εkl (1.4)
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where Cijkl is a tensor representing the elastic constants, σij is the stress in the directions

i,j related to the strain, εkl, in the directions k,l. Since both stress and strain are second-order

tensors, it follows that Cijkl is a fourth order tensor, which consists of 34=81 material elements if

symmetry is not assumed. In practice, materials form in a regular lattice of atoms, of which there

are seven possible systems, with a maximum of 21 unique constants in the triclinic system. From

this relation we can see the anisotropy arises from the rotation of Cijkl to different crystallographic

directions, altering the values of the tensor elements.

To define the particular crystallographic plane of observation, the Miller index convention is

adopted. From the lattice vectors ha1 + ka2 + la3 the plane (hkl) and normal direction [hkl] are

defined, normally written in terms of the lowest integers. This convention is shown for four planes

in fig. 1.4. {hkl} is the family of planes equivalent to (hkl), similarly <hkl> is the family of

directions equivalent to [hkl]. When Miller indices are used a final parameter determining the

rotation on the plane (hkl) is required, this is usually denoted by φ1.

y / [010]

x / [100]

(200)(100)

z / [001]

(111)
(110)

Figure 1.4: Definition of Miller indices, showing primary planes and demonstrating plane families.

1.4.4 Elastic constants

These elements of Cijkl are commonly known as the elastic constants. For clarity, it is important

to differentiate between the different forms of elastic constants and moduli which are discussed

throughout the literature. The nomenclature proposed by Ledbetter et al. makes a sensible attempt

to standardise the terminology and will be used in this work [28], as defined in fig. 1.5, although

the reader should be aware this is by no-means consistent across the art. When, for example, the

single crystal elastic constants and engineering moduli are discussed in close proximity they will

be given their full names, in other cases the shorthand of elastic constants is used to refer to the
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single crystal elements.

Cij - elastic stiffnesses
Sij - elastic compliences 

E - Young's modulus
G - shear modulus
B - bulk modulus
ν - Poisson's ratio

elastic
modulii

single crystal
elastic constants}

} engineering
elastic modulii

anisotropic polycrystal
elastic constants}

}

single
crystal

polycrystal

Figure 1.5: Definition of elastic constant nomenclature, all of these terms are a subset of the

general term elastic constants.

It would be difficult to overstate the importance of the elastic constants to understanding the

behaviour of a material. Fundamentally, the elastic constants relate stress to strain [29], and

provide a bridge between the micro- and macroscopic worlds. From an engineering perspective,

knowledge of the elastic constants and orientation in anisotropic crystalline materials is vital for

understanding the in-service mechanical performance and facilitates the calculation of engineering

elastic parameters including: Voigt’s modulus, Reuss’s modulus, Hill’s modulus, shear modulus,

Young’s modulus, bulk modulus, Poisson’s ratio, and unveils other physical properties including

strength, hardness, wear, plasticity and melting temperature [30]. For the materials scientist,

measured elastic constants can communicate information on many important phenomena in solids

including magnetic and electron-lattice interactions, phase-transitions and mode softening [31].

In short, elastic constants have an essential role to play in the calculation of many key physical

quantities and in turn our wider understanding of materials on the whole.

The elastic constants, if available, are typically quoted for a material composition, temperature

and pressure. In reality, the presence of trace impurities, atomic dislocations, residual stress, a

magnetic field and chemical inhomogeneity all impact the true values of the specimen in question

[28]. These effects, which can be difficult to quantify, lead to discrepancies in the published values

for many materials [32]. The state-of-the-art in the measurement of elastic constants is reviewed

in §2.4, including a tabulation of the values for materials pertinent to this thesis.
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Knowledge of the single crystal elastic constants also allows the engineering moduli to be

determined. As an example of this, Young’s modulus, E is found in a given direction E = σ1

ε1
. This

can be solved by taking the inverse of the stiffness tensor, known as the compliance tensor, equation

1.5. Given these moduli are more ‘accessible’ it was once common to see materials described by

their compliance tensor, although this has became less common with the advent of techniques to

directly measure the single crystal elastic constants.

Sijkl = C−1
ijkl. (1.5)

From equation 1.5, Young’s modulus can be found as E = 1/S11, such calculations are quickly

computed and allow elastic constants to be related back to the physical properties used to describe

isotropic materials above, when then combined with the rotation of Cijkl these properties can then

be solved in an arbitrary direction.

In cubic materials the degree of anisotropy can be described by the Zener ratio, η, such that

η =
2C44

C11 − C12
(1.6)

Isotropic materials have a Zener ratio of η = 1, and it follows anisotropic materials have η < 1

or η > 1. Most engineering cubic materials, including all presented in this work, have η > 1.

Potassium chloride (KCl) is an example of a cubic material with η < 1.

1.4.5 Microstructure

We can observe the presence of crystallography in many of the everyday objects that surround

us, a simple example being the large differently coloured areas that appear on lamp-posts. This

formation of discrete areas of granularity is known as the microstructure. Materials which exhibit

these distinct regions are known as polycrystalline, in whom the presentation of this microstructure

(size and orientation for example) is a cardinal factor governing performance.

The crystallographic orientation refers to the rotation of the crystal lattice, relative to a set of

reference directions. The orientation of a microstructure can be visualised in a number of ways,

of these inverse pole figures are the most intuitive. Inverse pole figures are based around the

notion that the full range of crystallographic orientations, relative to the reference direction of the

observer, can be uniquely represented on a colourscale. Therefore, a point in the unit triangle

represents a plane (hkl) with normal aligned to the observers reference frame.

An example of an inverse pole figure for cubic nickel is given in fig. 1.6a, the large grain structure

is clearly observed and the colour of the pixels describes the plane observed when looking down on

the specimen, in reference to the key fig. 1.6b. this retains spatial information, however the overall
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distribution of orientations is not immediately obvious. The crystallographic texture refers to this

notion of material having preferential orientations and is more readily viewed in a fig. 1.6c, where

the intensity indicates the strength of a given orientation within the specimen.

Knowledge of a materials microstructure morphology, crystallographic orientation and the elas-

tic constants are vital information for engineers and material scientists in the design, manufacture

and on-going testing of materials. Indeed, a cursory glance at almost any in the field of materials

science is likely to make reference to all three parameters. Unsurprisingly then, the development

of techniques to probe these properties is distinct research field, falling under the broad heading

of materials characterisation. Quite obviously, there is particular interest in techniques which can

measure these properties with either limited or no damage to the specimen material.

1.5 Non-destructive evaluation and materials characterisa-

tion

1.5.1 The use of non-destructive evaluation

By definition, non-destructive evaluation (NDE) is the inspection of a specimen, that does not

risk inducing damage, with the aim of detecting discrete defects and material properties. This

is in contrast to ‘destructive testing’, whereby techniques such as tensile testing can be used to

experimentally determine material parameters, through the deliberately induced failure of the

component. The notion of assessing the integrity of an object, particularly where life is at risk,

has long been an integral part of human life. There is of course a simple visual check but the idea

of tap testing, where the a sharp clear sound is emitted from a solid component when tapped,

compared to the dull response of a defective component was widely used in early manufacturing.

Unfortunately, an awareness of the need for inspection has often been preceded by catastrophic

engineering failures [33].

NDE is usually applied as a part of the manufacturing phase and offers the advantage of allowing

direct measurements of the parts going into service rather than relying upon statistical models.

The common example is the inspection of welds to ensure they are free from defects which have the

potential to negatively impact performance. The term condition monitoring, rather than NDE,

has traditionally been used to describe the ongoing assessment of integrity once a component is

in-service. Today the terms are used somewhat interchangeably, the inspection of the pipework

found in nuclear power plants is certainly an example of NDE of an asset in-service. Working ‘in

the field’ to inspect in-service can introduce a number of challenges, such as limited access, high

temperature and time restrictions [34].
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(a) Spatial map of inverse pole figure, show-

ing the crystallographic orientation of each

grain within the specimen.

(b) Inverse pole figure key.

(c) Inverse pole figure of the specimen.

Figure 1.6: inverse pole figures are an intuitive method to visualise crystallographic orientation.

In this figure the grains in a nickel specimen are coloured relative to the orientation key in (b),

indicating the crystallographic plane which is observed looking down on to the specimen. Six

specific grains (A-F) marked on both to allow the mapping to be followed. Rather then presenting

the information in the orientation map (a), the density of orientations may be directly mapped

to the inverse pole figure (c). This form of visualisation looses spatial information, but allows the

texture to be inferred.

Most texts cite Wilhelm Conrad Röntgen’s and his discovery of the x-rays in 1895, as the birth

of the modern non-destructive evaluation industry, indeed his first paper cited flaw detection as a

possible use. The onset of the second world war gave real impetus to the field, with the need to

assure the integrity of submarines and airplanes, with many new techniques developed and refined.

Today’s NDE technician now has access to over one hundred variations of inspection, dependent

upon the nature of the test. The majority of inspections are achieved by the so-called ‘big-five’ of

ultrasound, magnetic particle, eddy current, dye-penetrant and radiography [35], contributing to
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a global market value exceeding $5B [36]. The maturing of the industry has brought with it a high

degree of standardisation and regulation governing its application [37].

Broadly, we may divide NDE techniques into two categories, passive and active. In a passive

inspection the inherent emission energy or spectra of a component is observed to reveal its integrity.

More commonly, in an active inspection some signal is injected into the inspected component, this

signal then interacts with the material in such a way that by measuring the returned signal a

characteristic of the component is revealed.

The purpose of subjecting a component to such a test falls within two fields, defect detection

and materials characterisation. Defect detection is concerned with the detection and sizing of flaws

within the components which will adversely affect the performance or lifespan of the component.

This includes the cracking and porosity often found in additive manufacturing components, as

introduced in §1.3.1. The field of materials characterisation covers a lot of ground, in the simplest

case a pipe may be tested to ascertain its wall thickness (which may decrease due to corrosion).

More complex evaluations are then concerned with evaluating the physical properties introduced in

§1.4, for example measuring the components residual stress or the crystallographic orientation [38].

These more complex measurements are more akin to the results discussed in this work, however,

we should note the field of materials characterisation is dominated by techniques that, while not

strictly NDE, are important to introduce at this juncture. Hence, the following section will briefly

introduce a number of pertinent inspection techniques across both fields, their use in additive

manufacturing will be explored in the following chapter.

1.5.2 Industrial NDE techniques

Visual inspection

An often overlooked tool in NDE, visual inspection is simply the process of checking a component

for clear and obvious defects. Flaws indicated by the inspection can either be used to inform

further inspection via another technique or directly lead to the quarantining of the component.

Inspections are often augmented with tools to improve access, such as the use of a borescope for

internal pipe inspection, and sensitivity, for example using a magnifying glass. It is prudent to

always make use of a visual inspection where possible, as this is generally the quickest method and

has minimal cost, whilst being aware that only the most conspicuous of defects will be observed.

Acoustic Emission

Acoustic emission testing does not supply energy to the component under test, but instead measures

the acoustic spectrum released by the component either during service or manufacture [39]. For
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example, stressed steel joints emit acoustic waves due to the spontaneous release of energy within

the material. Much of the equipment used for acoustic emission monitoring is used in ultrasonic

testing.

Optical Emission

Just as the acoustic spectrum emitted by a process can be studied to provide insight to an on-

going process, so can the optical spectra. Optical emission spectroscopy captures the wavelength

of electromagnetic radiation emitted from a process which induces plasma formation, for example

welding. The measured spectra can then be used to infer the elemental composition of the material,

this can be used to assess the properties of the welding arc [40].

Dye penetrant

One of the most basic inspection techniques used in industry is the dye penetrant method. In this

method following rigorous cleaning a liquid penetrant, normally in solvent suspension, is applied to

the test surface. Following a suitable dwell time to allow the penetrant to flow into any cracks, the

excess penetrant is removed and a developing agent applied. This developer then works to draw

the remaining penetrant out of the surface cracks, giving clear indications of surface discontinuities

in the test specimen.

Magnetic Particle

Similar to dye penetrant, magnetic particle inspection (MPI) is a well established technique for the

inspection of surface integrity. When a magnetic field is induced into a component, either directly

by a permanent magnet or by electric current, surface breaking defects shall cause magnetic flux

leakage. In MPI ferromagnetic particles, either dry or in suspension, are then applied to the test

surface, when magnetisation is induced these particles are drawn towards any areas of magnetic flux

leakage, resulting in discontinuity indications. Whilst generally considered superior in comparison

to dye penetrant inspection for surface breaking defects, MPI is limited to ferromagnetic materials.

One of the key points of consideration with both dye penetrant and magnetic particle inspection

compared to visual inspection is operator fatigue. Whilst skilled inspectors will often be able

to detect, without an augmentation, the same surface breaks that would be highlighted by dye

penetrant or magnetic particle inspection in a one off scenario, MPI and dye penetrant are shown

to maintain high probability of detection over repeated inspections [41]. In contrast, using a purely

visual technique operator performance is seen to fluctuate over increasing time periods.
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Radiography and computed tomography

Electromagnetic waves with wavelengths of 0.01 to 10 nm are known as X-rays, any electromagnetic

radiation of a shorter wavelength is given the name gamma ray. By bombarding a test piece with

directional high frequency electromagnetic radiation, from a source emitting either gamma or X-

rays, it is possible to measure the density through a component by use of a radiation-sensitive

detector. Radiography is commonly used in medical and industrial testing as it gives the ability

to visualise internal features of solid opaque objects. Clearly one of the primary considerations

in radiography is user safety, consider the harmful effects of radioactive exposure. Reference [42]

includes a comprehensive discussion on safety in radiographic testing.

In X-ray computed tomography a process known as filtered back projection is used to take

scans at varying orientation angles and reconstruct the 3D volume [43], the resolution of the

reconstruction is measured by the voxel size, the three dimensional equivalent of the pixels captured

in each two dimensional slice. This can be a slow process requiring several seconds of exposure

for each image, and more than 720 images to form a 3D model [44], however the outstanding 3D

data acquired means computed tomography is widely recognised as the current ‘gold-standard’ for

volumetric imaging.

Eddy Current

Eddy current testing is based upon the principle of electromagnetism. Passing an alternating

current through a coil results in a magnetic field generated around the coil, perpendicular to the

coil. When placed on a test sample, an eddy current is induced in the sample in opposition to

the coil current, which is then monitored by the inspection equipment. When the coil is placed in

the presence of a defect, the phase and amplitude of the eddy current shall vary, indicating the

presence of a defect. Eddy currents are advantageous in coated systems due to their ability to

detect defects through surface coatings, and the speed of operation. However, the use of the eddy

current technique is limited by the depth of penetration. The depth of penetration, can be assessed

by equation 1.7, effectively the deeper into the test piece that is probed, the less sensitivity the

inspection becomes.

δ =
1√

πfµrµ0σ
(1.7)

Fig. 1.7 visually displays the results from Equation 1.7, it is clear in order to increase the depth

of penetration, a lower frequency, permeability or conductivity is required. Generally, conductivity

and permeability are fixed properties of the test sample, meaning the only option is to reduce the

inspection frequency.
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Figure 1.7: Schematics explaining the relationship between penetration depth and inspection

frequency in eddy current testing.

1.5.3 Materials characterisation

Optical approaches

Under bright field illumination incident light on a flat polished specimen will be reflected uni-

formly, without influence from the crystallographic orientation. However, there are two routes

to observe the microstucture optically, either through novel illumination or preparation of the

specimen surface. Considering the first route, by using techniques such as polarised light or dif-

ferential interference contrast, the optical contrast can be improved. Whilst non-destructive this

must usually be combined with surface preparation to ensure a smooth finish.

In chemical etching atoms are dissolved by attacking the surface with an oxidizing acid. As

the rate of atomic dissolution is dependent upon the crystallographic orientation, the final etched

specimen shows improved optical contrast between grains, allowing the microstructure to be imaged

through normal optical methods to capture the full-field. This orientation-dependent dissolution is

regularly exploited in silicon wafer manufacture. Chemical etching provides a relatively simple and

quick method, although its use is accompanied by safety considerations particularly when working

with hazardous enchants such as Hydrofluoric acid. Etching as described here cannot be used to

recover the quantitative crystallographic orientations of the specimen.

Recent advances in the parallel technique electrolyte jet processing have a demonstrated the

final etch surface displays a pitting formation characteristic of the crystalline orientation. Through

processing the surface topology, with a complementary optical technique such as coherent scanning
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interferometry, the crystallographic orientation can then be calculated. Orientation determination

is based around measurements of surface gradient and periodicity, so far this method has been

shown to only determine orientations rounded to the closest principal direction in cubic material,

with more advanced interpretation of the surface topography required to elucidate full orientation

information [45].

Electron backscatter diffraction

Electron backscatter diffraction (EBSD) is a powerful technique for mapping the crystalline ori-

entations of specimens, making it a now commonplace tool in the development of additive man-

ufacturing and the most popular method of determining crystallographic orientation in material

science more generally. EBSD is commonly used to produce datasets as introduced in §1.4.5.

EBSD is based around the interaction of a high power electron beam with a specimen. When

the incident electrons collide with the specimen, a number of electrons will be inelastically scattered

by the specimens atoms. Some of these electrons are at an angle to satisfy the Bragg equation

nλ = 2dsinθ (1.8)

where d is the interplanar distance of the lattice, θ is the Bragg scattering angle, λ is the

wavelength of incident electrons and n is an integer representing the diffraction order.

Electrons satisfying this equation are then ejected back from the specimen and form Kossel

cones. Tilting the specimen to between 60◦ and 70◦ relative to the beam, allows more electrons

to be diffracted and escape towards the detector. The image then observed at phosphor screen is

then made up of Kikuchi bands. The position of these bands is then digitally extracted, usually by

Hough transform. The interplanar spacing and angles that derive from the width of the measured

bands are compared to simulated patterns to identify most probable crystallographic orientation.

Simply by scanning the electron beam across the specimen it is then possible to image the

specimens surface orientation and microstructure. Along side the imaging capability, the popularity

of EBSD also stems from its unparalleled accuracy and spatial resolution. In optimal conditions,

current systems can resolve features down to 10 nm and with orientation determination error of

±0.5◦.

EBSD is conducted using a scanning electron microscope instrument, where the specimen is

held under vacuum to prevent attenuation of the electrons in air. Limits on the size of vacuum

chambers, combined with the acquisition rate of EBSD generally limit the size of area which can

be interrogated. Typical diffraction pattern acquisition rates extend up to around 1 kHz, however

faster detectors are available, as these see wider uptake the remarked figure will undoubtedly
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increase.

We should also note the two forms of image distortion which blight EBSD. Firstly, the speci-

men tilt angle causes trapezoidal distortion, where relative distance between sample points varies

across the specimen surface to give an effective trapezoidal sampled area, rather than the intended

rectangle. Secondly, as typical scans run for many hours drift in position of the specimen relative

to the detector also becomes an issue, tending to stretch the data in one axis [46]. Correcting

these distortion effects is possible but not trivial and most pertinently to this work, make different

orientation imaging modalities challenging to compare.

X-ray diffraction

As with other electromagnetic waves, X-rays can be scattered, reflected, interfered. X-rays are

well suited to use in diffraction studies, given inter-atomic spacings are typically a few Ångstroms

(on the order of ∼ 100 pm). By accelerating electrons into a metal target, typically tungsten, a

collimated beam of X-rays can be generated. When incident on the surface of a crystalline specimen,

this beam is scattered by the crystal lattice. By placing a detector the scattering pattern can then

be observed. Intensity peaks present at points of constructive interference when Bragg’s Law,

equation 1.8, is satisfied. In order to ensure Bragg’s equation is satisfied there are two approaches.

Firstly, the specimen may be slowly rotated relative to the monochromatic X-ray beam, hence the

θ term in the Bragg equation is varied, this is monochromatic method. Laue’s method on the other

hand uses a ‘white’ source, in essence allowing the λ parameter in the Bragg equation to vary until

diffraction is observed. The imaged diffraction pattern is then processed using a Greninger chart.

X-ray diffraction is traditionally used for orientation determination of single crystals, and rarely

applied to image the microstucture due to its poor resolution and relatively low rate of acquisition

and processing. The beam diameter of a typical system is around 2 mm, this prevents grains

smaller than this from being resolved. Currently, reduced beam diameters are inaccessible in

standard laboratory machines as this results in insufficient flux through the focussing pinhole.

Whilst the orientation can be determined with an accuracy of ±1.5◦. Typical surface preparation

does not extend beyond ensuring the specimens surface is exposed, removing coating layers and

containments. Rough surface specimens are readily measured without polishing.

1.6 Ultrasonics

An acoustic wave is generated by the vibration of a particle through gases, liquids or solids. Ultra-

sonics, the term for the field of acoustics concerned with devices generating waves of frequencies

higher than the audible human range. The building blocks of modern acoustics can trace it’s
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Figure 1.8: Schematics describing the operation and working principle of EBSD analysis, as used

to obtain the orientation information of the material under test.

lineage back to the previous millennia, when the Greek scholars first studied the harmonics of mu-

sical instruments. The discovery of the piezoelectric effect in the late 1800s was a paradigm shift,

paving the way for the first transducers and giving ultrasound a tangible industrial use. Rapidly,

applications such as sonar and flaw detection gained traction. Modern-day ultrasonic devices can

refer to anything in the range of 20 kHz to several GHz [47].

Ultrasonic testing for NDE has now been used in industry for over 70 years. Traditionally,

short ultrasonic pulse waves are sent into a material and the back wall echo signal is used to obtain

information about the integrity of the part under test. The established method of ultrasonic test

would typically use a piezoelectric transducer in contact with the component to create an elastic

wave propagating through the depth of the component. A couplant gel is usually required to

maintain consistent contact between the transducer and the component. This elastic wave can

either be detected on the far side by a second transducer in a pitch-catch configuration, or the

wave can be detected by the original driving transducer after reflection from the back wall in a

pulse-echo configuration. Both approaches and the corresponding signals from a simple flaw are

shown in fig. 1.9. The sign of a flaw depends on the inspection configuration used, for example, in a

pulse-echo system it is the unexpected middled echo that indicates the presence of the flaw, caused

by the reflection the acoustic wave at the interface with the flaw. Conversely, in the pitch-catch
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configuration it is the absence of signal that points towards a defective object.

Figure 1.9: Basic outline of an ultrasonic inspection for flaw detection in NDE. The schematic

shown mimics both through-transmission and pulse-echo set-ups by plotting the time-domain sig-

nals that would be received at both elements. In the pulse-echo configuration, the acoustic reflection

between the wall echoes indicates the presence of a defect. In the through transmission config-

uration in the initial position (i) transducer (B) observed a large amplitude acoustic signal. As

the transducer is moved to position (ii) the amplitude of this signal falls, with the energy being

reflected back towards (A) by the defect.

The signals presented in fig. 1.9 plot the amplitude of the time-varying signal as measured at

the detector, this intuitive visualisation is known as an a-scan. Fig 1.10 demonstrates b-scan and

c-scan representations of an ultrasonic dataset. In the b-scans, time is plotted against position with

the intensity of the colourscale indicating signal amplitude. There is no strict definition of c-scan,

merely that it maps in x and y some acoustic parameter. In fig 1.10, the maximum amplitude at

each position is indicated; however, from the same dataset parameters such as arrival time or phase

of a given frequency component could equally be viewed as c-scans. Throughout this work c-scans,

particularly those showing the acoustic velocity measured across a specimen, and to a lesser extent

a-scans will be presented.

In materials where the ultrasonic velocity, v, is known a range of further information can be

deduced. For example, the wall thickness of a pipe, d, regularly measured where corrosion is a

concern, can be easily be determined by d = 1
2vt, where t is the arrival time of the back wall echo,

and v is the acoustic velocity of the material - an approach know as time-of-flight. The discussion

thus far has been concerned with the interaction of the acoustic wave with a discontinuity, specimen

boundary or flaw, however as the acoustic velocity is primarily dependent on a materials density

and elastic contacts, the time-of-flight also provides a insight to the state of all the material
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Figure 1.10: Examples of b- and c-scans in ultrasound, the b-scans show amplitude as a function

of time and position, whilst the c-scan on the top surface shows maximum amplitude as a function

of position. There are many alternative c-scans that could be plotted, for example, the amplitude

at a specific time index.

through which it propagates. Intuitively, where the dimensions of a specimens are well measured,

the time-of-flight can then reveal the materials properties such as porosity and elastic moduli.

Bulk waves

In the simplest case of an isotropic solid two wave modes can propagate through the medium -

the longitudinal and transverse modes. It is sensible to first introduce longitudinal waves as these

include the sound travelling through air, the acoustic wave most people will be familiar with.

These longitudinal waves induce particle vibration in the direction of wave propagation, producing

sinusoidally varying areas of high and low particle density. In an isotropic medium the velocity of

the longitudinal wave can be found by

vl =

√
E(1− ν)

ρ(1 + ν)(1− 2ν)
, (1.9)

where E is Young’s modulus, ρ is density and ν is Poission’s ratio. This relation may be expressed

in terms of Lamé’s parameters. Longitudinal velocities in engineering metals range between 5600

to 6500 ms−1.

As with longitudinal waves, the velocity of the transverse wave can be expressed in terms of

material parameters:
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vt =

√
E

2ρ(1 + ν)
(1.10)

Transverse velocities in engineering metals range between 3000 to 3300 ms−1.

Lamb waves

An elastic wave propagating in a solid layer which is free to displace both in the direction of

propagation and perpendicular to the surface, is called a Lamb wave. The existence of such waves

was reported by Horace Lamb in 1917 [48], Viktorov’s later detailed reporting on Lamb waves

remains an essential text [49]. An important property of Lamb waves is dispersion, the frequency

and thickness of the plate determine the acoustic velocity. This raises the question of the definition

of a plate; fig. 1.11 shows the dispersion curves of aluminium, we see as the product of thickness, d,

and inspection frequency, f , increases the velocity tends towards the Rayleigh wave velocity. This

is showing as the frequency of inspection increases the waves are less influenced by the far side of

the plate and become waves propagating along a half-space. There are two principal groupings of

Lamb waves modes, symmetric or antisymmetric, depending on the symmetry of the mode shape

about the centre-line of the plate - the lower half of fig. 1.11 shows the mode shape of the two

fundamental Lamb modes.

As Lamb waves travel through the entire thickness of the material, interrogation of both surfaces

and the bulk of the material is possible. Imagine a conventional inspection of a plate, as introduced

in fig. 1.9, the probe would need to be scanned over the entire surface. A Lamb wave inspection

allows the length of the plate to be probed from a single generation location [50].

A further family of surface waves exist, the Love wave, named after the A. E. H. Love who

predicted their existence in 1911 [51]. Love waves propagate along the surface of a solid with

transverse particle motion in the plane of the surface. These waves are not easy to generate by

laser ultrasound, and will not be discussed in any further detail but more information can be found

in [52].

Rayleigh waves

Rayleigh waves are a special case of guided waves which propagate along the free surface of semi-

infinite elastic half-space. In practice, as Rayleigh waves are surface bound, the medium can be

considered semi-infinite when d >> λ. The amplitude of a Rayleigh wave decays exponentially

away from the free surface, as shown in fig 1.12b.

Having first been hypothesised by the eponymous Lord Rayleigh in the 1880’s, we now under-

stand the Rayleigh wave to be one of the destructive components in earthquakes. Rayleigh waves
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Figure 1.11: Dispersion curves in aluminium. Each curve in this figure represents a separate wave

mode, these can be grouped as either symmetrical or antisymmetrical, based on the displacement

symmetry about the x-axis. To illustrate this, the mode shapes of fundamental symmetrical (s0)

and antisymmetrical (a0) modes are shown in the lower half of the figure.

first gained traction as an NDT tool in the 1950’s with researchers exploiting Rayleigh waves for

material inspection.

Viktorov introduced a useful empirical approximation for the Rayleigh wave velocity in isotropic

media, equation 1.11. It is important to note this equation suggests the Rayleigh wave velocity is

a fraction of the transverse wave velocity, where this fraction is a function of only Possion’s ratio,

ν. Given a typical Poisson’s ratio of 0.33, the Rayleigh wave velocity would be expected to fall in

the range of 2700 to 3100 ms−1. It can be readily seen that as neither equation 1.11 or ct contain

a frequency term, the Rayleigh wave is non-dispersive.

cr = ct
0.862 + 1.14ν

1 + ν
(1.11)

Beyond Rayleigh waves it is also necessary to consider the presence of so-called pseudo surface

acoustic waves (PSAWs). Unlike true surface waves these PSAWs attenuate along the propagation

length as they lose energy into the bulk medium. However, this attenuation effect is usually small

allowing PSAWs to be measured along with RSAWs over short propagation distances.
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Figure 1.12: Schematic of Rayleigh surface acoustic wave propagation and the associated dis-

placement components.

1.6.1 Resonance

Solid objects have natural frequencies at which they wish to vibrate when mechanically excited.

These natural frequencies are a property of the specimens shape, size, density and - most pertinently

- elasticity. Resonant ultrasound spectroscopy takes advantage of this relationship to determine the

specimens elastic constants, the most commonplace approach to measuring the elastic constants of

a material currently [53]. Whilst not strictly concerned with wave propagation, the measurement

of resonance primarily occurs at ultrasonic frequencies, with a typical range of 5 kHz to 5 MHz,

allowing similar equipment that used in ultrasonic inspections to be deployed - hence its place in

this section.

1.7 Laser ultrasonics

Physicist Theodore Maiman is widely credited with the invention of the laser in 1960. The appli-

cations and potential impact of lasers has not always been clear, indeed Maiman once famously

commented the laser was “a solution looking for a problem”. However, the unique properties of the

laser, namely the ability to produce high intensity well collimated beams and of coherent light, at

well-defined narrowband wavelengths, have made them eminently useful for a range of applications

from welding to range-finding to long-distance communication infrastructure. Modern lasers offer

high stability, pulses down to the attosecond range (1× 10−18 seconds) and powers from nanowatts

to petawatts [54, 55]. These advances have launched several distinct research fields, spanning man-

ufacture, clinical and industrial diagnostics through to fundamental physics, in addition to their

ubiquity in everyday consumer devices.
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The field of laser ultrasonics introduced in this section refers to the process of using a laser

to generate and/or detect the propagation of acoustic waves within a specimen [56]. The advent

of this field can be traced back to preliminary quantitative measurements in the early 1980s [57].

The realisation of practical laser ultrasound systems has allowed the benefits of both ultrasonic

- probing the material properties through the volume with point-like generation - and optical

techniques - non-contact and non-destructive - to be realised in harmony.

1.7.1 Types of generation source

The generation of acoustic waves caused by the absorption of electromagnetic radiation in a ma-

terial is known as the photoacoustic effect. In order to generate ultrasound in a material the

incident irradiance must be temporally varying. This can be achieved through modulation of the

source or using short pulses. There are numerous methods available to generate and control such

pulses. Consider first the simplest method to achieve this, modulating the beam of a continuous-

wave source, this can be done by using an optical chopper [58] or applying pseudo-random noise

modulation to the laser bias current [59]. These approaches are relatively easy to implement and

can allow damage reduction in fragile specimens as the peak optical power is much smaller than

of pulsed lasers, however the generation efficiency is small and requires sensitive lock-in detection

schemes to be used.

More commonly a Q-switched pulsed laser will be used to achieve the generation of ultrasonic

waves. The term Q-switch stems from the process of varying the inter-cavity losses (and hence

the Q factor) of the laser resonator and can be done passively or actively. In passive Q-switching

a saturatable absorber is located in the laser resonator, the absorption coefficient of this absorber

decreases with increasing intensity of incident light. Once the saturation level has been reached

the absorber is effectively transparent, allowing the pulse to be formed and emitted. Again, this

approach is relatively simple and cost-effective to implement as it requires no opto-mechanical or

electronic control components, however the build up of gain is limited and a large variance in the

time between pulses (known as laser jitter) can be problematic.

Active Q-switching, the most commonly used approach to generated pulses, typically uses an

acousto-optic modulator, known as a Q-switch, to control the loss modulation within the resonator.

When inactive the Q-switch prevents reflection of light back to the grain medium by diffracting the

first order beam out of the cavity. This prevents feedback and, as pumping continues, the energy

density approaches a maximum, set by spontaneous emission and other loses. The Q-switch is

then activated to allow feedback to the gain material and a high intensity laser pulse is produced.

This approach allows for low jitter, short, high energy pulses. The duty cycle on such sources



CHAPTER 1. INTRODUCTION 30

is often relatively low (� 1%) and therefore average powers are often deceptively small, however

peak powers can exceed a megawatt.

1.7.2 Generation mechanisms

When applying laser irradiance to a material surface there are two possible regimes of laser gener-

ated ultrasound. The optical power along with pulse width and specimen absorptivity determine

the mechanism exploited.

Laser irradiation

Speciemen

Stresses due to 
momentum 
transfer

Particle ejection
Plasma 
generation

(a) ablative regime.

Laser irradiation

Speciemen

Stresses due to 
thermal expansion

Expansion of 
irradiated volume

(b) thermoelastic regime.

Figure 1.13: Schematic of the two generation mechanisms (a) ablative and (b) thermoelastic for

the excitation of ultrasound by the optical energy indent on a surface from a laser.

Ablation

In the ablation regime (fig. 1.13a), high electric field generated due to laser light is enough to

remove electrons from the bulk sample. The generated free electron collides with the atoms of the

bulk sample, in which transfer of energy occurs. This leads to the heating of the surface, which is

followed by vaporization of the surface material. The incident energy is dissipated as kinetic energy

through particle ejection, creating a responsive stress primarily normal to the surface. Therefore,

applications that wish to utilise ultrasonic bulk waves are suited to ablative generation.

Depending on strictness of the definition ablation can be considered either destructive or non-

destructive, as the material removed is small and localised to the surface. However, practically
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this can create an optically rough surface and reduce detection efficiency, as discussed later.

Thermoelastic

The second generation regime of thermoelastic excitation occurs at a lower laser irradiance and

is strictly non-destructive (fig. 1.13b). The incident laser pulse causes a sudden rise in thermal

energy at the specimen, leading to a rise of temperature at the surface in turn causing localised

thermal expansion. Principal stresses are then directed parallel to the free surface, creating surface

waves, with a small component directed into the specimen. Therefore, the thermoelastic regime is

quite suitable when working with surface acoustic waves. Alternatively, the boundary conditions

can be varied to more efficiently generate, for example immersion of the specimen, or the optical

power can be increased as the amplitude scales linearly with incident energy, up to the ablation

limit.

1.7.3 Optical detection

Having generated an acoustic wave in a specimen, the challenge of measuring this wave now presents

itself. This section provides a brief overview of approaches to optical detection, given the numerous

exotic detection methods available, only techniques applicable to the detection of SAWs will be

discussed here. [60] provides an excellent overview of this field. Whilst not a recent publication [61]

also covers the topic in detail, with detection schemes considered from an industrial perspective,

where relevant.

Knife-edge detection

Knife-edge (also known as optical beam deflection) style detection is regularly implemented as it

is relatively simple and requires little specialist equipment whilst providing high sensitivity. A

continuous laser beam incident on the specimen surface is focussed to a spot in the propagation

path of the SAW. The propagation of the SAW causes a perturbation of the surface inducing a

deflection in the reflected beam, proportional to the local surface gradient. By placing a ‘knife-

edge’ in the path of the beam this displacement can be sensed as a change in intensity by a suitable

photodetector. This principal is shown schematically in fig. 1.14. The name knife-edge is derived

from the traditional implementation where a knife-like edge was used to block half of the deflected

beam. Instead, by balancing the reflected beam between two photodiodes and measuring the

difference between the two, the same measurement can be made whilst utilising all the reflected

light and suppressing common noise.

When working with optically smooth surfaces knife-edge detection has very few drawbacks,
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Figure 1.14: Schematic of knife-edge style detector, with split photo-diodes and requisite optical

components. As the SAW propagates under the probe beam the majority of the returned beam

fluctuates between photodiode A and B, therefore by taking the difference between the channels

the acoustic signal can be recovered.

offering excellent sensitivity, low inherent noise and adapt quickly to surface changes, allowing

single shot measurements to be realised in many cases. However, the performance of knife-edge

detectors falls off rapidly as the surface roughness increases as the reflection becomes diffuse.

Optical surface roughness

The surface of most unprepared industrial specimens, including those manufactured additively,

are optically rough, scattering incident light in many directions. The surface roughness creates a

distorted wavefront reflection, with the interference of many components of difference phase and

amplitude - the result is a speckle pattern.

It is important to think of polished and rough surfaces as two separate applications and consider

that a different detection scheme may be appropriate for each. In the case of applications on pol-

ished surfaces the simplicity, wide detection bandwidth and insensitivity to background vibrations

make the knife-edge style detector a sensible choice. However, in a rough specimen the speckle

pattern means the image formed at the detector is no longer Gaussian, containing many bright

and dark spots, the sum of which roughly cancels out. Therefore, a different detection scheme

is essential when considering measurement on a rough surface - this section concludes with the

introduction of suitable techniques for the optical detection of ultrasound.
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Interferometry

All of the following techniques rely on the interference of a distorted wavefront reflected from the

specimen with a reference wave. The Michaelson interferometer is the simplest implementation of

this, fig. 1.15. The incident beam first passed through a beam splitter, sending the beam in two

orthogonal directions, one directed to the specimen under measurement and one to a reference

mirror. Again, the presence of SAWs perturb the specimen surface and therefore periodically vary

the path length. Both paths are then recombined and projected to a photo-detector, where the

interference allows the amplitude and phase of surface motion to be deduced. The approach is

sensitive to surface motion down to the order sub-nanometre and is less sensitive to surface finish

than the knife-edge approach.

specimen with 
vibrating surface 

detector

probe beam

mirror

Figure 1.15: Schematic of a Michaelson interferometer.

Two wave mixing

In two wave mixing the probe beam is again split into two paths by a beam splitter, with one leg

directed to the specimen surface and one reference leg [62]. The reflected beam from the specimen

is directed into a photo-refractive crystal, where it is combined with the reference leg. This gives

rise to an interference pattern of bright and dark fringes, allowing the photo-refractive nature of

the crystal to be exploited. Through a diffusion of electrons and the resulting electric field causes

a spatially varying refractive index grating to be stored in the crystal. This then imposes the same

pattern on the reference beam, giving two spatially identical beams, this allows demodulation of a

transient phase shift encrypted in a speckled wave, such as that reflected from an optically rough
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surface. This principle is shown schematically in fig. 1.16a.

There are two primary drawbacks of the two wave mixing approach. Firstly, the cost, com-

mercial systems typically cost upwards of £50,000. Secondly, the speed of adaptation, the photo-

refractive effect takes time to set-up the refractive grating pattern and diffract the reference beam,

which is sensitive to continued variations in the specimen beam, rendering this approach unsuitable

in applications with scanning (as opposed to point measurements).

specimen with 
vibrating surface 

detector

photorefractive
crystal

signal arm

reference arm

probe beam

(a) Two-wave mixing working principle.

optical axis

L

input

reflected beam

transmitted
 beams

confocal cavity
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(b) Confocal Fabry-Pérot interferometry work-

ing principle.

Figure 1.16: Schematics of common interferometry techniques for signal detection in laser ultra-

sonics, particularly when working with rough surfaces.

Confocal Fabry-Pérot Interferometry

In velocity interferometry a distorted beam is interfered with a time-delayed version of itself,

exploiting the Doppler shift of the frequency of the reflected light from the interrogated specimen

surface. The propagation of SAWs gives rise to a velocity component in the perturbation of the

surface, this induces subtle variations in the frequency, and therefore wavelength, of the reflected

light. One of the most commonly used devices to measure this effect is a Confocal Fabry-Pérot

interferometry (CFPI). In a CPFI, two curved highly reflective mirrors ware placed facing each

other, the incident beam is reflected by these mirrors many times, causing constructive interference

of the reflected beams inside the cavity. The intensity of the transmission, and hence reflectance,
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of the cavity varies significantly with this small change in wavelength of the light due to SAW

perturbation. This principle, is illustrated in fig. 1.16b.

As the as the reference beam for interference is a time delayed version of the incident beam

itself, CPFI is inherently insensitive to speckle and distortion from vibrations, making CFPI highly

suitable when working with optically rough surfaces or in industrial environmental - although,

despite stabilised versions being available, performance degrades in environment where the surface

changes significantly. That is to say, CFPI is suitable for rough surfaces, these surfaces must be

consistent, else the system needs constant recalibration. Clearly, extremely stable cavity lengths

are requisite to making meaningful measurements, a non-trivial challenge concomitant with a the

significant cost of suitable commercial systems (> £80, 000). Additionally, the detection bandwidth

of CPFI is relatively limited compared to other techniques, which may be viewed as a significant

drawback when considering the broadband generation possible in laser ultrasonics.

1.8 Surface wave measurements

The ability to measure the amplitude, phase and velocity of surface acoustic waves is an important

tool in NDE. Notable uses include detecting surface breaking cracking [63], characterising damage

induced by surface finishing [64], fatigue [65] and imaging material microstructure [66]. For the

purposes of this work it is the interaction between the Rayleigh, specifically its velocity, and the

microstructure of the probed sample which is of interest. The measurement of surface acoustic

waves is a promising approach for the measurement of the single crystal elastic constants and

orientation in polycrystalline specimens thanks to the ability to localise the acoustic signal to

individual grains.

Traditionally, surface wave measurements would be made by an acoustic microscope, similar to

the schematic shown in fig 1.17. Using a acoustic lens the plane wave of piezoelectric transducer

can be focussed at a specimen. The tone burst from the transducer creates both bulk waves, along

the centre axis, and ‘leaky’ SAWs, when the ray satisfies the Rayleigh wave critical angle, θCR.

The recorded signal is the result of interference between these two wave modes. As the Rayleigh

wave changes with the microstructure, the phase and amplitude varies, allowing qualitative mi-

crostructure imaging.

If the lens is kept over a single point on the specimen and moved towards the specimen from the

focal position, the signal can undergo a series of oscillations, due to the phase difference between

the rays. This behaviour is visualised as a so-called V (z) curve, where the period of oscillation

can be extracted. The Rayleigh velocity, vR, can then be found by equation 1.12, allowing a

quantitative measurement [67].
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Figure 1.17: Scanning acoustic microscope in V (z) configuration, the acoustic source map be

focussed to a spot or a line for line-focus acoustic microscopy.

vR = v0

[
1−

(
1− v0

2f∆z

)2
]− 1

2

(1.12)

Where v0 is the velocity in the coupling medium, f is the inspection frequency and ∆z, is

the periodicity of the V (z) curve. This approach it is rarely used for imaging, as it is too time

consuming to repeat the defocus at each x− y position.

The propagation of acoustic waves in polycrystalline anisotropic materials is complex. To shed

light on the problem, consider a plane surface wave propagating away from a generation source

across multiple grains, which are small enough such that different parts of the wave experiences

different grains. As each grain has a distinct elastic response, the wave experiences a change

in amplitude and phase, given the random nature of neighbouring grain orientation, the propa-

gated wavefront contains random bright and dark ‘speckles’ - these effects are termed ‘acoustic

aberrations’ [68, 69].

This is further complicated by the impedance mismatch between grains, which causes the

refraction of the forward-propagating wave and the reflection of a portion of the acoustic energy,

creating a backward propagating field. Of course, this backward propagating wave can encounter

further grain boundaries and be reflected again, and so forth. As the grain size becomes small

or the propagation distance large, this can happen many times. The effect is an acoustic field

with a spread of speckles. The salient point being these acoustic aberrations and scattering effects

make reliable measurement of the SAW velocity in polycrystalline materials difficult by direct
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time-of-flight or phase measurements [70].

Spatially resolved acoustic spectroscopy (SRAS) is an important surface acoustic wave mea-

surement technique, developed at The University of Nottingham, which uses laser ultrasound to

both generate and detect the surface acoustic wave. By structuring the generation beam such that

a grating pattern is imaged on to the surface of the interrogated sample, narrowband generation

of a non-dispersive Rayleigh wave is achieved. The presence of the acoustic wave may then be

measured by any of the techniques discussed in §1.7.3. Fig. 1.18 shows a schematic of a simplified

SRAS instrument and the generation of surface acoustic waves in polycrystalline media.

By sampling either the k-vector or frequency domain, the SAW velocity as a function the prop-

erties under the generation patch can be determined. This makes SRAS very tolerant to acoustic

aberrations and the result being single-shot measurements are possible, making the technique

exceptionally fast [71].

Figure 1.18: Schematic of (a) SRAS experimental system and (b) surface wave generation and

measurement in a polycrystalline material. It is important to note the generation and detection

of the acoustic wave across a grain boundary, is the measured velocity in this situation is only

a function of the properties under the generation patch and not affected by the grain boundary

crossing, making SRAS an attractive tool for the imaging of polycrystalline microstructures.

1.9 Summary

A great deal of attention has been paid to conveying the motivation of this work in this chapter,

highlighting the demand for a characterisation tool for additive manufacturing. Surface acoustic

wave imaging is a promising approach for this, scanning acoustic microscopy and SRAS have been

briefly introduced, effectively representing the past and the present of the field, respectively.

The dominant tools of NDE and materials characterisation have been introduced, with their
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well-covered relative merits noted. Ultrasonics in particular plays a vital role in NDE and materials

characterisation now, with the availability of scientific lasers only amplifying this. This leads in to

the following chapter which describes the state of the art in materials characterisation and evalu-

ation within additive manufacturing and the measurement of elastic constants, paying particular

attention to acoustic and ultrasonic approaches.



Chapter 2

Survey of existing literature and

methods

2.1 Introduction

The main objective of this thesis is to understand the materials characterisation capability of spa-

tially resolved acoustic spectroscopy (SRAS) measurements in additive manufacturing specimens,

including work to measure the single-crystal elastic constants in polycrystalline materials. As

such, to give context to the work at hand, this chapter will provide a brief review of the existing

experimental methods to characterise additive manufacturing components or measure the single-

crystal elastic properties. As these are currently disparate fields, both require a suitable review

and discussion. As with the previous chapter, this chapter aims to set the scene for the results

presented later in thesis by drawing together examples of the current state-of-the-art, and does

not yet present the novel contribution of this thesis.

The microstructure formation observed in additive manufacturing is quite unlike traditional

processing routes; as such, the first part of this chapter is given over to the materials and additive

processes used in this thesis. This includes a presentation of typical defects and microstructure

formations - essentially the features which need to be assessed - this leads into a brief review of

current AM inspection technology.

A review of the state-of-the-art in the measurement of elastic constants follow, with a focus

primarily given to capable acoustic techniques. For the sake of brevity, tabulated elastic constants,

as used in this thesis, are presented in appendices A and B.

figures presented in this chapter that are not the author’s own work are reproduced with publisher permission.

39
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The chapter concludes by discussing the state of the art in SRAS §2.5, in relation to addi-

tive manufacturing and materials characterisation more generally, bringing together the two main

themes of this chapter. Given the reliance upon the forward model, this section also reviews

procedures for calculating the surface acoustic wave (SAW) velocity.

2.2 Additive manufacturing techniques and properties

As described in the previous chapter, the results presented in this thesis focus on two distinct AM

techniques, and the specifics of both are detailed in the following section. Where necessary, detail

is also provided on interesting features, such as the defects and microstructures typically generated

from these two techniques.

2.2.1 Laser powder bed fusion

Process

Laser-powder bed fusion (L-PBF) is the use of a high power laser to irradiate a bed of metallic

powder feedstock. Compared to other AM techniques, L-PBF is useful for creating complex ge-

ometry components with intricate and internal features, although the build volume is relatively

limited, with low deposition rates [72]. A comprehensive guide to L-PBF can be found in [73].

Fig. 2.1 shows a schematic of a typical powder bed fusion build system. The build area operates

within a vacuum chamber backfilled with argon to prevent oxidization. This atmosphere is trans-

parent to the near-infrared wavelength of the build laser, typically a ytterbium laser of 1070 nm

wavelength. A thin layer of powder (10 - 100µm) is deposited and spread evenly across the bed.

A high-power laser source is then focussed on to the powder bed, irradiating the virgin feedstock,

inducing melting of the powder, which then solidifies, allowing a part to be formed. This process

repeats (often thousands of times in a single build), building up the final specimen layer-by-layer.

The laser-feedstock interaction is defined by a number of processing parameters, chiefly the

laser power, scan velocity, hatch spacing (the separation of neighbouring scan paths), and scan-

ning strategy - essentially the order in which the powder bed is irradiated. The build laser is

usually focussed to an extremely small spot (<100µm in diameter), allowing complex features,

such as internal cooling passages and lattice structures, to be created with unparalleled accuracy.

This small spot size also has the benefit of producing components with a superior surface finish,

compared to other additive techniques. To be specific, the surface roughness of L-PBF components

are lower than any other powder based technique [74]. Wire-based techniques, to be introduced

in §2.2.2 may have a smoother feel but have a high roughness due to low frequency periodicity
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Figure 2.1: Schematic of laser powder bed fusion system.

from the wire layers; therefore, L-PBF components require less surface finishing and most closely

resemble the designer’s vision.

Typical features and industrial considerations

As L-PBF is more expensive than conventional manufacturing routes, it is viewed primarily as

a candidate for high-value industries, particularly where either a high degree of customisation is

required or to create parts of improved performance through features that are hard or impossible

to create with existing fabrication techniques - internal structures are an obvious example of this.

Customisation makes additive manufacturing attractive in medical industries, whilst design flexi-

bility in high performance components are attractive for aerospace and nuclear sectors. Examples

of reported uses include, skeletal implants, fuel nozzles and lightweight brackets [75, 76].

The feedstock material found in L-PBF is often a complex alloy. These materials tend to have

relatively wide temperature ranges over which liquid and solid phases can coexist and often solidify

as columnar grains under the conditions imposed by AM. The resulting material can therefore

contain both a columnar microstructure and numerous cracks. Due to the high cooling rates, a

finer microstructure can be observed in L-PFB than in conventional manufacturing methods. The

rate of solidification seen in L-PBF is an order of magnitude greater than that of traditional casting

approaches promoting epitaxial growth, which in turn results in columnar grains that grow in the

<001> directions that are normal to the deposited powder layers. Fig. 2.2 provides examples of

the typical features found in L-PBF produced specimens. This microstructural alignment results
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in the strongly anisotropic performance of as-built components.
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Figure 2.2: Key features of laser powder bed fusion specimens.

Of course, to be of use to these high-value industries, L-PBF must deliver components with

exceptional mechanical performance - unfortunately, this is currently only partially true. Whilst

near defect-free parts can exhibit mechanical properties that are superior to traditional wrought

equivalents, there exists an intolerable variation in performance. In a detailed review, Sanchez

et al. reported a variation of 85% and 100% in the respective tensile and yield strengths of AM

nickel components from contemporary literature. The authors conclude that whilst some of this

unpredictability in performance can be attributed to the propensity of L-PBF to form defects,

the primary driver is the variability in the as-built microstructure [77]. Pertinently, the authors

conclude by lamenting the lack of testing methods suitable for L-PBF; traditional testing method-

ologies assume components are monolithic and are therefore ill-suited to capturing the heteroge-

neous properties of L-PBF components. Thus, the authors state that new tools for mapping the

wide-area response of L-PBF components are required.

It is essential to convey that in many cases that this variable does not stem from ‘incorrect’

builds but due to the number of processing parameters available to the user. Van Elsen states

over fifty parameters are available to the user [78]. A simple example of this effect is build ori-

entation; keeping all other parameters fixed, horizontally orientated parts exhibit superior tensile

performance compared to vertically orientated equivalents.

The challenge in implementing this approach is that the linkages between geometry, alloy

chemistry, process, and microstructure are convoluted, and can lead to spatially heterogeneous
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microstructure. For example, coarse grain regions can form at melt pool centres, with fine grain

regions at melt pool boundaries, as demonstrated in fig. 2.3a [79]. Similarly, variations in geometry

cause unexpected microstructure and defect formation because the current generation of build

systems to do not vary scan paths to account for differences in heat distribution as a result of

changing part geometry [80]. Undesirable microstructures can also arise from errors in the printing-

slicing process [81], reflecting the ‘black box’ nature of the commercial systems.

Whilst it is early days, there is clearly a recognition that the problem of process-microstructure

influence can be turned on its head, with a view to creating ‘designer’ microstructures with L-

PBF. An elementary example, as demonstrated by Niendorf et al., shows high power exposures

(1000 W) will create typical columnar large grains structures, whereas reduced power exposures

(400 W) create a finer equiaxed structure, allowing functional grading of the component [82]. At

the vanguard of this field, Lei et al. have demonstrated the ability to generate a wide range of

distinct grain structures, including ‘zigzagged’ interlocking grains [83].

Beyond controlling the grain size and shape, there has been interest in controlling the crystal-

lographic orientation of L-PBF specimens. The earliest example of this is the work of Dehoff et al.,

who used a variety of scan strategies to create the letters DOE at a different orientation to the bulk

of the sample [84]. Whilst less visually interesting, Sun et al. have also demonstrated the control of

the microstructure to generate single-crystal structures [85], fig. 2.3c. Most recently, this area has

been advanced by Sofinowski et al., who used a library of scan strategies to create a QR code within

the microstructure of the component [86], fig. 2.3d, using the three primary orientations (<001>,

<101> and <111>) to create a trinary colour coding system. A particularly illustrative example

of this concept of controlling the orientations to create images conveying intelligible information

in the inverse pole figure, is the work of Plotkowski et al., who recreated the famous Mona Lisa

painting in the microstructure of a nickel additive component created by powder bed fusion [87],

fig. 2.3e. Whilst this is of limited practical use, the purpose is to demonstrate that if artwork can

be recreated within the microstructure of powder bed components, achieving functional grading

is clearly within our reach. It should be noted these orientation control strategies have only been

demonstrated in small, simple geometry specimens of single-materials.

Returning to the example of the QR code embedded in the microstructure, whilst in this case,

the QR code merely directs the reader to the website of the research group, embedded data for

security and material traceability has been an area of significant research. Whilst traditional man-

ufacture is not immune to counterfeiting or tampering [88, 89], the digitisation of manufacture has

created significant security concerns. Unlike, traditional subtractive manufacturing, where milling

and turning machines can define only the object’s shape, adjusting AM process parameters can

influence the material’s micro-structure, thus affecting the part’s physical properties, remembering
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the expectation these components will be used almost exclusively in sectors such as aerospace and

nuclear [90, 91, 92]. Previously researchers have proposed using the stochastic nature of microstruc-

tures as a fingerprint [93], with L-PBF information can be embedded into the microstructure [94].

Critically, embedding this information into the microstructure has the advantage that it can only

be separated or altered by damaging the part. Sola et al. noted that for these traceability mech-

anisms to be realised, then capable wide-area mapping techniques are essential and not presently

readily available [95] - this being the salient point for the work at hand.

Powder bed manufacture has also had a profound effect on material design and creation through

the ability to combine multiple feedstocks allows flexible in-situ alloying [96]. This combining pro-

cess may take the form of a simple mixture [97] or more complex satelliting [13]. The components

formed from these feedstocks may be monolithic, or the composition may be spatially varying (in

two or three dimensions), known as functional grading [98]. Alloying of the feedstock may be used

to modify the elastic properties of the component [99]. In-situ alloying provides a route to quickly

generate new materials, noting that the single-crystal elastic properties of these materials will be

unknown.

Current-class L-PBF build systems can produce high-density near defect-free components; how-

ever, a relatively narrow processing window provides this, and there is no established systematic

route for determining these parameters [100]. This leads to components with volatile mechan-

ical properties, making them unsuitable for use in high-integrity applications, necessitating the

provision of many trial-and-error builds to refine the processing parameters, particularly as ge-

ometries and material feedstocks become more complex [101]. Each of these iterations requires

a full treatment of characterisation to inform the subsequent trial. This directly contradicts the

promised benefit of improved material usage and agile manufacturing, particularly when developing

components with small-production runs, common in the aerospace industry [102].

The forms of defect observed in L-PBF are summarised in table 2.1. An interesting point to

note from table 2.1 is the wide range of possible defect dimensions. This shall necessitate a sensing

system that can operate over a wide resolution range whilst maintaining a high probability of

detection. One of the most common defects to occur in powder bed processes is porosity, which

act as stress concentration sites to the detriment of fatigue [103] and elongation [104] performance

in L-PBF components [105]. Furthermore, porosity negates the mechanical benefit offered by

the finer lamellar microstructure characteristic of L-PBF by reducing the yield strength [104]. It

has been shown that these voids can present in a range of sizes, 5–500µm [106], and can either

spread throughout the bulk or be located primarily between the internal hatching area and the

external border [107]. Further investigations have developed a classification system for porosity

based on morphology which relates defects to processing parameters; spherical pores caused by
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Figure 2.3: L-PBF opens the door to spatially heterogeneous microstructures, the structure of

which is highly sensitive to the build process variables. This can result in both undesirable [79](a)

and unexpected [80](b) grain structures; however, there is now growing interesting in harnessing

this power to deliver ‘designer’ microstructures. This includes the manufacture of single crystal

components [85](c), components with data structures, such as QR codes, embedded within the

microstructure [86](d) or even the reproduction of famous artwork [87](e).

gas entrapment or acicular pores due to lack of fusion between layers. As the gas entrapment is

a by-product of the powder production process, and Du Plessis et al. showed that the ensuing

porosity this caused had less an adverse impact on the mechanical properties compared to other

defect forms - therefore, this is generally a lesser concern [108]. Other sources of defect formation

include a lack of material fusion due to incorrect laser power, impurities in the feedstock and

improper gas flow [109, 110, 111].

To summarise, L-PBF is the vanguard of additive manufacturing. As researchers move beyond

recreating traditional wrought components and begin to utilise the power of L-PBF, have been truly

awe-inspiring results, particularly in the control of microstructure, creation of lattice structures

and alloy in-situ, not with traditional fabrication methods. However, it presents an unprecedented

challenge for the field of materials characterisation. The complex process-material interactions
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Table 2.1: Defect table, adapted from Everton et al. [106]

Name Description Size Reference

Balling Molten material is not a flat layer, but

instead creates large spherically shaped

particles on the surface

10 - 350 µm [112, 113, 114]

Acicular

Pores

Pores in between layers of the AM pro-

cess

50 - 500 µm [115, 107, 116]

Spherical

Pores

Entrapped gas pores within the bulk of

the material. Material dependent

5 - 20 µm [115, 107]

Cracking Cracks occurring due to residual

stresses caused by heat sink effect

50 - 500 µm [117, 118]

Inclusions Originating from trace presence of im-

purities in build powder

10 - 200 µm [119]

Lack of Fusion The melt pool varies in size and unfused

powder is present

100 - 150 µm [120]

Geometric

inaccuracies

Curling of the bed and dimensional in-

accuracies

1 - 100 µm [121]

results in components with properties heavily dependent on process variables. Compared to tra-

ditional manufacturing techniques, the defect density in components remains obstructively high.

Understanding the potential impact of defects in L-PBF components and the stringent perfor-

mance requirements of high performance or safety-critical industries highlights the importance of

component certification in AM. The need to characterise these parts must be balanced against

the high-specific cost of creating L-PBF components, making batch testing undesirable. There-

fore, for L-PBF to realise its potential beyond a laboratory novelty, a new suite of appropriate

characterisation techniques are essential.

2.2.2 Wire-arc additive manufacturing

Process

Wire-arc additive manufacturing (WAAM) uses a wire feedstock and welding arc to build up

multiple layer structures [122], see fig. 2.4 [123]. In comparison to powder-bed fusion, WAAM is

able to produce larger parts at significantly faster deposition rates, up to 10 kg/h compared to

50−200 g/h [124]. However, these techniques generally cannot produce the intricate featuring seen
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in powder-bed fusion, making WAAM well suited to less complex, large build-volume components

[123]. The main drivers for WAAM’s adoption are a reduction in manufacturing cost thanks to

minimal feedstock waste, and a reduction in lead times [125]. Further detailed information on the

WAAM process can be found in Martina et al. [123].
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Figure 2.4: Diagram of automated welding equipment used in WAAM.

Typical features and industrial considerations

The drive to use WAAM comes from its ability to quickly create large components thanks to a

high deposition rate, with relatively low associated costs thanks to a high material utilization and

simple equipment requirements. Williams et al. provide several industrial examples of the use of

WAAM, which convey the size of components discussed. For example, a titanium wing spar of

1.2 m was produced for BAE Systems [125].

Components manufactured by the wire-arc process are characterised by a strongly anisotropic

microstructure, primarily columnar grain growth in the build direction [72]. In WAAM processed

Ti-6Al-4V, this leads to < 001 > alignment in columnar prior-β grains, which gives rise to the

strong texturing of α grains [126]. This is known to contribute to mechanical anisotropy [127],

inferior fatigue life [128], geometric distortion and crack initiation at prior-β grain boundaries

[129]. Martin et al. have suggested that one way of producing a microstructure more suitable to

engineering applications and preventing the induced residual stress is to promote equiaxed grain

growth [18]. The use of inter-pass rolling has also been trialled in WAAM to induce plastic strain

to relieve tensile stresses and enact grain refinement [130, 131]. This approach was found to
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significantly reduce the prior-β grain size and weaken the texture of both the prior-β and final α

structures [26, 126]. The resulting texture leads to components with more isotropic properties.

Recent literature focused on the industrialisation of WAAM has shown that the effectiveness of

the rolling process is dependent upon the roller’s geometry, as well as the rolling strategy, rolling

load and/or the spacing between adjacent rolling passes [132]. Ensuring this grain control is the

paramount challenge in the qualification of WAAM components [125]. Therefore, a technique

to monitor grain refinement would allow for closed-loop control of the rolling force, minimise

parameter optimisation time and, crucially, enable quality control facilitating the industrialisation

of WAAM. Currently, inspection of the microstructure requires the specimen to be sectioned and

prepared for diffraction techniques such as electron backscatter diffraction or through etching and

microscopy. Neither option can be applied in-line with the WAAM process non-destructively.

As WAAM is essentially a welding process, it can suffer from the same defects which blight

traditional welding, namely porosity, cracking, delaminations, and oxidisation [133]. Of these,

porosity is again the most common, however rather than being process-driven, this is primarily

due to poor quality wire feedstock or mishandling [134]. This has primarily been an issue for

aluminium components and is not a main concern in the titanium components [15]. Additionally,

there is evidence that inter-pass rolling can close these voids to improve density.

Aside from traditional defects, an important issue for WAAM is controlling the geometry of

the component; operating outside of the processing window can cause unexpected and significant

variations of the geometry of the deposited bead. As such, the development of in-line monitoring

techniques has primarily focused on optical and thermal methods, with a view to controlling the

build geometry, with little work on microstructure measurement being reported [106].

2.2.3 Materials

This thesis presents results in three materials, titanium, nickel (and its superalloys) and high-

silicon steel. The following section briefly summarises each material, highlighting their use in an

industrial context. Microstructural features which are encountered later in this work are remarked

upon.

Nickel

Rarely used in its pure form in engineering, nickel is instead almost exclusively used as an alloy-

ing element. An exceptional combination of corrosion resistance, high-temperature strength, and

toughness makes nickel superalloys ideal for the hot section of turbine engines.

Since Frank Whittle’s first jet engine utilised the Nimonic nickel-superalloy and henceforth, the
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development of the two have been intertwined. Rapid development in the intervening period has

led to materials that can tolerate temperatures of up to 1450 K - 90% of the melting point (it is this

ability to operate at a high fraction of its melting point which is fundamental to the superalloys).

Nearly two tonnes of nickel superalloys are found in modern-day jet engines, with other common

modern-day uses, including pressure vessels and chemical processing components [135].

Nickel and its superalloys form a face-centre cubic structure, with various secondary phases such

as γ′ and γ′′ possible, providing strengthening through precipitation hardening. Unfortunately,

the properties which make many nickel superalloys desirable also make them difficult to process,

with these materials demonstrating a high propensity of cracking. Processing routes that allow

components to be manufactured in these superalloys without defects would allow their exceptional

properties to be fully exploited [136].

Nickel is unique in that it is regularly used in industry in three distinct crystal forms: equiaxed

polycrystalline, directionally solidified (columnar grains) polycrystalline, and finally, single crystals.

As the grain boundaries are sites for damage accumulation at high temperatures, the blades in the

early stages of the turbine are typically single crystals. In contrast, the blades in the later stages

of the turbine are fabricated from equiaxed nickel alloys [135].

Unfortunately, typical processing parameters in additive manufacture induce columnar grain

growth, generating a strong [001] fibre texture in the build direction, reducing the range of potential

application of additive nickel materials. Unsurprisingly, this microstructural anisotropy results in

strongly anisotropic mechanical performance [77].

With these points in mind, Attallah et al. summarised the outstanding issues in the pursuit of

additive superalloy components as: creating high density and crack free components, particularly

using ‘unweldable’ feedstock; creating equiaxed microstructure materials, and control of the mi-

crostructure more generally; creating components with isotropic mechanical performance at least

equivalent to their traditional wrought counterparts; and of less importance to the work at hand,

improving the communities understanding of residual stress formation in additive nickel[137]. De-

veloping tools for rapid qualification of the microstructure is an important step towards realising

all of these targets.

Titanium

Although not widely used until the later part of the twentieth century, titanium is now ubiquitous in

aerospace, pressure vessels, surgical implants and maritime vessel hulls. Possessing high strength,

corrosion resistance and ductility whilst maintaining a relatively low density, approximately 60%

of nickel, titanium fulfils the demands of innumerable engineering demands. Given that titanium

is also relatively easy to process and widely available, it is clear to see why it is a popular choice
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across engineering [138]. At room temperature, pure titanium exhibits a close-packed hexagonal

structure, known as α-Ti, at 888◦C titanium experiences an allotropic transformation to a cubic

structure, β-Ti. The alloying of titanium allows access to the β phase at room temperature. Ti-

6Al-4V is an α + β titanium alloy, favoured thanks to its high strength-to-weight ratio and good

corrosion resistance; this gives it uses in aerospace, pressure vessels, gas turbines and surgical

implants [138].

The high processing temperatures found in additive manufacturing promotes the formation of

prior-β grains at high temperatures, before rapid cooling to form α′, and α in a Widmanstätten

pattern [134, 139]. Burgers orientation relationship defines the transformation between the high

temperature cubic β-phase and the low temperature hexagonal α-phase, given in Equation 2.1.

This allows twelve α orientations to form within a prior-β grain [140].

{110}β//(0001)α 〈111〉β//〈21̄1̄0〉α (2.1)

In practice, for a known orientation of the parent β-phase, gβ, the twelve possible α-variants

can be predicted by Burger’s relationship. This process has been explained in detail by Davis [141].

This limited number of orientation possibilities leads to large microtextured regions, much larger

than the size of the individual α-phase grains [142]. Sinha et al. showed that the crystallographic

orientation and size of the large microtextured regions are associated with facet-initiation sites of

fatigue cracks [143].

High silicon steel

A soft magnetic alloy, silicon steel is used for low to medium frequency applications in electric ma-

chines and transformers [144]. The addition of silicon to iron offers increased electrical resistance

and improved magnetic softness. High silicon steel alloys in particular offer high electrical resis-

tivity, near-zero magnetostriction, and low magnetocrystalline anisotropy, making them promising

for magnetic device and electrical machine applications [145]. However, in the case of alloys > 2%

silicon, embrittlement of the material occurs. This has meant that despite the excellent properties

of 6.5% high silicon steel, its use beyond the laboratory has been minimal. Ouyang et al. sug-

gested that if a suitable manufacturing route could be developed, high silicon steel would rapidly

see industrial acceptance [144].

Goss, whom the texture shown schematically in fig. 2.5a is named after, demonstrated that

the properties of silicon steel could be improved by controlling the grain orientation [146]. By

aligning the easy axes of magnetisation, fig. 2.5b, the permeability is increased, and iron losses

minimised - compared to an isotropic equivalent [147]. This has made the material an excellent
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candidate for high-voltage power transformers. Several routes are possible to achieve this texturing,

including rapid solidification and annealing after cold rolling. The target crystallographic textures

for alignment of these easy axes of magnetisation are known as Goss and cube textures; a cube

texture aligns the {001} planes with the <001> directions in all axes. However, in the literature,

it is not uncommon for authors to report a cube texture relative to a perpendicular bi-sector in

the material [148], and therefore the difference between these two textures becomes arbitrary, and

we may consider them one and the same for the purpose of this thesis.

crystallite grain

(101) plane

[001] direction

Easy axis 

Hard

ax
is 

<111> Hard axes
<001> Easy axes

FeSi body-centre cubic 
lattice

Figure 2.5: In electrical steels, strong crystallographic alignment allows access to the easy axes

of magnetisation, meaning magnetic saturation can be reach for a lower applied field (right). For

the body centre cubic lattice of silicon-steel (centre) the easy axis of magnetisation is the <001>

direction. Therefore, it is desirable to create a Goss texture (as shown of the left) or cube texture,

in the fabrication of silicon-steel components.

Garibaldi et al. demonstrated that near-fully dense 6.9% silicon steel specimens could be

produced by powder bed fusion [148]. Crucially, the melt pool depth was shown to control the

final texture formed, with a strong cube texture formed when a deep melt pool was used. The

melt pool geometry is not directly controlled; instead, the laser power and scan speed are varied

in conjunction to achieve the desired effect.

High silicon steel provides an interesting example material as controlling the microstructure is

essential and highly process dependent, with a clearly defined industrial application. Particularly

as the control of the orientation of the crystal lattice occurs in three axes, rather than two of a

typical fibre texture. Therefore, silicon steel is a good candidate for SRAS investigations, and
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results in this material are presented in chapter 6.

2.3 NDE and characterization tools for additive manufac-

turing

To date, a lack of well-suited validation techniques has been cited as one of the most significant

inhibitors to the industrial pick-up of AM. Commonplace NDE techniques were introduced in §1.5.1,

this section extends this to reported applications of these techniques within additive manufacturing.

There is much work concerned with process-based monitoring with additive manufacturing,

which do not directly detect the physical properties of the specimen. However, as these are not

analogous to the aims of the work at hand, this should not be considered a comprehensive col-

lection. The past decade has seen a wealth of literature in this domain, concerned with both

characterising materials and the process. Several authors have conducted thorough literature re-

views into the state of the art, including Everton et al. and Grasso and Colosimo, which cover

process-centric measurements in greater depth than discussed here. The reader is referred to the

review conducted by Du Plessis et al. [149] for an up-to-date and exhaustive report on process

monitoring technologies.

Virtually all in-situ NDE techniques to gain traction within the industry to date are non-contact

methods. The logic behind this is that the challenging environment within the build chamber, loose

powder spray, acoustic noise and space limitations all make measurement more difficult. Due to

the need to use non-contact stand-off devices, the majority of techniques trialled thus far have

been for surface inspection rather than volumetric techniques.

As stated by Du Plessis et al. in their recent review of non-destructive testing for AM, the as-

sessment of texture and microstructural inhomogeneity is ‘not something usually required for NDT,

usually done destructively using representative samples’ [149]. It is with this commentary in mind

that the following review attempts to cover the place of both defect detection and microstructure

assessment within additive manufacturing.

Optical

Taking observations of the component or process is the easiest way to determine the success of

the manufacturing process. The earliest and most straightforward method of monitoring the build

was to install a camera to observe the build chamber. Foster et al. provide a good summary of

this approach, providing several examples of observed defects, including cracking, uneven powder

distribution and recoater blade damage [150]. Generally, this approach is limited to observing
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gross defects and complications. As such, this has fallen from common use in favour of the more

advanced methods discussed below, which provide enhanced sensitivity.

Within additive manufacturing, there are now two primary applications of optical imaging.

Scanners based on structured light, photogrammetry and laser scanning are now common for

assessing the geometry correctness are now possible in-situ. Where sufficient resolution is available,

these techniques can also be used to measure the surface roughness of components. Several authors

have also demonstrated that failing to achieve an even powder distribution leads to dimensional

inaccuracies of the finished part [151]. As such, these same optical systems have been deployed to

measure the evenness of the powder bed prior to irradiation [152].

High-speed imaging systems, with frame rates �1,000 Hz, have also been extensively used to

study additive manufacturing. Again this allows the correctness of the build to be monitored, as

demonstrated by Kleszczynski et al., who implemented a camera onto the external body of an

EOS build chamber. The authors found the technique was able to measure feature sizes across

the powder bed and could therefore be used as a technique to measure geometric correctness in-

situ. Furthermore, the method was also shown to be capable of detecting voids in the powder bed

following bed re-coating, which could result in porosity defects occurring in that layer. However,

one common issue with high speed imaging is the sheer volume of data generated, the majority

of which goes unused. For example, Berumen et al. trialled a high-speed camera to measure the

dimensions of the melt pool with a frame rate of 16,666 frame/s, giving a data output of 75.1

GB/s for full bed imaging [153]. Thus, whilst high-speed imaging remains a valuable technique

for understanding the processing dynamics within the build chamber during fabrication, due to

the volume of data generated, the difficulties associated with defect recognition and being limited

to inspection of the component surface mean high-speed imaging is more suitable to monitor the

melt-pool interactions or spatter dynamics. This approach has been used to good effect by Bidare

et al. for studying the particle and fluid dynamics in L-PBF within an open architecture build

system to better understand the fundamentals of the process [154, 155].

A novel optical microscopy based approach has been proposed by Wittwer and Seita, who

recognised that EBSD is not suitable for characterising samples with long-range microstructure

heterogeneity, and a more appropriate tool is required for additive manufacturing microstructures

[156]. When a material is chemically etched, the preferential dissolution of crystallographic planes

can generate topographical surface features which are linked to crystallographic orientation [45].

These features reflect visible light preferentially at certain angles, producing an anisotropic re-

flectance effect. Adjusting the position of the source allows characteristic directional reflectance

spectra to be captured, which can then be fitted against simulated spectra to determine the crys-

tallographic orientation [157]. Comparison with EBSD in L-PBF nickel specimens showed excellent
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quantitative agreement (no values quoted) and was acquired two orders of magnitude faster. In-

deed, this method was later used to capture the inverse pole figure of the nickel superalloy with

the embedded QR code example, as shown fig. 2.3d. The principal drawback to this method is

the need to etch the specimen surface to generate the characteristic reflection profiles, this will

prevent the measurement from being deployed in-situ, and the etched surface may not be desirable,

necessitating additional surface treatment after inspection. Furthermore, there are safety concerns

with chemical etching, particularly in titanium-based alloys.

Acoustic emission

The study of the acoustic emission during the laser powder fusion process was reported by Wang

et al. [158], who placed an acoustic sensor on each end of the substrate and monitored the emission

during the fabrication process. This sensing technique shows some promise for crack detection,

as clear signals were generated by the presence of cracks in the sample, but the characterisation

of these cracks proved challenging. Whilst it is stated that the signals are collected and post-

processed, the steps required in signal processing is not clearly outlined. It is likely that the

process of laser melting is acoustically noisy and the SNR of defect signals to background noise

is low. Furthermore, this technique would be limited to isotropic homogeneous materials, where

the acoustic velocity is well known and constant. Strantza et al. [159] have assessed the potential

to use acoustic emission as an inspection technique and found in L-PBF manufactured Ti-6Al-4V

samples locate and monitor the propagation of cracking.

Pouet et al. investigated the use of a random quadrature demodulation system for recording

the acoustic emission from laser welding, a process with a high degree of commonality with L-PBF

[160]. By following the melt pool, the authors were able to detect a lack of fusion and partial

penetration defects from the time trace. Other defects appeared to generate weaker or noisy

acoustic emissions, but there is scope for additional post-processing to improve the viability of this

data. From a practical viewpoint, such detector systems cost ∼ £100k, which may be prohibitively

high - this will be considered further in Chapter 7.

Koester et al. have further developed this approach for DED, again mounting piezoelectric

transducers to the underside of the build plate [161]. The electromagnetic emission spectrum was

found to range between 150 kHz to 2 MHz, spectral feature-based clustering method was used to

create ‘signature’ signals for the build process, with the authors suggesting deviations from these

the could be used to indicate defects in the build process.

The great challenge of acoustic emission data is interpreting the collected signals, which are

necessarily complex. Artificial intelligible algorithms have found popularity for decoding these

datasets and providing a more reliable defect detection method. This was first demonstrated by
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Shevchik et al. [162]. The authors used a fiber-Bragg grating for the detection of airborne acoustic

signals, citing their high sensitivity across a wide spectral range, compared to using piezoelectric

receivers. A 4 mW laser was used to continuously irradiate the fibre, with the reflected signals

from the grating then detected by a photodiode. Building one L-PBF specimen with varying

the build parameters throughout, the authors created areas that are well built and regions with

high defect densities. The specimen was repeatedly sectioned, and optical microscopy was used

to locate defects, the position of which was then correlated to the acoustic signal. The authors

classified each sectioned layer as low, medium and high quality based on the number of defects.

The final trained network correctly classified signals to these categories with an accuracy of > 80%.

Similar approaches have since between trialled with structure-borne acoustic signals, detected using

piezoelectric sensors, to classify overall part density [163]. The obstacle to using neural network

techniques widely has been the need to train the network with signals specific to that build, meaning

it is only applicable to the material and build parameters of the training data; furthermore, it can

only provide broad classifications (e.g. low quality). To see an uptake in industry, generalised

algorithms, at least capable of changing build geometry, and event detection will be required.

Optical emission

By far and away, the most common monitoring approach to additive manufacture is the use of

photodiodes to record the optical emissions from the build process. Fig. 2.6 shows the electromag-

netic emission spectra from the L-PBF process when using a 1064 nm build laser. The information

in the first, green, region can be used to measure the existence of visible plasma formation. The

second, red, region allows the build laser power to be monitored. Finally, the information in the

third, yellow, area allows the temperature of the melt pool to be monitored [164]. The primary

advantage of this technique is the data is ‘free’ and is spatially indexed. As the melt-pool dynamics

are directly related to microstructure of the final component and defect formation, monitoring the

optical emissions allow indirect sensitivity to these characteristics.

An early implementation of such a system by Concept Laser used a photodiode to monitor the

powder bed for over-melted areas and vary the laser powder based on this feedback [165, 153].

This was previously a patented system, but the patent has recently been lost, and many machine

manufacturers have now implemented similar systems.

Renishaw’s InfiniAM Spectral system tracks the laser input energy and the response for two

photodiodes with a maximum responsivity at 1070 nm (laser emissions) and > 1100 nm (melt

pool emissions), respectively. The capability of this system was evaluated by Egan and Dowling

[166]. The authors demonstrated a convincing linear relationship between the input energy, the

photodiode signal level and the strength of the part under compressive testing. The authors
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Figure 2.6: Irradiating the feedstock of an additive process with a high-power energy source

emits an electromagnetic spectrum. These emissions can be used to as a signature of the build,

with deviations indicating errors in the build process.

suggested this could be used to create signatures for commonly built components.

Away from specific IR imaging, Berumen et al. have shown it is possible to measure the

electromagnetic radiation across the build by a photodiode alone, giving information on the thermal

gradient across the build. The wide temperature range seen around the melting area in L-PBF

components (25 to 3000 K) means the resolution of the system has to be relatively low to capture

such a wide window. This technique is patented by Concept Laser to offer closed-loop feedback.

Clijsters et al. attempted to further develop this technique to allow direct defect detection and

classification. Following image processing, artificial discontinuities of 1 mm have been detected,

but typical L-PBF defect sizes could not be detected using this technique [167]. A generalisation

of this technique has been suggested as an approach for all in-line measurements by Grasso and

Colosimo [168].
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Thermography

An extension of optical emission monitoring is to focus on the long wavelength range which carries

temperature information. Monitoring thermal gradients can highlight discontinuities which affect

the thermal conductivity of the specimen. This can be applied in two fashions, passive tomog-

raphy to study the build process or induction thermography for the detection of defects, ex post

manufacture [169].

Hooper demonstrated a two-wavelength high-speed camera for monitoring the melt pool [170],

results are presented in fig. 2.7a. Stability and dynamics in powder bed fusion procedures are

affected by the evolved temperature fields in the melt pool. Additionally, in the case where the

temperature field is adverse, defects are prone to appear. Similar approaches to this have infrared

camera [171] or a scanning pyrometry [172]. As the melt pool dynamics are the cardinal factors in

determining the final properties of the competent, these approaches provide valuable information

on the manufacturing process.

Traditionally, thermography has no place in materials characterisation - injection thermal en-

ergy to a component cannot reveal the microstructure. However, Raplee et al. exploited the

relation between melt-pool temperature to correlated scan strategies to the final microstructure

[173]. The authors demonstrated whilst line scanning generated typical columnar grain growth of

an (001) orientation, using short point exposures could create areas of equiaxed microstructure

with a significantly more random crystallographic texture, with point exposure regions reaching

temperatures of 1200◦K, 50◦K hotter than the line exposure regions, fig. 2.7c. This is part of the

same broad body of work that developed many of the microstructure control techniques introduced

in §2.2.1. The relationship becomes more complex when the geometry becomes complex, whilst the

authors introduced a heuristic for indicting if a region is more likely to be columnar or equiaxed -

they conclude by stating further trials in different materials and build processes are required.

To date, limited results have shown the ability of thermal monitoring to detect errors within

the L-PBF build process; currently, thermography is focused on passive techniques monitoring

the melt pool. As an example, fig. 2.7d shows the results of an IR monitoring study by Krauss

et al. [174]. The authors added artificial defects to the build to assess the ability of melt-pool

monitoring to detect in-defect components caused by insufficient heat dissipation during the build

process. The temperature distribution across the build chamber bed could be observed using an

IR camera at a long wavelength banding and 50 Hz sampling rate. Due to pace restrictions and

the need to protect the monitoring system from the debris within the build chamber, the camera

was mounted externally, limiting the field of view to 160 x 120 mm, 30% of the total build area. It

was shown that process irregularities could be detected so long as they occurred at a rate less than
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the sampling frequency, and defects of ≥100 µm could be detected. However, in comparison to

the typical defects seen in L-PBF, table 2.1, a significant number of defects typically occur at less

than 100 µm in size. Furthermore, in reference to fig. ,2.7 the defect position is not immediately

apparent, and classification or sizing of the defect is near impossible.

Cerniglia et al. compared laser ultrasound (see §2.3.5) to laser thermography for the detection

defects in additive manufacture specimens and concluded the robustness and the whilst ultrasound

was superior for the detection and evaluation of flaws, the robustness and the easy set-up of

thermography would make it attractive [175]. However, in this work, the authors needed to paint

the surface of the specimen, giving a matt finish to ensure greater absorption optical energy -

clearly an undesirable extra step.

2.3.1 X-ray computed tomography

X-ray computed tomography (XCT) is generally seen as the gold standard for NDE of additive

components. There are two primary uses for XCT in additive manufacturing, porosity measure-

ments and dimensional metrology; for the purposes of this thesis, only the first topic is of relevance.

Thompson presented a detailed review of X-ray computed tomography for additive manufacturing,

and the reader is referred to this text for a comprehensive review [176].

When considering the overall density of the specimen, the Archimedes method generally pro-

vides superior accuracy and is, of course, much simpler to conduct [177]. The value of XCT is,

therefore, the ability to localise and characterise specific defects. This has proved particularly

advantageous when combining XCT with mechanical measurements, allowing the failure initiation

at porosity sites to be observed. To this end, Carlton et al. demonstrated that the distribution

of porosity through the component has a greater influence on the tensile strength than the bulk

density that would be measured by the Archimedes method, reinforcing the importance of defect

localisation [178]. Through XCT, it is now understood that in samples with large inhomogeneous

void distributions, failure will be dominated by individual flaws as opposed to bulk density, with

cracks consistently initiating at pre-existing large voids. Authors have demonstrated these detected

defects can be correlated to build events such as misaligned overlap regions between contour and

hatched sections [179], or high-density inclusions due to powder feedstock contamination [180].

Tammas-Williams et al. demonstrated the ability of XCT to both detect and extensively

characterise porosity [107], based on size, morphology and location, within L-PBF components.

An example dataset from this work is presented in fig. 2.8, showing the map of porosity through a

full specimen (a) and two high resolution zoomed images, highlighting the range in pore size and

morphology within the component. The quality, and ease of interpretation of this data should be
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Figure 2.7: (a) Thermographs of meltpool, showing the temperature distribution and morphol-

ogy of the meltpool at 10µs intervals over a single laser pulse [170] (b) Typical equipment set-up to

make thermography measurements in L-PBF. The chamber door may need altered to minimise the

viewing angle [174]. Alternately, the equipment may be mount in-line, much like the optical emis-

sion digram in fig. 2.6. (c) Meltpool temperatures may be correlated to the resulting microstructure

formation; point melt regions reach a higher temperature and induce an equiaxed microstructure,

whereas the typical lien melt produces the expected columnar grains structure [173]. (d) Thermo-

graph and accompanying micrograph of additive specimen surface, showing artificial flaws in the

build. Areas around the defect sites are less able to dissipate heat, producing clear indications in

the thermograph [174].
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noted, in comparison to techniques introduced later in this section, as this has been a principal

factor in the prominence of XCT within additive manufacturing, thus far. It was found that whilst

larger defects could be reliably detected using a macro XCT system the lower detection limit in

terms of pore size was ∼25 µm. Whilst defects below this resolution limit do occur in additive

specimens, authors have argued away this point by suggesting only defects > 25µm are fatigue

critical, and thus smaller defects can be ignored [181].

(a) (b)

10 mm

1.5 mm

Figure 2.8: (a) Example of XCT dataset, captured with a voxel size of 9.9µm in powder bed

Ti-6Al-4V. The red markers indicate voids throughout the volume, consistent with a high level

of entrapped porosity. (b) Zoomed volumes of the same specimen, machined from the locations

indicated by blue boxes in (a). Using smaller volumes allows the voxel size to be decreased to

2.1µm, hence allowing the smaller porosity to be visualised [107].

The fundamental drawback of XCT is the volume of specimen which can be interrogated. For

example, titanium specimens are generally limited to a thickness of 40 mm. Therefore, smaller

coupons from the same build are usually studied as a proxy for measuring the actual component.

However, this has raised questions on the representativeness, given the importance of geometry

and build parameters on the final structure and defect formation, as discussed in §2.2.1.

From X-ray µCT over repeated scans of multiple X-ray spectra, it is possible to reconstruct

the microstructure distribution of materials [182]. Initially, this was limited to the measurement

of material phase distributions. However, contemporary research has demonstrated the ability

to determine each grain’s full crystallographic orientation and morphologies in the measurement

volume. McDonald et al. used this method to track the grain formation during the sintering of

copper powder [183]. Whilst this method is subject to the same restrictions as ‘classical’ XCT, the

potential applications of non-destructive 3D orientation measurements in additive manufacturing

are abundant, and it is sure that forthcoming publications will explore this to provide seminal

insights into the microstructure formation in additive components.
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2.3.2 Other traditional NDE approaches

Despite their ubiquity in the NDT industry as part of the ‘big-five’, the use of eddy current, dye-

penetrant and magnetic particle testing for additive manufacturing has thus far proved unsuitable,

albeit in a limited number of studies. In all techniques discussed in this section, there is no

reporting of the ability to measure or characterise the microstructure of additive components.

The as-built rough surface of additive parts makes dye-penetrant inspection challenging as the

dye is captured in many features on the surface. The rough surface must be machined to allow

testing, following manufacture, to be suitable for the detection of surface-breaking cracks [149].

To date, despite many authors dismissing magnetic particle inspection, there appears to be a

lack of actual studies. In all likelihoods, magnetic particle inspections would be plagued by the

same issues as dye penetrant and with the additional limitation of only being applicable to ferrous

components, for which there is less of a market within additive manufacturing - compared to nickel

and titanium.

Eddy current is of interest as it is well suited to the detection of surface-breaking and near-

surface defects, particularly cracking. Use use of eddy current testing for surface crack inspection in

L-PBF components has previously been reported [184]. It was found as-deposited surface roughness

contributed to a lower signal to noise ratio due to the lift-off effect. An exciting development has

been the work of Todorov et al., who have demonstrated the first in-situ measurements by eddy-

current. By mounting the probe to the recoater blade to maintain contact with the surface of

the component, measurements can be made layer-by-layer. Detect deliberate lack-of-fusion type

defects ∼ 10 mm in diameter. This approach is limited to defects > 1 mm and relies on calibration

(to eliminate the effect of the grain structure) using previous builds of the same material with

known properties [185].

Returning to the problem of counterfeiting and traceability, introduced in §2.2.1, Eisenbarth et

al. proposed embedding voids within components to create unique signatures of average porosity,

which could be detected by eddy-current testing as an anti-counterfeiting measurement [186]. The

authors demonstrate a prototype system that can validate parts within a few seconds. However,

the density of porosity required to generate unique and measurable signals will significantly degrade

the functional performance of the component.

2.3.3 EBSD and diffraction techniques

The study and understanding of microstructure in additive manufacturing relies heavily on the

use of EBSD. It is customary for new materials and processes to be subjected to several rounds of

EBSD to understand the microstructure formation. The traditional downsides of EBSD have been
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the speed of acquisition and limited area of study, as the specimen must fit with the confines of

the vacuum chamber. These issues are present for any materials researcher but particularly within

additive manufacture for two reasons. Firstly, the propensity for heterogeneous microstructure

results in wider areas having to be mapped to characterise the structure fully. Secondly, given batch

runs and a high degree of customisation, it is counter-intuitive to have to destroy the specimen to

characterise the microstructure.

Most commercial detectors offer acquisition rates in the range of hundreds of points per second.

Developments in detector technology have increased this to 3000 and even 5000 points per second,

but these remain uncommon beyond academic pursuits. Tong et al. have shown that forescatter

electron images (acquired an order of magnitude faster) can highlight the grain structure. There-

fore, Kikuchi patterns and the subsequent EBSD analysis only need be performed once per grain;

in a test specimen, this was shown to make the process 100× faster [187]. As detector speeds

increase, it is becoming more common to interrogate large areas by EBSD - however, this is still

on the scale of a few mm2[188], and usually requires stitching together several discrete maps [189].

A particularly challenging example is the study of Ti-6Al-4V, where the user wishes to study

the prior-β structure. To recover a map of this cubic β structure, the orientation of each α-phase

lathe must be measured and fed into the Burgers orientation relationship [190]. As outlined by Seifi

et al., the scan must have a high enough resolution to record α orientations from the lath (1− 2µm

width) whilst probing an area that is large enough to record data from multiple prior β grains for

reliable statistics, recognising that each β grain can be several millimetres in size [24]. Additionally,

it may be a challenge to simply fit a sufficiently large sample within the vacuum chamber, such

that many multiple prior-β grains are present, given the size limitations of EBSD (upper limit of

∼ 20mm in specimen length). In the case these conditions are satisfied, the resulting scan can

have up to 100 million measurement points, necessitating big-data/cloud computing approaches

for appraising the dataset. This is an overly time, data and resource-intensive process, given that

it is generally the texture or average orientations of the α-lathes over a meaningful area that is

of interest, rather than the orientations of each grain; however, the nature of EBSD means each

grain must be resolved.

The research groups of Collins and Pollock are making particularly exciting developments in

the use of EBSD for AM, delivering the first 3D microstructure maps of additive specimens. The

recent work of DeMott et al. presents, for the first time, the EBSD analysis of additive Ti-6Al-

4V in three dimensions. Note that whilst 3D-EBSD has been available for over twenty years, it

remains uncommon (∼ 1% of EBSD publications per year make use of this) [191]. The authors

used the established technique of sectioning the specimen by focussed ion beam, repeating the

EBSD acquisition at each sectioned layer. Pollock et al. have used a similar system with the
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addition of a femtosecond-laser to form the so-called tri-beam system [192]. The femtosecond laser

offers faster material removal rates than the focussed ion beam. This method was used to study

the solidified melt pool of a powder bed nickel superalloy specimen [193]. The strong columnar

grain growth, aligned to the < 001 > direction, was seen away from the melt pool, within the

melt pool volume, grains form radially around the centre of the melt pool near the top surface,

with significant misorientation to the columnar growth. Previous modelling has failed to capture

this microstructure formation. Thus, this experimental technique has paved the way for a new

microstructure modelling - this is a vital step for enabling the forms of microstructure control

discussed in §2.2.1. Characterisation in 3D facilitates a comprehensive analysis of the solidification

process beyond that which conventional 2D metallography allows and is, therefore, a valuable new

technique for understanding the physics of additive processes. Of course, in both methods, the

studied volume is wholly destroyed by the sectioning process.

In-situ synchrotron imaging has been used extensively by Lee et al. to study the volumetric

metal pool dynamics [194]. This body of work has demonstrated that porosity is due to the

formation of a keyhole in unstable melt pools. This creates a road map for reducing porosity by

optimising processing parameters. Similarly, Zhao et al. have developed a real-time monitoring

system using high-speed x-ray imaging for powder-bed fusion [195] for the characterisation of

the spatter origination mechanism. However, the laser scan path is typically limited to a single

continuous track, again limiting to the study of process dynamics and not inspection of additive

components.

2.3.4 Ultrasound

Ultrasound, induced via a piezoelectric transducer located under the baseplate, has been trialled

as an in-situ volumetric inspection technique. Rieder et al. monitored the increasing build height

by observing the shift in back wall echo location as a function of time. The authors demonstrated

this arrangement was capable of detecting the presence of a 2 mm diameter sphere embedded

within a cylinder of diameter 20 mm and 10 mm tall [196]. However, the results show limited

defect detection capabilities. The authors suggest this may be a result of transducer misalignment

but suggest future studies with phased array may be more effective. This was progressed further

by manufacturing a half-cylinder with a radius of 50 mm and width of 30 mm, containing nine

internal cylinders, 2 mm, 3 mm and 4 mm in diameter, increasing with depth.

In traditional NDE, it is common to see researchers test the capability of their new technique

by examining a specimen with side-drilled holes. The development of NDE for AM is no different,

apart from the ability to build these defect-like features as part of the AM process, rather than
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placing them after manufacture. The literature usually names these build-in or nested defects,

and the latter will be used henceforth. There are two competing arguments on the validity of this

approach. On the one hand, real AM features, such as the rough surface, will change the scattering

matrix of the defect compared to machined holes [197] - meaning they are not equivalent acoustic

reflectors. Conversely, by nesting the defects as part of the build process, the interpretation of

results must also consider the accuracy of the build process, for example, under-sizing of hole

diameter. This means the measurement of the defect size is a function of both the fidelity of the

ultrasonic measurement and the AM build process; thus, isolating the sensitivity of the ultrasonic

measurement necessitates a complementary measurement of the defect size, usually by x-ray or

similar. A number of studies have demonstrated the capability to detect such nested defects using

laser ultrasound techniques. Javaldi et al. have attempted to tackle this problem by presenting

a method for reliably creating defects of a known size by placing tungsten carbide balls within

the build, claiming these were more representative of defects than side-drilled holes and were of a

known size allowing calibration for sizing [198].

The use of imaging algorithms are an obvious route to improving ultrasonic measurement utility

and fidelity. When working with ultrasonic phased arrays, it is now common to employ the total

focusing method. In order to assess the suitability of the total focusing method for AM, Javadi

et al. have reported a series of studies focused on the detection of defects in wire-arc specimens

[199]. The authors compared the performance of single-element wheel probe, conventional phased

array methods and the total focusing method for the detection of side-drilled holes with diameters

between 0.5 mm and 3 mm. The single element probe failed to detect even the 3 mm holes. The

conventional phased-array image highlighted the majority of 3 mm defects but missed those close

to the surface. The total focusing method proved capable of detecting down to the 0.5 mm holes;

however, the frequency of inspection needed to be increased to 10 MHz to obtain indications of

the near-surface defects. No sizing of the defect was attempted. The primary limitation of this

approach is the need to use a gel/liquid between the transducer and the inspected specimen to

maintain acoustic coupling, particularly impractical for inspection during fabrication. To address

this, the authors reinvestigated the air-coupled transducer wheel, using a 64-element array rather

than a single element as previous reported, with the expectation that it would provide the dual

benefits of the improved imaging capability of a phased array whilst negating the need for couplant

[200]. This approach was shown to be capable of detecting defects of 1 mm diameter, without the

need to machine the inspected surface. However, as contact needs to be maintained between the

transducer roller and the deposited specimen, the temperature must either be allowed to cool after

deposition or the roller be capable of working at temperatures in the hundreds of degrees Celsius,

the researchers citing this as a key area for future development.
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Huang et al. used ultrasound to study the microstructure-property relationships in additively

manufactured stainless steel [201]. An increase in attenuation of the acoustic wave was correlated

to increasing porosity in the specimens, whilst this does not allow for the detection of specific

voids, it does facilitate statistical based monitoring of porosity levels. The acoustic wave velocity

is a function of both grain size and porosity, but as Stanke and Kino demonstrated [202], the

relationship between grain size and wave speed is complex, due to the scattering and propagation

effects (as introduced in §1.8 and are expanded upon in §2.5), even without considering the effects

of porosity. An iterative solution to this unified theory for bulk wave propagation in polycrys-

talline materials was previously prosed by Kube, and utilised in this work to predict velocity and

attenuation coefficients, noting this requires knowledge of the single-crystal elastic constants of

the material [203]. Given the complexities of this method, it is without surprise then that at-

tempts to correlate wave velocity with porosity and grain size were inconclusive. Nevertheless, this

work represents the contemporary zenith in the application of ultrasound to the determination of

microstructure-mechanical properties in additive manufacturing - beyond SRAS.

Whilst it has not been applied to additive manufacturing as yet, the work of Lan et al. is worth

noting. The authors use measurements of acoustic wave velocity in multiple directions through

a specimen to recover the crystallographic texture [204]. At the time of writing, this is the only

way to non-destructively measure the bulk microstructure of metallic specimens. Application of

this technique to additive specimens is likely a worthwhile pursuit. Tant et al. use full-waveform

inversion to characterise bulk microstructures, but this is primarily to suppress the scattering effects

of the microstructure for improved imaging for flaw detection in ultrasonic inspections [205].

2.3.5 Laser ultrasound

The non-contact nature has made laser ultrasound a popular candidate for inspection in additive

manufacturing. It has been common to use to use time-of-flight methods to detect potential

defects in additive manufacturing specimens. Klein and Sears reported the first study of additive

manufacturing components by laser ultrasound in 2004, launching this field of research [206]. Using

a standard pulse-echo set-up with a commercial two-wave mixing detector, the authors aimed to

detect the presence of near-surface holes. In similar pulse-echo set-ups, the simplest way to confirm

the presence of a defect would be to look at the arrival time of the reflected longitudinal wave;

it be expected to arrive before the back wall echo. However, in this work, the authors stressed

the need to detect defects within the last few deposited layers. In which case, the propagation

distance of the longitudinal wave to a defect is relatively short (10− 100µm), and therefore the

echo may arrive within the initial front-wall echo. As such, the authors exclusively studied the use
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of shear and surface waves from mode conversion and the broadening of the arrival content (due to

the presence of multiple modes). This, in the words of the authors, ‘bulging’ of the Rayleigh wave

arrival was used to detect the presence of near-surface defects. Despite the authors presenting

further wavelet analysis, consistent detection and sizing capability remains undemonstrated.

Yu et al. used a similar pulse-echo arrangement, with the addition of a rough surface detector

allowing the as-deposited surface to be interrogated [207]. Four holes, with a diameter between 0.4

and 2 mm were placed 2.5 mm from the inspected surface. An example b-scan of this specimen is

given in fig. 2.9a; amplitude drop due to the presence of the holes, whilst the presence of the 0.4 mm

cannot be discerned. Building upon this work, Davis et al. used a through-transmission laser

ultrasound arrangement to detect nested 1 mm diameter holes, centred 5 mm from both detection

and generation surfaces [208]. An example b-scan from this work is reproduced in fig. 2.9b. In

this case, a drop in amplitude of the received acoustic signal corresponded to the presence of the

nested holes.

Everton et al. conducted a more realistic study by varying the build parameters to generate

regions of under-melting, over-melting and increased hatch spacing between melt lines - leaving

regions of unsolidified powder. The authors then used bulk wave laser ultrasound to detect the

presence of the ensuring defects. Clear indications in the time-domain signal due to the presence of

defects were reported; however, the ability of the technique to size, accurately locate or characterise

defects was not assessed and appears limited based on current results [209].

Lévesque et al. used laser ultrasound in the destructive ablation regime to study WAAM-like

specimens. The synthetic aperture focusing technique was used to correct focussing distortion and

improve the resolution of the collected b-scans. In the processed b-scans, the interface between

the substrate the deposition could clearly be seen, whilst indications of large internal porosity was

confirmed with x-ray tomography. Cerniglia et al. demonstrated the first in-process results for

WAAM-like specimens; by attaching the ultrasound system to an industrial robot, alongside the

deposition tool, the deposit could be examined seconds after fabrication. Results demonstrated the

ability to detect voids within nickel superalloy specimens, of 0.1 mm near the surface and 0.8 mm

deeper in the material, defects smaller than 0.1 mm were consistently missed.

Millon et al. presented b-scans of additive components with machined notches on the examined

surface, the morphology of which resemble naturally occurring lack of fusion defects. Measurements

are made by generating acoustic waves with a line source on the top surface of the specimen

and detection by a two-wave mixing interferometer, with the authors focussing on the generation

and detection of Rayleigh waves. There is a wealth of literature on the use of SAW for surface

cracking, but it is notable that detection was possible despite the rough surface of the specimen

[210, 211]. Zhang et al. again used a pulse-echo arraignment and scanned across the surface of the
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specimen, allowing c-scan imaging in the pursuit of crack-like defects. The authors demonstrated

sizing capability with 1 mm notch sized with 1% accuracy. Finally, it was demonstrated that

increasingly rough surfaces (within the typical AM operating window) decreased the signal-to-

noise ratio of measurement, noting that the inhomogeneous distribution of the SNR is particularly

detrimental to defect identification [212].

In most applications using a piezoelectric transducer as a phased array is preferred, thanks to

the capability to focus the ultrasonic beam on areas of interest. To arrange 32 or 64 piezoelectric

elements within a package with a useful form factor is trivial and does not significantly increase the

cost. Whilst it is possible to use multiple laser sources to create such an array [213], to purchase

32 or 64 lasers is unrealistic, not to mention the low portability of such as system. It is possible

to use fibre delay lines to pattern the beam meaning only once source is required [214], but this

necessitates a complex optical arrangement and the delivery of optical power to the specimen is

limited by the power the fibre can withstand. Therefore, to replicate this for laser ultrasound

imaging, the most effective approach is to use capture the waveform at every generation-detection

pair and use imaging algorithms to create the array in post-processing synthetically. Pieris et

al. build upon previous work by Stratoudaki et al. [215], where simulated phased arrays where

creating using laser ultrasound, allowing the total focussing imaging algorithm to be used [216].

An aluminium specimen, manufactured by L-PBF, was made with deliberately placed voids of 0.5

and 1 mm diameters, at a depth of 26 mm.

The technique demonstrated excellent capability to detect nested flaws within the component,

as shown in fig. 2.9c, comparing well to conventional piezoelectric phased-array imaging. The

generation and detection of ultrasound was made from the substrate face of the specimen as this

has a ‘smoother’ surface, but there is no reason why a suitable ultrasonic detector would not

make measurements on an as-deposited surface possible. The scan time remains an issue, with the

measured component taking 3 hours to measure, although Lukas et al. have demonstrated this can

be significantly reduced by considering only the generation-detection positions, which yield high

sensitivity to the same location [217]. This is termed selective matrix capture, as opposed to the

full matrix captured originally used by Pieris et al. this approach was shown to reduce the scan

time by a factor of 10. With a view to integrating within a build system, the primary drawbacks

are cost and the fact that defects are observed far from the free surface, the argument being that

it is then too late to enact any remedial action.

To provide a brief summary at this juncture, all of the laser ultrasound results discussed thus

far are concerned with the detection and sizing of nested or relatively gross defects, reflecting

the priority of this field. Whilst additive manufacturing presents some unique challenges, it is

inherently a metallic structure, and it should be of no surprise that well-established laser ultrasound
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Figure 2.9: Example results of laser ultrasonic studies in additive manufacturing. B-scan data in

specimens with side-drilled holes is shown from (a) pulse-echo [207] and (b) through transmission

arrangements [208]. (c) The normalised total focussing method image, using shear-shear wave

arrival, in the LIPA study of L-PBF aluminium specimen with nested defects. Clear indications

of all but one defect are present [216].

techniques for detecting deep porosity in wrought materials remain viable. Much of the interest in

additive manufacturing the opportunity, and it is therefore notable that few works have proposed

a technique capable of detecting near-surface defects, providing the opportunity to correct the

build. In contrast, little weight has been given in the research to the use of laser ultrasound to

characterise the microstructure of additive components.

In the domain of material characterisation, Dong et al. staged through transmission exper-

iments in additive aluminium specimens, with the aim of correlating the measurements to the

grain size [218]. The authors demonstrated through experimental results and simulation that the

attenuation rate and the grain size was well correlated. Although, due to the directivity pattern

of ultrasound generation, the results become less reliable as the detection beam is moved away

from the epicentre of generation. It should be noted that the estimation of grain size by measuring

the attenuation of the acoustic waves using laser ultrasound was first proposed in the 1980’s (see

Scruby et al. [219]) and is now well established, with recent work tending to focus on applying

these measurments in-situ. For example, the recent work of Malmström et al. in the measurement

of grain sizing of steels, as part of the hot strip mill process, provides a good example of this
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state-of-the-art in this field away from additive manufacturing [220].

Zhan et al. investigated the use of laser ultrasound for the measurement of residual stress

in titanium DED components; the authors had to first find the acoustoelastic coefficient (the

parameter which relates the change in acoustic velocity to applied stress) by tensile loading. The

authors showed laser ultrasound results showed good agreement with the accepted hole-drill method

for residual stress measurements. However, the need to determine the acoustoelastic coefficient

makes this an impractical technique to apply. Furthermore, the numerical framework used in this

case assumes isotropy, an assumption that does not hold for most additive components [221].

Ma et al. have recently presented a novel hybrid technique that combines laser ultrasound with

optical emission to study the microstructure of WAAM components offline [222]. The ablative

generation of ultrasound creates plasma with the characteristic optical spectra, reflecting the ele-

mental composition within the generation area. The authors were able to map variations in the

titanium content across the specimen surface, correlating this to a region of anomalous as measured

by EBSD. Again, the measured attenuation coefficient from the acoustic data was used to infer the

grain size in the material - these results showed some correlation to baseline measurements with

EBSD. The authors state the technique is well suited to in-process inspection within WAAM and

present a possible implementation, although no in-process results have yet been reported [223].

The authors attempt to argue around the need to calibrate the acoustoelastic curves as the ele-

mental composition may be tracked, and they assume a database of pre-calibrate curves for each

material will be available).

As with 3D-EBSD, volumetric imaging is an exciting area of much interest. Therefore, with

an eye on the future, it is worth recounting the work of Thréard et al. where by measuring the

time-domain Brillouin scattering of the transverse wave, the grain structure is revealed in a volume

of 30 × 30 × 8µm [224]. Whilst this reveals only the acoustic contrast and not crystallographic

orientation, work is underway to tackle this inverse problem. Development of this and derivative

techniques will be a significant step in the study of additive manufacture and materials character-

isation more broadly.

2.4 Elastic constant measurements

As stated in §1.4.4, it would be difficult to overstate the importance of elastic constants within

engineering and physics. To reiterate for the reader who remains unconvinced by this statement,

a few pertinent examples of the uses will lay bare their significance. Fundamentally, the elastic

constants relate stress to strain [29], and provide a bridge between the micro- and macroscopic

worlds. From an engineering perspective, knowledge of the elastic constants and orientation in
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anisotropic crystalline materials is vital for understanding the in-service mechanical performance

and facilitates the calculation of engineering elastic parameters including: Voigt-Reuss-Hill mod-

uli, shear modulus, Young’s modulus, bulk modulus, Poisson’s ratio, and unveils other physical

properties including strength, hardness, wear and melting temperature [30]. For the materials sci-

entist, measured elastic constants can communicate information on many important phenomena in

solids including magnetic and electron-lattice interactions, phase-transitions and mode softening

[31]. In the search for new alloys, ensuring crystal stability is of paramount importance, requiring

knowledge of the elasticity. Moreover, they are requisite in any acoustic materials inversion scheme

(including determination of the bulk texture or grain size). In short, elastic constants have an es-

sential role to play in the calculation of many key physical quantities material behaviour under

loading, and in turn, inform our wider understanding of materials.

Primarily the need to measure the elastic constants is driven by the evolution of material

processing techniques and novel alloy development. However, the progress in measuring techniques

has fallen out of step with the rate of development in materials. This has resulted in a situation

where the majority of techniques for determining the elastic constants are only viable with single

crystals specimens. However, it is infeasible for the vast majority of compounds to be grown

into single crystals, making such techniques unsuitable. Du and Zhao estimate this applies to

around 99% of the possible 160,000 distinct solid compounds, in addition to many solid-solution

compounds used in common structural alloys [225]. Additionally, the proliferation of powder-

feedstock additive manufacturing techniques has opened the door to easy in-situ alloying, allowing

new alloys to be created rapidly[13]. In such cases, the elastic constants for the pure element are

used, often resulting in significant errors in the calculated mechanical properties.

The role of elastic constants within NDE is not always immediately obvious. For example,

the velocity of a longitudinal wave in an anisotropic medium can be expressed as cl =
√

C11

ρ

(it is not uncommon to see this given as cl =
√

E
ρ but this refers specifically to a wave in a

rod), all ultrasonic measurements are in some sense probing the elasticity of the material. Indeed,

calibrating the material velocity is an essential step in any ultrasonic flaw detection or thickness

measurement.

Prior to giving an overview of the experimental techniques, as will be given in §2.4.1, some

general comments and a potted history of elastic constant measurement is necessary. One of

the first practical experiments undertaken by a mechanical engineer will be the measurement of

tensile stress in a bar in response to strain, which allows Young’s modulus to be found. Through

this elementary method, Young (of Young’s modulus) and Riccati took the first steps on the road

towards characterising the elasticity of a material in the late 18th century. However, it was a further

century before the single-crystal elasticity matrix was measured. The requisite breakthrough came
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in the form of the eponymously named Bridgman method, which provides a technique for growing

single-crystal metals of controllable orientation. This allowed for single crystals to be studied and

the relationships above to be exploited in the pursuit of elastic constant measurement.

The period between the early 1950’s and late 1970’s saw a wealth of investigation into the

determination of elastic constants, particularly as ultrasonic techniques became increasingly viable.

Many of the measurements made in this time period are still regularly cited in today’s literature.

Hearmon tabulated elastic constants for a variety of sources in the Landolt-B̊ornstein series [226],

later updated by Every, and his remains an essential reference for elastic constant values. Similarly,

the compilation of iron and nickel elastic constants by Ledbetter and Reed, despite it being nearly

fifty years since its original publication is of significant value [28]. Is it values from this Landolt-

B̊ornstein series for which Hearmon is often credited in modern literature, however, in the majority

of cases these are the averaged results of other authors results. Averaging to find the values assumes

the variations stem from experimental inaccuracy, however a brief glance through such complied

tables reveals notable variation in the reported values for many materials. To demonstrate this,

fig. 2.10 visualises the reported elastic constant values of pure nickel, as reported to date, on a

series of violin plots. There is seen to be significant variation in the reported values of all three

elastic constants, with notable outliers.

Given many of these measurements are over 50 years old, one may assume the variation is a

function of measurement error that may reasonably be expected to improve with time. However,

whilst the case of errors is not specifically dealt with by many authors, the tables of Appendices

A and B summarises these values where reported. In most cases, authors estimate a measurement

error of no greater than 1%. If this is taken at face value, then it does not explain the range

in reported values for many pure materials. Unfortunately, the considerable development in the

experimental techniques, inversion processes and a more pressing demand to characterise new

materials over this period has taken precedence over repeated studies of the elastic constants in

ubiquitous materials, such as nickel. This leaves the true source of these variations somewhat

unaddressed.

Ledbetter and Reed suggest the variations in elastic constants reported for the ‘same’ material

are less a symptom of poor measurement accuracy and more a failure to rigorously characterise

the materials studied [28]. Variations in the measured elastic constants can arise from chemical

impurities, residual stress, processing route and magnetic saturation. Trace impurities influence

elastic constants through an impurity-dislocation interaction; dislocations contribute an additional

strain upon stress application. Similarly, small residual stresses affect measured elastic constants.

Therefore, when measuring the elastic constants, it is preferable to study a low-impurity, and

well-annealed specimen as both residual stresses and dislocation density are reduced by annealing.
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Figure 2.10: Violin plots of reported elastic constants values for pure nickel, values taken from

Ledbetter and Reed [28]. For each constant the white dot indicates the median, horizontal lines

are the mean, the height represents the range, the width is the amount of data (i.e. horizontal

positioning of data points is done only to prevent overlapping and aid readability), and the vertical

lines in the middle are the interquartile range. The y-axis is common to the three plots.

The actual experimental impact of chemical impurities is not well reported; Speich et al., who

determined the variation in the engineering elastic moduli for iron due to alloying elements, provide

one of the few works in this area [227].

Values of elastic constants for various cubic and hexagonal materials are given in table A.1

and B.1, respectively. Values are reproduced as given in the original literature. Where possible,

uncertainties and errors are listed, however to date many studies have omitted these values. Where

error bounds are given, these are often the error associated with the measurement of the direct

property, offered with the caveat that the errors in the final calculation of the elastic constants

will be no less than the initial measurement error. Furthermore, the tools for testing the validity

of elastic constants extend to only checking the stability criterion for the tensor. Beginning with

the eponymously named Born criterion for cubic crystals [228]:

C11 − C12 > 0, C11 + 2C12 > 0, C44 > 0

and later extended for other crystal systems [229], including hexagonal:
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C11 > |C12|, C33(C11 + C12)− 2C2
13 > 0

C11C13 − C2
12 > 0, C44 > 0.

Alers and Neighbours used this approach to detect errors in reported elastic constants for brass

and gold [229]. Of late, Kube et al. have encountered similar issues with incorrectly tabulated

property constants and have taken up this challenge with the development of their propSym tool

[230]. This tool is primarily for higher-order physical tensors as it calculates the number of inde-

pendent members, this is well known for the fourth-order elasticity tensor (but less well known

for other properties such as the piezoelectricity tensor); unfortunately, it does not provide insight

into the validity of elastic constants, beyond checking they satisfy the symmetry of the tensor. All

of the constants listed in Appendices A and B satisfy the stability conditions; beyond that, it is

impossible to draw further conclusions on their validity. Alongside the advancement of technology

to measure elastic constants, further tools for validation are also a necessary development.

2.4.1 Measurement methods

The following section introduces and discusses the merits and drawbacks of the four common

techniques for determining the single crystal elastic constants of a specimen.

Static measurements

Static measurements are a general family of time-independent approaches which rely on measur-

ing the engineering elastic moduli and converting these into the single crystal elastic constants.

As discussed in §1.4.3. the inverse of the stiffness tensor, Cijkl, is the compliance tensor, Sijkl.

The compliance tensor relates directly to engineering moduli which can be directly measured by

compression, tension, bending or torsional testing. General forms of E, ν and G, as a function

of orientation are provided in appendix .C, with selected examples returned to stiffness terms in

equation 2.2, away from these primary directions writing the moduli in terms of elastic constants

becomes arduous. The bulk modulus is independent of crystallographic direction thus only one

expression is necessary.

E[001] = C11 − 2 C12
2

C11+C12

E[101] = 4 C44(C11
2+C11C12−C112C12

2)
2C11C44+C11

2+C11C12−2C12
2

G[001] = C44

B = 1
3 (C11 + 2C12)

(2.2)
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In order to determine the single-crystal elastic constants, the specimen must be a single crystal

of known orientation. In such samples, three independent measurements (for example, E measured

in the directions [001], [101] and [111]) allow the elastic constants to be determined by the inversion

of the compliance matrix. These techniques were widely used to determine the elastic constants,

including those of brass [231], nickel [232] and cobolt [233], for example. The primary experimental

sources of error are the precise calibrated measurement of stress and strain. During popular use,

up to the 1950’s, these calibration errors were usually quoted to around 1% [28], and it is realistic

to imagine this could be further improved with modern experimental equipment.

Unfortunately, these errors become significant due to the propagation of errors when inverting

the compliance tensor. This was succinctly demonstrated by Hearmon, who showed in cubic

materials an error of just 2% in the determination of S11 and S12 would lead to errors of 7.2%

and 13.4% in the determination of C11 and C12, respectively. It should be noted when working

with materials that exhibit positive C12, representing the vast majority of engineering materials,

inversion of the stiffness tensor does not lead to greater errors in the compliance tensor. Therefore,

by measuring the elastic constants, the engineering constants can be reliably calculated, whilst the

reverse is not true. These approaches were the first commonly used elastic constant techniques,

primarily because the experimental methods were already well established; however, ultrasonic

measurements have generally superseded the use of static methods over the past fifty years, thanks

to the improved accuracy.

More recently, nanoindentation modulus measurements coupled with orientation measurement

has been used to obtain orientation-dependent Young’s modulus and gives a viable approach to

applying these techniques to polycrystalline materials [234]. The method has not yet demonstrated

the capability of evaluating the full elastic constant values, but there is no reason why this is

not feasible. Similarly, atomic force microscopy (AFM) based methods are well-established for

the elasticity measurement of biological specimens, producing extremely high spatial resolution

qualitative modulus maps but extraction of accurate elastic constants is still far from a reality,

especially for hard materials such as metals [235].

Bulk wave velocity

By preparation and careful alignment of the principal crystal axes with those of the experiment,

it is possible to derive relatively simple equations describing the acoustic velocity as a function of

elastic constants. Table 2.2 shows the relations of the bulk wave velocities to elastic constants in

cubic materials and hexagonal materials.

Similar relationships can be approximated for other planes; however, the expressions become

much more complex, the relations for arbitrary directions are given in appendix D. For cubic
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Table 2.2: Example relationships between elastic constants and bulk wave velocities, for planes

in cubic and hexagonal materials.

Cubic

Plane (hkl) Direction of motion wave mode Relation to ρv2

(001) [001] longitudinal C11

[001] shear C44

(101) [001] longitudinal 1
2 (C11 + C12) + C44

[001] fast shear 1
2 (C11 − C12)

[001] slow shear C44

Hexagonal

Plane (Φ) wave mode Relation to ρv2

0◦ longitudinal C33

shear C44

90◦ longitudinal C11

fast shear C44

slow shear C66

materials, such as aluminium and nickel, if the (001) plane is exposed, the measurement of the

three bulk wave velocities are sufficient to determine the three unknown elastic constants, with

relatively simple expressions. In hexagonal materials however, at least two distinct crystal cuts are

required to determine the five unknown elastic constants. Measurements along the prism plane are

sufficient to determine C11, C12 and C44, however these measurements have no dependence on the

value of C13 or C12, therefore an second cut at an arbitrary angle (0◦ < Φ < 90◦) is required.

The simplicity of this method has made it the technique of choice for many authors, meaning the

elastic constants of most pure metals have been measured by this technique [236, 237, 28]. Briefly

disregarding the demands of specimen preparation - covered in the next paragraph; the actual

acoustic measurement of velocity makes no special demands compared to other studies concerned

with precise velocity measurements, for example wall thickness determination. The point being

that the measurement of acoustic velocity can be made with errors of less than 0.001% and that

there is no reason why these cannot be translated to the measurement of elastic constants [31].

The primary drawback of this method is the need to carefully prepare a single crystal of the

specimen, cut at a known orientation. Usually, faceting is required to expose multiple crystal planes

for measurement, and therefore this is certainly a destructive process. Ideally, the crystallographic

planes of measurement are high-symmetry directions, such that simple relations as in table 2.2
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may be derived. However, in the case of low-symmetry measurements (such as those required

in hexagonal materials, as described above), then algebraic inversion is generally infeasible and

numerical optimisation schemes must be employed. These optimisations have the general form of

a least-squares minimisation

F =
1

N

N∑
i=1

(
vmeas
i − vcalc

i

)2
(2.3)

where vmeas is the experimentally obtained velocity, N is the number of sampling points in the

measurement and F is the value of the objective function. The task is then to vary the calculated

velocity, vcalc, as a function of Cij to minimise F .

Surface wave measurements

As with the bulk wave velocities, the velocity of SAW depends on the materials elastic constants.

However, it is not feasible to derive closed form expressions relating the SAW velocity to the elastic

constants in arbitrary directions, therefore a forward and inverse model is required making this a

generally more complex approach. The general advantage of surface wave techniques is acoustic

localisation, allowing measurements to be made within specific grains. As surface waves provide

greatest sensitivity to the shear constants C44 and C11−C12

2 , however, they are less sensitive to

longitudinal elasticity, leading to an acknowledged indeterminacy between C11 and C12 [238].

Developed in the late 1990’s acoustic spectro-microscopy (ASM) was developed to measure

the acoustic wave velocity with a view to extracting the elastic constants [239]. This approach

was applied to coarse textured cubic pure nickel, and interestingly used to simultaneously find the

crystallographic orientation, to date this is the only reported method to solve for both elasticity and

crystalline orientation - although the approach is limited to cubic structure materials. However,

beyond a limited publication history, it appears the technique was a abandoned shortly there after

due to the impracticality of measurement. An acoustic couplant was required and the acoustic

measurement system required with the separate optical microscopy unit. The measurement is also

highly sensitive to eccentricity when rotating, requiring further challenging alignment. Despite

this, the technique did facilitate high measurement accuracy, constants within 5% and orientation

within 1◦. Kim et al. have used line-focus acoustic microscopy to measure the elastic constants of

thin films and exotic alloys [240]. Much like ASM, this requires the specimen to be immersed for

acoustic coupling, limiting the application of the technique [240].

In a collection of works by Seiner and Landa, transient grating spectroscopy has been used

to measure the elastic constants in shape memory alloys, where stress induces phase changes in

the materials crystal structure [238]. The results . To improve the sensitivity to C11 and C12
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Figure 2.11: Schematic of ASM system, as used to localise large grains and measure acoustic

slowness surfaces for inversion to determine the elastic constants and/or crystallographic orien-

tation. The grain center is found on the microscopy arm of the system before translating the

specimen to the acoustic arm. The velocity surface is captured by rotating the specimen through

the φ stage, whilst the incident angle is controlled by the θ stage. Measurements are made for each

(φ, θ) pair, in order to find the Rayleigh critical angle. Acoustic coupling is provided by immersion

of the sample [239].

the authors are investigating the possibility of using both surface wave modes and the quasi-

longitudinal wave in the inversion to provide a more deterministic solution [241].

Du et al. have developed a method where-by a grating film of polydimethylsiloxane is deposited

on the sample surface at the area of interrogation [225]. Illumination of the film by laser pulse then

excites a surface acoustic wavelength equivalent to the grating spacing, extracting the frequency of

the measured acoustic wave then allows the SAW velocity to be found accurately. This was repeated

in several directions to capture slowness surfaces, and used to determine the elastic constants of a

number of metallics including nickel and aluminium. However, there are two primary drawbacks.

Firstly, the film needs to be deposited and replaced for each measurement position and propagation

direction. Secondly, the proposed inverse methods again requires the orientation of each grain to

be measured carefully beforehand by EBSD.

Very recently a laser pump-probe measurement was developed to extract elastic constants from

a coarse-grained polycrystalline stainless steel sample, without knowledge of the grain orientations,

by measuring the SAW [242]. The method is only applicable to cubic crystal structures with
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the assumption of a random distribution of the crystal orientations and requires measurements

over 1000 individual grains; thus it can only be applicable to samples satisfying these stringent

conditions. Other methods are developed to extract elastic constants from highly textured samples

only [243].

A method of determining the elastic constants without the need for couplant, film, or painstak-

ing alignment of a grain centre to the acoustic source is extremely desirable. Particularly if an

accompanying inversion scheme could be used without prior knowledge of - or strict assumptions

on - the crystalline orientations in the specimen.

Resonant ultrasound spectroscopy

The general working principle of resonant ultrasound spectroscopy (RUS) for the measurement of

elastic constants is outlined in fig 2.12. Typically, specimens are precisely cut as a parallelepiped

with care taken to ensure opposite faces are perpendicular and normal to the principal crystallo-

graphic axes. In practice, this is achieved by time-consuming iterations of machining and Laué or

electron backscatter diffraction to determine the orientation.

The forward problem to predict the natural frequencies for a specimen of known dimensions and

elasticity is relatively simple to implement. However, the desire is to calculate the elasticity from

measured resonances - the inverse problem. No analytical solution exists to the inverse problem;

thus, an iterative numerical approach must be taken. By comparing the measured frequencies

to those computed from the forward model for a range of elastic constants and minimising the

residual, the experimental elastic constants can be found. The relatively simple apparatus used

lends itself to making measurements at elevated temperature measurements. Leisure and Willis

provides a comprehensive outline of the ‘standard working’ concepts of RUS in [244]. Further to

this, notable, with respect to the work at hand, improvements and use cases of RUS are discussed

below.

RUS is well established and has been widely used in the study of elastic constants in industrial

metallics and earth minerals in the general configuration outlined above. The technique is to

accurately determine the elastic constants, assuming the measured inputs (dimensions, density and

orientation) to the forward problem have first been precisely measured; otherwise, the resultant

errors are significant. Simply machining a single crystal specimen along the crystal growth direction

is insufficient, as only a few degrees of misalignment can lead to unacceptably large uncertainty in

modulus estimates.

Notable recent developments in the field include the work of Pollock et al., who have proposed

Bayesian inference for the inverse problem [245]. Most inverse schemes provide only point estimates,

that is to say, a single value. What is lacking is the associated error or confidence in the result. As
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discussed in §2.4, this is a notorious problem for elastic constants, where multiple values are for the

same material without indication of the associated accuracy. In most cases, users of the values are

left to propagate sources of measurement error to arrive at a ‘best-case’ accuracy. Computing a

Bayesian posterior yields probability distributions, meaning the confidence of the result is inherent

to the inversion method. In this work, the authors report the elastic constants for the Ni superalloy

CMSX-4 to a maximum accuracy of ±4 GPa. Whilst this is larger than the 1 GPa/1% quoted by

many authors (see appendix A), it is a more realistic estimate of the accuracy as it considers the

inverse process rather than just measurement errors. Notably, this group have also then applied

this technique in the study of additive specimens.

The resonant frequencies of a polycrystalline material depend on the crystallographic texture

of the grains through the specimen - this means there is no longer a method to extract the single-

crystal elastic constants. However, it is possible to determine 21 independent elastic constants of

the textured elasticity matrix. This also allows the texture coefficients to be extracted, similar to

the work of Lan et al. discussed in §2.3.4. This approach was taken by Rossin et al. to determine

the texture coefficients and elastic constants in additively manufactured cobalt-nickel alloys [246].

This allows the complete bulk elastic response of the specimen to be characterised but relies on

accurate knowledge of the single-crystal elasticity. In previous work, the authors measure the

elastic constants of single crystal cobalt-nickel specimens, enabling this later work on the additive

material [247].

2.5 Spatially resolved acoustic spectroscopy

Spatially resolved acoustic spectroscopy (SRAS) is an important SAW measurement technique,

allowing the local velocity to measured across the specimen surface. The technique has been de-

veloped at The University of Nottingham and can trace its roots back to earlier work in acoustic

microscopy and adaptive optics. In 2003, Sharples presented the optical scanning acoustic micro-

scope [4], leveraging the non-contact and non-destructive nature of laser ultrasound to create an

alternative system that removed the need for couplant and surface contact by a transducer, as used

in scanning acoustic microscopy systems, which were common at the time. This opened up a new

research domain for laser ultrasonic imaging. Rayleigh- and Lamb-type waves were used to image

defects and materials characterisation, such as coating thickness. Having established the O-SAM

instrument for isotropic media, Sharples et al. conducted a series of experiments to develop a

technique capable of accurately measuring the SAW in polycrystalline media, in spite of acoustic

aberrations. The authors first set out the problem’s scale, describing the possible steps to achieve

improved measurement fidelity in anisotropic polycrystalline media [68].
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Figure 2.12: Working principle of resonant ultrasound spectroscopy for elastic constant extrac-

tion. The input transducer is driven by a sinusoidal signal, this in turn drives vibration of the

specimen under test. The frequency components of this vibration are function of the specimen the

dimensions and elastic properties. In traditional operation the elastic constants are extracted from

a single crystal material of known orientation. A polycrystalline specimen may also be studied to

extract the textured elasticity matrix, in which case the single crystal elastic constants must be

known for the material under examination.

When using a focussed acoustic beam, it is possible to compensate for aberrations by using

an adaptive source. By first measuring the plane’s point spread function perpendicular to the

propagation direction at the desired point of detection, it was possible to obtain a new excitation

profile that would redirect the acoustic waves towards the desired detection point. This adaptive

correction could take two forms, lower-order ‘tilt’ correction, where the generation image is rotated

slightly to refocus the acoustic wave at the detection position, or higher-order correction shaping

the wave-front, as shown in fig. 2.13.

It was also shown that by measuring Green’s function response of the material and using this

as a basis for optimising the generation of the SAWs that it was possible to create regions of high

spatial coherence, even when propagating the surface wave through anisotropic polycrystalline

media [69]. This allows SAW velocity to be robustly determined across the sample surface by

tracking the phase gradient of the zero-order of diffraction of the measurement region, provided a

good measurement of the Green’s function response could be captured for the material.

Concurrent with this body of work, Hong et al. used the O-SAM system to accurately measure
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Figure 2.13: (a) The propagation of SAWs on an isotropic media, the acoustic wave is focused

at the detection point. (b) The propagation of SAWs on an anisotropic polycrystalline media,

the acoustic wave is focused away from the intended detection point. Lower order correction can

be applied by simply tilting the arc to return focus to the detection point. (c) The aberrated

wavefront as measured when using the uncorrected generation image, this can be used to apply

higher order aberration correction, as in (d). Experimental amplitude c-scans at 82 MHz on

2× 2 mm polycrystalline aluminium acquired before (e) and after (f) aberration correction [248].

the velocity surface on the (001) plane of nickel and (111) plane of silicon single crystals [249]. A

spatial light modulator was used to generate the fringe pattern. Having measured the SAW at

several acoustic wavelengths, a Gaussian curve was fitted to the discrete data in the k-vector space,

the maximal amplitude was then taken to correct λ, allowing the SAW velocity to be found by

the elementary v = fλ, where f is the mode-lock frequency of the generation laser. This method

provided an extremely accurate measure of SAW velocity without damaging the sample, as had

been the case with existing laser ultrasound techniques. Whilst being initially developed for single

crystal materials, it was discovered this technique would allow measurement of the SAW velocity in

polycrystalline materials. This is thanks to the non-dispersive nature of Rayleigh waves, meaning

the wavelength of the signal was then insensitive to the problematic grain boundary crossings.

This led to the filing of a patent in 2005 [250] and the first publication demonstrating the spatially
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indexed measurement of SAW velocity in 2006 [71]. In this work, Sharples et al. measured two

titanium alloy specimens with spatial resolution of ∼ 800µm. The contrast in measured SAW

velocity was used to map the specimens microstructure. It was a remarkable step forward to image

the grain structure this way, particularity when compared to existing techniques as the need for a

vacuum chamber was removed, in theory allowing any size of specimen to be probed.

Visualising microstructure the contrast mechanism is useful, but for in-depth materials char-

acterisation, the orientation of each grain is required. The first steps towards extracting crystallo-

graphic orientation were taken when Li et al. presented SAW velocity maps with waves propagating

in perpendicular directions, highlighting the sensitivity of the SAW velocity to the anisotropy of

the microstructure [251]. The measurement of velocity surfaces was then combined with the ability

to measure the SAW velocity across the surface of polycrystalline materials in order to determine

the crystallographic orientation of polycrystalline cubic materials [252]. To achieve this, Li et al.

proposed a forward model solver to calculate the theoretical SAW velocity, a review of approaches

to this problem is presented in §2.5.2, and a complimentary inverse solver to determine the crystal-

lographic orientation from the measured SAW velocity. Agreement with diffraction measurement

of orientation was quoted as better than 4.1◦.

Results presented through to 2014 were made using instrumentation broadly similar to the

original O-SAM system. Smith et al. then developed the first modern SRAS instrument [253], this

system is used throughout this thesis and will be introduced in detail in Chapter 3. Briefly, the

instrument provided a step-change in scanning rate, with approximately 1000 points per second

now possible, making it practical to capture multi-megapixel images of the microstructure whilst

shrinking the footprint of the instrument from ∼ 6m2 to < 0.5m2.

Subsequent developments have focussed on validating SRAS orientation measurements against

EBSD [254] and investigating new materials beyond the industrial metals, including silicon [255].

The power of SRAS comes from measuring the SAW velocity in multiple directions; this requires

multiple scans of the sample, significantly increasing the scan time compared to a single velocity

map. Therefore, in a bid to realise faster orientation imaging, Patel et al. recently investigated

coded grating patterns which would allow the velocity surface to be captured from a single mea-

surement. This was shown to be a promising approach but relied on exacting positioning of the

detection beam relative to the coded grating - challenging to realise in the experimental system

consistently [256].
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2.5.1 Spatially resolved acoustic spectroscopy for additive manufactur-

ing

The following section summarises the use of SRAs in AM, prior to the commencement of this

EngD programme and does not report any of the novel contribution of the author. SRAS, and

its forerunner systems, have been extensively used to study additive manufacturing specimens,

beginning with the use of the O-SAM system to measure variations in acoustic amplitude across the

material, which could be correlated to porosity and lack of fusion defects in Ti-6Al-4V specimens.

In the same work, the authors presented SRAS measurements in the nickel superalloys MERL76

and Waspaloy, with the contrast in SAW highlighting grain boundary locations [257]. These

measurements were all on specimens manufactured by the laser engineered net shaping process,

but all subsequent studies have focussed on the L-PBF process.

Smith et al. conducted a thorough investigation into the use of SRAS with Ti-6Al-4V specimens.

One particularly interesting outcome was the detection of subsurface porosity thanks to the mode

conversion of the surface wave to Lamb wave in a small region, where the thin material acts as a

plate-like structure. The measured SAW velocity in this region falls far below the expected range

for titanium, > 300 ms−1, indicating the measurement of the fundamental antisymmetric mode.

The authors also demonstrated a relationship between the mean SAW velocity and the sample

porosity.

Hirsch et al. furthered the investigation in the understanding of the microstructure in additive

manufacturing, studying four 10 mm cubes made manufactured from the nickel superalloys CM-

247LC [81]. CM-247LC is a member of the ‘unweldable’ set, which suffer from cracking during

rapid cooling and solidification; therefore, developing L-PBF build processes which can create

crack-free specimens is an active area of research (see §2.2.3) [136]. The authors demonstrated the

acoustic dataset could be used to detect and size surface-breaking cracks in the material, with good

correlation with measurement by optical microscopy. More value was extracted from the acoustic

data by correlating the SAW velocity maps to the approximate crystallographic orientation, i.e.

closer to the (001) plane.

Throughout these works, the authors discussed at length the feasibility and problems associated

with integrating a SRAS instrument within the build process, with the surface roughness of additive

components acknowledged as the primary challenge. Previous SRAS measurements had all been

made on polished AM specimens; this was then addressed by Patel et al. in 2018, who presented

SAW velocity measurements in ‘as-deposited’ Ti-6Al-4V specimens [258]. To cope with the surface

roughness (Sa ∼ 6µm), the knife-edge detector was replaced by a speckle knife edge detector. The

acoustic wavelength was decreased to 250µm, compared to 24µm used in the smooth surface
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studies. The SAW velocity maps reveal consistent texture across the specimen surface, consistent

with the initial results of Smith et al. in the same material. In this work, the authors also

presented a demonstration SRAS system installed within a decommissioned L-PBF system. The

generation and detection beams were scanned using galvanometer mirrors rather than translating

the specimen by linear stages, as in other SRAS experiments.

Measurements of SRAS signals on rough surfaces in this system illustrated that a SRAS in-

strument could be integrated within an L-PBF build system and be able to make measurements.

The authors concluded by noting the next steps in this domain would require the integration of a

SRAS system within a working L-PBF build system.

2.5.2 Calculation of surface acoustic wave velocity

Much of the power of SRAS is found in its ability to determine the crystallographic orientation

of materials. This relies upon accurate knowledge of the theoretical SAW velocity, and as such, it

is appropriate to briefly summarise approaches to this calculation. The initial steps in this field

were made by Lord Rayleigh, who first derived the explicit secular equation for the eponymous

Rayleigh waves in isotropic media in 1885 [259], where the velocity is the a root of equation 2.4.

R(V ) =
(
2−M2

2

)2 − 4
√

(1−M2
1 )(1−M2

2 ) = 0 (2.4)

Where M1 = V
cL

and M2 = V
cT

. In the case of 0.265 < ν < 0.5 one real root exists corresponding

to the SAW velocity.

However, the calculation of SAW velocity in non-isotropic materials is more complex. When

deriving a solution to the problem, most authors, this work included (see chapter 4 for greater

detail), follow the Stroh formalisation, which presents an eigenvalue value problem to determine

the wave propagation constant that satisfies the boundary conditions. Although alternative ap-

proaches have demonstrated this is not the only viable formalisation, it remains by far the most

common. This approach was first demonstrated by Stonely, who derived the explicit secular equa-

tion for orthotropic materials [260] and a closed form solution, equation 2.5, of the SAW phase

velocity propagating in the [100] direction on the (001) plane in cubic materials [261]. Stonely

used the Newton–Raphson method to determine the roots of the characteristic equation. Similar

solutions may be derived for the (011) plane [262], however as Stonely remarked, the algebraical

and arithmetical work involved in deriving such expressions becomes extremely cumbersome. In

any case, the resulting eigenvalue problem is not analytically tractable for an arbitrarily rotated

crystal of arbitrary crystal symmetry.
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Destrade reported an explicit form of the characteristic equation for monoclinic symmetries

[263], which was later generalised fro any crystal symmetry by Ting [264]. This approach is

attractive as the SAW velocity can be determined without the need to iteratively minimise the de-

terminant. However, the derivation of these explicit equations is again extremely challenging, even

with modern symbolic math packages. Additionally, these forms do not allow for the calculation

of the pseudo-surface wave modes, these are of practical importance as they are experimentally

measured in certain crystallographic directions. An interesting approach to the problem has been

proposed by Stoklasová et al. using a Rayleigh-Ritz formalisation to calculate the velocity of

SAWs. This allows the non-linear equation to be transformed into a linear eigenvalue problem, as

is widely used in resonant ultrasound spectroscopy. However, this method does induce quantifiable

errors in the calculation of the pseudo modes and does not allow the calculation of the relative

amplitude of the wave modes [265].

We, therefore, return to the eigenvalue problem of the Strohl formalisation. The current im-

plementation will be described in detail in chapter 4; it is, however, worth making a few remarks

presently. In general, most approaches solve the eigenvalue problem numerically - this can trace

its roots back to the method of conducting an iterative search across the velocity range to find

values that satisfy the boundary conditions and governing differential equations, as first demon-

strated by Farnell [266]. This approach is suitably generalised such that the SAW may be found

in any direction on any arbitrary plane, may be applied to any crystal and allows the calculation

of all wave modes which propagate on the surface - not just the Rayleigh wave. The reader is

encouraged to consult the work of Farnell for greater detail. Despite being over fifty years since

its first publication, this seminal work remains the authoritative text on the calculation of surface

acoustic wave velocities.

Along crystalline planes where one surface mode can propagate, this approach is particularly

elegant as we need only find the single minimum of the determinant, a problem easily tackled by

modern numerical minimisation algorithms. However, in directions where multiple modes may

propagate, all local minima must also be found. Li et al. reported modifications to the technique,

which sort based on relative displacement of the mode in sensitive directions (vertical and in-plane)

[252]. This allows the calculation of a compound surface wave from the dominant mode at each

propagation direction. The calculation of the displacement follows the method outlined by Farnell,

but this is thought to poorly reflect the reality of thermoelastic generation, inducing errors in the
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transition between dominant modes. This approach has been the basis of SRAS measurements of

crystallographic orientation.

Further notable implementations of a numerical search include Cherry’s method, where a lim-

iting velocity was introduced, reducing the numerical search range to that where two or more of

the eigenvalues become real [267]. This reduces the search space speeding up the calculation and

preventing discontinuities in the determinant curve, in theory making minima search algorithms

more stable. However, this approach is not generalised to find all possible surface modes.

This iterative numerical search is non-trivial, with a significant temporal cost associated with

the calculation. Therefore, most approaches have pre-computed for SAW velocities for a given set

of elastic constants and orientation once to use as a forward solution in the inverse problem. This

has prevented the of elastic constants and orientation, with the study of orientation favoured as

the elastic constants do not need to be varied for simple materials.

A modern implementation of Farnell’s method, with modifications to improve computation time

and calculate the displacements to which the experiment is sensitive, is described in Chapter 4.

The solver is now suitably fast that it may be used as a forward input for the simultaneous inverse

determination of elastic constants and crystallographic orientation, as demonstrated in Chapter 6.

2.6 Summary

This chapter has built upon the fundamental concepts introduced in chapter 1 to conduct a review

of contemporary literature across fields pertinent to this thesis. This has been done with the aim

of carving out the place of this thesis within the wider fields of additive manufacturing, materials

characterisation and elastic constant measurement.

Over the past 20 years, additive manufacturing has evolved from a prototyping tool to one

capable of delivering production components. The promise of unprecedented design freedom has

created a great deal of interest in AM across high-value industries. Two distinct AM techniques,

laser powder bed fusion and wire-arc additive manufacturing, have been introduced, including

their relative merits and the primary challenges facing industrial uptake of both methods. Recent

research on the processing-microstructure relationships has demonstrated that high density, defect-

free components are possible in AM. However, there remains wide variability in the performance

of AM components - primarily due to the sensitivity of the microstructure to process variables,

including geometry and build orientation - with a spatially heterogeneous grain structure com-

monly observed. Authors have naturally proposed to take advantage of AM to deliver ‘bespoke’

microstructures, even encoding information within the grain structure.

Of course, to be a viable manufacturing method for these aforementioned safety-critical sectors,
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the quality of the AM component needs to be ensured. The use of numerous NDE and materials

characterisation methods within AM has have been described, including ultrasound. Many of the

techniques introduced are focused on monitoring the process, whilst research into those methods

capable of making direct measurements of the specimen have concentrated on detecting void-

like defects. This has meant EBSD remains the only widely used tool for characterising the

microstructure of AM components. The limitations of EBSD mean measurements cannot be made

in larger components that hope to see service, and established destructive approaches are a poor

match given the inherent variability and low volume production pf AM. Therefore, there is a clear

place for a tool to probe wide areas rapidly to confirm the presence of the desired microstructure —

particularly one that has the potential to be applied either in-situ or with little surface preparation.

The measurement of elastic constants is relevant to this work for two reasons. Firstly, knowledge

of the elasticity of a material is integral to many of the acoustic inversion schemes used to derive

useful properties of the specimen under test - indeed, such approaches will be used throughout both

chapters 5 and 6 of this thesis. Secondly, the advent of AM has made it trivial to create functionally

graded multi-material parts or novel alloys in-situ. In such instances, the elastic constants may

vary across the material or simply not be known for the new alloy. This raises the question of

how uncertainty in the elastic constants affects the acoustic inversion schemes or if techniques are

available to measure the elastic constants in such specimens directly.

The dominant approaches for the measurement of elastic constants have been described, starting

with the earliest static methods, followed by bulk wave measurements which became popular with

the arrival of ultrasonic testing and, more recently, resonant ultrasound spectroscopy. Surface

wave measurements have also been introduced, although these have not seen widespread use like

the other three techniques. Disagreements in the elastic constants of common materials have been

noted, with potential error sources discussed, but this remains an unsolved topic. The measurement

of elastic constants in polycrystalline materials remains a significant challenge, particularly when

the crystallographic orientation of each grain is unknown. A technique that could make accurate

measurements of the elastic constants (and the crystallographic orientation) in real polycrystalline

specimens would have a broad-ranging impact across materials science and make acoustic inversion

schemes applicable to the multi-material dynamic alloys possible with AM.

The conclusion of the chapter has focused upon spatially resolved acoustic spectroscopy mea-

surements, firstly reviewing the technique more generally then proceeding to specifically concen-

trate on results on AM specimens, before finally introducing methods of calculating the SAW

velocity in anisotropic materials - an essential step in finding the crystallographic orientation. The

following two chapters will continue this narrative in order, with chapter 3 firstly presenting the

SRAS instrument used to obtain experimental results in this thesis, and chapter 4 then method of
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SAW velocity calculation used in this work, as part of a wider discussion on the numerical schemes

used in conjunction with SRAS measurements.



Chapter 3

Spatially Resolved Acoustic

Spectroscopy

By the turn of the millennium, the use of lasers to generate and detect ultrasound had been common

for many years. However, laser ultrasound imaging systems were, in the main, either prohibitively

slow, complicated, of inadequate resolution or simply too expensive. The ‘missing link’ was a high

resolution, rapid means of acquiring images of the interaction of acoustic waves with materials.

The pinnacle of this technique, named spatially resolved acoustic spectroscopy (SRAS), builds

upon extensive research into laser ultrasound at The University of Nottingham [268]. SRAS is an

acoustic microscopy technique that allows the accurate measurement of the local surface acoustic

(SAW) velocity across the surface of a specimen, making it a valuable technique in materials

characterisation. The first publication of the technique dates back to 2005, building upon previous

work in adaptive optics and leading to an active patent [250].

The general history of SRAS has been introduced in §2.5. This chapter builds upon this by

providing an in-depth description of the SRAS instrumentation used throughout this thesis to

obtain experimental results (Chapter 5 and 6). It is im[portant to note that whilst the system

has been rebuilt by the autho over the course of the EngD, At the conclusion of this chapter, the

reader should be familiar with the EMDA instrument, signal processing and typical SAW velocity

maps resulting from SRAS measurements.

3.1 Early SRAS - k-SRAS

The first embodiment of the SRAS technique to be explored is known as k-SRAS, so named

because k-vector spectrum is sampled. A schematic of the optical arrangement and instrument

89
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of this system, as used to conduct early SRAS experiments, is shown in fig. 3.1. A mode-locked

Q-switched Nd:YAG laser with a fundamental frequency of 82 MHz is used for the generation of

surface waves. By passing the beam of the generation laser through a spatial light modulator,

a grating pattern of known spacing is created and subsequently imaged on the sample surface,

fig. 3.1(inset (a)).

Through thermoelastic absorption of the laser pulse, a local stress-strain field is created, in turn

generating a surface acoustic wave packet. Fig. 3.1(inset (b)) describes the process of matching the

temporal properties of the laser with the spatial properties of the sample in the generation of the

surface waves. If the grating spacing matches the SAWs wavelength, such that λg = vt (where v is

SAW velocity and t is the time between laser pulses), the generated wave reaches the subsequent

grating position at the time of the next laser pulse. This is repeated for the number of pulses

within a cycle of the generation laser. Hence, through constructive interference,large-amplitude

surface waves can be generated. In contrast, the frequency response has a broader bandwidth and

a smaller amplitude when the wavelength does not satisfy λg = vt. Crucially, Rayleigh surface

waves are non-dispersive; thus, this frequency of propagation does not change once generated and is

not affected by grain boundary crossings or variations in the propagation distance. Therefore, the

SAW velocity can be measured for each generation point across the surface of the specimen. This

method is unlike traditional time-of-flight measurements and is immune to acoustic aberrations

[71]. This SAW then propagates away from the generation patch, causing a perturbation in the

surface. This perturbation is then probed with a second laser in continuous-wave operation - as

the SAW passes below the location of the probe beam, the reflection of the probe beam deflects.

This deflection is then measured using a knife-edge style detector.

Therefore, the problem at hand is that the velocity and frequency of wave packet are fixed

(by the material and the generation laser, respectively), and the task is to determine the grating

spacing λg which maximises the amplitude of the frequency response, and in turn, evaluate the

SAW velocity from the elementary equation vs = fsλg, where. This is realised by performing

multiple scans across the range of probable wavelengths to determine the wavelength of the SAWs.

The wavelength is a property of the measurement pixel and will vary with the inherent SAW of the

material at that location. By way of illustration, if a nickel specimen is examined (where the SAW

velocities range from 2300 ms−1 to 3650 ms−1) with an operating frequency of 82 MHz, then the

range of determined wavelengths should be bounded by 28.04µm and 44.51µm. Each measure-

ment provides a discrete point in k-vector, and Gaussian fitting is typically used to determine the

maximum position. The obvious drawback to this approach is the need to conduct multiple scans

in order to build up the k-vector spectrum. It is also worth considering the mode-locked genera-

tion laser and spatial light modulator are relatively expensive components, making this approach
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difficult to realise beyond the laboratory.
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Figure 3.1: Schematic of k-SRAS system, showing the generation of SAWs in a polycrystalline

specimen from the successive pulse of the mode-locked laser. Inset (a) shows the grating pattern

as imaged on to the specimen surface, during laser emission. Inset (b) describes the relationship

between the acoustic wavelength, λg, and the fundamental frequency, fs, of the generation laser.

As the laser fires a first pule at t0, SAWs are created at each fringe position. As time passes,

moving from top to bottom in this figure, these SAWs propagate forwards and backwards - only

one direction is shown here for simplicity. Finally, the laser fires a second pulse at t1. When the

correct wavelength is chosen SAWs generated from the first pulse will be directly beneath the line

sources at the next laser pulse.

3.2 The EMDA system and f-SRAS

The current implementation of SRAS, known as f -SRAS, addresses the pitfalls of k-SRAS by

allowing the entire spectrum to be captured in a single measurement, greatly increasing the ac-

quisition speed. The mode-locked generation laser and spatial light modulator are also replaced

by a fixed mask and a broadband Q-switched laser, reducing the system footprint and cost whilst

simultaneously improving the general usability of the system.

The principle of matching the temporal properties of the laser with the spatial properties of

the sample remains, however, the generation of SAWs is now achieved by imaging an amplitude

mask of fixed fringe spacing, λg, on to the specimen surface, fig. 3.2a - replacing the spatial light

modulator. Unlike the mode-locked laser where the generation of the SAWs occurred over the

multiple laser pulses in each pulse envelope, with the Q-switched laser, the SAWs are generated
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from a single pulse. In fig 3.2b a range of possible frequencies are shown relative to the position of

the generation fringe locations - only the frequency which corresponds to the characteristic velocity

of the sample is in-phase at all grating positions (shown in red). The number of generation fringes

controls the bandwidth of the signal in the frequency domain - whilst frequency components far

from fs fall out-of-phase and are destroyed within a couple of generation fringes, components

similar to fs take several fringes to be destroyed. In effect, the grating pattern acts as a filter

on the generation, creating narrowband excitation from a broadband source. As previous, the

generated surface acoustic wave propagates at a frequency, fs, which is determined by taking the

position of the maximum in the frequency domain, having applied a Fourier transformation to the

time domain signal. Hence, in f -SRAS the acoustic wavelength λg is known (determined by the

fringe spacing on the amplitude mask and the system magnification) and fs has been measured,

allowing the SAW velocity to be found by vs = fsλg.

To restate what has already been said, the fundamental advantage of SRAS is that the velocity

can be determined by only knowing λg is the critical point. The measurement of SAW velocity

is independent of arrival time or distance between the acoustic source and detection position.

Furthermore, the frequency content of the generated wave packet depends on the properties of

the material under the fringe only, allowing the measurements to be spatially resolved. It is these

characteristics that make SRAS a uniquely capable tool for imaging the SAW velocity.

The first modern SRAS experiment and deployment of the f -SRAS method, named EMDA,

was built in 2011 - the construction of the system was funded by the now defunct East Midlands

Development Agency, hence the system acronym. EMDA marked a significant leap forward in the

capability of SRAS; alongside providing a system capable of rapid velocity measurements, with

the ability to work on large specimens, the design also prioritised minimising the footprint of the

system. The system has been rebuilt since its initial construction, with changes to the enclosure

and beam paths to improve laser safety, but this aside, the majority of the system has remained

unchanged. The system in its current form is shown in fig. 3.3.

Given that all of the subsequent SRAS systems have been developed in EMDA’s image, as it

were, and EMDA has been used extensively throughout this work, it is important to characterise

the system.

3.2.1 Generation optical path

EMDA utilises an AOT-YAG-10Q as the generation laser, with a custom miniature head allowing

it to be directly mounted to the optical breadboard. The source itself uses Nd:YAG crystal as its

gain media, producing linearly polarised light at 1064 nm, with active Q-switching.
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(a) The generation patch (red) and de-

tection spot (green) are imaged on the

surface of the sample. The imaged dis-

tance between fringes determines the

acoustic wavelength, λg. Positioning

the detection spot in either shown lo-

cation does not change the frequency of

the measured acoustic wave.

(b) The distance between fringes, λg,

determines the frequency, fs, of the

SAW wave packet. Only the frequency

component corresponding to the acous-

tic velocity of the sample is in-phase at

all grating locations.

Figure 3.2: The SAW is generated within the centre grain of (a), it can then be detected within

the grain or any subsequent position along the propagation path (as shown in the figure) without

changing the measured frequency.

By varying the laser pump current, the pulse length and energy can be varied between ∼ 1 ns

to 3 ns and 80µJ to 200µJ, respectively. In practice, the system is now almost exclusively used at

a pulse width of 1.5 ns at 2 kHz repetition rate, giving a pulse energy of 160µJ, with a peak power

of approximately 0.1 MW.

To efficiently generate SAWs, the pulse width must be suitably short to contain sufficient

frequency content within the requisite measurement spectrum. Fig. 3.4 shows the temporal and

frequency characteristics of a number of nanosecond pulses. The short pulse length of the EMDA

generation source provides a wide operating window that can span from tens to hundreds of

megahertz.

To enact power control for laser safety and to prevent ablative damage of vulnerable specimens,
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(a) Photo of EMDA system. (b) Detailed optical diagram of EMDA

system.

Figure 3.3: EMDA system, the primary SRAS system for on the measurement of smooth-surface

specimens with a view to determining crystallographic orientation.

a rotatable half-wave plate and Glan-Taylor polarizer are mounted directly after the laser head.

Whilst the same effect, at a lower cost, could be achieved with a polarising beam splitter, the high

peak power of the source exceeds the damage threshold of commercially available polarising beam

splitters. A Glan-Taylor avoids this by having an air gap between the prism faces. Adjusting the

diode pump current as a means of power control is undesirable as this also alters the pulse length.

After power control optics and safety aperture, the beam is folded by two mirrors, allowing the

beam to be centred in the propagation plane. All mirrors used in this system are made from fused

silica, and those found in the generation path are coated to provide reflectance > 95% across the

near-infrared spectrum.

Following the mirrors, the next components are the mask and aperture - these elements structure

the light and create the pattern to be imaged onto the specimen surface. The mask is a fused quartz

substrate, onto which regularly spaced chrome lines are deposited. The aperture is an extremely

thin aluminium foil with a centred hole. A range of mask spacings and aperture diameters are

available, depending on the specific application the user prioritises - e.g. spatial resolution (smaller

aperture) or bandwidth of generation (larger aperture or higher frequency). Typically, an aperture

diameter of 1 mm is used with a mask spacing of 100µm. The aperture is placed directly atop the



CHAPTER 3. SPATIALLY RESOLVED ACOUSTIC SPECTROSCOPY 95

(a) Temporal response of nanosecond

width laser pulses.

(b) Frequency content of nanosecond

width laser pulses.

Figure 3.4: A set of laser pulses with pulse widths between 1 and 10 ns. The frequency content

of the pulse can be controlled by changing the pulse width - with shorter pulse widths required for

higher frequency inspections.

aperture, such that the assembly can be considered a single optical element in terms of diffraction.

This assembly is mounted in a small rotation stage, allowing the direction of acoustic propagation

to be controlled. Care is taken to ensure the aperture is centred on the mask, otherwise as the

assembly rotates, the imaged generation patch is displaced across the specimen surface.

The tube lens of the system is an f100 achromat located 100 mm from the mask, as a result

the mask is at the back focal plane of the lens. When combined with the objective lens - a long

working distance, infinity corrected Mitutoyo M plan APO - which has an effective focal length

of 20 mm a 5:1 demagnification is achieved. This premium lens produces a well-focused image of

the grating pattern, with a working distance of 34 mm. Usefully, three other objective lenses of

the same product range are also available for use, ×5,×20 and ×50, these lenses share a parfocal

length of 95 mm. Therefore, by changing the objective, the corresponding demagnification can be

achieved without changing or replacing any other optical elements, giving the system to access

acoustic wavelengths between 8− 72µm.

This structured light is absorbed thermoelastically, creating the SAW. Light of 1064 nm wave-

length is well absorbed by most engineering metals, materials that appear silver in colour are

generally suitable. The specimen surface reflects a small proportion (< 10%) of the light. This
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reflected light can be exploited to monitor the generation patch on the specimen - valuable for the

alignment of the system.

The source is of linear polarization, and a polarising beam splitter (PBS) is mounted such that

on the first pass, the beam is unreflected. The PBS is followed by a quarter-wave plate mounted

with the fast axis at 45◦, which changes the polarization state from linear to circular. When the

specimen reflects the beam, the handedness of the beam is reversed. Upon the second pass of the

quarter-wave plate, the reflected beam is converted back to linearly polarised light, orthogonal to

the original input. Therefore, the beam is then mirrored by PBSIR to a second f100 achromatic

lens, producing an image of the generation patch on the specimen at a camera at a 1:1 scale with

the mask. Whilst the CMOS sensor of the monitoring camera has low quantum efficiency in the

NIR range, the relatively high optical power of the reflected generation beam means the grating

image can still be well resolved, despite this inefficiency.

3.2.2 Detection optical path

In order to enact one of the suitable detection schemes for the measurement of SAW velocity, a

second laser is required to probe the sample surface. In EMDA, this source is a continuous wave

532 nm laser, achieved by the frequency doubling of a Nd:YAG crystal, with a maximum optical

power of 420 mW. The head of this laser is mounted away from the main breadboard, partially

to save space and partly because the head has a propensity to overheat - necessitating additional

cooling. As such, the beam is fibre coupled into the system; the optical power is reduced to

∼ 200 mW after the collimator.

The first optical component the beam interacts with is a PBS, again mounted such that trans-

mission is maximised on the first pass. As in the generation path, this is followed by a quarter-wave

plate mounted with the fast axis at 45◦, which changes the polarisation state from linear to circu-

lar. A piezo-actuated steering mirror is used to displace the beam in the x-z and z-y axes - this

allows the position of the detection spot on the specimen to be adjusted relative to the orientation

of the grating image. A long-pass dichroic mirror then turns the beam towards the objective lens,

where a well-focused spot is formed on the specimen surface.

The specular reflection from the mirror-like surface of the specimen is captured by the ob-

jective lens, re-collimating the beam. The dichroic mirror offers a reflection-transmission ratio of

approximately 99:1, and this small transmitted portion is then turned by the PBS onto the camera,

allowing both the grating image and detection spot to be observed. The majority of the beam

instead follows back the initial path to the quarter-wave plate and PBS, where the polarisation is

changed back to linear, orthogonal to input, and the beam reflected onto the detection arm of the



CHAPTER 3. SPATIALLY RESOLVED ACOUSTIC SPECTROSCOPY 97

system by the PBS.

A second piezo-actuated steering mirror reflects the beam towards an f60 achromat that focuses

the beam towards the detector. Finally, a hot-mirror (short-pass) is placed before the detector to

prevent undesirable reflections from the generation beam from reaching the photodiode. Without

this component, the measured signal is initially dominated by the generation pulse. The surface of

the segmented photodiode is displaced slightly from the focal plane of the final achromat to ensure

the maximum possible area across both segments is filled. The piezo-actuated steering mirror

allows fine control of the beam in order to achieve this positioning, ensuring that both segments of

the photodiode are balanced. The acoustic wave can then be measured by subtracting the voltage

on one photodiode segment from the other. The KED is a gradient detector, that is to say, it is

sensitive to the rate-of-change of the acoustic wave. Thus, it is inherently more sensitive to higher

frequencies.

During an experiment, three alignment steps of the detection path are required each time the

propagation direction of SAWs is to be changed. Firstly, the detection spot must be repositioned

on the specimen surface to be in the propagation path. The KED detector is most sensitive when

the defection of the beam is perpendicular to the split between the two segments. To maintain this,

the KED itself must be rotated by the same angular increment as the mask. Finally, the position

of the beam incident on the detector must be realigned to balance the photodiode segments and

maximise the measured acoustic signal. These steps remain unautomated.

3.2.3 Signal detection and acquisition

A schematic of the signal chain is shown in fig 3.5. Depending on the scan parameters and specimen,

the passive components may be changed but typically have the following values: a high pass filter

with frequency cut-off of 10 MHz, an RF attenuator of 6 dB and a bandpass filter of 90 MHz to

250 MHz. Two powered amplifiers are also placed on either side of the attenuator. This filtered

signal is then measured on a digital oscilloscope.

The oscilloscope is triggered by the synchronisation signal from the generation laser, indicat-

ing the time the Q-switch device activates, forming the pulse. The oscilloscope has a maximum

sampling rate of 4 GHz with a bit depth of 8.

At the commencement of an experiment, a single trace is captured to sample the coherent noise

in the system. The primary noise source comes from the Q-switch of the generation laser - the

measured frequency of this falls within the measurement bandwidth, corrupting the measured sig-

nal. To combat this, the measured noise trace is subtracted from each experimental measurement

to suppress this noise source as far as possible. In specimens where large amplitude surfaces waves
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Figure 3.5: Schematic of signal acquisition chain between the knife-edge detector and digital

oscilloscope, used to filter unwanted noise and amplify the SAW signal.

can be generated, such as the shown in fig. 3.6a, subtraction of the noise is of less importance

as the amplitude of the acoustic wave is ∼ 2 orders of magnitude greater than that of the noise.

In contrast, when working with challenging industrial materials such as fine-grain titanium, sub-

tracting the initial background noise makes a significant improvement to the signal-to-noise (SNR)

ratio of the measurement. In the example waveform of fig. 3.6b, captured in highly textured and

fine-grained titanium, subtracting the initial noise increases the SNR of the acoustic measurement

from 15 dB to 19 dB.

3.2.4 Realising a scanning instrument

The specimen is mounted on two linear stages, allowing the optics to remain fixed and the specimen

to be scanned, with sub-micrometre repeatability.

As SRAS measurements can be made single-shot, it is possible to scan ’on-the-fly’ to increase

the speed of acquisition significantly. There is a subtle but important difference here between how

EMDA scans and normal ‘point-to-point’ scanning operates; when wishing to capture data at an

array of points (a0, a1, ..., an), a logical approach is to ask the scanner to travel a0 → a1, followed

bya1 → a2 and so forth. EMDA does not function like this. Instead, the linear stage of EMDA is

instructed to travel a0 → an in one motion; by assuming this journey is completed at a constant

velocity, we can infer the position and execute scanning from a temporal trigger. In practice,

this ‘on-the-fly’ scanning is achieved by gating of the trigger pulse from the laser with a signal
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(a) Waveform from ideal calibration

sample, with initial noise trace shown.

(b) Waveform from fine grained Ti-

6Al-4V specimen, with initial noise

trace shown.

Figure 3.6: Capturing an initial noise measurement and subtracting this from subsequent wave-

forms allows the systematic noise, primarily from the Q-switching of the generation laser, to be

excluded. This is particularly important in materials with lower acoustic amplitude. Here acoustic

waveforms are plotted with noise traces subtracted.

from the y-axis stage, which reports when the stage has accelerated to the appropriate velocity -

a small extra distance before the specimen is specified to allow the y-stage to begin accelerating,

such that the stage reaches its travel velocity at exactly the first measurement pixel. When the

stage has reached constant velocity, each synchronisation pulse from the laser is then passed to the

oscilloscope, triggering the acquisition of a new waveform. When a scan line is complete the stage

returns to its initial position, whilst the x-axis is incremented.

By continually moving the specimen, the time to accelerate and decelerate when moving from

one measurement point to another is eliminated; in theory, the upper acquisition rate is limited

only by the repetition rate of the generation laser. In practice however, specimens are scanned

unidirectional, as this allows time for the acquired data to be passed from the oscilloscope to the

pc and prevents potential data misalignment due to the linear stage having direction dependent

acceleration. Scanning like this approximately halves the acquisition rate compared to bidirectional
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scanning. The y-axis generally scans at speeds in the range of 20 mms−1 to 500 mms−1. The

velocity is selected to match the step-size between measurement pixels to the repetition rate of

laser - i.e. for a step size of 50µm at a repetition rate of 2 kHz the stage must travel at 100 mms−1.

This is � 0.001% of the SAW velocity, and over a pulse width of 1.5 ns would move the stage

by < 1 nm, which is negligibly small compared to the acoustic wavelength. Example experimental

data is presented in §3.2.8 and includes illustrative calculation of scan time based on these values.

The oscilloscope is used in segmented mode, allowing a scan line to be buffered into the oscillo-

scope memory and then downloaded to the experimental PC as the stage position resets to begin

a new line. Where a small step size or large specimen is scanned, the time taken to download the

data can exceed the reset time of the stage - the following scan line cannot start until the data is

completely transferred.

The specimen is mounted on a tip-tilt stage and a z-stage, both of these motorized. This is

necessary to ensure the surface remains normal to the incident laser beam across the scan area and

the grating image remains in focus. Fig 3.8 shows the impact on the imaged grating pattern due

to small perturbations in the z-position.

(a) 50µm below focal plane. (b) in-focus. (c) 50µm above focal plane.

Figure 3.7: The vertical position of the specimen is important for ensuring the imaged generaion

pattern is in focus. As the specimen moves out of focus the generation fringes no longer have sharp

edges and the imaged wavelength changes.

3.2.5 Data processing

Fig. 3.8a shows a typical time-domain signal captured by the system; the number of cycles in

the waveform correspond to the number of grating fringes imaged onto the sample’s surface. The

frequency-domain response, fig. 3.8b, is revealed by calculating the fast Fourier transform (FFT) of
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the time domain signal. The SAW velocity is then simply the frequency of the highest amplitude.

Previously, a Gaussian-fit was applied to the frequency domain data to calculate the peak; however,

with the high acquisition rates of the EMDA system, this became a bottleneck.

(a) Time domain waveform showing a

wave packet of a fast and slow grain.

(b) Frequency content of SRAS mea-

surements in a fast and slow grain.

Figure 3.8: Typical SRAS waveform and frequency response for a fast and slow wave. It can be

seen from (b) the two waves have dominant frequency of 104 MHz and 146 MHz, from an acoustic

wavelength of 24µm these correspond to velocities of 2500 ms−1 and 3500 ms−1, respectively. A

velocity range of 1000 ms−1 is typically found in highly anisotropic metals, such as nickel.

The process of zero-padding to increase the length of the time domain waveform prior to taking

the FFT is typically used for two purposes. Firstly, FFT algorithms are generally more efficient

when the signal length is a power of two. Secondly, this allows the frequency spectrum to be

interpolated, allowing the maximum frequency - and hence velocity - to be found with greater

precision. It is important to state plainly that zero-padding has no impact on the upper-frequency

limit of the measurement, merely proving greater granularity between frequency bins.

3.2.6 Spatial resolution

The spatial resolution of SRAS is primarily a function of the size of the generation patch - under-

standing this spatial resolution relative to the size of features in the specimen is an essential part

of interpreting the SAW velocity maps. Consider the spatial resolution in the direction of propa-
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gation, fig. 3.9 shows the measured velocity when scanning between two dissimilar grains. In the

case of a 200µm patch, fig. 3.9a, the velocity response shows a transition length of appropriately

the size of the patch and the measured velocity transitions from 3400 ms−1 to 2800 ms−1 beyond

the midpoint, 500µm. In other words, the measured velocity. This suggests the spatial resolution

is approximation half the patch size, in this case, 200µm. As the process of extracting the peak in

the frequency domain is non-linear, the transition between grains can have hard edges, suggestive

of a higher spatial resolution than reality.

Further complexity is introduced when considering a 100µm patch between the same two

grains, fig. 3.9b. In the previous example, the 200µm patch contains 8 generation fringes, giving

a narrowband frequency response - this allows two distinct frequency envelopes to be resolved.

Reducing the patch size and making the signal more broadband means the frequency envelopes

now overlap and cannot be resolved. Therefore, the measured velocity in the transition region is a

weighted mean of the velocity of the two grains.

(a) grain boundary crossing in 200µm

patch.

(b) grain boundary crossing in 100µm

patch.

Figure 3.9: Simulated velocity response at a grain boundary crossing for (a) a 200µm generation

patch and (b) a 100µm patch. The acoustic wavelength is the same in both simulations, thus,

reducing the patch size reduces the number of generation fringes, in turn making the signal more

broadband.

These two examples lead to the counter-intuitive conclusion that sharper edges are more likely
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observed when a larger generation patch is used, despite the system having a lower spatial resolu-

tion. These sharp edges are also likely to be observed between grains with greater differences in

velocity. This simple simulation assumes the frequency amplitude of the two grains is identical; in

reality, the generation efficiency varies from grain to grain. Furthermore, the component generated

on the first grain will be steered away from the detection spot at the grain boundary.

Therefore, to improve the spatial resolution, a smaller grating image must be used. This

can easily be achieved by using a smaller aperture in the generation optical path, but this has

the undesirable effect of reducing the number of cycles in the waveform, in turn broadening the

frequency and increasing the likelihood of observing this mean measured velocity around features.

Instead, reducing the acoustic wavelength is a more practical avenue to improve the system’s spatial

resolution.

Currently, the detector has an upper bandwidth of ∼ 300 MHz, which is the primary limiting

factor in increasing the working spatial resolution of the system. Taking 3000 ms−1 as the average

SAW velocity in most relevant metallic specimens, a working frequency of ∼ 300 MHz corresponds

to an acoustic wavelength of 10µm and spatial resolution of approximately 40µm.

This has dealt with the

3.2.7 Velocity resolution

A 4 mm thick piece of glass coated with a thin layer of aluminium is an ideal calibration specimen

for the EMDA system. The sample is completely isotropic, has no grain boundaries and offers an

extremely high reflection of the detection beam. Fig. 3.10 shows the measured velocity across a

section of this specimen, the measured velocity ranged from 2860 ms−1 to 3010 ms−1. The true

velocity of the sample is 2933 ms−1, having been measured with an earlier - already calibrated -

SRAS system.

The histogram of measured SAW velocity is shown in fig. 3.11a, giving a standard deviation

of 13.6 ms−1 (0.5% variation). Fig. 3.11b shows the impact of averaging on the velocity standard

deviation; as the number of averages increases from 1 to 1024, the velocity standard deviation

decreases to 0.5 ms−1 (0.02% variation).

As with the spatial resolution, the velocity resolution is also influenced by the number of fringes

in the grating image. Fig. 3.12a compares the standard deviation of measured SAW velocity as a

function of the number of fringes and noise levels. The trivial case of zero noise (an SNR of Inf

dB) is not shown on the log-log scale as the standard deviation is 0 ms−1. Each line exhibits a

gradient of approximately -1.7, demonstrating that for a fixed wavelength, increasing the number

of fringes and in turn, the size of the patch significantly improves the velocity resolution. As the
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Figure 3.10: Velocity map from isotropic and homogeneous glass-aluminium sample, variations

in the measured velocity arise from system noise.

size of the generation patch is increased, this improvement in the velocity resolution comes at the

cost of reducing the spatial resolution of the measurement.

As well as the velocity standard deviation, the bandwidth of signal in the frequency/velocity

domain is also a key parameter in determining the velocity resolution of the system. The frequency

domain response (shown in subsequent figures as velocity, following v = fλ) can be considered

analogous to a probability distribution. In other words, the position of the maximum is the velocity

of greatest probability; a narrowband signal is more immune to noise in the measurement, allowing

the true velocity to still be determined. Controlling the bandwidth of the velocity domain response

is also particularly important for creating a convex solution space in the inversion procedures that

will be introduced in §4.3. Fig. 3.12b plots the full width at half maximum of the signal in the

velocity domain as a function of the number of grating fringes. In summary, increasing the number

of fringes provides a more narrowband measurement with a lower velocity standard deviation.

3.2.8 Typical data

Drawing together the information of §3.2.6 and §3.2.7, two extreme cases can be envisaged that

require significantly different scan parameters. Firstly, the inspection of large grain isotropic mate-

rials, such as annealed aluminium, would prioritise high velocity accuracy; conversely, fine-grained

nickel, a relatively anisotropic material, would demand spatial resolution precedence. In reality,

most materials fall somewhere between these two extremes, and the scan parameters given in
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(a) Histogram of measured velocity in

‘ideal’ sample, as measured without av-

eraging.

(b) Standard deviation of measured ve-

locity in ‘ideal’ sample as a function of

temporal averages.

Figure 3.11: Standard deviation of velocity from experimental measurements in the isotropic and

homogeneous glass-aluminium sample that is used for calibration. All measurements are for an 8

fringe generation patch.

table 3.1 have proven to be suitable default for most materials, striking an acceptable balance

between spatial and velocity resolution.

Table 3.1: User-defined parameters and resultant in-direct parameters, for typical experimental

SRAS scanning using the EMDA system.

Wavelength 24µm Fringes 8

Signal bandwidth ∼500 ms−1 Spatial resolution ∼100µm

Noise std. 0.2 SNR 15 dB

Averages 1 Velocity std. ∼35 ms−1

Fig. 3.13 shows experimental velocity maps of two large polycrystalline specimens. The contrast

in velocity shown in these images indicates the crystal microstructure - regions of homogeneous

velocity are the grains. Fig. 3.13a shows a large-grained pure titanium specimen; the grains are

well resolved and the specimen has a SAW velocity range of 2500 ms−1 to 3100 ms−1. In contrast,

fig. 3.13b shows a Ti-6Al-4V specimen with many small grains and features. Whilst some of the
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(a) Standard deviation of measured ve-

locity a function of number of fringes.

(b) FWHM of velocity/frequency do-

main response as a function of number

of fringes.

Figure 3.12: Simulated data demonstrating the influence of the number of fringes in the grating

image on the velocity resolution of the measurement. Increasing the number of fringes reduces

both the velocity standard deviation and the FWHM of the frequency/velocity response.

grains remain well resolved, some grains are now below the spatial resolution of the measurement;

in this case, the measured velocity is a convolution of the elastic properties of all the grains under

the generation patch.

Chapter 7 revisits the speed of image acquisition within the context of an industrially viable

system. Therefore, it is worthwhile to calculate the time taken to acquire these images to illustrate

the speed of the current EMDA system as a reference point. From §3.2.4 the upper rate of

acquisition is equivalent to the repetition rate of the generation laser; therefore, the acquisition

time may be estimated by equation 3.1. The estimated and actual scan times for the specimens

of fig. 3.13 are given in table 3.2, along with the scan parameters. It is seen that the estimated

time, whilst close to reality, underestimates the total scan time in both cases. The true distance

travelled by the y-axis in each scan line is slightly greater than the measured length (usually by

10 mm), as the stage needs space to accelerate and decelerate at the start and end of the line,

respectively. Additionally, as noted in §3.2.4 when very fine step-sizes are used, the time taken to

return to the initial position is not sufficient to finish downloading the data from the oscilloscope,

resulting in a brief delay before acquisition of the following scan line commences.
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(a) Velocity map from α-Ti.

(b) Velocity map from Ti-6Al-4V specimen.

Figure 3.13: SRAS velocity maps in pure and alloyed titanium.

tscan = (
x

xstep

y

ystep
)︸ ︷︷ ︸

scan points

× 1

1000︸ ︷︷ ︸
seconds per point

(3.1)

The measurement of these surface acoustic wave velocities maps is the main aim of the SRAS
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Table 3.2: Scan time estimation for velocity maps presented in fig. 3.13.

α-Ti (fig. 3.13a) Ti-6Al-4V (fig. 3.13b)

x length 13.2 mm 160 mm

y length 23.5 mm 96 mm

xstep 20µm 100µm

ystep 20µm 25µm

Total measurement pixels 778,800 6,144,000

Estimated time 15 minutes 1 hour 45 minutes

Actual time 22 minutes 2 hours 5 minutes

measurement, however two complimentary ‘free’ datasets are also produced. Firstly, the optical

power recorded at the detector can also be plotted as a map, as shown in fig. 3.14a. The resultant

image is analogous to an optical micrograph of the sample surface. Such maps are useful for creating

data masks to remove the background in velocity maps, as used in fig. 3.13b. In specimens where

surface defects are also a concern, as in additive manufacturing, the optical image can give a clear

indication of cracking or porosity. In fig. 3.14a the grain structure can also be faintly seen at

points, along with surface defects.

The maximum amplitude of the signal in the frequency domain can similarly be plotted,

fig. 3.14b. This can either be plotted raw or divided by the measured optical amplitude at each

pixel to remove the influence of varying light return. The amplitude of surface acoustic wave mea-

sured is not constant across the sample; instead, it is clear the acoustic amplitude is a function

of the grain orientation (predicting this amplitude is complex and is discussed in greater detail in

§4.2.3).

3.3 Optically rough surfaces

The majority of data presented in this thesis has been captured from specimens that have been

polished to a mirror finish, allowing them to be measured with the EMDA system. The EMDA

system is limited to smooth surfaces by the knife-edge detector; as the surface becomes less mirror-

like and the reflection diffuse, the KED is unable to observe a change in intensity across the split

photodiodes from the incident speckles. As-deposited additive surfaces in additive manufacturing

present significant roughness, and there is a challenge in making laser ultrasonics measurements

from these. Therefore, rough surface capable systems have required a new detector. Two of the
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(a) Optical amplitude.

(b) Acoustic amplitude.

Figure 3.14: Optical and acoustic amplitude datasets are also generated by SRAS and can be

visualised as spatial maps. The amplitude of both figures is not calibrated and is instead plotted

on a relative scale. The maps shown in this figure correspond to the SAW velocity map presented

in fig. 3.13a.

rough surface detector solutions described in §1.7.3 have been trialled with success in derivative

f -SRAS systems. These are the speckle knife-edge detector [269] and random quadrature demodu-
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lation [270]; velocity maps from wire-arc specimens captured by random quadrature demodulation

are presented in Chapter 5. The process of unravelling the speckle pattern by both common detec-

tion methods has been detailed in §1.7.3, but from a practical standpoint, using either detector is

requires modification from the EMDA system. The following draws attention to several noteworthy

differences between these systems and the described EMDA system.

The first practical challenge in rough surface detection is to maximise the amount of collected

light and thus increase the sensitivity - therefore, a large optical étendue is required. To achieve

this, systems use high numerical aperture lenses, with the objective lens working close to the

specimen surface to maximise the cross-section of the reflected cone which can be captured. For

example, a 2”, f = 100 mm collection lens is used to capture part of the diffuse reflection in the

SKED system. Furthermore, this problem is also tackled by increasing the optical power of the

detection laser; in both systems, the 420 mW detection laser of EMDA is replaced by a 1.5 W CW

laser.

Despite this, neither system is capable of making single-shot measurements, with temporal

averaging required to obtain reasonable SNR signals. The leap-forward in acquisition rate of

EMDA is due to its ability to scan ‘on-the-fly’, as described in §3.2.4; hence, it is no surprise that

these gains are lost in the rough surface systems.

The spatial resolution of these systems are both lower than EMDA, primarily because of the

upper bandwidth limit of these detectors, ranging from 25 MHz to 60 MHz. This has several knock-

on effects. Firstly, a lower working frequency requires an increase in the acoustic wavelength,

80µm − 250µm are common in these rough surface systems. Therefore, to maintain 8 fringes in

the grating pattern, the corresponding spatial resolution falls to 320µm − 1 mm, comparative to

a typical spatial resolution of 100µm in the EMDA system. Using the generation laser detailed

in §3.2.1 to imaging the grating pattern at a lower magnification results in a lower peak power

density, the principal factor in the generation of acoustic waves over short time-scales [56]. Thus,

to maintain the generation of large amplitude surface waves, the power of the generation laser is

increased to one of a peak power of 0.27 MW, over double that of the EMDA generation laser.

Whilst in practice, the frequency limit is due to the bandwidth of the detectors, operating at

lower frequencies is also preferable to minimise potential attenuation of the surface wave. The

effect of SAW attenuation due to the as-deposited surface in L-PBF is not yet well understood.

Attenuation and frequency shift of SAWs has been explored at length by Maradudin and various

collaborators [271], primarily through perturbation theory. This body of work concludes with

two primary findings, SAWs propagating across a rough surface are subject to 1) attenuation and

2) dispersion, the degree to which these effects occur is a complex dependency on the acoustic

wavelength, surface height and spatial frequency. When the wavelength of inspection is large
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compared to the surface roughness, that attenuation varies as the fifth power of the frequency,

but increases to a sixth power relation when the wavelength approaches roughness length. This

suggests that for high-frequency Rayleigh wave propagation, the surface roughness may play a

critical role [271]. Ruiz and Nagy have previously measured these effects in aluminium specimens

by laser ultrasound [272].

3.4 Multi-angle scanning approaches

As should become clear over the course of this work, the ability to propagate SAWs in multiple

directions is intrinsic to the function of SRAS. The section briefly describes the current methods

of varying the propagation direction of SAWs to capture velocity surfaces.

3.4.1 Mask Rotation

In the EMDA system, the rotation of the propagation direction is achieved in a rather ad-hoc

manner. Whilst the generation patch may be automatically rotated, both the placement of the

detection spot and the rotation of the KED are done manually. The result is that the light balance

on the KED must subsequently be adjusted prior to each scan - clearly, doing this 180 times per

specimen to capture velocity surfaces is unrealistic. This has limited previous reporting using the

EMDA instrument to 18 directions (0◦ to 170◦ at 10◦ degree increments).

Furthermore, when the amplitude mask is rotated, the imaged wavelength at the specimen

varies slightly (on the order of 1%). Experimental results demonstrating this effect are shown in

fig. 3.15. This effect is thought to be due to the mask not being mounted level. When measuring

subtle variations in the SAW velocity - necessary to calculate the elastic constants and orientation,

this effect can begin to dominate and limit the accuracy.

3.4.2 Sample Rotation

An obvious alternative is to keep the optical train static and rotate the specimen. Fig. 3.16 shows

velocity surfaces captured in isotropic aluminium and single-crystal nickel by this method.

In this work, several velocity surfaces will be presented with data captured at 1◦ increments,

achieved by placing the specimen on a rotation stage, allowing the angular response to be measured,

whilst keeping the optics fixed - ensuring the wavelength stays constant across all propagation

directions. This is a more automated method as alignment is only required once per velocity

surface, rather than at every propagation direction, allowing velocity surfaces to be captured at 1◦

increments. This approach is acceptable for homogeneous materials - including the ideal sample



CHAPTER 3. SPATIALLY RESOLVED ACOUSTIC SPECTROSCOPY 112

Figure 3.15: Effective wavelength as measured at different rotations of the generation mask.

(a) Velocity surface from isotropic alu-

minium.

(b) Velocity surface from (001) plane

of nickel.

Figure 3.16: Velocity surfaces in captured by rotation of the specimen, the radial velocity scale

in aluminium is compressed to highlight variations in the velocity.
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and single crystals but proved to be impractical for repeated measurements in polycrystalline

materials beyond a few grains, where the centre of rotation had to be precisely aligned with the

probed grain.

3.5 Orientation results

Capturing the velocity surface in multiple directions is an essential step in determining the crys-

tallographic orientation or elastic constants of a specimen. The following chapter will provide

a detailed review of the processing of determining the crystallographic orientation. Still, it is

worth briefly demonstrating such maps and discussing any instrumentation related features before

continuing.

Fig. 3.17 compares a SRAS orientation map with the EBSD data acquired in the same nickel

superalloy specimen, these figures are orientation plots on an inverse pole figure key, as introduced

in §1.4.5. The pixel size in the SRAS data is 25× 7µm whilst the EBSD data is 5× 5µm, and this

introduces two important points. Most datasets have square pixels because the temporal penalty

of reducing the step size is equal in both directions. However, in EMDA, because the temporal

penalty of adding acquisition points in the y-axis in the y-axis is less than the x-axis, it is often

advantageous to scan with a greater number of pixels or a smaller step size in the y-axis - this

results in somewhat unusual rectangular pixels. Furthermore, the spatial resolution of SRAS is

approximately two orders of magnitude below that of EBSD. These factors mean the comparison

of orientation data from different modalities is not trivial.

Overall, the SRAS dataset compares well to the EBSD results, both in terms of the grain

morphology and orientation determination. The determination of crystallographic orientation in

cubic materials, with known elastic constants, is well established and the performance characterised

[252]. The orientation determination in hexagonal materials or any materials where the elastic

constants are unknown is more complex and will be addressed in Chapter 6.

This chapter has introduced and characterised the EMDA instrument as used throughout this

thesis, providing examples of typical data generated by the system. The primary concern of the

following chapter is demonstrating how these measurements can be used to solve inverse problems

to determine elastic constants and/or crystallographic orientation.
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Figure 3.17: Comparison of crystallographic orientation between SRAS (left) and EBSD (right).

At each pixel the velocity surface was captured in eighteen directions.



Chapter 4

Numerical apparatus of SRAS

measurements

4.1 Introduction

This chapter introduces the numerical procedures which accompany the spatially resolved acous-

tic spectroscopy (SRAS) experimental technique. In isolation, the surface acoustic wave (SAW)

velocity measurements allow the microstructure to be visualised easily. However, to quantitatively

understand the physical properties of the specimen, the measured velocity must be inverted. More

specifically, this chapter begins by describing in detail the calculation of the theoretical SAW

velocity, then proceeds to demonstrate how this information, in combination with experiential

measurements, can be used to calculate the crystallographic orientation and elastic constants of

measured specimens. The chapter concludes by describing methods of generating synthetic mea-

surement data. Results presented in this chapter are primarily shown to demonstrate how a given

procedure works, results themselves, both through experimentation and simulation, will be dis-

cussed in greater detail in Chapters 5 and 6. It it worth clearly stating the method for calculating

the SAW velocity in SRAS and solving the inverse problem for orientation was the work of Wenqi

Li’s thesis [5]. The method is reported here for firstly for completeness and secondly to provide

a background to the speed of computation improvements achieved in this EngD, one of the key

achievements of this project.

115
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4.2 Calculating the SAW velocity - forward problem

Fig 4.1 conveys the link between the three factors (i) acoustic velocity (ii) elastic constants and (iii)

crystallographic orientation, whereby normally two are needed to calculate the third. These phe-

nomena are exploited throughout our engineered world, from medical imaging [273] to seismology

[274]. As indicated in the figure, the measurement of the SAW velocity is the only phenomenon

directly measurable by acoustic methods, necessitating solving inverse problems to reveal the useful

material properties of crystallographic orientation and elasticity. From this, three problems can be

defined, this chapter will describe appropriate solutions to each, in turn.

crystalline
orientation

SAW 
velocity

elasticityforward 
problem

inverse
problem

orienation

inverse
problem
elasticity

Acoustically
measurable

material
properties

Figure 4.1: The measured SAW velocity is a function of the elastic constants and crystallographic

orientation of the specimen. The elastic constants and crystallographic orientation are informative

material properties however they cannot be measured directly by acoustic techniques, thus to

determine these properties inverse problems must be solved.

In this work, the experimental measurement of surface acoustic wave velocity is used to deter-

mine the physical properties of anisotropic materials, including additive manufacturing specimens.

Therefore, it is imperative to provide a comprehensive introduction to the theory of acoustic waves

in anisotropic media.

4.2.1 The wave equation

Stress, strain and Hooke’s law were introduced in §1.4; in summary, Hooke’s law, equation 1.4

(reprinted below), provides a relation between strain in any direction and the resultant direction-
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dependent stress experienced. Thermoelastic excitation, as used to create acoustic waves, generates

a thermal stress field. Therefore, from Hooke’s law, we can see this stress field will induce a

displacement (strain) in the material, resulting in a new stress field in the surrounding material

and so forth. This stress-strain relation describes the propagation of an acoustic wave through a

medium.

σij = Cijklεkl

The wave equation will now be derived by also considering Newton’s second law, F = ma.

Consider an infinitesimally small volume of dimensions (dx, dy, dz), with the sum of all external

forces acting on the object ΣFx = 0 in the x direction

max = ΣFx = 0

V = dxdydz

m
∂2uj

∂t2 = V ∂σxx

∂x +
∂σxy

∂y + ∂σxz

∂z

ρ = m
V

ρ
∂2uj

∂t2 =
∂σij

∂xj

(4.1)

Replacing the second term, defined by stress, with the definition of strain and elasticity tensor

from Hooke’s law gives the final anisotropic wave equation

ρ
∂2uj
∂t2

= Cijkl
∂2uk
∂xi∂xl

for i, j, k, l = 1, 2, 3. (4.2)

Where ρ is the material density, ui the displacement in the xi axis and Cijkl is the materials

fourth-rank elasticity stiffness tensor. This formalises the relationship between crystallographic

orientation, elasticity and SAW propagation.

4.2.2 Bulk wave velocities

The wave equation will now be solved to calculate acoustic velocities as a function of the elasticity

tensor. It is first illustrative to detail the more straightforward process of calculating bulk wave

velocities in anisotropic media before extending this to the more complex surface wave case.

Waves along the x-axis

Assuming the medium is infinite in all directions, one possible solution to the wave equation,

equation 4.2, is

u = αejk(lx−vt) (4.3)
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with direction cosines l = (lx, ly, lz)
T of the propagation vector, v is the wave velocity, k is the

wavenumber (such that k = 2π/λ) and α is the eigenvector of displacement.

Substituting equation 4.3 into equation 4.2 gives equation 4.4. From equation 4.4, particle

displacement and phase velocity can be calculated for arbitrary directions, when Cijkl is known.

(Cijkll− ρv2δik)αk = 0 for i, j, k, l = 1, 2, 3 (4.4)

where δik is the Kronecker delta δik =

0, i 6= k

1, i = k

Equation 4.4 is the Christoffel equation and may be written as

Γ


ux

uy

uz

 = 0 (4.5)

where Γ, the Christoffel matrix, is given by

Γ =


Γ11 − ρv2 Γ12 Γ13

Γ12 Γ22 − ρv2 Γ23

Γ13 Γ23 Γ33 − ρv2

 (4.6)

The elements of Γ are written in their expanded form as

Γ11 = l2xC11 + l2yC66 + l2zC55 + 2lxlyC16 + 2lxlzC15 + 2lylzC56

Γ12 = l2xC16 + l2yC26 + l2zC45 + lxly(C12 + C66) + lxlz(C14 + c56) + lylz(C25 + C46)

Γ13 = l2xC15 + l2yC46 + l2zC35 + lxly(C14 + C56) + lxlz(C13 + C55) + lylz(C36 + C45)

Γ22 = l2xC66 + l2yC22 + l2zC44 + 2lxlyC26 + 2lxlzC46 + 2lylzC24

Γ23 = l2xC56 + l2yC24 + l2zC34 + lxly(C25 + C46) + lxlz(C36 + C45) + lylz(C44 + C23)

Γ33 = l2xC55 + l2yC44 + l2zC33 + 2lxlyC45 + 2lxlzC35 + 2lylzC34

(4.7)

For non-trivial solutions of u the determinant of equation 4.6 must equal zero.

In equation 4.7 Γ is dependent on the value of elements in the elasticity matrix. Whilst the

tensor contains 36 terms, the material’s symmetry reduces the number of independent terms. For

example, the elasticity matrix of cubic materials is given by equation 4.8, reducing the number of

independent terms to 3.
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Cc =



C11 C12 C12 0 0 0

C12 C11 C12 0 0 0

C12 C12 C11 0 0 0

0 0 0 C44 0 0

0 0 0 0 C44 0

0 0 0 0 0 C44


(4.8)

In the case of a wave propagating along the x-axis, l = (1, 0, 0)T , the Christoffel equation

reduces to


C11 − ρv2 0 0

0 C44 − ρv2 0

0 0 C44 − ρv2

 (4.9)

for cubic materials, note this is independent of the value of C12 in this direction. The determi-

nant equality, ∆Γ, may then be written as

∆Γ = (C11 − ρv2)︸ ︷︷ ︸
A

(C44 − ρv2)︸ ︷︷ ︸
B

(C44 − ρv2)︸ ︷︷ ︸
C

(4.10)

The three bulk wave velocities are then given by

A = 0 : vL =
√

C11

ρ

B = 0 : vT,1 =
√

C44

ρ

C = 0 : vT,2 =
√

C44

ρ

(4.11)

in this case vT,1 = vT,2 meaning the fast and slow transverse waves have the same velocity

along the x-axis. The symmetry of a cubic structure means l = (1, 0, 0)T = (0, 1, 0)T = (0, 0, 1)T .

Waves across the x− y plane

Without a great deal of adjustment, this formalisation can be generalised to allow the calculation

of the bulk velocities in any direction on the plane x− y. The direction vector l can be written as

a 2D direction cosine l = (cos θ, sin θ, 0), hence the Chrisstoffel equation becomes


cos2 θC11 + sin2 θC44 − ρv2 cos θ sin θ(C12 + C44) 0

cos θ sin θ(C12 + C44) cos2 θC44 + sin2 θC11 − ρv2 0

0 0 (cos2 θ + sin2 θ)C44 − ρv2



u1

u2

u3

 = 0

(4.12)
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again the solutions of this equation are non-trivial only when the determinant is zero. Usefully,

equation 4.12 is in the form of the eigenvalue equation, allowing the more compact form (A =

λI)u = 0, where λ = ρv2. Of course, the calculation of the eigenvalues of A is somewhat tedious

by-hand but found with ease by any modern software computation package. The characteristic

polynomial of A is then given by

− λ3 + λ2 Tr(A) +
1

2
λ(Tr(A)2 − Tr(A2)) + detA (4.13)

Where Tr is the trace of the matrix A. Therefore, the wave velocities are found by v =
√

λ1,2,3

ρ ,

giving the final equations

vL =

√√√√C11 + C44 +
√

(C11 − C44)2 cos2 2θ + (C12 + C44)2 sin2 2θ

2ρ
(4.14)

vT,1 =

√√√√C11 + C44 −
√

(C11 − C44)2 cos2 2θ + (C12 + C44)2 sin2 2θ

2ρ
(4.15)

vT,2 =

√
C44

ρ
(4.16)

This set of equations provides a method to calculate the velocities of the bulk acoustic modes

on the x-y plane. These can be extended for the calculation in an arbitrary crystal direction by

expressing l as the three-dimensional direction cosine, such that l = alx+bly+clz. However, another

approach is first to rotate the elasticity matrix, C, such that the crystallographic plane of interest

is aligned with the plane x − y. The rotation of the fourth-rank tensor is given by equation 4.17

- the rotation must be performed on the original elasticity tensor and not the second-rank Voigt

representation.

Crotated = CRTrot (4.17)

Where R is the rotation matrix, given by

Rrot =


a2(1− cos θ) + cos θ ab(1− cos θ)− c sin θ ac(1− cos θ) + b sin θ

ab(1− cos θ) + c sin θ b2(1− cos θ) + cos θ bc(1− cos θ)− a sin θ

ac(1− cos θ)− b sin θ bc(1− cos θ) + a cos θ c2(1− cos θ) + cos θ

 (4.18)

where Ra = [abc] is the rotation axis between the (001) plane and the desired plane and θ is

the angle between the plane normals. For example, to rotate from the (001) to (011) plane the

normals are a = [0 0 1] and b = [0 1 1], hence



CHAPTER 4. NUMERICAL APPARATUS OF SRAS MEASUREMENTS 121

θ = arccos a·b
|a| |b| = 45◦

Ra = [001]× [011] = [−100]

Rrot =


1 0 0

0 1√
2

1√
2

0 − 1√
2

1√
2


(4.19)

From this the three bulk wave velocities may be calculated on any plane and in any direction.

Considering nickel as an example, the elastic constants have been reported as C11 = 247 GPa,

C12 = 153 GPa, and C44 = 122 GPa, with density of ρ = 8912 kgm−3 [275]. The three bulk wave

velocities on the planes (001) and (111) are shown in fig. 4.2.

(a) (001) plane. (b) (111) plane.

Figure 4.2: bulk wave velocities on two planes of nickel, both the fast shear wave vT,1 and the

longitudinal wave vL are isotropic on one of these planes.

The (001) plane exhibits 90◦ symmetry, derived from the terms cos2 θ and sin2 θ terms in

equations 4.14 and 4.15. The fast transverse wave, vT,2, is isotropic on this plane as equations 4.16

has no angular dependence. On the (111) plane the vL velocity is isotropic, whilst the transverse

waves exhibit six-fold symmetry.
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4.2.3 Surface acoustic wave velocity

z

y

x k

Figure 4.3: Definition of SAW axis.

The surface acoustic wave can be thought of as a vector sum of a longitudinal wave and a

shear wave, and hence it propagates with elliptical motion. From fig. 4.3, considering a surface

wave propagating in the x-direction on the x − y plane, the wave has motion in both the x and

z directions, independent of the y-direction. Unlike the bulk waves described above, as SAWs are

surface-bound, the amplitude decays into the material, and thus the component in the z-direction

must also be considered. A solution to this is given by equation 4.20

ui = αi ejklzz︸ ︷︷ ︸
amplitude

ejk(lxx+lyy−vt)︸ ︷︷ ︸
wave propogation

(4.20)

Physically, this describes a wave propagating in the x− y plane with direction lxî+ ly ĵ and a

z dependence determined by the value of lz travelling with phase velocity v. Conceptually, the z

dependence may be considered as a part of the amplitude term. As such, the propagation vector

is assumed to be parallel to the free surface regardless of a real component in lz. With known

direction cosines, the Christoffel equation in the surface wave case is then

Γ(lx, ly, lz, v)u = 0 (4.21)

where the Christoffel matrix is again given by equation 4.6, with the members given by

Γ11 = cos2 θC11 + sin2 θC66 + l2zC55 + 2 cos θ sin θC16 + 2 cos θlzC15 + 2 sin θlzC56

Γ12 = cos2 θc16 + sin2 θC26 + l2zC45 + cos θ sin θ(C12 + C66) + cos θlz(C14 + C56) + sin θlz(C25 + C46)

Γ13 = cos2 θC15 + sin2 θC46 + l2zC35 + cos θ sin θ(C14 + C56) + cos θlz(C13 + C55) + sin θlz(C36 + C45)

Γ22 = cos2 θC66 + sin2 θC22 + l2zC44 + 2 cos θ sin θC26 + 2 cos θlzC46 + 2 sin θlzC24

Γ23 = cos2 θC56 + sin2 θC24 + l2zC43 + cos θ sin θ(C25 + C46) + cos θlz(C36 + C45) + sinθlz(C44 + C23)

Γ33 = cos2 θC55 + sin2 θC44 + l2zC33 + 2 cos θ sin θC45 + 2 cos θlzC35 + 2 sin θlzC34

(4.22)
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Boundary conditions

Again, for non-trivial solutions ∆Γ = 0. Writing this as a sixth-degree polynomial in lz allows the

roots to be determined for any value of v to satisfy the anisotropic wave equation. As the direction

cosines in the x − y plane are real, there exist three pairs of complex conjugate roots for each

velocity. However, the roots must also satisfy the boundary conditions of surface waves, table 4.1.

Table 4.1: Boundary conditions which must be satisfied for a SAW propagating on an semi-infinite

half-space, with the free surface at z = 0.

z = −∞ z = 0

ux = 0 τxz = 0

uy = 0 τyz = 0

uz = 0 σz = 0

The roots found in the positive half of the complex plane describe waves of amplitude tending

toward infinity as z → −∞, this fails to satisfy the boundary condition of decaying amplitude with

depth. Accordingly, only the three lower half roots satisfying this condition need to be considered.

Therefore, the solution of the wave equation, equation 4.20, may be re-framed as the sum of

contributions from the three roots, equation 4.23

ui =

3∑
n=1

Cnα
<n>
i ej(lxx+lyy+l<n>

z z−vt) (4.23)

where α<n>i is the eigenvector corresponding to the root l<n>z . A secondary boundary consti-

tution of zero traction at the free surface must also be satisfied, table 4.1. The three weighting

factors Cn must now be found, such that the boundary conditions are satisfied across the free

surface.

A further set of equations can be derived by substituting the solution, equation 4.23, into

the boundary conditions. We may call this the Rayleigh boundary value matrix, R. Again the

determinant of this set of equations is zero for a non-trivial solution, ∆R = 0. The members of R

may be found by equation 4.24.

rnm = Cm3klα
<n>
k l<n>l (4.24)

Therefore, a velocity that can satisfy these conditions is a valid surface wave solution. In the

case of isotropic symmetry or certain high symmetry directions in anisotropic crystals, it is possible
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to write an explicit equation for the phase velocity. However, in general, the complexity of these

non-linear equations make it impractical to directly calculate the phase velocity. Rather it is easier

to determine the value of ∆R for a range of velocities.

When searching numerically, the condition ∆R = 0 shall never be satisfied by the RSAW. In

addition, pseudo-surface waves (PSAW) can exist with a non-zero determinant, which can only

fulfil the boundary conditions by shedding energy in the form of a bulk wave that leaks into the

solid. Thus, PSAWs can only propagate with attenuation. Nevertheless, along certain directions

on specific planes, these waves are observed in preference to true surface waves. Therefore, it is

necessary to look for velocities that minimise |∆|, where each minimum corresponds to a separate

wave mode.

The process of conducting an iterative search across the velocity range was first demonstrated

by Farnell [266], and the approach described thus far follows the procedure outlined in his seminal

text. A comprehensive review of SAW velocity calculation is provided in §2.5.2.

Calculating the displacement

The framework detailed thus far gives a relatively simple approach to calculating the SAW velocities

of all possible wave modes in an arbitrary direction. However, simply calculating the velocity of

each wave mode lacks any indication of how ‘measurable’ these modes are experimentally. The

dominant mode at each direction may be found by calculating the relative displacement of each

and selecting velocity corresponding to the mode of maximum displacement. This then provides a

single ‘measurable’ velocity surface.

Having determined a velocity that satisfies the surface wave boundary conditions, the partial

wave solutions to equation 4.23 can be found.

The knife-edge style detector is sensitive to the gradient of the surface and is thus primarily

sensitive to the out-of-plane displacement, uz. However, considering the elliptical motion of SAWs,

it can be seen the wave motion is also driven by the displacement in the longitudinal direction, ux.

Hence, the measured wave displacement may be considered to be the vector sum of displacements

in the x and z directions, given by

uv,total =
√
u2
x + u2

z (4.25)

where uv,total is the total displacement component to which the detector is sensitive. For a SAW

propagating along the x-axis in the plane x−y, as the propagation direction is rotated towards the

y-axis, the longitudinal component becomes a vector sum of contributions in x and y-axes. The

transverse component of displacement is omitted.
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Summary of numerical method

This generalised numerical search procured for calculation of the SAW phase velocity, as a function

of crystallographic orientation and elastic constants, is summarised in the flowchart of fig. 4.4. To

perform the computation of SAW velocities the following information must be defined, step ‘A’.

� the material density, ρ.

� the crystal symmetry of the material, symmetry of Cijkl.

� the elastic constants, members of Cijkl.

� the velocity search step size, vstep.

� the range of the orientation space over which the saw velocity is to be calculated.

The density of a material can be found in literature, and knowledge of the material’s crystal

symmetry is implicit with knowledge of the elastic constants of the material. Typically, it is not

necessary to define the range of velocities over which to search, instead upper and lower bounds

may be defined relative to the second slow shear wave velocity, VT,2, equation 4.16. To find the

minima corresponding to both Rayleigh and pseudo-surface waves the search range typically spans

the range 0.5vt,2 6 v 6 1.1vt,2. In most circumstances, the full orientation space is to be searched,

and we may also neglect to define this term. It is therefore true to say in most cases, only the

elastic constants, density and velocity search resolution need to be defined, as reflected in step ‘A’.

In step ‘B’ the defined elasticity tensor Cijkl is rotated from (001) to the pane of interest. This

repeats for every modelled plane, forming the Cijkl - loop.

Next, step ‘C’, the propagation direction of the SAW on the plane x − y is rotated between

0◦ and 180◦, at one degree increments, by varying the direction cosines lx and ly. This forms the

θ-loop.

The previous steps allow the propagation direction-specific Christoffel equation, equation 4.21,

to be defined. In step ‘E’, the roots of the determinant in lz may now be found from ∆Γ = 0.

Having determined the three lower-half space roots, the corresponding eigenvectors, α, are then

found from 4.23 in step ‘F’.

Having determined values of lz and α for the trial velocity, the determinant value of the bound-

ary condition ∆R may now be found, step ‘G’. The v-loop then returns to step ‘D’ and increments

the search velocity.

Subsequent to constructing the complete determinant curve, the minima and their correspond-

ing velocities are found in order, step ‘H’. For each minimum, the measurable displacement is
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A Define Cijkl, ρ

and vstep

B Loop through plane angle,

rotate Cijkl to reference plane

C Loop θ between 0

and 180, defining direc-

tion cosines lx and ly

D Loop between vmax and

vmin, at increments of vstep

E Determine lz from ∆Γ = 0

F Find eigenvectors αk

of Christoffel equation

G Calculate the value of

the boundary-condition

determinant, ∆R

H Find the minima of |∆R|

I Calculate dispacement

J Determine dominant mode
K Velocity surfaces across

orientation space calculated

v-loop

mode loop

θ-loop

Cijkl-loop

Figure 4.4: Flowchart outlining the process of numerically calculating the SAW phase velocity

as a function of elastic constants and crystallographic orientation.

then calculated in step ‘I’, having determined the relative displacement of all modes, the ‘domi-

nant’ mound is found, step ‘J’. Finally, steps ‘B’ through ‘J’ repeat for each plane and associated

propagation direction required, until the full SAW velocity forward model is calculated, step ‘K’.
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Nickel

(a) Unit sphere, the area shaded in red

indicates the region of plane normals

calculated by the forward model in cu-

bic materials.

x

y

z

Φ

φ1φ2

φ2

φ1

Φ

x'

z'

y'

[100]

[010]

[001]

(b) Definition of Euler-Bunge angles in

cubic materials.

Figure 4.5: The search range of the forward model for cubic materials is defined in Miller indices,

covering the space between the planes (001) to (101)/(011) to (111). The corresponding Euler

angles are given by the definition in (b).

As in the bulk wave case, numerical examples for nickel shall now be provided. Fig. 4.5b shows

the unit sphere where the area shaded in red contains the normals of the planes calculated by the

forward model. Due to the crystal symmetry, all possible velocity surfaces are contained within the

shaded region. The corresponding Euler angle rotations, in reference to Miller indices, are found

by the definition in fig. 4.5a for a cubic crystal.

Fig. 4.6 shows the value of |∆R| for the (001) plane in nickel. Four distinct modes can exist

simultaneously at certain propagation directions: RSAW, PSAW and the fast and slow transverse

waves. The 90◦/four-fold symmetry of the (001) plane can be seen. The SAW velocity between

0◦ to 30◦ and then 60◦ to 90◦ are of typical RSAW type. However, between 30◦ to 60◦, the

wave velocity exceeds the slow transverse wave velocity, vT,1, the wave is therefore classified as a

supersonic PSAW. The PSAW will radiate energy into the bulk of the specimen and attenuate.

Fig. 4.8 is a hybrid plot, first showing the velocity of the two primary wave modes on the (001)
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Figure 4.6: Value of the Rayleigh determinant, |∆R|, on the (001) plane on nickel. The position

0◦ is equivalent to [100] and 90◦ is equivalent to [010], the data over this range then repeats in

the subsequent quarters due to the four-fold symmetry. The shear wave velocities, marked in

the second quarter, are the same as those shown in fig. 4.2a. Minima correspond to velocities

which satisfy the boundary conditions. Note the colourscale is inverted from normal use, such that

‘bright’ regions (yellow) correspond to minima.

plane and then plots the relative displacement of both modes across the plane. Between 24◦ and

66◦ the PSAW mode dominates, giving a discontinuity in the calculated velocity, with a difference

of ∼ 220 ms−1 between the RSAW and PSAW modes. Around 22◦ the amplitudes of both have

the same amplitude, and in such cases, it is unclear which wave mode will be measured - this will

be discussed further in §4.2.5.

Fig 4.9 shows the calculated SAW velocity for the three principal planes of nickel. Two wave

modes are observed on the (001) plane (fig. 4.9a), with the aforementioned mode transition visible.

In contrast, the calculated SAW velocity is of RSAW on the (101) plane (fig. 4.9b), however between

0◦ and 67◦ has a 4th root which satisfies the boundary conditions. In the (111) plane (fig. 4.9b).

The SAW velocity ranges from approximately 2300 ms−1 to 3100 ms−1 across the whole orientation

space for nickel.
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(a) Vertical displacement. (b) Longitudinal displacement. (c) Transverse displacement.

Figure 4.7: The individual relative displacement components, of the two surfaces modes, on

the (001) plane in nickel. The transverse component does not contribute to the ‘measurable’

displacement.

Other cubic materials

The velocity surfaces of two further cubic materials: tungsten and potassium chloride (KCl) provide

useful examples to comment upon the general properties of cubic surface wave velocities.

Fig. 4.10 plots a useful method of visualising the elastic constants of cubic materials by normal-

ising C11 and C12 to the value of C44. Diagonal lines indicate the anisotropy ratio of the material.

It can be seen that nickel (η = 2.60) and tungsten (η = 1.23) are examples of engineering materials

of high and low anisotropy, respectively. KCl may also be described as an anisotropic material

(η = 0.38), but is of ‘inverse’ isotropy to nickel.

The SAW velocity range in tungsten is just 4 ms−1 around 2647 ms−1, Fig 4.11(a), the forward

model is solved with vstep = 5 mms−1 in order to adequately resolve the anisotropy of the velocity

surfaces. For comparison, the phase velocity calculated by Viktorv’s approximation is 2645 ms−1.

This is in good agreement with the forward model, confirming materials of η ≈ 1 may be treated

as isotropic. In all directions, the dominant mode is an RSAW.

KCl exhibits a velocity range of around 350 ms−1; however, SAW velocity on the (001) plane in

KCl is shown to be near independent of the propagation angle, which is counter-intuitive given the

large anisotropy of the crystal. However, the slow transverse wave on this plane does not satisfy

the boundary conditions for a surface wave - it is not possible for the SAW to degenerate into a

PSAW. In fact, only in materials with η >> 1 does the surface wave degenerate into the pseudo

surface wave on the (001) plane. On the (101) plane, the dominant surface wave transitions from
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Figure 4.8: Hybrid plot, the top section shows the relative displacement of the RSAW (red) and

PSAW(blue) on the (001) plane of nickel. The lower section plots the velocity of both modes, with

the dominant mode across the plane indicated by ∗. Ellipses are illustrative of the particle motion

at the given propagation angle.

an RSAW to a PSAW around 70◦, unlike in nickel, where the wave remains of Rayleigh-type across

the plane.

Clearly, the fidelity of SRAS measurements depends on the variation in velocity between crystal

ordinations; small variations in tungsten would require high velocity accuracy to allow comment

on the microstructure. Therefore, the anisotropy ratio is a helpful tool for informing the required

experimental accuracy.

Titanium

The elasticity matrix of hexagonal materials is given by equation 4.26, giving five independent elas-

tic constant terms. For pure α-Ti the elastic constants are reported as C11 = 160 GPa, C12 = 90 GPa,

C13 = 66 GPa, C33 = 181 GPa, and C44 = 46.5 GPa, with density of ρ = 4506 kgm−3 [226]. The

nomenclature and Euler-Bunge angle rotation of hexagonal crystals is defined in fig. 4.12a.
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(a) (001) plane. (b) (101) plane. (c) (111) plane.

Figure 4.9: Calculated SAW velocities on the three principal planes of nickel between 0◦ and

90◦, directions are also noted in reference to Miller indices. The three planes are chosen for easiest

visualisation on the unit cells (upper) from a single view point, plane families, such as {001}, also

exhibit these velocity surfaces.

Ch =



C11 C12 C13 0 0 0

C12 C11 C13 0 0 0

C13 C13 C33 0 0 0

0 0 0 C44 0 0

0 0 0 0 C44 0

0 0 0 0 0 C66


(4.26)

where C66 = (C11 − C12)/2.

Titanium exhibits transverse isotropy, meaning the material has the same proprieties through

a plane normal to the c-axis but different properties at any titled plane. Fig. 4.12b illustrates this

issue, in reference to the unit sphere, the area searched by the forward model does not depend on

the angle of rotation around the z-axis. The area searched corresponds to the space 0 6 Φ 6 90◦,

where any value of φ2 generates the same response.

Consequently, this leads to a few cases where elastic properties, and subsequently SAW velocity,

do not vary with the crystal orientation. For example, the velocity surface seen on the basal plane
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Figure 4.10: Colourmap of constant relative velocity (vR/vs) for surfaces waves propagating

along the [100] axis on the (001) plane of cubic crystals. Lines of anisotropy are also indicated,

where η = 1 is an isotropic material, for C12 > 1 the constants below contours are aligned with

the lines of anisotropy. Constant velocities are calculated from the explit form of the surface wave

velocity in this direction, as derived by Stoneley [261]. The space C12 > C11 is not stable as the

eigenvalues of the elasticity matrix must be non-negative [228].

{0001} is isotropic - rotation of the velocity surface does not change the SAW velocity, such as on

the basal plane. Fig. 4.13 plots the determinant value across the basal plane of titanium, where all

wave velocities, including bulk modes, are seen to be isotropic. RSAWs are not found on the basal

plane in titanium; instead, the dominant surface wave mode on this specific crystallographic plane

is a PSAW, often called the supersonic wave, as the velocity exceeds that of the slow transverse

wave [276]. The practical impact of this is that linear acoustic techniques cannot determine φ2.

Fig. 4.14 plots the dominant velocity on the planes Φ = 0◦45◦, 90◦, in titanium. As the cut-

plane tilts away from the basal plane (Φ→ 90◦), the dominant supersonic mode gives way to the

subsonic RSAW, which first appears at Φ = 28◦. This Rayleigh wave contributes to an increasing

proportion of the velocity surface until the supersonic mode is no longer measured, as only the

Rayleigh wave is seen on the prism plane, fig. 4.14c. The acoustic velocity surfaces of the principal

prism planes {101̄0} and {112̄0} are identical, and therefore only one is calculated and shown.

The velocity of titanium ranges from approximately 2600 ms−1 to 3200 ms−1. In general, a

higher velocity indicates an orientation closer to the basal plane as the dominant SAW velocity



CHAPTER 4. NUMERICAL APPARATUS OF SRAS MEASUREMENTS 133

(a) SAW velocity surfaces in tungsten,

note the compressed velocity scale.

(b) SAW velocity surfaces in potassium

chloride.

Figure 4.11: The anistropic ratio of cubic materials has a consequential impact on the velocity

surfaces. Tungsten is near isotropic and thus exhibits a small SAW velocity range across the

orientation space.

slows as Φ → 90◦. This idea has previously been exploited to produce velocity vector maps,

indicting the approximate c-axis position from two orthogonal SAW velocity measurements [277].

The area calculated by the forward model in hexagonal materials is between 0◦ > Φ > 90◦;

therefore, 91 planes are calculated at a 1◦ increment, in comparison ∼ 2700 planes would need to

be calculated in cubic materials to achieve an equivalent angular resolution. In reality, the cubic

models are calculated at larger steps as a compromise between computation time and resolution.

With this in mind, now is a sensible juncture to comment on the computational efficiency of the

forward model.

4.2.4 Calculation time

The method detailed allows the calculation of the SAW phase velocity - on an arbitrary plane

and direction - when the elastic constants are known. When working with established materials

where the elastic constants are well defined and there is a limited range of materials to be evalu-

ated, computation speed is inconsequential as the forward model need only be computed once per
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(0001)/basal plane

(1010)/prism plane

(1120)

c-axis

a-axes

(a) Definition of Euler-Bunge angles in

hexagonal materials. The third angle,

φ2, does not vary the SAW velocity =

planes (112̄0) and (1010) are equivalent.

(b) Unit sphere, shaded region contains

the plane normals calculated by the for-

ward model. Note the azimuth angle

is infinitesimal but is enlarged here for

clarity.

Figure 4.12: Definition of Euler angles and search space of the forward model, for hexagonal

crystal system. Only the planes 0◦ > Φ > 90◦ need to be calculated as hexagonal materials are

transversely isotropic.

material.

However, with additive manufacturing, the range of materials and elastic constants grows

rapidly, and by extension, the computation speed of computing of the forward model becomes

a critical factor. This is particularly true if both unknown elastic constants and orientations are

to be determined by inversion - one of the primary aims of this work.

The values of table 4.2 provide some essential context to the scale of the full inverse problem

and expected computation time. These parameters would be typical of such optimisation problems

[239]. This requires the calculation of 121,000 velocity surfaces, and the original method would take

around 450 seconds to calculate the velocity in one plane of nickel, thus the complete calculation

would take approximately 560 days. Therefore, the speed of the forward model was identified as

the first obstruction to solving the full inverse problem.

Constructing the determinant curve |∆R| is the most time consuming task of the forward
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Figure 4.13: Value of determinant on the isotropic basal plane of titanium. Minima correspond

to velocities which satisfy the boundary conditions. In the case of this plane, the faster PSAW

dominates - for titanium this continues to be the case until Φ ≈ 25◦, when the RSAW becomes

measurable near φ1 = 90◦. Note the colourscale is inverted from normal use, such that ‘bright’

regions (yellow) correspond to minima.

Table 4.2: Forward model search resolution

Parameter resolution

vstep 2 ms−1

(hkl) 0.1 to (011) to (111)

C11 2 GPa over 20 GPa

C12 2 GPa over 20 GPa

C44 2 GPa over 20 GPa

model, the total computation time is strongly dependent on the velocity range (vmax and vmin)

and the velocity search step (vstep), as demonstrated in fig. 4.15a. Following the process outlined in
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(a) (0001) plane, Φ = 0◦. (b) Φ = 45◦. (c) (101̄0) plane, Φ = 90◦.

Figure 4.14: Calculated SAW velocities on the three principal planes of titanium. The SAW

velocity surface of the basal plane is supersonic and isotropic. As the cut plane tilts away from

the basal plane the PSAW gives way to the RSAW. Note for the Φ = 45◦ plane, the plane in

Miller-Bravis notation depends on the a/c ratio of the crystal.

fig. 4.4, the determinant curve would need to be computed for every propagation direction. Whilst

observing the mode transitions in a final dominant velocity surface gives the impression the wave

velocity is discontinuous, the velocity of each individual mode is slowly varying. Therefore, having

determined the velocity of the minima for one propagation direction, in the succeeding direction

the determinant need only be searched in a small velocity round around the minima of each mode

- such that, vtrack max,i − vtrack min,i << vmax − vmin, where i indicates the wave mode and vtrack

is the velocity of the ith mode at the previous propagation direction.

Furthermore, the computation time may be further reduced by compiling the calculation of the

determinant curve in C code. The overall time saving is demonstrated in fig. 4.15b.

These refinements have facilitated a speed increase of a factor of 10 for cubic materials and a

factor of 100 for hexagonal materials - this makes a brute-force approach a viable solution to the

full inverse problem.

4.2.5 Limitations

One known drawback of the forward solver is the calculation of the dominant modes; currently,

the solver discriminates from the calculated relative displacement of each mode. However, this is
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(a) Forward model calculation time for

one plane, as a function of vstep.

(b) Forward model calculation times

for one plane for the three iterations of

the numerical implementation.

Figure 4.15: The run time of the forward model is an important factor, the computation time

can be minimised by selecting an appropriate velocity resolution (a) and using the new compiled

tracking method (b).

an imperfect model as it does not account for the generation mechanism. Some of the possible

wave modes are inefficiently generated by thermoelastic absorption. Fig. 4.16 shows three velocity

surface spectra on the (001) plane of nickel. The simulated spectrum in fig. 4.16b uses the calculated

displacement to weigh the amplitude at each direction. This suggests the PSAW mode has a lesser

amplitude than the RSAW mode, with the amplitude diminishing to zero near 45◦/45◦. However,

the measured data in fig. 4.16c shows that the wave is indeed measured in this direction. Although

the PSAW wave amplitude is smaller than that of the RSAW, the relative amplitude does not

match that predicted by the forward model.

Fig. 4.8 has shown the relative amplitudes of the two modes are very similar around 22◦ on the

(001) plane, incorrectly calculating these relative amplitudes leads to uncertainty in the position

of the mode transition.

Furthermore, the forward solver only allows for the wavenumber in the z-direction to be com-

plex; however, it is possible to also consider complex numbers in the x-direction, where the complex

term can be interpreted as a dampening of the wave amplitude as it propagates along the surface.
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(a) Simulated velocity sur-

face spectrum, unity ampli-

tude in all directions.

(b) Simulated velocity sur-

face spectrum, amplitude

relative to calculated SAW

displacement.

(c) Measured velocity sur-

face spectrum.

Figure 4.16: Velocity surface spectrum on the (001) plane in nickel, the measured relative ampli-

tudes do not agree with the simulated amplitudes. The colourscale in all figures moves from blue

to yellow with increasing amplitude.

As described above the damping is true of PSAWs. The thesis of Jan Sermeus, considers this

problem and concludes the additional computation time, due to having to minimise ∆R in the

complex velocity plane (2D) rather than just the real velocity line (1D), introduced from the com-

plex method is not worthwhile. This conclusion is reached as on certain planes, for example the

(111) plane, the solution is purely real and in cases where a complex solution exists the discrepancy

is only a few ms−1 [278]. It is worth bearing in mind this may need revisited in the pursuit of the

high accuracy elastic constant measurements, as will be discussed towards the end of chapter 6.

4.3 Inversion

Whilst the ability to image the structure and contrast across a material’s microstructure is useful,

the true power of SRAS lies in its ability to map the crystallographic orientation in crystalline

materials. The process of determining the orientation and/or elastic constants from the SAW

velocity is not straightforward. If any two of: crystal orientation; SAW velocity or elastic constants

are known, then in principle, the third can be computed. However, determining either physical

parameter from the velocity is an ill-conditioned problem that does not lend itself to a tractable

analytical solution. The lack of unique mapping of v → (h, k, lθ) means a different approach is

required.



CHAPTER 4. NUMERICAL APPARATUS OF SRAS MEASUREMENTS 139

4.3.1 Objective function

Method A - Least squares

The first step is to construct an objective function, F , to minimise, a least squares approach is

commonly used for such problems [225], as given in equation 4.27.

F =
1

N

N∑
i=1

(vexp(θi)− vcalc(X,φ1,i))
2 (4.27)

where vexp is the experimentally measured velocity at angle θi, with N samples in the ve-

locity surface. vcalc(h, k, l, φ1,i) is the velocity calculated by the forward model. The solution

is then the argument of calculated velocity surface which maximises F , such that O(X,φ1) =

argmaxX,φ1
F (X,φ1) where φ1 is the rotation of the velocity surface and X represents some crys-

tallographic parameters, such as elasticity and/or orientation.

This approach compares the velocity taken from the maximum amplitude at each angle in the

velocity surface spectrum and compares it to the velocity calculated by the forward model, by

looping through every plane and rotation the orientation may be determined.

The performance of this approach in terms of R-value (a standard method for comparing the

misorientation between cubic crystals, see appendix E), as a function of scanned directions and

velocity standard deviation, is given in fig. 4.17. The method is seen to perform well, R-value < 2◦,

when an angle increment of less than 5◦ is used. A similar performance was seen when determining

the orientation in experimental data (fig. 4.16c) to an of R-value, of < 1◦.

The forward model is calculated to at a discrete plane and rotation, and it is therefore probable

that the plane and rotation of a measured grain will fall between two calculated planes. Thus,

in the above simulation, the rotation is misaligned by 0.5◦ (the forward model is calculated at 1◦

increments), and the ‘experimental’ plane is (0.6232 0.1336 1) (planes are calculated at increments

of 0.05). Despite this, the algorithm performs well, even as the number of scanned directions is

reduced.

The obvious drawback of method A is that it takes no account of the signal-to-noise ratio of

SAW velocity measured - put simply, all data is considered good data by this approach. This could

be addressed by introducing a weighting term, wi, which contains the measured amplitude of the

signal i.

However, method A is only suitable for comparing a single measured velocity in each propa-

gation direction; in reality, two modes are regularly measured around the ‘mode-transition’. This

would not be an issue if the location of this measured transition matched the forward model per-

fectly, but - as discussed in §4.2.5 - the forward model does not capture the reality of the generation

mechanism, so the transition is not expected to match reality perfectly. In §4.2.3, we see the rela-
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Figure 4.17: The R-value misorientation performance of the method A inverse solver in nickel, as

a function of the number of propagation directions and measurement velocity standard deviation.

Each value is the mean of 1000 repeats. See appendix E for detail on the definition of R-value

used.

tive amplitudes of the surface wave modes are slowly varying and are of similar amplitude around

the ‘mode-transition’. In cases where the amplitude (in the frequency domain) of both wave-modes

are equal, selecting a dominant velocity is somewhat arbitrary. In cases where the mode selected

is different from the forward model, a significant error in the sum of the squares will result. For

single velocity surfaces, the measured directions close to mode transitions can be omitted from

the inversion by hand. However, in megapixel (or larger) orientation images, this is clearly not

practical. Rather, an inversion algorithm that can cope with the measurement of multiple modes

is preferable.

Therefore, a least squares approach is valuable, thanks to the relative ease and speed of calcu-

lation, when working with model data when insights on the shape of the solution space are sought.

However, the inability to cope with two (or more) measured wave modes make it unsuitable for

experimental data.

Method B - Overlap function

Rather than perform the inversion on just the velocity, taken from the location of the maxima in

the velocity spectrum, it is desirable to the inversion against the full velocity surface spectra. This

method, the so-called overlap function, has been previously reported by Li et al. for determining
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the crystallographic orientation in cubic materials [279].

For each pixel in the specimen, the acoustic measurement provides a plot of signal ampli-

tude against velocity as a function of propagation direction, θ (as shown in fig. 4.16). Thus the

measured signal can be defined as A(v(X,φ1), θ), where 0◦ 6 φ1 < 180◦ and X represents some

crystallographic parameters, such as elasticity and/or orientation.

The velocity database calculated from the forward model, vc(X,φ1) can then be transformed

into a binary matrix IX by equation 4.28. Ihkl has the same velocity dimension, Nv, as measured

signal A (varies depending on the zero-padding in Fourier transform), and is twice the length of

A in the rotation dimension - this allows the rotation of A relative to the forward model to be

determined.

Ihkl(v, φ1) =

0, v 6= vc(X,φ1)

1, v = vc(X,φ1)

(4.28)

The overlap between Ihkl and A is now determined by calculating the sum of the element-wise

product as the lag of Ihkl (with respect to A) is varied, as defined by equation 4.29.

SX(p, q) =

Nv∑
v=1

180∑
θ=1

A(v, θ)IX(v − p, θ − q) (4.29)

−(Nv − 1) 6 p 6 Nv − 1

360 < q < 360

The vertical index in the result, S represents velocity offsets, that is to say, making the measured

wave linearly faster or slower. However, the user defines the acoustic wavelength when setting up

the experiment; therefore, only p = 0 is of interest. The q value reflects the rotation of the measured

data relative to the φ1 = 0◦ definition in the forward model, and this can again be limited to the

range −180◦ < q < 180◦, outside of this range the velocity surfaces do not fully overlap and

maxima should not be found.

By comparing to the full velocity spectrum, measuring more than one wave mode won’t corrupt

the inversion. Of course, constructing the binary matrix and calculating the pixel-wise overlap is

more computationally demanding than method A, but this is essential when working with experi-

ential SRAS data.

4.3.2 Finding the orientation

The objective function for determining the orientation is then found by equation 4.30, where Shkl

is the output of equation 4.29 for a given plane (hkl).
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(a) Binary matrix of velocities from the

forward model for a single plane.

(b) Value of the overlap function, S,

when the binary matrix is compared

to the experimental measurement. The

position of the maxima is indicated.

Figure 4.18: A binary matrix of the velocity, as calculated by the forward model, is overlapped

with the experimental velocity surface spectrum, the result is S. The colourscale in all figures

moves from blue to yellow with increasing amplitude.

FO(h, k, l, φ1) = max(Shkl) (4.30)

The steps defined in equations 4.28 to 4.30 are then repeated for each orientation to evaluate

the objective function for each possible orientation. Finally, the calculated orientation (h,k,l,φ1)

is given by the arguments which are found to maximise FO, equation 4.31.

arg max
(h,k,l,φ1)

FO(h, k, l, φ1) (4.31)

An example of the value of FO for the plane (0.10 0.95 1) is shown in fig. 4.19. The value of

FO varies as a function of the plane (hkl) and rotation (φ1). A maximum is found at the position

(0.10 0.95 1) with rotation 30◦.
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Figure 4.19: Inverse fitting result for the plane (0.10 0.95 1). (a) Stacked figures of merit, FO

across the orientation space, z-slices represent rotation on the plane. (b) maximum figure of merit,

for a rotation angle of 30◦, the best fit is indicated. (c) the measured velocity surface spectrum

with the fitted velocity overlaid ∗. The colourscale in all figures moves from blue to yellow with

improving fit.

4.3.3 Finding the elasticity

Similarly, this approach can be re-framed to find the elastic constants. In this case, the objective

function value is then found by equation 4.32, where SCij
is the output of equation 4.29 for a given

elastic constant set at a single orientation.
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FE(Cij) = max(SCij,φ1
) (4.32)

Again, the steps defined in equations 4.28 to 4.30 are then repeated for each permutation of

the elastic constants and the objective function evaluated. Finally, the calculated elastic constants

Cij are given by the arguments which are found to maximise FE , equation 4.33.

arg max
Cij

FE(Ci,j) (4.33)

Fig. 4.20 shows the value of FE for an 8 and 32 fringe generation patches in the C11-C12 plane,

respectively. Increasing the number of generation fringes makes the solution space more convex,

highlighting the maxima position. However we see the value of FE is similar along the diagonal

C11-C12 = 70 GPa. Chapter 6 investigates the required accuracy to accurately determine the

position of the maximum, in turn determining the elastic constants of the specimen.

(a) Magnitude of FE , 8 fringes in gen-

eration patch.

(b) Magnitude of FE , 32 fringes in gen-

eration patch.

Figure 4.20: Value of FE in the plane C11 − C12, increasing the number of fringes in the gener-

ation patch creates a more narrowband signal in the velocity domain, in turn making the solution

space more convex. Both results are noise free. The colourscale in both figures moves from blue

to yellow with improving fit.
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4.3.4 Determining unknown elastic constants and orientation

A primary objective of this work is to demonstrate the elastic constants of a specimen may be

determined by SRAS measurement without prior knowledge of the crystallographic orientation.

For a given pixel, P , the determined orientation has no influence on a neighbouring pixel, Q.

However, we shall assume the elastic constants are a global property of the material such that

Cij(P ) = Cij(Q).

The objective functions of §4.3.2 and §4.3.3 can be combined to provide a new objective function,

FEO, which depends on both the elastic constants and orientation, equation 4.34.

FE(Cijkl) =

Ng∏
1

FEO(Cij,W,X, Y, Z)

(W (Cij), X(Cij), Y (Cij), Z(Cij)) =

arg max
(h,k,l,φ1)

FEO(Cij,h, k, l, φ1).

(4.34)

In this work, equation 4.29 has been repeated for every modelled elastic constant set and

orientation; thus, the figure of merit for the full inverse problem is FEO(Cij, h, k, l, φ1), for a single

pixel. The ability to simultaneously determine unknown elastic constants and crystallographic

orientation from just SAW velocity measurements is explored through simulation and experimental

measurements in Chapter 6.

4.3.5 Inversion summary

The inverse problem considers the process of crystallographic orientation and/or elastic constants

from experimentally measured velocity surfaces. Two approaches for the inversion have been intro-

duced based on a least-squares method and overlap integral. The least-squares approach has been

shown to be quite robust to noise, both with simulated and experimental data, but performance

significantly degrades when the number of scanned directions is reduced, noise added, and the

evaluated velocity surface falls between the calculated planes in the databased. For example, the

forward model is usually completed at 1◦ in the plane; therefore, a measured plane of Φ = 45.5◦

is inherently less well represented in the database than a measured plane of Φ = 45.5◦. This

case reflects the reality of much of the data captured experientially by SRAS. Thus, an alterna-

tive optimisation algorithm, the overlap function, more appropriate for this non-ideal data, was

introduced.

Rather than using just the calculated SAW velocity (i.e. the position of maximum amplitude

in the frequency domain), the overlap between the forward model and the full experimentally
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measured spectrum is used for the inversion; this is unlike most schemes that use just the single

velocity measurement [252]. This approach was found to be more robust to experimental noise

and a reduced number of scanned directions. The correct plane is that with the highest summed

correlation value. Examples of the solutions space are provided for both the orientation and

elasticity problems, with a detailed example of the orientation calculation given.

The drawback of the overlap method is the slow speed of calculation. Thus, if the priority is

insights into the shape of the solution space or if well sampled and low noise experimental data is

available, the least-squares approach may be of use.

4.4 Simulation of SRAS measurements

In order to investigate the hypothetical performance of a SRAS instrument, it is often useful to

generate synthetic SRAS measurements. This allows the performance over a range of experiential

parameters to be estimated, including noise and the number of generation fringes. The techniques

introduced here will be used primarily in Chapter 5, where the accuracy of ordination and elastic

constants determination is of interest.

4.4.1 Time domain signals

A time-domain SRAS signal may be simulated by the convolution of a confined Gaussian window

and a sinusoid, at a fixed frequency, as defined by equation 4.35.

S0(t, f) = sin(2πf0t) exp(− (t− k)2

k2
) (4.35)

where k = cn
f0

, cn is the number of cycles, f0 is the centre frequency and S0 is the SRAS

waveform. Fig. 4.21 shows a simulated signal and the Fourier transform, showing the velocity

spectrum, for a waveform of SAW velocity 3000 ms−1 at a wavelength of 24µm, giving f0 =

125 MHz

To fully simulate experimental measurements typical incoherent noise must also be considered,

this may be simulated by

Sn(t, f, σS) = S0 + δS(σS) (4.36)

where δS is drawn from a normal distribution, as defined by

δS(σS) ∼ N (0, σ2
S). (4.37)
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(a) Simulated SRAS signal, modelled

by Gaussian window over sinusoid.

(b) Frequency (velocity from v = fλ)

response of two simulated signals, con-

taining 8 and 16 fringes.

Figure 4.21: Simulated SRAS signal in time and frequency domains.

This adds noise to the amplitude of the SRAS signal. Simulated noise and that which is

measured experimentally is compared in fig 4.22a; the simulated noise shows good agreement with

the experimental data when a standard deviation of 0.2 is used. The simulated noise has been

bandpass filtered with a passband of 50 MHz - 200 MHz to match the response of the experimental

system.

Fig 4.22b shows a simulated SRAS signal of 8 generation fringes and a noise component gener-

ated by a standard deviation of 0.2, giving a signal-to-noise ratio of 8 dB.

4.4.2 Velocity surfaces

When working with velocity surfaces (rather than velocity surface spectra), a more straightforward

route to simulate measured data is to apply a perturbation to the calculated velocity.

Starting with a pre-calculated velocity surface, from the forward problem, the 180 (or fewer)

velocity measurements around the plane, v, are perturbed by a small velocity, δv. To produce a

final velocity surface that mimics that measured experimentally. This process can be shown by
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(a) Comparison of experimentally mea-

sured and simulated noise signals.

(b) Simulated SRAS signal of 8 genera-

tion fringes, with a noise component of

0.2, giving an SNR of 8 dB.

Figure 4.22: Noise, generated from a normal distribution, is added to the simulated SRAS signal

to recreated an experimental measurement.

equation 4.38.

v + δv = vmeasured where δv ∼ N (0, σ2
v). (4.38)

A simulated velocity surface of δv = 20ms−1 is compared to an experimental measurement in

fig 4.24. The velocity surfaces shown are comparable, confirming this simulation method produces

representative experimental data.

4.4.3 Simulated polycrystalline specimens

The output of the forward model can be visualised as a velocity distribution, fig 4.25(a) (blue

distribution). This can be compared to a measured velocity distribution and, in effect, compares

the concentration of crystallographic orientations within a measurement to an untextured specimen

- that is to say, a measured velocity distribution in good agreement with that of the forward model

suggests the absence of preferential orientations. This concept is more formally known as the study

of texture.
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(a) Simulated b-scan of SRAS signals

with monotonically increasing SAW ve-

locity, across the velocity range found

in titanium specimens.

(b) Set of experimentally measured

waveforms measured in titanium speci-

men, sorted by velocity. The velocity

ranges from approximately 2400 ms−1

to 3200 ms−1.

Figure 4.23: Comparison of simulated and experimentally measured b-scans across the velocity

range typical of titanium specimens.

Many engineering specimens develop microstructures that have strong crystallographic textur-

ing. Usually, these are well characterised for a given process and material, and therefore it is useful

to assess the impact this texturing has on the observed SAW velocity. For a given specimen, an

orientation distribution function can be used to express the relative weight of each orientation, g.

ODF(g) =
1

V

dV (g)

dg
(4.39)

Where V is the length dimension of the whole specimen, depending on the dataset, this may

be area or volume, and dV is the length occupied by a given orientation.

There exist a number of typical crystallographic textures, for example, cube and Goss texture

components, as defined by table 4.3. These textures are commonly found in rolled sheets and are of

particular importance in magnetic materials (see §2.2.3). Goss and cube textures are demonstrated

here, but this approach may be used with any appropriate texture or superposition of texture

components.



CHAPTER 4. NUMERICAL APPARATUS OF SRAS MEASUREMENTS 150

(a) Experimentally measured velocity

surface.

(b) Simulated velocity surface, with a

velocity standard deviation of 10 ms−1

Figure 4.24: Comparison of experimentally measured and simulated velocity surfaces on the

(001) plane of nickel. In this case, the simulated measurement takes the velocity surface from the

forward model and applies a velocity perturbation from a normal distribution. Fig. 3.11a shows

an experimentally measured velocity distribution.

From the texture definitions it is possible to generate a hypothetical orientation distribution

function, which is then sampled a number of times to build a velocity distribution representative of

that texture. Fig. 4.25 shows compares the full velocity distribution of nickel with a hypothetical

specimens showing a strong Goss and cube textures, respectively, sampled in the 0◦ propagation

direction.

Finally, if required, this statistical velocity information can be assembled into an image analo-

gous to a SAW velocity map. Voronoi tessellations are a valuable tool for replicating the morphol-

ogy of polycrystalline microstructures [280]. When a crystalline material begins to solidify, it does

so from an initial nucleation site, radiating outward. This growth continues until another grain is

encountered, forming a grain boundary.

The process of calculating Voronoi tessellations is well explained by Okabe et al. [281] and

is now implemented on most numerical computation packages. The mathematical nomenclature

required to describe the calculation of the tessellations is somewhat involved, and therefore it is
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Table 4.3: Definitions of Goss and cube crystallographic textures.

Texture plane and direction

Cube {001} <100>

Goss {011} <100>

(a) Goss texture velocity distribution

in nickel.

(b) Cube texture velocity distribution

in nickel.

Figure 4.25: Velocity distributions for full nickel orientation space compared with the common

cube and Goss textures. The presence of texture leads to unequal weighting in the measured

velocities.

satisfactory for the purposes of this work to simply describe the final properties of the diagram.

For a number of random seeds points, N , distributed across a grid in two dimensions, an equal

number of convex polygons, C, can be generated, such that each polygon contains only one seed

point. The region bounded by the polygon Ci is then closest to the seed point Nj , by Euclidean

distance than all other seed points.

In the Poisson-Voronoi method, seed pixels are distributed at random with no condition on

the proximity; this can lead to a high degree of geometric anisotropy. Fritzen et al. suggested the

‘hardcore’ Voronoi method was more appropriate when modelling crystalline microstructures[282];

the geometric anisotropy is reduced by only allowing one seed pixel within a given radius.



CHAPTER 4. NUMERICAL APPARATUS OF SRAS MEASUREMENTS 152

Fig. 4.26 shows an example Voronoi diagram, calculated by the ‘hardcore’ method, which can

be used to represent a specimen microstructure. This approach generates equiaxed grains, but

modifications are possible to incorporate grain diameter distributions. Additionally, the distance

is equal in all directions such that grain will grow outwards circularly; the physical implication is

the cooling rate in the specimen is isotropic. Instead, an effective cooling field may be specified to

generate columnar microstructures with growth directions rotated towards the heat source [283].

Figure 4.26: Simulated grain structure by Voroni tessellation, markers indicate the centres of

each region - effectively the initial nucleations seeds of each grain.

Fig. 4.27 shows simulated SRAS velocity maps (the grain morphology in each map is that of

fig. 4.26). As in reality, several neighbouring grain regions have similar velocities and thus appear

as one grain; the grains can only be separated by observing contrast across both velocity maps.

As additive manufacturing specimens exhibit strong texturing, these approaches will be used

in the following chapter to relate the experientially measured SAW velocity and the underlying

crystallographic orientation and texture.
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Figure 4.27: Simulated velocity maps of the 0◦ and 45◦ propagation directions for strong Goss

and cube textures, from the grain structure in fig 4.26. A velocity standard deviation of 30−1 is

added to better replicate experimental data. All data is plotted to the same velocity scale.
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4.5 Summary

This chapter has introduced the numerical toolbox associated with SRAS; leveraging these tools

allows properties, such as crystallographic orientation, to be determined from SAW velocity mea-

surements. The primary concern within that has been the calculation of SAW velocities, known

as the forward problem, and it is upon this which all subsequent methods depend. The process

for calculating the SAW phase velocity as a function of the crystallographic orientation and elastic

constants has been described, results in cubic nickel and hexagonal titanium have been presented

in detail, with brief results in tungsten and potassium chloride given to highlight the impact of

lattice anisotropy on the velocity surface in cubic materials.

The ability to solve the rapidly forward problem lends itself to running multiple brute-force

style solutions to inverse problems. As such, the computational performance of the forward model

is reported as a function of the velocity search step. The latest iteration of the forward model has

reduced computation time by a factor of ∼ 100 in titanium and ∼ 10 in nickel. This has made

searches over the elasticity space viable for the first time.

The overlap method is introduced for the inversion of experimental velocity surface spectra to

determine the crystallographic orientation and/or elastic constants. A least-squares approach is

also shown to be viable with datasets where only one velocity is measured in each propagation

direction. Compared to the overlap method, the reduced computation time makes this a practical

approach for future simulations.

Methods of generating synthetic measurement data are outlined. Time-domain signals, with

and without noise, are generated and compared to experimental measurements. Velocity surfaces,

as generated by the forward model, are shown to compare well with experimental data when

perturbations following a normal distribution are applied.

Finally, the velocities calculated by the forward model represents the entire span of the ori-

entation space. This space can be sampled non-uniformly to represent crystallographic textures.

This has been shown for the common cubic textures of Goss and cube - which were introduced

in Chapter 2 - but may be extended for any arbitrary texture. These velocity distributions can

then be assembled into synthetic SAW velocity maps, mimicking experimental measurements. In

specimens with well-characterised texture, such maps can be compared to experimental data to

relate the measured velocity to crystallographic orientation - even when the individual grains are

not resolved.

This suite of techniques, along with the instrument described in the previous chapter, will now

be exploited in the following two results chapters, firstly to explore the information in additive

manufacturing specimens which can be extracted from SRAS measurements, Chapter 5.



Chapter 5

Measurements in additive

manufacturing specimens

The current spatially resolved acoustic spectroscopy (SRAS) instrument and corresponding tech-

niques to calculate the surface acoustic wave (SAW) velocity and perform inversions has been

described in the previous two chapters. This chapter reports on one of the primary thrusts of

this thesis, understanding SRAS measurements of additively manufactured specimens. Results are

split into two primary sections, firstly results on wire-arc additive specimens (§5.1), followed by

results with laser-powder bed fusion(§5.2). Only one material in wire-arc specimens is studied,

Ti-6Al-4V, as such results and background to these specimens are presented in-depth. For laser

powder bed fusion, three materials are presented, however the study of high silicon steel (Fe-Si)

is most interesting, and therefore a greater breadth of information is provided for these specimens

(§5.2.3).

The small grain size typically found in additive manufacturing is below the spatial resolution of

the EMDA instrument. Therefore the SAW velocity measured is a function of all of the grains at

the generation position. The impact of this is that the inversion method described in the previous

chapter cannot be used to determine the crystallographic orientation of each crystallite. With this

in mind, the overarching theme of this chapter is to use the SAW velocity measurements of the

textured specimen, in combination with the material forward model, to still deliver some degree

of useful information on the microstructure of the material.

155
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5.1 Wire-arc additive manufacture

In the titanium alloy wire-arc specimens presented, the primary concern is the control and elimi-

nation of microtexture regions, which form as the weldment cools. Components manufactured by

an additive process are characterised by a strongly anisotropic microstructure, primarily columnar

grain growth in the build direction [72]. In WAAM processed Ti-6Al-4V, this leads to [001] align-

ment in columnar prior-β grains, which gives rise to the child’s strong texturing α grains [126].

This is known to contribute to mechanical anisotropy [127], inferior fatigue life [128], geometric

distortion and crack initiation at prior-β grain boundaries [129]. Martin et al. have suggested that

one way of producing a microstructure more suitable to engineering applications and preventing

the induced residual stress is to promote equiaxed grain growth [18]. The use of inter-pass rolling

has also been trialled in WAAM to induce plastic strain to relieve tensile stresses and enact grain

refinement [130, 131]. This approach significantly reduced the prior-β grain size and weakened

the texture of both the prior-β and final α structures [26, 126]. The resulting texture leads to

components with more isotropic and desirable properties. Therefore, ensuring this rolling process

has been enacted efficaciously is vital to the industrial uptake of WAAM components.

This study utilises the SRAS technique to capture SAW velocity maps from undeformed and

rolled WAAM specimens, in both polished and as-deposited states. To date, the effects of dual-

phase materials on SRAS imaging have not been reported. In effect, as the α-phase is probed, it

is unclear if features from the prior-β grains can be captured. The three primary aims of this first

section are:

� Understand the extent to which the texture and other features originating from the fabrica-

tion process can be probed through the use of SAWs.

� Investigate if SAW velocity maps can be used to measure the efficacy of rolling.

� Establish the feasibility of capturing these measurements in-line as a step towards inspection

during fabrication.

This work demonstrates off-line inspection of prepared WAAM fabricated specimens using

SRAS. The detection of prior-β grains and the microstructural differentiation between undeformed

and rolled specimens has been successful, and an explanation to relate the underlying microstruc-

ture to the measured acoustic response has been provided. Further investigation of the angular

response allows the anisotropic features to be studied, which has been utilised to extract addi-

tional information such as the texture of the substrate and minimum stiffness direction. Finally,

the challenges to overcome for on-line inspection are explored in detail.
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5.1.1 Materials and Methods

WAAM Specimens

All specimens reported in this study haven been produced using the WAAM process using Ti-

6Al-4V welding wire feedstock, on to a titanium substrate. A pulsed gas tungsten arc welding

torch, with argon shielding, was used to deposit structures made of 20 single-bead layers, giving an

approximate final width of ∼ 6 mm and height of ∼ 24 mm. Following the deposition and cooling

of each layer, a 100 mm diameter roller was passed over the top surface to create the deformed

specimens. Rolling applied vertical forces were of 50 or 75 kN, monitored by a load-cell. Key build

parameters are given in Table 5.1.

Specimens were sectioned using electrical discharge machining and mounted. For each roller

force, both the x − z and y − z planes were exposed for analysis. All specimens were prepared

by standard metallographic preparation for titanium, and etched with Kroll’s reagent for optical

micrographs. Additionally, sections of the undeformed and 75 kN rolled specimen have been left

unprepared so as to allow imaging in the as-deposited state to simulate measurements performed

in an industrial environment during the manufacture of a component.

Table 5.1: WAAM deposition parameters, used to fabricate specimens for this study.

Build parameter Value Unit Build parameter Value Unit

Average arc voltage 12 V Torch stand-off 3.5 mm

Average current 110 A
Torch shield gas flow

rate
10 l ·min−1

Peak current 150 A Trailing gas flow rate 20 l ·min−1

Background current 70 A Travel speed 270 mm ·min−1

Wire diameter 1.2 mm Wire feed speed 1.6 m ·min−1

Microstructure analysis and preparation

To establish a baseline of specimen microstructure, EBSD orientation images were captured us-

ing a JEOL 7100F FEG-SEM scanning electron microscope, with an Oxford Instruments EBSD

system and Aztec acquisition package. The MATLAB package MTex was used for processing and

preparation of pole figures, with a 5×5 median window used to smooth the collected EBSD data.

Representative optical macrographs were captured using a Leica M205 FA stereo microscope and
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(a) (b)

Figure 5.1: (a) Normal SRAS experiment in large grain materials, five grains of different stiffness

shown in this diagram, where the generation patch, Dg is much smaller than the grain, Dgrain.

In specimens like this, the orientation of each grain region can be found. (b) Diagram of SRAS

experiment in specimen with fine Widmanstätten pattern; at each fringe the acoustic wave velocity

is a function of the elastic properties of all lamella, Cijkl, in that fringe width, λg. It is possible to

have acoustic impedance mismatch due to differing crystal orientations.

stitched together in post-processing. Finally, high resolution images and surface profiles of the as-

deposited side-walls have been captured with a focus variation microscope, Alicona InfiniteFocus

G5, with 10× objective lens, giving a lateral resolution of 3.9µm.

SRAS measurements

The velocity of these SAWs, vsaw is a function of the elastic properties of the specimen, furthermore,

the calculated velocity is a property of the specimen area under the generation patch only. In large

grain materials [284] where the acoustic wavelength λg << Dgrain (where Dgrain is the major

axis length of the grain), each measurement point can be treated as a single crystal, fig. 5.1a.

The angular response of such grains is well understood. However, in fine microstructures such

as WAAM processed Ti-6Al-4V, where λg >> Dgrain, the acoustic velocity is a function of the

elastic properties of all lamella in that fringe width, as shown in fig. 5.1b. When generating

across multiple orientations or phases, the measured wave packet contained multiple frequency

components. The measured velocity by the SRAS technique relates to the most common SAW

frequency within the whole generation patch, selected by taking the maximum amplitude in the

frequency domain. Increasing the number of phases or orientations under the generation patch will

increase the bandwidth of the signal, decreasing the velocity resolution and signal-to-noise ratio.



CHAPTER 5. MEASUREMENTS IN ADDITIVE MANUFACTURING SPECIMENS 159

2750

2800

2850

2900

2950

3000

3050

3100

3150

S
A

W
 v

el
oc

ity
 [m

s-1
]

2750

2800

2850

2900

2950

3000

3050

3100

3150

S
A

W
 v

el
oc

ity
 [m

s-1
]

(a) (b)
2750

2800

2850

2900

2950

3000

3050

3100

3150

S
A

W
 v

el
oc

ity
 [m

s-1
]

x

z

y

3150

3100

3050

3000

2950

2900

2850

2800

2750

SA
W

 v
el

oc
it
y 

/ 
m

s-
1

Figure 5.2: Results from prepared side-wall (x−z). Scale bars indicates 2 mm. (a) SRAS velocity

map from undeformed specimen, annotated lines have been added to indicate vertical prior-β grain

growth. (b) SRAS velocity map from 75 kN rolled specimen, large prior-β features can no longer

be discerned.

Various schemes exist for estimating the bulk elastic properties of anisotropic polycrystalline

materials, the most common of which is the Voigt-Reuss-Hill approximation. Using the texture

distribution obtained by EBSD, the stiffness tensor for the hexagonal α-phase was transformed into

the orthorhombic macroscopic tensor. This allowed a prediction of the SAW velocity, as measured

by the SRAS technique, when generating across a region with many dissimilar grain orientations.

A full introduction to the Voigt-Reuss-Hill method and its application to SAWs can be found in

Kube et al. [285].

5.1.2 Side-wall measurements (x− z plane)

Acoustic velocity maps captured with SRAS for varying rolling force are shown in fig. 5.2, for the

(a) undeformed and (b) 75 kN rolled specimens respectively, after polishing.

Considering first the undeformed specimen, fig. 5.2a, columnar structuring, running the length

of the specimen in the z-direction and around 2− 3 mm in width, can be discerned in the acoustic

image. These large features are consistent with the formation of prior-β grains. Within the prior-β

grains themselves, there is little acoustic variation; this is representative of large microtextured

regions. For a single grain the velocity varies with crystallographic orientation by± 250 ms−1 for Ti-

6Al-4V; the observed variation is lower as the average velocity is measured for the grain population
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underneath the patch. However, velocity variations of ∼ 100 ms−1 can be seen between prior-β

grains. A band of ∼ 500µm in height can be seen at the very top of the specimen; this represents

the final deposited layer, which has not had the opportunity to recrystallise from subsequent

deposition. Grain growth is found to be at a mean angle of 74.2◦ ± 2.2◦ to the x-direction, as

indicted by the dashed lines in fig. 5.2a. This 16◦ rotation from ideal vertical growth is caused by

the direction of deposition (left to right), creating a thermal gradient in the x-direction. This is

consistent with the findings of Donoghue et al. [126].

Fig. 5.2b, shows the acoustic velocity map for the 75 kN rolled specimen. No columnar struc-

turing can be discerned, suggesting the acoustic response has detected the effects of inter-pass

rolling. There is no larger scale structuring, on the millimetre scale, but significant velocity vari-

ations can be seen across the specimen. This suggests a more equiaxed microstructure, with a

more varied microstructural texture. The velocity variations occur in a spatial range of hundreds

of micrometers, compared to millimetres in the undeformed specimen, consistent with a refined

β-grain size.

For comparison an enlarged macrograph, after etching, taken from the 75 kN rolled specimen is

shown in fig. 5.2c. There is good agreement between structure shown in the SRAS velocity map and

the etched image. The macro-regions shown are consistent with the formation of prior-β grains,

which in the rolled specimens do not have a fibre texture. Dashed lines indicate representative

macro-structure features which can be seen in both fig. 5.5b and fig. 5.5c.

Angle dependent response

Acoustic maps have also been captured at varying source rotations in order to probe possible

anisotropic effects. SRAS velocity maps for acoustic propagation angles of 0, 45 and 90◦ for the

three prepared side-wall specimens are shown in fig. 5.3a-i. Again, a clear distinction can be

drawn between the undeformed and rolled specimens; whilst the rolled specimens show little angle

dependency, the undeformed specimen exhibits variations of up to 100 ms−1. For example, in the

0◦ map there is little contrast between prior-β phases, however in the 90◦ map a variation of around

100 ms−1 can be seen between prior-β grains. This is suggestive of close crystallographic alignment

between prior-β grains in the z-direction, and misalignment in the x-direction. A variation of

∼ 100 ms−1 due to varying propagation angle is suggestive of anisotropic elasticity, typical of large

microtextured regions.

Additional features are revealed in the angle scans, such as the high velocity response that runs

as a line from the top left of the specimen to the bottom in the 45◦ scan, fig. 5.3b. Interestingly,

some prior-β grains are seen to split off as the deposition continues, triggered by the formation of

thinner grains within.
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A repetitive banding can be seen in the z-direction; this likely corresponds to the layers of

deposition. This feature is most clear in the 90◦ scan, because the axial resolution is normally

significantly better than the lateral resolution due to the nature of the generation patch in SRAS

[253]. The spatial resolution of the EMDA system is discussed in §3.2.6.

In both the 0 and 45◦ degree scan in the undeformed specimen high velocity regions are seen

at the interface between some of the prior-β grains. From inspection of the measured acoustic

waves, this effect is believed to be an anomalous velocity caused by significant acoustic impedance

mismatch between the prior-β grains, causing reflection of the acoustic wave across the generation

patch, convoluting the final measurement in a small area. This effect will only be noticed in areas

of high β-phase concentrations.

Clearly from these maps the prior-β features can be discerned, an interesting outcome as the

acoustic measurement is probing the α-phase. The acoustic response throughout these prior-β

features appears consistent. Of further interest is the inconsistency of the anisotropy of the prior-

β grains. For example, in the undeformed specimen some prior-β show no measurable acoustic

variation with propagation angle.

5.1.3 Cross-section measurements (y − z plane)

Additional SRAS maps have been captured from the prepared cross-section, y − z plane in the

undeformed and 75 kN rolled specimens. Results are shown in fig. 5.4. An etched macrograph

of the undeformed cross-section is shown fig. 5.4a and the corresponding SRAS acoustic map in

fig. 5.4d. Acoustic maps for this specimen were captured at propagation angles of 0 to 170◦, in

10◦ increments. Please note the map shown is from 110◦.

The most prominent feature seen in the SRAS velocity map fig. 5.4d, is the region in the lower

left of maximum 6 mm in height, which extends across the specimen at ∼ 150 ms−1 slower than

the bulk of the specimen. Inspection of the macrograph, fig. 5.4a, shows clear parallels with the

acoustic map fig. 5.4d, foremost the low velocity region can be clearly seen in both images. Again,

this is attributed to the formation of a prior-β grain.

To further understand the interface between the regions, a detailed micrograph at the boundary

is shown in fig. 5.4c. The etched surface reveals a typical α + β microstructure, with a clear

interface running diagonally. α-phase lathes can be seen on either side of the interface but at

a different orientation. The interface observed optically (i) agrees well with the boundary seen

in the SRAS velocity map, and is consistent with the formation of misorientated prior-β grains.

For comparison a similar micrograph has been captured toward the top of the specimen fig. 5.4b,

where no acoustic boundary can be seen, this region is the final layer of deposition which has
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Figure 5.3: Varying the propagation direction of the SAW, by rotation of the optical mask and

detection spot - as illustrated at the top of the figure, relative to the specimen allows the effects

of material anisotropy to be probed. SRAS acoustic velocity maps captured for three WAAM

specimens (a)-(c) undeformed, (d)-(f) 50 kN, (g)-(i) 75 kN rolling force, for propagation angles of

0, 45 and 90 ◦, relative to the z-axis, as indicated by fringe schematics at the top of figure. Scale

bar shown in (a) applies to all figures and indicates 2 mm.
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Figure 5.4: Results from y − z plane cross-section specimens, (a) - (d) undeformed specimen (e)

- (f) 75 kN rolled specimen. (a)Etched macrograph,(i) showing prior-β formation, (ii) interface

at layers of deposition, (iii) fusion boundary and (iv) final deposited layer which has not been

reheated. (b) and (c) Micrographs taken after etching, scale bar indicates 250 µm, (c) shows

the interface between two prior-β grains. (d) SRAS velocity map corresponding to (a). (e) 45◦

SRAS velocity map from 75 kN rolled specimen and (f) 90◦ SRAS velocity map from 75 kN rolled

specimen. All scale bars indicate 2 mm, except in (b) and (c) where the scale bar indicates 250

µm.

not been reheated (iv). In line with this, a consistent Widmanstätten pattern is seen with no

substantial change in orientation.(ii) Boundries between depsoited layers are again observed. (iii)

Close inspection of the etched image, also shows repeated curved bands which correspond to the

fusion boundary segregation band, these features are also weakly seen in the acoustic map. Ho et

al. have shown these bands are caused by the development of a transient solute boundary layer at

the solidification front when it first accelerates, causing chemical segregation [139]. Such a change

in chemical composition explains why this region can be discerned in the acoustic map.

The y − z cross-section of the 75 kN specimen has also been prepared and scanned, fig. 5.4e

shows the acoustic velocity map from a propagation angle of 90◦. Notably, the distortion of the

build in the direction can clearly be seen. Whilst little structuring can be seen towards the centre

of the specimen, in-line with significant grain refinement, larger features (up to 2 mm in length)

are observed towards the edge of the specimen. This is indicative of the strain field induced by the



CHAPTER 5. MEASUREMENTS IN ADDITIVE MANUFACTURING SPECIMENS 164

roller not being evenly distributed though the specimen; indeed, grain refinement is more efficacious

towards the centre of the cross-section. The boundaries due to layer deposition are again seen.

5.1.4 Examination of Interface

In WAAM, the layer-wise deposits are built up from a substrate; for titanium alloys an annealed

α + β titanium base is used. Fig. 5.5 shows the acoustic velocity maps for the interface between

the substrate and the deposited structure at propagation angles of 0, 45 and 90◦ fig. 5.5 (a)-(c),

captured at the area indicated in the extended 0◦ velocity map, fig. 5.5 (d). Firstly, it is clear that

texture is much more homogeneous in this area directly above the substrate, suggesting a finer

grain size in this region. As this effect occurs only in this isolated area, it is likely to due to the

heat sink effect of the substrate causing rapid cooling of the deposition, preventing epitaxial grain

growth. Compared to the substrate, the deposited area near the interface shows little acoustic

variation, either within a single scan or at varying propagation angles, fig. 5.5 (b)-(d). The little

contrast seen suggests the texture is consistent across this region of deposition. Furthermore, the

measured velocity is around 50 ms−1 away from the calculated mean velocity, suggesting there is

a strong non-random texture in this region.

One additional result that may be of interest is the acoustic response of the substrate. From

fig. 5.5b-d, variations of up to 250 ms−1 in the acoustic response suggest crystallographic anisotropy.

fig. 5.5 shows a velocity vector map for the substrate area, which amalgamates the 0 and 90◦ scans

to show the alignment of the c-axis in large grain hexagonal materials [253]. In this instance, the

vector map fig. 5.5e suggests a strong aliment with the prism plane (basal plane in x-axis).

Finally, some texture inheritance can be seen to propagate from the substrate into the initial

few layers of the deposition, in the order of tens of micrometres. Given previous investigations have

shown that the orientation of the substrate influences the orientation developed in the additive part

[286], the substrate texture may be important for control of the deposition in future. Donoghue

et al. described the ‘ratcheting process’ that occurs in the undeformed WAAM specimens where

by, in situations where rolling is not applied the original β-grains simply re-grow the orientations

of the substrate during epitaxial solidification of the next layer deposited. Therefore, in situations

where rolling is not applied, knowledge of the original orientation of the substrate may be crucial

for control of the large prior-β structures.

5.1.5 Crystallography

The captured velocity maps describe the acoustic response of the α-phase, thus it is interesting

that prior-β grains can still be discerned. As discussed, the fine lathe size found in the α-phase
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Figure 5.5: SRAS is able to map the texture of the substrate as well as the deposition. (a) Shows

the full SRAS velocity map from the 50 kN rolled specimen, captured at 0◦, the indicated area

represented the interface between the deposition and substrate. Magnified velocity maps of this

interface are given in (b)-(d) at propagation angles of 0, 45 and 90◦, respectively. There is a clear

grain refinement in the deposition. Strong anisotropic response from the substrate. (e) Shows

the corresponding vector map for the substrate area, this map indicates the dominant alignment

of hexagonal crystals with respect to the c-axis. Whilst no clear preference can be seen in the

deposition, there is a clear preference towards the prism plane (φ1 close to 0◦), due to insensitivity

to φ2 this plane may be {101̄0} or {112̄0}. Scale bar indicates 2 mm.
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prevents direct recovery of the crystalline orientation, but several conclusions may still be drawn

on the crystallography of the WAAM depositions. Fig. 5.6 defines the hexagonal α-phase crystal,

and Euler-Bunge rotation notation that will be referenced throughout this section.

Figure 5.6: (a) Definition of axis and planes in reference to α-phase hexagonal crystal, as given by

Euler-Bunge notation. Vector map plot shown in fig. 5.5 is relative to the c-axis direction. Linear

acoustic technqiues are insensitive to variations in φ2 [284], due to elastic transverse isotropy. In

practice, this limits the ability to differentiate between (112̄0) and (101̄0) planes [284]. (b) and

(c) Measured hexagonal phase and corresponding reconstructed cubic β-phase inverse pole figures,

captured using EBSD by Donoghue et al. courtesy of Materials Characterization ©2016. Scale

bars indicate 1 mm. (b)(i) Microstructrual segregation at the top of the specimen, corresponding

to the final layer of deposition. (ii) and (iii) Repeating pattern in prior-β orientation. (iv) Clear

columnar growth can be seen at a similar angle to that shown in fig. 5.2.

In previous work by Donoghue et al. [126], recovery of the prior-β macrostructure from EBSD

imaging, revealed a repeating orientation of columnar grains along the x-direction. This is demon-

strated in fig. 5.6, (b) hexagonal phase inverse pole figure and (c) reconstructed cubic phase inverse

pole figure. In fig. 5.6b clear columnar growth at an angle similar to that presented in acoustic map
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in fig. 5.2. Furthermore, the orientation of grains can be seen to alternate between an orientation

of [001] and one closer to [101], demonstrated by grains indicated by (i) and (ii). Observation of

the SRAS data suggests a similar repeating pattern in the columnar growth, along the x-direction.

This patterns appears more obviously in the SRAS due to the stark velocity contrast in the 90◦

scan between prior-β grains. This suggests that the acoustic variation between prior-β grains, seen

in fig. 5.3, is due to changes in orientation of the prior-β grains.

Capture texture 
distribution by 

EBSD

Find material 
elastic constants 
from literature

Calculate the 
expected velocity 
distribtion from 
forward model 

 

Compare with 
velocity 

measured by 
SRAS

Use BOR to find 
α-variants from  
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Find material 
elastic constants 
from literature

Use Voigt-Reuss-
Hill averaging to 
find the elastic 
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textured regions

Calculate the 
expected velocity 
distribtion from 
forward model 

fig. 5.9 
fig. 5.10 

(e) and (f) 

fig. 5.7

fig. 5.10 (b),
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table 5.2 table 5.2

Figure 5.7: Block diagram of methods utilised in this section to understand the crystallography

and texture development in the probed WAAM specimens, with respect to the SAW velocity

information captured by SRAS in §5.1.2.

The general approach taken in this section has been summarised by the block diagram shown

in fig. 5.7. EBSD data has been captured for all prepared side-wall specimens imaged in this study.

Due to the orientation variants possible in the α-phase, direct interpretation of the inverse pole

figures is challenging. The texture distribution is more clearly seen by considering the respective

pole figures, fig. 5.8, for each specimen. The undeformed specimen fig. 5.8a shows a strong texture

in the (0001) plane, comparatively the 50 kN specimen shows a weaker texture, primarily in the

(0001) plane but also observable in the (112̄0) plane. This is consistent with a greater variety of

α-phase orientations, due to the break-up of prior-β grains.
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Figure 5.8: Pole figure orientation maps of EBSD measured hexagonal α-phase in (a) undeformed

and (b) 50 kN rolled specimens in x− z side-walls, confirming a stronger crystallographic texture

in the undeformed specimen. Pole figures are generated from small area EBSD maps.

Results from §5.1.2 suggested the angular dependence on SAW velocity varied between the three

specimens. To compare this quantitatively, fig. 5.9 plots the change in velocity at each measurement

point between the 0 and 90◦ propagation direction scans. In the undeformed specimen fig. 5.9a

prior-β grains are clearly seen, with a variation of up to 100 ms−1. Within the prior-β grains

themselves there is little acoustic contrast, less than 40 ms−1. This is a useful property for the

identification of unrefined microstructure acoustically. Whilst angular variations are seen in both

the fig. 5.9b 50 kN and fig. 5.9c 75 kN rolled specimens, there are much more in the 75 kN sample

and on a smaller scale. Given that 75 kN specimen has the finest prior-β size, this suggests

the contrast feature size shown in fig. 5.9b and fig. 5.9c are representative of the size of prior-β

grains. Additionally, the frequency of angular acoustic velocity contrast appears to be related to

the efficacy of grain refinement.

From comparison with the work of Donoghue et al. it has been established that the acoustic

contrast between prior-β grains is due to a change in orientation of the prior-β grains. However,

this does not explain the limited acoustic variation seen within a prior-β grain or why some

exhibit a greater angular dependency than others, as observed in both the undeformed and rolled

specimens as in fig. 5.9. To look at this further the measured EBSD data has been used to predict

the macroscopic elastic tensor of the measured specimen. It should be noted that the EBSD from
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Figure 5.9: Contrast mapping of the change in velocity (∆v) at each measurement point between

the 0 and 90◦ propagation direction scans. (a) Undeformed (b) 50 kN rolled and (c) 75 kN rolled.

Scale bar shown in (a) indicates 2 mm.

the undeformed specimen was captured fully within a prior-β grain showing significant acoustic

variation with propagation direction. Given the small feature size in the rolled specimens it is not

possible to know how many prior-β grains are captured within these EBSD datasets. Firstly, having

captured the EBSD data it was then possible to combine this with the previously described Voigt-

Reuss-Hill method, for calculation of the average elastic tensor. The initial hexagonal tensor is

defined in Table 5.2. The resulting tensor has triclinic crystal symmetry, and given the dependency

of SAW velocity on stiffness it is of interest to plot the Young’s modulus as a function of direction.

Fig. 5.10 shows the averaged Young’s modulus for the three prepared (x− z) side-wall specimens,

calculated using the Hill method from the EBSD data shown in fig. 5.8. The Hill method is an

arithmetic average of the upper and lower bounds given by the Reuss and Voigt methods.

Table 5.2: Elastic constants for titanium, used to predict velocity distribution [287, 288].

C11 C12 C13 C33 C44 ρ

GPa GPa GPa GPa GPa kgm−3

α 170 92 70 192 52 4430

β 135 113 - - 54.9 4430

This plot exhibits the anisotropic behaviour of the undeformed specimen, as seen in the angular
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acoustic response, fig. 5.3. The shift of ∼ 4 GPa in the undeformed specimen would correspond

to a shift of over 50 ms−1 in SAW velocity, this compares well with the change in velocity seen

in fig. 5.9a. In contrast, the rolled specimens exhibit a much smaller stiffness variation and thus

smaller angular velocity change, this again matches well with the results of fig. 5.3, to within

25 ms−1, which compares well with the accuracy suggested by Kube et al. for the prediction of

acoustic wave velocity from the Hill method [285]. Both rolled specimens have a maximum change

in Young’s modulus of 1 GPa, corresponding to a variation in SAW velocity of around 15 ms−1.

This compares with the response from the 50 kN rolled specimen (fig. 5.9b); however, the 75 kN

rolled specimen appears to exhibit large velocity contrasts in small regions, more notable towards

the top of the specimen. These small regions are likely to correlate to the refined prior-β grain

size, the EBSD data from the 75 kN rolled specimen is captured from a region with low velocity

variation, which agrees with the suggested velocity response in fig. 5.10. These results confirm the

change in bulk stiffness expected in the undeformed specimen and suggest the EBSD data in the

rolled specimens have primarily been captured on prior-β grains with small angular variations.

This succinctly demonstrates the acoustic variations observed with varying propagation angle is

due to changes in stiffness anisotropy between prior-β grains.

Figure 5.10: Young’s modulus calculated from EBSD data, using Hill method for tensor aver-

aging. The undeformed specimen shows a significant variance in elasticity with angle, compared

to the two rolled specimens. This agrees well with the results presented in fig. 5.3. The shift of

∼ 4 GPa in the undeformed specimen would correspond to a shift of over 50 ms−1 in SAW velocity.
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By taking the elastic constants of titanium from literature for the α- and β-phase, given in

Table 5.2, it is possible to calculate the expected velocity distribution for both phases, shown in

fig. 5.11b. Comparing the measured distributions 5.11a to the modelled velocities 5.11c for each

phase suggest that measured velocities match well with the expected distribution for pure α, with

all specimens exhibiting a peak value within 100 ms−1 of the mean velocity of the forward model. If

there was a significant influence from the presence of the retained β-phase a velocity shift towards

2500 ms−1 (the peak β-phase value), would be expected, as the retained β-phase is known to

agglomerate at grain boundaries, the shift in the peak of 50 ms−1 value seen from the undeformed

to the 75 kN rolled specimen, is the effect of a greater number of grain boundary crossings, causing

the β-phase to have a greater impact of the measured SAW velocity. In fig. 5.11b the full range

of possible α-phase velocity measurements is compared to the expected velocity measurement

based on the EBSD-measured α-orientation in the undeformed specimen. The expected velocity

values match well with the measured range and demonstrate that velocities towards 2000 ms−1

are not measured as the orientations present in this specimen have characteristic acoustic slowness

surfaces with velocities in the upper range (2800 − 3300 ms−1) of the velocity spectrum for Ti-6Al-

4V. The expected velocity distribution suggests measured values should occur around 3200 ms−1 in

greater abundance than measured. This is possibly due to the limited number of angles (3) where

measurements have been captured compared to the calculated angles in the theoretical data (180).

fig. 5.11c is a bivariate plot of Euler angles φ1 and Φ, from the measured EBSD in the undeformed

specimen. As expected, a limited number of α-phase variants are seen, typical of a β→α phase

transition.

From fig. 5.6c it can be seen that all grains have the [001] direction aligned or close to the z-

direction axis, but the orientation in the y-direction is unknown. Looking at the prior-β structure,

the top face is fixed to [001] for the fibre, however, the crystalline direction may still rotate freely in

the x−y plane. This is of particular interest as this is the plane probed by SRAS when investigating

the side-wall specimens (the crystal face exposed in the x−z plane). This suggests the variation in

crystallographic response is due to a change in the orientation of the prior-β grain in the y-direction,

inducing the formation of α-phase variants with a different characteristic slowness surface. Using

Burger’s orientation relationship, equation 2.1, the twelve unique α-phase variants were calculated

for prior-β orientations of [0 0 1] and [0.6 0 1] (aligned with the z-direction). The resulting slowness

surfaces for each variant are plotted as a function of propagation angle in fig. 5.11d. Whilst the

twelve variants are calculated, fewer can be seen in the plotted slowness surface; this is due to

several orientations being symmetric acoustically. Furthermore, several orientations pairs produce

slowness surfaces that are exactly 180 degrees out of phase.

The actual measured velocity will vary depending upon the exact composition of variants found
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in the prior-β grain; variant selection is known not to occur evenly [289]. Notably, the [0.6 0 1]

orientation will likely show a measurable shift in velocity between 0 and 45 degrees as each variant

creates a unique velocity surface. This matches well with the results of fig. 5.3. However, For the

[0 0 1] orientation, little to no SAW velocity variation is likely to be measured due to the lack of

unique velocity surfaces with only three surfaces possible. One of these is the isotopic basal plane,

and the other two are precisely 180◦ out of phase with each other, and therefore likely cancel out

any angular variation. Again, the modelled slowness surfaces for (001) match well with the results

of fig. 5.3, where the larger grains showed little to no SAW velocity variance with propagation angle

in the undeformed specimen. Thus, it can be concluded that the prior-β grains can be detected

using SRAS as a limited number of possible α-phase variants for a given prior-β orientation lead to

large microtextured regions with distinct slowness surfaces. This is an important finding because

it explains the contrast in the SAW velocity maps between macro-regions, despite the β phase

transforming to α. Furthermore, this suggests that if a single propagation direction is to be used

to assess the efficacy of rolling, the propagation direction must be chosen carefully. The strong fibre

textures in this material means angles towards 90◦ should always generate the greatest contrast

in SAW velocity. With knowledge of the exact orientation distribution in the region, it would be

possible to predict the measured slowness surfaces.

5.1.6 Minimum stiffness direction

One commonly cited issue with strong columnar growth is the directional mechanical properties it

bestows upon components. Thus far this has been demonstrated by the change in Young’s modulus

with angle (fig. 5.10). In addition to this it is useful to discuss the extent to which this anisotropy

can be detected and characterised by SRAS.

As the material stiffness, E, is proportional to the SAW velocity, SRAS velocity maps captured

at multiple propagation directions can be used to indicate the local material anisotropy and stiffness

mismatches. Bearing this in mind, regions of measurable velocity gradients, and deviations away

from the bulk mean velocity are of interest. Fig. 5.12a, plots the maximum change in SAW

velocity for the undeformed cross-section (y − z) specimen. The region in the lower left discussed

in fig. 5.4 exhibits a maximum change of 300 ms−1 in comparison to the bulk, which varies by

around 200 ms−1. Interestingly, layer interfaces are clearly indicated in this plot, and suggest a

change in velocity of up to 450 ms−1. A similar change is seen in the crown of the deposition; as

there has not been the deposition of subsequent layers, recrystallization has not been triggered,

indicating initiation of recrystallization is crucial in achieving components with isotropic properties.

The anisotropy information contained within SRAS datasets has also been explored by Mark et
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al. [254], to indicate the Emin direction, where SRAS velocity maps have been captured at multiple

propagation angles. This result for the prepared cross-section (y−z) is shown in fig. 5.12b. For the

majority of the specimen there appears to be no clear preferential direction, however for the region

in the lower left, there is a clear dominance of angle at or close to 90◦. This suggests this region

will be highly deformable under loading in the y-direction, i.e. though thickness of deposition.

5.1.7 Extracting build process metrics from acoustic data

It is clear from the acoustic maps that the rolling process is successful in homogenising the specimen

microstructure, and this change can be sensed using the SRAS technique. In order to quantify

the measured SRAS data, a robust metric must be developed, to relate rolling force effect with

acoustic response.

In the unrolled specimen, a clear repetitive banding can be seen in the acoustic map, this can

be seen in fig. 5.2. These bands are appropriately 1 mm in height and can be correlated to each

deposited layer. Martina et al. have previously reported that the α-lamella thickness is known

to increase towards the top of a band, due to thermal cycling [26]. This work has recently been

expanded by Ho et al. who found this heat affected zone corresponded to coarsening of the lamellar

structure, due to transformation coarsening [139]. This variation can be discerned in the acoustic

image. Fig. 5.13 plots the instantaneous the velocity gradient in the z-direction. In future, this

approach may be used to extract the layer height of deposition for quality control, however this data

has been extracted from prepared specimens and further investigations are required to determine

if this is feasible on as-deposited specimens.

One of the key aims of this work was to understand how the rolling process affects the acoustic

response of the material, and determine if this could be used as a quality control method. In the

results presented thus far it is clear that the undeformed specimen can be easily distinguished from

the rolled specimens. However, differentiating between the rolled specimens, is not elementary.

The large prior-β grains can clearly been seen and sized (Fig. 5.2), however as the prior-β grain

size becomes small and the acoustic variations between grains less distinct sizing of these features

becomes difficult. Additionally, for this approach to be viable in-line it would be desirable for the

differentiation to be feasibly automated.

A simple automated algorithm was developed in Matlab®, using standard image processing

function, as a tool for differentiating between the effects of rolling force. The algorithm is sum-

marised as follows:

� To remove high frequency noise, a Gaussian filter is applied to velocity maps. This has the

effect of making only larger features visible. Representative outputs from this stage, for the
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(a) undeformed and (b) 75 kN rolled specimen, are shown in fig. 5.14.

� Taking a nominal location for a seed pixel, the algorithm counts the number of connected

pixels which have a measured SAW velocity within 20 ms−1.

� The location of the seed pixel is moved across the specimen.

Fig. 5.14, shows the distribution of continuous regions within the specimens, as calculated from

the algorithm. As expected, the undeformed specimen was characterised by fewer regions in total

but typically with a larger size compared to the rolled specimen. Significantly, the algorithm was

able to differentiate between the 50 kN and 75 kN rolled specimen. The developed metric is simple

and not computationally intensive, potentially making real time processing in-line viable, subject

to further development.
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(a) (b)

(c) (d)

Figure 5.11: Investigation of origin of acoustic response due to texture. (a) Measured velocity

distribution for the three side-wall specimens. (b) Bi-variate plot of Euler angles φ1 and Φ, showing

a limited number of orientations, as predicted by the Burgers orientation relationship for one prior-

β orientation. (c) Comparison of simulated velocity calculated form elastic constants and the

predicted velocity distribution, calculated from EBSD measured for both phases. (d) Theoretical

slowness surfaces for 6 α-phase orientation from prior-β grain with [0.6 0 1] (upper) and [0 0 1]

(lower) orientation in y-direction, similar to the orientations seen in fig. 5.6.
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(a) (b)

Figure 5.12: Prepared cross-section (y−z) of undeformed specimen, (a) plot of maximum change

in SAW velocity with varying propagation angle, larger variations indicate more anisotropic be-

haviour. Scale bar indicates 2 mm. (b) Scatter plot indicating direction of minimum stiffness, Emin,

relative to the y-direction. Areas with clusters of similar Emin directions will be highly deformable

under loading.

Figure 5.13: Extract of effective layer height in deposition from velocity gradient. Example

of the response of the layer height algorithm in the undeformed specimen, which calculates the

instantaneous velocity gradient in the z-direction (image has been rotated through 90◦ CW to aid

interpretation).
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Figure 5.14: Representative outputs from algorithm after Gaussian filter has been applied to

remove high frequency noise, making detection of larger features such as prior− β feasible for the

(a) undeformed and (b) 75 kN rolled specimen. The contrasting feature size is clear to see. (c)

RGB Histograms from the three prepared side-wall (x− z) specimens, showing the distribution of

continuous regions areal size, as calculated by the developed algorithm.
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5.1.8 Preliminary as-deposited results

All results presented thus far have been captured on prepared specimens, however for the proposed

approach of taking measurements in-line and non-destructively for quality control, measurements

must be taken from as-deposited surfaces. As-deposited surfaces are optically rough and therefore

pose three primary challenges to the use of laser ultrasonics: roughness (out of phase reflections

interfere to create a speckle pattern), waviness (drastic changes in the surface normal can mean

little light is returned to the detector), and attenuation of the acoustic wave within the material.

As SRAS does not rely on time-of-flight measurements, the propagation distance between the

generation patch and detection beam can be small to minimise attenuation, allowing the later

point to be neglected in this work. The use of the normal KED necessitates an optically smooth

surface, (generally an arithmetic mean roughness, Ra less than 20 nm). Rough surfaces lead to a

diffuse reflection of the detection beam and create a speckle pattern from the interference of offset

reflections at varying phase. Several techniques exist which can adapt to the speckle patterns that

are concomitant with rough surfaces, such as random quadrature demodulation [290], two-wave

mixing [291] and the speckle knife edge detector [269]. Other interferometry techniques such as

Fabry-Pérot interferometry, are inherently insensitive to speckle [292]. Use of one such technique,

in place of the KED, in the SRAS system would allow the speckle pattern from the rough surface

to be efficiently detected.

The waviness of the specimens causes two issues, illustrated in fig. 5.15, firstly as the height

of the deposition varies the detection beam will move out of focus meaning the spot imaged on to

the specimen is of larger diameter - detection efficiency is maximised when Ddetection ≈ λg/2 [56].

Furthermore, the curvature means the beam is no longer perpendicular to the surface, causing the

reflected beam to miss the detector.

Within the discussion of applying SRAS during the deposition process, it is also necessary to

conciser what part of the specimen should be measured. In the section measurements have been

presented from the x− z and y − z faces, but clearly, the cross-section (y − z) is not available for

inspection during deposition, thus the side-wall (x− z) face is more appropriate for discussing as

a realistic on-line solution. Fig. 5.16 shows preliminary SRAS velocity maps captured on the as-

deposited side-wall in the undeformed specimen, using two rough-surface capable SRAS systems,

which makes use of an interferometer based on random quadrature demodulation. The velocity

contrast in these maps correspond to the prior-β structure and despite the lower resolution this

is sufficient to indicate the presence of the prior-β structure and hence the failure of the rolling

process. It is also interesting to note that again the contrast between the prior-β grains is more

discernible in the 90◦ deg propagation direction, as seen in fig. 5.3.
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Figure 5.15: Schematic optical detection on a surface that is both rough and wavy, as found in

the side-wall of WAAM depositions. As the detection beam is scanned along the z-axis the beam

moves out of focus due to the change in height of the specimen. This reduces detection efficiency.

The rough surface creates a diffuse reflection, visualised as a cone of light, this necessitates the use

of a ‘rough surface detector’. Furthermore, the curvature of the specimen also changes the surface

normal as the beam is scanned, in extreme cases this can mean almost no light is returned to the

detector.

Micrographs of the as-deposited surface are shown in fig. 5.17b undeformed and d 75 kN rolled.

A protective oxide layer of varying thickness is distinguished by the varying colour across the

undeformed specimen. Furthermore, a prior-β grain boundary can be seen to run across the

specimen. Extracted surface profiles for both specimens are shown in fig. 5.17b. Both specimens

exhibit a regular periodicity of approximately 1 mm, that can be correlated to the layer height of

deposition, with a change in height up to 20µm. Whilst the undeformed specimen presents little

roughness within layers, the rolled specimen repeating striations were seen to develop within the

layers from the rolling process. This effect is observed in the surface profile map as the increase in

high frequency roughness.

Comparing the velocity maps in fig. 5.16 to the surface profiles in fig. 5.17a, suggests the rough

surface detectors are able to cope well with the high frequency roughness but some drop out is

observed between layers due to the low frequency waviness, corresponding to build layer periodicity.

This topographical variation causes deviations in the position of the returned detection beam which

are orders of magnitude larger than that caused by surface roughness.

The results presented in fig. 5.17a show the current ability to capture velocity information on

as-deposited surfaces. As expected, the signal degrades due to the deflection of the detection beam

from the surface profile, as shown in fig. 5.15. In practice it would be possible to employ some form
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Figure 5.16: SRAS velocity map captured from the side wall of an as-deposited undeformed

specimen. A interferometer based on random quadrature demodulation has been used to over

come the ‘rough’ surface and capture these SAW velocity maps. Grey areas in these figures

indicate signal drop-out, the scale bar in (b) indicates 2 mm. In keeping with the results from the

prepared surfaces, the presence of the prior-β structure can be discerned most clearly in the 90◦

propagation direction. The lack of contrast in the 0◦ direction map is due to the unique velocity

surfaces which arise form the limited number of α variants in a parent prior-β grain.

of contour following, allowing the detector system position to be adjusted to maintain a normal

to the inspected surface and maintain the correct focal length. However, despite the significant

loss of signal in the as-deposited datasets, the information captured is sufficient to still clearly

distinguish the unrolled specimen from the rolled specimen. Whilst there is a significant drop-out

due to specimen waviness, the result shown in fig. 5.17a suggests that the macro features can still

be seen without the need to scan the full area.

Additionally, measurements may not be feasible during the period where the deposited layer

cools, due to both the on-going phase change from a primarily β microstructure to primarily α and

the change in temperature altering the elastic modulus and subsequent velocity measurement from

the specimen. With the benefit of accurate temperature measurement in the deposit, these effects

could be decoupled from the SAW velocity; however, in order to make meaningful measurements

capturing the effect of the rolling process measurement shall be made at room temperature (rolling
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Figure 5.17: (a) Line plots of surface topology in as-deposited undeformed and 75 kN rolled

specimens. Data plotted in (a) is extracted from high resolution optical microscopy images shown

in (b) undeformed and (c) 75 kN rolled, captured using focus variation microscopy. (b) Changes

in colour due to varying oxide thickness. A prior-β grain can be seen to run across the specimen.

The scale bar shown in (b) indicates 2 mm.
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is applied after each layer of deposition has cooled to ambient). In practice, this avoids the

complexities of measuring specimens with a temperature gradient or undergoing phase-change.

Finally, for SRAS to be considered a realistic solution for in-line monitoring the speed of

measurement must be considered with respect to the build rate. The WAAM equipment used in

this study deposits at a horizontal travel rate of 270 mm ·min−1. If the primary aim of the in-line

inspection system is to decide if rolling has enacted grain refinement, then the step size between

measurement points can be large given the width of prior-β grains in the undeformed specimen,

2− 6 mm in width. The WAAM system takes around 0.45 s to deposit 2 mm therefore a SRAS

system should be able to capture acoustic data in an area (horizontal and vertical) sufficiently

large as to identify undeformed prior-β grains in this time. The current SRAS instrumentation

can capture ∼ 2000 points per second, limited by the generation laser repetition rate, thus in this

time it would be possible to capture 900 unique acoustic data points. At an acoustic resolution of

100µm in both axes, an area of 20 × 45 points or 2 × 4.5 mm could be interrogated; this would

sufficiently capture the acoustic response to identify large prior-β grains, whilst keeping pace with

the deposition process. Thus, from a practical standpoint there is clearly a good opportunity to

integrate SRAS in-line without affecting the fabrication process.
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5.2 Laser powder bed fusion

This section will go through the L-PBF results in titanium, nickel and silicon steel. This section

has been structured in this order in a bid to aid the narrative by commencing with more elementary

results before progressing to more complex results towards the end of the chapter. This section will

not discuss the time implications and technical challenges to a SRAS inspection in-situ for powder

bed fusion, this topic requires a greater breadth of discussion and will be dealt with expressly in

chapter 7.

5.2.1 Ti-6Al-4V

SAW velocity measurements

This section will discuss the correlation of results between the microstructure and porosity of Ti-

6Al-4V parts fabricated with L-PBF and ultrasonic measurements; fig. 5.18 presents initial results.

Looking first at the SAW velocity map, fig. 5.18a, the first observation is the relative uninter-

esting nature of these velocity maps, which stems from two sources. Firstly, the grain size is much

smaller than the spatial resolution of the system again, such that the stark contrast observed in

large grain materials is absent. Secondly, titanium is relatively elastically isotropic, thus variation

in the orientation induce comparatively small changes in the SAW velocity. This has meant no

spatial inhomogeneities can be discerned from this velocity map. Comparing the measured veloci-

ties to the range of SAW velocities as calculated by the forward model, fig. 5.18c, it was seen that

the measured velocity is within the normal range for Ti-6Al-4V and the average measured velocity

is close the dominant velocity from the model (∼ 2950 ms−1).

One of the problems which plague powder bed fusion is the formation of porosity, and therefore,

it is worthwhile to examine the optical dataset for discontinuities. Fig. 5.18b presents the optical

level across the specimen, for the same area as the velocity map, indications of several surface-

breaking defects can be determined. These are marked in white in the velocity map.

Comparing the SAW velocity and optical datasets, several low velocity locations were seen,

many of these surround optical indications not in the optical map, suggesting these are not surface

breaking defects. Comparing the velocity of these region low velocity regions (6 2800 ms−1) to

the output of forward model for Ti-6Al-4V, these velocities are towards the lower limit predicted

by the forward model. However, from a crystallographic perspective, velocities 6 2800 ms−1 cor-

respond to the region where φ1,Φ ≈ 90◦ only, given this is incompatible with the fibre texture

of L-PBF specimens, this suggests these low velocity regions in the SAW velocity map are not a

crystallographic effect.

Smith et al. previously observed this slow SAW velocity effect is in similar Ti-6Al-4V specimens,
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Figure 5.18: Results in L-PBF Ti-6Al-4V. The main feature from the SAW velocity map (a) is

the presence of surface breaking defects (these are also seen in the optical map (b)) and anomalous

low velocity regions. The forward model (c) suggests this velocity is not a crystallographic effect.

Instead, the presence of shallow subsurface defects induces mode-conversion to the disperse A0

Lamb wave, where measured velcoity corresponds thickness of the ‘plate’.

and suggested defects located within a wavelength of the free surface were found to cause mode

conversion of the customary Rayleigh wave to a Lamb plate wave, specifically the fundamental

antisymmetric mode, A0. Fig. 5.18d plots the dispersion curves of the fundamental modes in

titanium. In specimens, such as titanium with a small velocity range, subsurface features are

distinguished from variations in the crystalline texture by the large shifts in velocity. Dispersion
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curves have been calculated using the Disperse computation package [293]. this is a potentially

powerful result as it allows subsurface defects to be detected by SRAS, furthermore by comparing

the measured velocity to the thickness on the dispersion curve it would - in theory - be possible

to also extract the depth of these features. This topic will be briefly revisited when considering

nickel specimens in the next section.

5.2.2 Nickel superalloy

SAW velocity measurements

A sample has been manufactured using the common aerospace nickel super alloy, Inconel 718 often

favoured in gas turbine applications for its temperature, corrosion and creep resistance. Samples

were manufactured using a Relaizer SLM50 build platform. An island scan pattern was used, in

effect this means the specimens were formed of an array of smaller squares.

 island boundary

scan vector

(a) (b)

Figure 5.19: (a) SRAS velocity map of Inconel 718 triangle sample, which was fabricated using

an island scan strategy, as shown in (b).

Fig. shows the (a) SAW velocity map and (b) a diagram of the hatching strategy used in the

build. It is clear that the islands have created a strong microstructral texture discontinuity that

can be clearly observed in the velocity map. These texture boundaries correspond to the interfaces

between hatched areas, the acoustic image bares a remarkable similarity to the photograph of

the as-deposited sample. This is a clear exemplification of the impact varying hatching patterns

can have on component microstructure. Additionally, the islands located on the perimeter of the

triangle have shorter scan vectors than the bulk of the material which may be the cause of the
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repeated high velocity clustering within these areas. A smaller vector length will reduce the time

between the melting of successive vectors, which will promote a different solidification to that seen

in the bulk.

Elastic constants for Inconel 718 are not widely available, thus simulations were performed for

a number of similar nickel superalloys and pure nickel. For brevity, only pure nickel is shown in

fig. 5.20c, as this was found to be a good approximation for all nickel alloys (elastic constants

from Salama and Alers [294]). In all simulated nickels, faster velocities suggested an orientation

towards [001], and slower moving towards [111]. Thus from comparing the output of the forward

model for nickel to the SAW velocity map (fig. 5.19a) it can be said that the interface zones are

closer to a [001] orientation, whilst the island areas are closer to a [111] orientation. This is in

good agreement with the findings of Carter et al. [295], who used EBSD to study the influence of

scanning interface regions on the formation of nickel superalloys.

EBSD comparison

To further investigate the crystallographic information contained within the SAW velocity map,

EBSD imaging was carried on the specimen as a comparator. Fig. 5.20 compares the SRAS velocity

map and EBSD orientation information for the tip of the triangle. The EBSD data demonstrated

the tip of the triangle consists primarily of colonies at [001] and [101] orientation. Remembering the

spatial resolution of the SRAS velocity map in question is ∼ 100µm, compared to the nanometre

scale resolution of EBSD, the datasets compare relatively well. Most notably, both suggested a

strong [001] orientation at the very tip of the triangle. Moving further up, both suggest a similar

formation of [101] towards the perimeter before transitioning to [001], this may be an effect of a

different cooling profile due to be being at the edge of the specimen.

Surface and sub-surface porosity extraction

Interestingly, the SAW velocity map presented in fig. 5.20a does not immediately suggest the

presence of subsurface defects. As the presence of several surface breaking features can be seen in

the velocity map (white regions), it is therefore unlikely that the volume was free from such defects.

Instead, measurement of subsurface features is obscured due to the crystalline anisotropy of the

nickel. Previous samples were fabricated in Ti-6Al-4V, which is characterised by small variations

in velocity due to texture. In contrast to the small SAW variations in texture in titanium, a single

grain in nickel can have variations of ∼ 1000 ms−1, across a single plane. As the depth of the media

approaches twice the acoustic wavelength, the velocity tends towards the normal Rayleigh wave

velocity. In the case of nickel, even large shifts in velocity will often fall within the normal Rayleigh

wave velocity range, meaning subsurface defects are obscured by normal microstructural variations
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[001] [101]

[111]

Figure 5.20: Crystallography of the triangle tip. (a) and (b) compare the SRAS velocity map

and EBSD captured IPF from the tip of the triangle specimen. Whilst the SRAS velocity maps

does not directly reveal the crystallographic orientation, the general texture can be inferred by

comparing the measured velocity to the average across the orientation space (c).

in the velocity map. This suggests that merely looking for large shifts in the SAW velocity is an

unreliable method for the detection of subsurface defects in AM.

5.2.3 Fe-Si

High silicon steel has provided a final fascinating material to study in this chapter, thanks to its

strong - and unusual - microstructural texturing. As detailed in §2.2.3, within the domain of soft

magnetic materials lies silicon steel, iron alloys with a silicon content between 2-7%. Within the

family of silicon steels, Fe-6.9Si alloys have a high potential in magnetic device applications due to

their high electrical resistivity, near-zero magnetostriction, and low magnetocrystalline anisotropy.

Magnetic anisotropy is the dependence of the magnetic properties on the direction of the applied

field with respect to the crystal lattice. Depending on the orientation of the magnetic field, one

would need a lower or higher magnetic field to reach the saturation magnetisation. [001] directions

are the easy axes of magnetisation in this material as this is the least densely packed direction.

Previous research in the manufacture of Fe-Si materials by powder bed fusion has shown the

build parameters can be used to control the formation of texture relative to the build direction,

allowing the easy axes of magnetisation to be aligned, making the component suitable for magnetic

applications [148]. The formation of this texture is essential to ensuring the function of potential

Fe-6.9Si components; however, this texture has only been observed in a small region in the bulk

of the material by EBSD previously. Therefore, the challenge is to detect the presence of a cube
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texture formation across the specimen using SRAS.

As disused through this chapter, left unperturbed additive components will tend to form a fibre

texture, aligning the [001] axes with the build direction. In reference to fig. 5.21, this results in

a predominance of the (001) plane (red plane) when examining the x − y plane. However, the

rotation of the crystal lattice around the z-axis is not usually controlled. The ingenious feature of

texture control in Fe-6.9Si is also to control this rotation, such that the (101) plane (green plane)

is aligned with the x-axis of the build - this is usually called a cube texture.

x

z

y

(001) plane (101) plane

Figure 5.21: Definition of textures and relation to SAW velocities for silicon steel.

Three specimens were fabricated for study in this section, using the build parameters listed in

table 5.3. It was expected that the texture control would not be initiated in cube 1, meaning only

the typical fibre texture would be observed. Whereas in specimen 3, substantial texture control

would have been generated, causing the formation of cube textures, with the alignment of the (001)

plane to the x−y plane and the (101) plane to the x−z and y−z planes (subsequent references to

these planes will only mention the x−z plane for brevity, but the analysis equally applicable to the

y − z plane). It was unclear what microstructure would result in specimen 2, where intermediate

processing parameters have been used.

Again, the forward model was utilised to comment on the crystallographic texture of the spec-

imens. Unfortunately, measured elastic constants for Fe-6.9Si are not available and were interpo-

lated from measurements in Fe-6.3Si and Fe-8.5Si, as reported by Machova et al. [296]. The SAW
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Table 5.3: Build parameters for Fe-6.9Si specimens used in this study. It is expected these

parameters will generate a cube texture in specimen 1 and [001] fibre-texture in specimen 3.

Specimen Hatch spacing Scan speed Exposure time Point distance Power Energy

µm ms−1 µs µm W Jm−1

1

60

0.50 40

20

70 140

2 0.25 60 70 280

3 0.50 40 90 180

velocity on the three principal planes for the three elastic constant sets of FeSi along with pure

iron are compared in fig. 5.22, the pure silicon model is not shown as this is significantly faster

(∼ 1000 ms−1 on all planes). It is seen that the difference between the two known constant sets

(Fe-6.3Si and Fe-8.5Si) is ∼ 50 ms−1, and as the Fe-Si walls between these two, the error is expected

to be no greater than ∼ 50 ms−1. It is also noted that as all materials have an anisotropic ratio,

η, of > 1 then all velocity surfaces have similar shapes (see §4.2.3) for more discussion on this),

meaning some comment on the change of SAW velocity with propagation angle is still possible

without knowing the precise elastic constants. Therefore, these interpolated values are expected

to accurately represent the Fe-6.9Si material and are sufficient to provide insight into the mate-

rial crystallography. As an aside, it is interesting to note the increase in silicon content slows

the velocity of the RSAW, but on the (001) plane, the velocity of the PSAW increases with the

silicon content. This is due to the value of C11 and C12 decreasing, but the shear parameter C44

increasing.

Table 5.4: Elastic constants of pure iron, silicon and Fe-Si.

Material C11 C12 C44 ρ Ref

GPa kgm−3

Iron 230.4 137.1 115.9 7874 [297]

Silicon 165.0 64.0 79.2 8960 [298]

Iron-Silicon (6.9%)* 217.0 129.0 137.0 7600 [296]

* interpolated from measurements in 6.3 and 8.6% silicon content specimens.
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Figure 5.22: Comparison of the velocity surfaces on the three principal planes, in the alloy 6.9Si

and the two constituent elements iron and silicon.

x− y plane measurements

The x − y plane is first examined in fig. 5.23, comparing specimens 1 and 3. The first noticeable

feature is the contrast in measured SAW velocity observed at the edge of the specimen. This stems

from the contour scan strategy employed in the fabrication of the specimens, where the bulk of the

material is hatched at an angle of, and then the outer border area hatched with parallel vectors.

In both figures, the thickness of these anomalous regions is measured to be approximately 450µm,

which correlates with the thickness of the build contour.

Figure 5.23: SAW velocity maps from the x− y plane of (a) specimen 2 and (b) specimen 3.
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Figure 5.24: y-direction inverse pole figure from edge of cube 3, captured by EBSD.

Moving to the consideration of the bulk region, both cubes exhibit a dominance of a fast SAW

velocity (∼ 3300 ms−1). To extract further information, the velocities may be compared to the

velocity model for Fe-6.9Si, fig. 5.25. Again, velocities on the (001) plane are on average the fastest

across the orientation space and exhibit peaks at ∼ 2800 ms−1 and ∼ 3300 ms−1, the latter of

which is in good agreement with the measured velocity of these specimen. The range of velocities

observed in the bulk is commensurate with an (001) fibre orientation. In contrast, a velocity closer

to (111) is slower, suggesting the different scan strategy in the border region has prevented the

formation of a fibre texture.

For comparison, EBSD captured inverse pole figure from specimen 3 is shown in fig. 5.24. In

this figure, the normal direction is in the z-direction. i.e. a red pixel indicates where [001] crystal

direction is aligned with z-direction (build direction), this is the hallmark of a fibre texture. This is

in good agreement with the SRAS velocity measurements from the bulk. Similarly, an anomalous

region can be seen on the edge of the pole figure, with orientations closer to (101) and primarily

(111). This is the border region shown in the velocity maps, and its presence in the EBSD dataset

is evidential for the lower SAW velocity measurement indicating the lack of fibre texture.

This first analysis has shown the presence of a fibre texture may be confirmed by the SAW

velocity measurements; we may now consider the additional constraints of a cube texture. The

velocity distribution from the bulk regions shows a clear dominance of velocities around 3200 ms−1,

from fig. 5.25 we see around in the 001 plane a second peak around 2800 ms−1 which does not appear

to be represented in the experimental data. The 3200 ms−1 peak is due to the PSAW centred at

45◦, whereas 2800 ms−1 is centred at 0◦/90◦. For a cube texture, we should see the 45◦ direction

of the (001) plane perpendicular to the x and y axes of the build cube. Therefore, to test this

hypothesis, two further phenomena would be expected. The 45◦ prorogation direction scan should

align with 0◦ of the (001) plane, generating a peak at 2800 ms−1. This data is presented in fig. 5.26

and is seen to agree well with the hypothesis, confirming the alignment of the rotation of the crystal

lattice to 45◦, in turn, confirming the presence of a cube texture. The exact velocity of the peaks

do not match exactly (discrepancy of 80 ms−1), which is most likely due to the uncertainty in the
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Figure 5.25: SAW velocity distributions in Fe-6.9Si. The velocity increases towards the (001)

plane and has a velocity distribution quite distinct from that near the (111) plane.

elastic constants and density input to the forward model to predict the velocities.

x− z plane measurements

The vertical planes of the specimens were also sectioned and exposed for analysis. Fig. 5.27

compares the SAW velocity maps from the three specimens. Taking the specimens in turn, cube

one exhibits few features of note, indeed the specimen appears to have little spatial coherence in

the SAW velocity, suggesting there is not a dominant crystal plane under the generation patch. In

specimen two, the majority of the map remains disordered, however, there are initial indications

of texturing (regions of consistent velocity, as marked in the figure). This is followed by specimen

3, where significant velocity clustering is observed, suggestive of a predominant orientation (i.e.

always seeing the same crystallographic plane). Evident elongation of grains and an increase in

the velocity can also be seen from specimen 1 to specimen 3.

The data presented in fig. 5.27 was captured at the 0◦ propagation direction. By capturing

at multiple directions, the averaged velocity surface can be interrogated. This is useful as where

a strong cube texture exists (specimen 3), a velocity curve similar to the (101) line shown in

fig. 5.21 would be expected. Where there is a fibre texture (specimen 1), then the lattice is free to

rotate relative to the x − z plane, the result is likely to be random, and thus no real relationship

with varying propagation direction is expected. The velocity surface between 0◦ and 180◦ for

specimens 1 (a) and 3 (b) are presented in fig. 5.28. It is seen that the SAW velocity of specimen
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(a) (b)

Figure 5.26: (a) Velocity distributions from bulk area of specimen 3 at 0◦ (green) and 45◦

(purple) propagation directions. (b) Comparing the velocity distributions to the velocity surface

of the (101) plane shows the 0◦ of the specimen is aligned with the 45◦ rotation of plane, and

vice-versa.

Figure 5.27: SRAS velocity maps from three Si-Fe L-PBF cubes fabricated with different build

powers. The formation of cube texture is expected to increase from specimen 1 (a) to 3(c), with

specimen 2(b), expected to fall somewhere between. The large features in specimen 3 (c) are

indicative of many grains have similar crystallographic orientations. The scale bar in (c) indicates

1 mm.
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3 is highly sensitive to the propagation angle. The measured velocity surface is seen to follow

the calculated (001) surface well, moving from a high velocity at 0◦ to a low velocity at 90◦,

with a range of 3200 ms−1. In contrast, the median velocity in specimen 1 varies between just

2600 ms−1 and 2760 ms−1 over the same angular range, suggesting this specimen is not as sensitive

to propagation angle. Furthermore, the measured average velocity surface bears little resemblance

to the theoretical (101) velocity surface.

(a) (b)

Figure 5.28: Average velocity surfaces in the x − z plane for specimen 1 (a) and specimen 3

(b). When a cube texture exists, the measured SAW velocity would be expected to resemble the

velocity surface of the (101) plane.

Simulated measurements

For a final study, it is possible to compare experimentally measured velocity maps with simulated

datasets, following the procedure defined in §4.4.3. Firstly, inverse pole figures of these orientation

distribution functions are given in fig 5.29. These represent strong and weak cube textures and are

in good agreement with experimental data published in the existing literature. The experimental

and simulated velocities of the three measurement planes are then given in fig. 5.30 for specimen 3.

Considering first the x− y plane, in both specimens, there is seen to be a dominance of velocities

∼ 3300 ms−1, representing the (001) plane. The experimental data has a greater number of lower

velocity regions (∼ 2600 ms−1), suggesting the actual texture is weaker than the simulated case.
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(a) (b)

Figure 5.29: Pole figures taken from ODF generated from a (a) strong cube texture (b) weak

cube texture.

Two points are worthy of note in the x−z plane, the grain morphology and the spatial resolution

of the instrument. Firstly, the simulated data has followed the Voronoi tessellation method, as

detailed in §4.4.3, which can be used to create an equiaxed microstructure. This is a sensible

approach for the x − y plane but does not capture the elongated grains seen in the x − z planes.

Secondly, the simulated dataset displays the velocity of each individual orientation, however as

the grain size in the actual specimen is beneath the spatial resolution of the instrument, the

measured SAW velocity is an averaged response of the grains under the generation patch. As

such, the data in the x− z plane of the simulated cube has been elongated and blurred to better

replicate measurement. This plane presents large regions of velocity ∼ 3100 ms−1, as seen in the

experimental data, with the intermediate velocity (green regions) now seen, which are not present

in the x− z plane, in better agreement with the experimental dataset.

5.3 Summary

This chapter has presented a series of results in additive manufacturing specimens, by firstly the

wire-arc method, then discussing results in samples preprepared by laser powder bed fusion in

three interesting and industrially relevant materials. Across materials and techniques, attention

has been paid to understanding the microstructural origin of the measured SAW velocity, the

purposing being such measurements can be applied as quality control and to inform on the additive
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(a) Measured data. (b) Simulated data.

Figure 5.30: Isometric cubes of SAW velocity in specimen 3 of Fe-6.9Si specimens. The border

region has been excluded from experimental datasets. The x− z plane of the simulated data has

been spatially averaged in order to simulate a spatial resolution similar to the EMDA system.

build process. In all of the materials studied in this chapter, the grain size is below the spatial

resolution of the SRAS instrument, and therefore the orientation cannot be recorded through the

inversion method outlined in chapter 4. The primary focus of this chapter has been to overcome

this limitation by leveraging the forward model in a multitude of new ways to reveal microstructure

information still. While the exact orientation cannot be determined, in the case of the two extended

studies in this chapter (WAAM Ti-6Al-4V and Fe-6.9Si), the formation of texture is of more

significant concern to the performance of the component than the orientation of the individual

crystal.

In wire-arc additive manufacture, the process of inter-pass rolling has previously been shown to

drastically improve the functional mechanical properties of components. By mapping the texture

of WAAM components through the generation and detection of surface acoustic waves, SRAS scan

can be used to probe the changes in texture. This work constitutes a primary step towards a viable

quality control tool requisite to the development of WAAM as an industrial solution.

Specifically, the work in wire-arc specimens has demonstrated seven notable outcomes. Firstly,

the ability of SRAS to detect grain refinement in both side-wall and cross-section WAAM speci-

mens, allowing the differentiation between undeformed and rolled specimens. For the first time,

SRAS has been utilised on a dual-phase material. It has been shown inherited texturing from the

parent β-phase to the child α phase leads to regions with distinct slowness surfaces, which can be
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correlated to prior-β grain growth.

Variations in measured acoustic wave velocity with varying propagation angle have been shown

to compare well with Young’s modulus extracted from averaged elasticity tensors and are indicative

of material anisotropy. Further useful build information, such as the minimum stiffness direction

and demonstration of strong crystallographic alignment in the substrate, can be obtained using

SRAS. The development of a metric that allows a direct correlation between rolling force and the

acoustic response by measuring the size of distinct regions. This was shown to differentiate between

the effect of varying rolling force, as well as undeformed and rolled more generally. This should

prove to be a fundamental tool for allowing closed-loop control from an in-line system.

The rates of deposition seen in WAAM pair well with the acquisition speed of a theoretical

in-line SRAS system. Identification of large prior-β grains would be possible without impact on the

rate of manufacture. A preliminary demonstration of the capability of a ‘rough’ surface detector

system to unravel the speckle pattern, allowing acoustic images to be captured on an as-deposited

WAAM surface, was presented. This addresses many of the practical difficulties of taking such

measurements in-situ.

Laser powder bed fusion has provided a more complex process to investigate. The ‘low-hanging

fruit’ of using optical measurements to observe surface-breaking porosity was used in nickel and

titanium specimens. In line with the prior art, subsurface defects were observed in the titanium

specimen due to mode conversion. However, this effect was not immediately apparent in the nickel

specimen. The dispersion curves for nickel suggested that the variations in SAW velocity due to

subsurface defects are likely to be swamped by the significant variations in SAW velocity due to

the high anisotropy of nickel. This suggests relying on the waves of slower mode converted waves

for the detection of subsurface defects is not a robust approach and that, more generally, SRAS is

not best suited to the detection of void-like defects.

The SAW velocity captured from a single velocity map was shown to highlight spatial inho-

mogeneities within the build which formed due to the build process. It was shown these could

be related to the orientation by comparing the measured velocity to the output from the forward

model. The detection of anomalous texture at the interface between scan areas (IN718) or the

edge of the specimen (Fe-6.9Si) are examples of this. It has been shown that examining the could

indicate the formation of a fibre texture in all specimens. Multiple propagation directions were

then used to confirm the presence of a cube texture in specimen 3 and a lack thereof in specimen

1.

The perhaps natural approach is to study and inspect the x− y plane as this presents the most

recently deposited layer; in cases where the build strategy is selected to generate crystallographic

interfaces within the x − y plane, this can offer useful information. This has been demonstrated,
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such as the hatching in the nickel or contour border in the silicon specimens. However, due to the

tendency for strong fibre texturing in additive manufacture, the x− y plane can exhibit very little

velocity contrast, as shown in the Ti-4Al-4V specimens and the bulk of the Fe-6.9Si samples. This

lack of contrast is not necessarily an issue, as it can indicate the formation of a strong texture, but

it is worth remarking upon. Prior to this work, the study of the x − z plane has been neglected;

through the confirmation of the cube texture in the Fe-6.9Si specimen, it has been demonstrated

that in certain materials, these planes can also reveal important microstructure information.



Chapter 6

Finding the single-crystal

elasticity and the orientation

6.1 Introduction

The previous chapter investigated the wealth of information contained in spatially resolved acoustic

spectroscopy (SRAS) measurements of additively manufactured specimens, using the interaction

between the generated surface waves and the crystalline sample to inform on the microstructure

and, in turn, the build process. The size of crystallographic features in the specimens studied

thus far are relatively small compared to the spatial resolution of the EMDA system; therefore,

Chapter 4 focused on extracting crystallographic information without the use of the inversion

method introduced in §4.3. However, the power of SRAS is traditionally derived from its ability

to determine the crystallographic orientation, which will be an important capability of a viable

quality control tool within additive manufacturing. This then naturally poses the question of how

accurately and reliably the orientation can be determined. This chapter briefly sets the study of

additive manufacturing specimens to one side, as larger grain specimens of greater availability are

studied as a proof-of-concept. However, the work is eminently applicable to additive manufacturing.

The first half of this chapter (§6.2) is concerned with understanding the accuracy of crys-

tallographic orientation determination in hexagonal crystal systems, focussing on the ubiquitous

titanium. Hexagonal materials are particularly worthy of discussion as they exhibit transverse

isotropy - the elastic properties are direction-independent in-plane but vary through the thickness.

The modelling techniques detailed in §4.4 are utilised to study the impact of crystal anisotropy

(§6.2.2), velocity resolution (§6.2.3) and the number of scanned propagations directions (§6.2.4) on

199
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orientation determination to be investigated for a wide range of experimental parameters. Exper-

imental results are then presented in §6.2.5 and compared to EBSD, with the determined errors

compared to expected errors for the given experimental parameters. This section concludes with

the importance of known elastic constants to the accurate determination of crystallographic orien-

tation.

Observing the impact of elastic constants leads into the latter half of this chapter, which

will describe how the measurement of velocity surface spectra may be used to simultaneously

determine the crystallographic orientation and elastic constants in polycrystalline specimens. A

brute-force method is prosed in §6.3.1, based on the forward and inversion models previously

used for orientation determination. The influence of perturbations in the elastic constants on

the surface acoustic wave (SAW) velocity is then studied in §6.3.2 before experimental results in

nickel, a nickel superalloy and titanium are presented in §6.3.3, with orientation results compared

to EBSD and elastic constants to existing literature values. The experimental results include a

previously problematic specimen, where the orientation could not be accurately determined using

elastic constants from previously literature. Finally, the solution shape is visualised for both cubic

and hexagonal crystal systems, allowing errors in the determination of elastic constants to be

correlated with the precision of SAW velocity measurement in §6.3.4.

6.2 Accuracy of orientation determination in titanium

SRAS measurements have previously been used to recover the exact grain orientations in materials

of cubic crystal structure [252, 255]. This section extends this approach to hexagonal materials,

exploring the limitations and accuracy of this methodology. The prevalence of titanium throughout

safety-critical sectors such as aerospace and healthcare gives an industrial context to the need

to understand the ability to map crystallographic texture in hexagonal materials. Furthermore,

hexagonal crystal structures exhibit unique acoustic properties, making them particularly worthy

of investigation.

Common engineering metals typically have one of five crystal structures: cubic, hexagonal,

tetragonal, rhombohedral and orthorhombic. The resulting shape of the elasticity tensor for an

exemplary material of each crystal class is shown in fig. 6.1. As can be seen in fig. 6.1b hexagonal

tensors exhibit mechanical transverse isotropy; rotations about the c-axis do not change the direc-

tional mechanical properties of the crystal. In contrast, all other crystal class systems, including

the previously reported cubic, show two axes where the elasticity varies. Given the relationship

between material elasticity and SAW wave velocity, this phenomenon will undoubtedly impact the

ability to determine the orientation of hexagonal crystal structures. Furthermore, in addition to
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the Rayleigh SAW, a supersonic PSAW wave mode is known to propagate on certain planes in

hexagonal crystals, as defined by Ting and Barnett [276]. With these unique properties in mind, it

is of interest to understand the ability of SAW measurements to map the orientation of hexagonal

crystals.
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Figure 6.1: Stereographic projections of directional Young’s modulus for different crystal classes

on irreducible area of unit sphere, these are the keys used for inverse pole figure representation of

the given crystal.

The impact of the symmetry of the hexagonal crystal is seen most clearly by visualising the

velocity surfaces of titanium. Fig. 6.2a and b plot the acoustic velocity surfaces seen on the

principal planes using three sets of elastic constants which have previously been reported for hcp

titanium, given in table 6.1. The constants sets from the work of Fisher et al. and Hearmon gave

similar results on both principal planes (difference of 3 ms−1, on average), the difference between

the models become more clear closer to the prism plane (∼ 10 ms−1). As the mode transition

occurs at difference location then difference between the dominant velocity of each elastic constant

set can exceed 40 ms−1 for certain orientations. The Ogi constants set produced a notably faster

SAW velocity. It should be noted these three elastic constant sets vary significantly from those

measured by Kim and Rokhlin for Ti-alloys [240]. The elastic constants sets for the Ti-alloys

produce velocity surfaces slower than those shown in fig. 6.2. This demonstrate SAW velocity

models for pure-Ti is not representative of Ti-based alloys, elastic constants must be specific to

the material under evaluation.
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Table 6.1: Elastic constants sets of titanium from literature, these are named after the author

of the publication in which these values are first reported. This table is a truncated version of

table B.1, in appendix B.

Reference
c11 c12 c13 c33 c44 ρ

(GPa) (GPa) (GPa) (GPa) (GPa) (kg m−3)

Ogi et al. [299] 163.6 92.3 67.9 185.2 47.1 4429

Hearmon et al. [275] 160.0 90.0 66.0 181.0 46.5 4510

Fisher et al. [300] 162.4 92.0 69.0 180.7 46.7 4506

As seen in Fig. 6.1, hexagonal tensors exhibit transverse isotropy. Consequently this leads to

a few cases where elastic properties, and subsequently SAW velocity, do not vary with the crystal

orientation. For example, the velocity surface seen on the basal plane is isotropic - rotation of

the velocity surface does not changed the SAW velocity (fig. 6.2b - c), the characteristic acoustic

velocity surface of the principal prism planes are identical - the velocity surface is insensitive to

changes in φ2. This is to say, linear acoustic techniques cannot determine φ2. A final special case

occurs when the Euler angle Φ of two planes are the same and both plane normals are in the same

plane with axis Z, the Euler angle φ1 of these planes can be narrowed down to either 0◦ or 180◦.

6.2.1 Representing orientation data

Inverse pole figures (IPF) are the most common method of presenting crystalline orientation.

Usually, for EBSD captured datasets, the IPF shows the combination of Euler angles Φ and

φ2; however, fig. 6.2 has demonstrated that φ2 cannot be determined from the velocity surface.

Therefore, an alternative representation is needed for Euler angles φ1 and Φ as resolvable by linear

acoustic techniques. Fig. 6.3, compares a traditional IPF (Euler angles Φ and φ2) and the proposed

c-axis map (Euler angles φ1 and Φ). Both images have been generated from the same dataset as

captured by EBSD. The c-axis map scales linearly for both φ1 and Φ. Changes in hue represent

variations in φ1. Similarly, changes in saturation represent variations in Φ. The key in the c-axis

map shows the orientation of the hexagonal crystal.

There are several experimental factors that may affect the accuracy of crystallographic de-

termination: lattice anisotropy, velocity resolution, systematic measurement error, signal-to-noise

ratio (SNR), number of measured SAW propagation directions and the interval between scan di-

rections. The following sections will consider each of these in isolation to understand their impact

on orientation determination accuracy.
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(a) {0001} plane SAW velocity. (b) {101̄0}/{112̄0} plane SAW velocity.

(c) Variation in SAW velocity across

planes.

(d) Variation in SAW velocity across

planes, showing mode transition from

supersonic to Rayleigh wave, and

isotropic nature near basal plane.

Figure 6.2: SAW properties of titanium.



CHAPTER 6. FINDING THE ELASTICITY AND THE ORIENTATION 204

[0001] [1120]

[1010]

Figure 6.3: Titanium orientation results by EBSD: IPF (left, Euler angles Φ and φ2) and c-axis

map (right, Euler angles φ1 and Φ). These figures are plotted from the same dataset. The Φ

orientation can be determined in both plots, for example the basal plane is seen as red in the IPF

and white in the c-axis map.

6.2.2 Orientation dependent accuracy

It was firstly of interest to consider the fundamental limitations imposed by the acoustic properties

of the hexagonal crystal. Fig. 6.4a, shows the orientation accuracy as a function of SNR and Φ

angle - the accuracy of orientation recovery is dependent on the underlying orientation. When

Φ > 28◦ the φ1 error is < 1◦, for all simulated SNRs. When Φ 6 28◦ the φ1 error can increase to

> 5◦, due to the isotropy of the velocity surface before the mode transition. Increasing the SNR of

measurement was found to increase the range of Φ for which φ1 can be determined. For example,

at 0.1 dB large errors are seen Φ 6 28◦, but this reduces to Φ 6 18◦ for 9.7 dB.

Errors in Φ, fig. 6.4b, were found to be lowest in the region of 28◦ < Φ < 60◦. The 0◦ < Φ 6 28◦

results appear to match very well with the results from φ1 error, suggesting the quasi-isotropy of

the velocity surfaces (compared to the velocity sensitivity) in this region is again the cause of the

determination errors. It was unclear at this stage why determination deteriorated for 60◦ < Φ 6

90◦.

In fig. 6.4, the orientation determination accuracy is dependent upon the position within the

orientation space. The uniqueness of the velocity surface is not consistent - highly unique surfaces

increase the likelihood of the overlap function finding the true orientation. The velocity gradient,

fig. 6.5 is a good representation of this; where velocity gradients are large, velocity surfaces are

more unique. Fig. 6.5a and fig. 6.5b show the velocity gradients across φ1 and Φ respectively.

Fig. 6.5b explains the improvement of determination in Φ in the region 28◦ 6 Φ 6 85◦, as

seen in fig. 6.4b. The presence of two SAW modes in this region, and thus a mode transition gives

large velocity gradients (> 10 ms−1). Plotting the mean gradient shows the change in velocity
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(a) Error of φ1. (b) Error of Φ.

Figure 6.4: Simulation results which show the error of angles φ1 and Φ with respect to SNR and

the crystallographic plane given by Φ. 30-fringe (150 ms−1 FWHM) generation pattern has been

used in this simulation. The simulation process used here is defined in §4.4. The SNR is originally

defined by the perpetuation in the acoustic waveform, then converted to dB.

between planes is small outside of this range, making the differentiation between neighbouring

planes velocity surfaces increasingly difficult. Similarly, fig. 6.5a again highlights this isotropy

before the mode transition. After this increasingly strong variations occur around φ1 = 45◦ and

φ1 = 135◦. Fig. 6.5c is the product of fig. 6.5a and fig. 6.5b, giving an effective sensitivity map -

regions with high velocity gradients are easier to determine. When sampling a velocity surface it

is important to capture φ1 angles with large velocity gradients.

It should now be clear that orientation accuracy is highly dependent on the anisotropy of the

crystal. Hence, the data thus far applies only to hcp titanium and other hexagonal materials such

as zinc will have a different characteristic accuracy response, which could be found through the

methodology presented in this work. To show this, fig. 6.6 plots the velocity variation across each

plane for 0 6 Φ 6 90. The variation was calculated by Equation 6.1.

∆v(Φ) =
max(v(φ1))−min(v(φ1))

1
N

∑N
i=1 v(φ1)

(6.1)
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(a) Velocity gradient across φ1. (b) Velocity gradient across Φ. (c) Combined velocity gradient

effective sensitivity map.

Figure 6.5: Velocity gradients across the orientation space. These are effectively sensitivity maps,

showing the ease of determining the orientation by SAW measurement across the orientation space.

Fig. 6.6, the distinct mode transition in titanium can be seen at 28◦ and later around 45◦

in both Magnesium and Ruthenium. In Zinc however, no dominant supersonic mode is seen to

propagate, instead the pure Rayleigh mode is seen across all planes. The large variations across the

plane means orientation determination in zinc is relatively easier than titanium, and magnesium

would be particularly difficult outside of the range 40◦ 6 Φ 6 50◦. Note, all materials show

an isotropic basal plane as this is a shared property of all hexagonal crystals, imposed by the

symmetry of the elasticity tensor. These curves inform on the velocity resolution that would be

required experimentally to determine the crystalline orientation in each material.

6.2.3 Velocity resolution

If we consider next the most elementary experimental parameter, how well the SAW velocity

can be measured. Two issues generally affect the velocity resolution in SAW measurements: 1)

the measurement precision and 2) measurement accuracy. Considering first the measurement

precision, this can be equated to the signal bandwidth. Fig. 6.7a shows the relationship between

angular error in determination of Φ and the FWHM, for six levels of noise. The result shows

an exponential increase error with increasing FWHM. For all non-zero values of noise, there was

error (> 1◦) when the FWHM is greater than 400 ms−1. It can be seen that reducing signal

bandwidth below 20 ms−1 had a marginal impact on the determination precision and for most

levels of noise 150 ms−1 is sufficient to match the resolution of the forward model. For non-zero
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Figure 6.6: Comparison of the SAW velocity variation across planes in four common hexagonal

materials. As discussed, the distinct mode transition in titanium can be seen at around 28◦. In

Zinc however no dominant supersonic mode is seen to propagate, instead the pure Rayleigh mode

is seen across all planes. Elastic constants for zinc, magnesium and ruthenium from [301, 302, 303].

levels of noise, errors converged with increasing FWHM. For FWHM greater than 1000 ms−1 all

levels of SNR gave errors > 2◦, rapidly increasing to 10◦ by 2000 ms−1 FWHM. For context, typical

SRAS experimental measurements have a velocity bandwidth of 400 to 800 ms−1[253] as indicated

in the figure, but SNR can be controlled by changing the number of fringes in the generation patch

and/or using temporal averaging.

Fig. 6.7b shows the impact of a systematic error in the velocity measurement. Velocity errors

of > ±1 % have a catastrophic effect on the angle determination, inducing errors of > 5◦ in

Φ determination. Interestingly, the overlap function appears more tolerant to positive velocity

errors. Signals of increasing bandwidth show a improved robustness to systematic velocity errors

as expected, but as discussed in fig. 6.7a, increasing bandwidth also reduces overall accuracy.

This trade-off is a crucial consideration of an experimental system. In summary, the highest

orientation accuracy can be achieved with very narrowband signals, however such measurements

can be corrupted by even small systematic velocity errors.

6.2.4 Number of measured propagation directions and interval

The velocity surface of hexagonal crystals has both mirror and inversion symmetry, as discussed

in the authors’ previous paper [304]. According to the Nyquist theory, the minimum number of
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(a) Effect of varying signal bandwidth - rep-

resentative to velocity measurement preci-

sion, on determination of Φ.

(b) Effect of a velocity measurement error

on determination of Φ.

Figure 6.7: Effect of systematic error in velocity measurement on the determination of Φ.
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the measured directions to determine orientation is two, for hexagonal structure crystals. Fig. 6.8

shows the simulation results, also using 30 fringes (150 ms−1 FWHM) in the generation pattern:

the angle Φ’s accuracy varies to both the number of the directions scanned and the data SNR as

expected, because the Φ is determined by the shape of the slowness surface.

(a) Error of φ1. (b) Error of Φ.

Figure 6.8: Simulation results which show the error of angles φ1 and Φ with respect to SNR and

the number of scanned directions. 30-fringe (150 ms−1 FWHM) generation pattern has been used

in this simulation.

The error of Euler angle φ1 increased dramatically when only two directions were used, due to

the inversion and reflection symmetry across all planes in hexagonal crystals. Hence at a certain

rotation of the plane, velocities from two orthogonal directions are not enough to reliably identify

Euler angle φ1. In this case, the error may be close to 0◦ but is equally likely to be close to 180◦.

This poses the question, if only two-directions are scanned, which combination of the two directions

is most efficient? The impact of varying the scan angle interval on the determination of φ1 and Φ

is illustrated in Fig. 6.9. It is seen that scan interval has little impact on the determination of the

both φ1 and Φ, so long as scans are not orthogonal.
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Figure 6.9: Error bar of Euler angles against the intervals when using two directions. Simulation

at 30 fringes (150 ms−1 FWHM).
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6.2.5 Orientation accuracy - experimental

In this section, a series of SRAS datasets have been captured experimentally in a grade 1 com-

mercially pure titanium (> 99% Ti) specimen of α-phase with hexagonal close packed structure.

Specimens were ground and polished on the surface to be probed according to standard preparation

for titanium [305], followed by a vibratory polish for 12 h in colloidal silica to prepare the samples

for EBSD mapping, giving a final surface roughness of Ra < 100 nm - expressed by the arithmetic

mean. Further information on the specific material studied, its preparation and EBSD scanning

procedure can be found in [306].

Full orientation map at standard scan parameters

The specimen was raster scanned to build up a velocity map, the process was then repeated a

varying propagation directions so as to build-up a velocity surface for each point. Detailed scan

parameters are given in table 6.2. Based on these parameters, and using the models above, the

predicted errors of this experimental study are expected to be φ1 = 2.35◦ and Φ = 3.94◦.

Table 6.2: Experimental parameters for SRAS scan of titanium sample.

Scanned directions 18 Wavelength 24µm

Scan direction spacing 10 ◦ Averages 1

Noise value 15 dB Elasticity model Hearmon

Signal bandwidth 480 ms−1

Expected Error φ1 2.35◦ Expected Error Φ 3.94◦

It should be noted that the large scale EBSD map took 18 hours to capture with multiple IPFs

having to be stitched together, in comparison to the 4 hours it took to acquire all eighteen of the

SRAS velocity maps. It would be possible to further reduce this by using a single velocity map to

identify grains and capturing only single pixel velocity surfaces within these.

Fig. 6.10 compares the c-axis maps captured by EBSD and SRAS on a Ti specimen. In all

datasets, non-measured points have been shown in grey. Due to the isotropy at and near the basal

plane, for grains which are close to basal (Φ ∼ 0◦, grains that appear white) angle φ1 gave

inconsistent results. Beside this special situation, the other measurements are comparable. It is

worth noting that the spatial resolution of the RAS set-up in these experiments is 100µm, which

is approximately half of the generation patch diameter [253]. It is also possible to quantitatively

compare the individual Euler angles, fig. 6.11a,b and fig. 6.11c,d compare φ1 and Φ respectively,

plotting the absolute angular difference on a pixel-by-pixel basis. In the comparative maps grain
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boundaries have been ignored. Average errors are summarised in table 6.3.

The expected errors based on the settings in table 6.2 were smaller than those seen experimen-

tally. Comparison of φ1 between experimental measurements is difficult as this angle is taken in

reference to the alignment of the sample. Slight misalignment of the specimen between experiments

can cause errors of a few degrees. This is not the case for Φ, however the standard deviation of the

acoustic wavelength in this experimental deployment is ∼ 70 nm which corresponds to a velocity

error of ∼ 0.33 %. This was an instrumental error due to the EMDA system where the divergent

imaging beam passed through a tilted dichroic mirror; when the patch rotated to a different di-

rection for velocity measurements, the projection is slightly distorted by the mirror and caused

the wavelength error. From fig. 6.7b, this would be sufficient to cause a 1◦ − 2◦ error, and is a

reasonable cause of the under-estimate of the error in Φ determination. Additionally, discrepancies

between the simulated and experimental dataset can also be attributed to: variance between the

elastic constants used to generate the forward model and the actual elasticity of the specimen,

such as the variances shown in fig. 6.6 between the Ogi, Fisher and Hearmon elastic constant sets.

 

SRAS

EBSDSRAS

Figure 6.10: Comparison of SRAS and EBSD c-axis maps in α-titanium specimen.

Single pixel orientation at optimal experimental settings

The experimental settings of the previous section are commonly used as they offer sufficient ve-

locity resolution without compromising spatial resolution or significantly increasing the scan time.

However, when these factors are not of importance it is feasible to capture more detailed velocity

surfaces. In this section the bandwidth of the signal and the number of scanned directions were
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angle difference

1

1

angle difference

(c)(b)

(e)(d)

Figure 6.11: Comparison of orientation determination by SRAS and EBSD in α-titanium spec-

imen for φ1 (a,b) and Φ (c,d). Note the φ1 scale wraps around (0◦ = 180◦), whilst the Φ scale

does not, hence why two different colourmaps have been used for these angles. In (b) and (d) two

grains with a large error have been highlighted.

Table 6.3: Average error over the whole specimen: SRAS vs. EBSD.

Simulated Error Experimental Error

Euler angles Overall Φ < 28◦ Φ > 28◦ Overall Φ < 28◦ Φ > 28◦

φ1 2.35◦ 2.71◦ 2.19◦ 5.14◦ 9.24◦ 4.81◦

Φ 3.94◦ 10.43◦ 1.10◦ 6.99◦ 12.37◦ 6.48◦
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pushed to their practical maximum.

Experimental data is captured at two points in the specimen. Detailed scan parameters are

given in table 6.4. Based on these parameters the predicted errors of this experimental study

are expected to be < 1◦ on both grains - given the forward model has been calculated with 1

degree between planes this is the maximum orientation resolution. As expected, these errors were

significantly smaller than those suggested in §6.2.5 thanks to the improved velocity resolution.

Orientation determination is again compared to EBSD.

Table 6.4: High velocity resolution experimental parameters for SRAS scan of titanium sample.

Scanned directions 360 Wavelength 24µm

Scan direction spacing 1 ◦ Averages 128

SNR value 19 dB Velocity error 0 ms−1

Signal bandwidth 190 ms−1 Elasticity model Fisher

Expected Error

Grain A Φ = 65◦ < 1◦ Grain B Φ = 40◦ < 1◦

Fig. 6.12 shows the measured velocity surfaces from the two grains, with the fitted acoustic

surfaces superimposed. In both grain A and B the resultant planes are within the imagined 1◦

of the EBSD measurements. Fig. 6.12c and fig. 6.12d show the FoM plots for grain A and B

respectively.

One further important point to note is the influence of elastic constants. The low errors in

orientation determination, compared to EBSD, are achieved using the Fisher model for α-titanium.

When the values given by Hearmon are used, the Φ of the two velocity surface spectra are 58◦ and

42◦, giving rise to errors of 7◦ and 1◦, respectively. The values of both elastic constant sets are

very similar but sufficient to lead to slightly different velocity surfaces (fig. 6.2). The discrepancy

in the inversion result between these two elastic constant sets is quite surprising, particularly in the

case of grain A. In both grains, the correlation value was higher using the Fisher model compared

to the Hearmon model, suggesting the velocity surfaces generated by Fisher are a better reflection

of the experimentally measured dataset. For a final comparison, the Ogi model, which produced

notably fast velocity surfaces, led to errors in the Φ determination of 25◦ and 18◦ in grains A and

B, respectively. The correlation values of this model were lower than both the Fisher and Hearmon

sets., suggesting the inverse solver has the power to discriminate on both orientation and elastic

constants simultaneously.
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(a) Grain A velocity spectrum with veloci-

ties from fitted plane superimposed.

(b) Grain B velocity spectrum with veloci-

ties from fitted plane superimposed.

(c) Grain A FoM. (d) Grain B FoM.

Figure 6.12: Inversion of two high resolution velocity surface spectrum for two grains in titanium

sample.
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Number of experimentally scanned directions and interval

Finally, the effect of number of scanned directions and the interval has been investigated experi-

mentally (simulated results shown in §6.2.4). From fig. 6.13a, the experimental results show good

agreement with the simulated data sets, within 2◦ for both φ1 and Φ, following the same trend,

with errors increasing with fewer scanned directions.

Similarly, both the simulated and experimental data show little influence in the determination

of either φ1 and Φ, except from when scans are close to orthogonal. This is a useful result as 2

direction velocity vector maps have previously been used to illustrate approximate c-axis position

from orthogonal scans [253]. In future, such maps should use a scan interval between [30◦, 60◦].

(a) Determination error of Euler angles

against number of scanned directions.

(b) Determination error of Euler angles

against scan interval, when using two direc-

tions.

Figure 6.13: Experimental results, compared with simulation, for varying number of scanned

directions and scan interval when using directions.
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6.3 Elastic constant determination

The proceeding section has demonstrated the excellent crystallographic orientation determination

capability of SRAS. However, it is clear that reasonably accurate knowledge of the material elastic

constants is required. Indeed, this problem was essentially encountered in the previous chapter

when studying the high silicon steel and WAAM specimens, where uncertainty in the materials

elastic constants is the limiting factor in generating velocity surfaces genuinely representative of

the studied material. Again, this poses the question of how well these parameters need to be

known to return credible results in orientation determination. This problem could be tackled with

a methodology similar to that followed in the first half of this chapter, allowing uncertainty in

elastic constants to be related to crystallographic orientation determination errors.

However, it is worthwhile to contemplate the problem at hand briefly. The elastic constants

for many engineering materials are either unknown or have significant uncertainty due to the es-

tablished measurement techniques, as described in Chapter 2, requiring exacting preparation of

a specimen, usually of singe crystal facsimile. Of course, ambiguity in the elastic constants is

detrimental to the quality of information obtained acoustically. Furthermore, it impacts material

science, where elastic constants are essential for modelling plasticity and predicting ductility. Fi-

nally, framing this discussion within the aims of this thesis, the ability to vary the build material

and process ‘on-the-fly’ in additive manufacturing mean the elastic constants are known to vary

across the manufactured components, and the inherently polycrystalline nature further reduces

the list of viable measurement techniques. Therefore, an actionable method of determining this

in materials with arbitrary grain structures (and orientations) is interesting. With this in mind,

the following section considers the exciting proposition of determining the elastic constants from

SRAS measurements, presenting a method for simultaneously determining the elastic constants

and crystallographic orientation.

6.3.1 Alogrithm

The general method outlined in this section can be explained by providing a worked example,

outlined in fig. 6.14. (a) Staring with a polycrystalline specimen of unknown elastic constants

and crystalline orientation, using SRAS the SAW is captured across the specimen in multiple

propagation directions (b). The measurements from three of the grains are shown as radial velocity

surfaces, note the different wave modes and velocities on each plane. Fig. 6.14c The possible velocity

surfaces for each elastic constant permutation and crystalline orientation is then determined using

a brute-force search of the forward model. The forward model looks for solutions to the Christoffel

equation by scanning the determinant. Several wave modes, including the Rayleigh (RSAW) and
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pseduo (PSAW) surface waves, can be seen to propagate on this plane - each plane is a single

element of the forward model solution (See Chapter 4 for further information on the calculation of

SAW velocities). Fig. 6.14d Each element of the forward model is then compared to the measured

velocity surfaces by the inverse solver. Each grain input will then produce an independent figure

of merit for the elasticity and orientation space. By assuming the elastic constants are a global

property of the specimen, the elasticity figures of merit for each grain can be combined to give

a final set of elastic constants for the full specimen. Finally, the orientation of each grain is

then recalculated using the determined elastic constants. Fig. 6.14e shows the figure of merit for

orientation space, showing the orientation goodness of fit for grains 1, 2 and 3.

This can be formalised by equation 6.2, where: Ng is the number of grains measured; FEO

is the elasticity-orientation figure of merit for each of these grains; FE is the ensemble elasticity

figure of merit for the whole specimen; (hkl) and φ1 denotes the modelled plane and rotation; and

Cij is the modelled elastic constant matrix. The orientation with the greatest correlation value is

selected for each element of Cij. The elastic constants derived from FE are then substituted back

in to each FEO to determine the correct orientation in each grain.

FE(Cijkl) =

Ng∏
1

FEO(Cij,W,X, Y, Z)

(W (Cij), X(Cij), Y (Cij), Z(Cij)) =

arg max
(h,k,l,φ1)

FEO(Cij,h, k, l, φ1).

(6.2)

6.3.2 Influence of elasticity on ultrasonic velocity

The first step in extending the inversion is a sensitivity analysis relating changes of elastic constants

to the SAW velocity. Fig. 6.15a-c shows the change in SAW velocity on the {111} plane in pure

Ni for the three elastic constants independently perturbed by ±20 GPa. The first point to note

is that the effect of C11 is the inverse of C12, this is suggestive of interdependence between these

constants. Furthermore, there is an anisotropy in the velocity change, for example comparing C44

at 45◦ and 70◦. Over this range, the change in velocity is in the order of 600 ms−1. The repetition

spaced by 60 degrees is due to the six-fold symmetry on the plane {111}, planes near {001} have

four-fold symmetry and intermediate planes have two-fold symmetry.

Fig. 6.15d-h shows the change in SAW velocity on the plane Φ = 45◦ in the five independent

elastic constants of titanium, again across a range of ±20 GPa. Titanium is characterised by the

presence of the PSAW, which dominates close to the basal plane before giving way to the RSAW

as the cut-plane tilts away, Φ = 45◦ has been chosen as it exhibits both wave modes. From d and
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Figure 6.14: The new inversion method described in this work, detailing the process of calculating

the crystallographic orientation and elastic constants for a synthetic specimen. (a) The SAW

velocity is measured in multiple grains using SRAS. By rotating the generation patch velocity

surfaces can then be built up for each grain. The velocity surfaces shown are from three arbitrary

planes of nickel (here three primary planes are used as examples). (c) The forward model is searched

for the range of possible elastic constants (C11,C12,C44) and crystalline orientation (hkl). Each

element of the forward model determines the velocity of all SAWs which can propagate across

that plane. (d) The output of the forward model search and one experimentally measured velocity

surface are input to the inverse solver. The inverse solver calculates the ‘goodness of fit’ between

the velocity surface and each element of the forward model. This is then repeated for each measured

grain before taking the product of the figure of merit for all grains. The specimens elastic constants

are then determined by the location of the maxima. (e) Calculated crystallographic orientation

from the inverse solver, showing the three grains on one pole figure. (f) Final calculated elastic

constants for this specimen.
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e it is again seen that C11 is the inverse of C12, in the RSAW regions. However, in the PSAW

region varying C12 appears to have no impact on the SAW velocity.

This illustrates governing properties for the RSAW and PSAW are different and thus have

different interactions with elastic constants. The basal plane is isotropic in hexagonal materials,

this means only Euler-Bunge angles φ1 and Φ can be determined by linear acoustic techniques

[307]), an important limitation of this work for orientation determination.

The results for C13 and C33 are given in Fig. 6.15g-h, respectively. For the RSAW mode both

constants exhibit minimal effect on the SAW velocity. In the PSAW region the change becomes

more distinct (∼ 150 ms−1 over ±20 GPa). It is also seen that the value of C13 and C33 changes

the position of the mode transition. Given this effectively causes changes in SAW velocity of

∼ 500 ms−1 accurately measuring this position is likely to greatly improve the accuracy to which

these elastic constants can be determined.

Given the interaction shown in fig. 6.15a,b and d,e it is useful to consider the value of C11 − C12,

henceforth referred to as C∆ to prevent confusion with the plane C11 − C12, C11/C12 is used to

refer to both constants in cases where their behaviour is similar.

Fig. 6.16a shows the elastic constant which causes the greatest change in SAW velocity across

the orientation space in Ni. Velocity surfaces are symmetric about the indicated line and thus

C∆ can be excluded in the second half to provide information on the succeeding sensitivity. The

result is a simple conclusion where the order of sensitivity C∆,C44,C11/C12 is constant across all

planes. The change in SAW velocity however, remains anisotropic. In short, measuring a plane

near {0.5 0.5 1} makes constant determination an easier task than near {001}, as the change in

SAW velocity - as a function elastic constants - is greater.

Similarly, fig. 6.16b shows the elastic constant sensitivity in Ti, across the orientation space.

C∆ and C44 are the dominant elastic constants across the orientation space, as seen in the left

hand-side of the plot. SAWs in hexagonal crystal structures are symmetric about φ1 = 90◦; C44

and C∆ have been excluded for φ1 > 90◦. The response in this region is harder to interpret, with

a chaotic behaviour flipping between dominant constants. In general, directions close to φ1 = 90◦

are sensitive to C11/C12, then give way to C13 as φ1 → 0◦.

In summary, these results demonstrate the underlying anisotropy of the elastic constant influ-

ence in SAW velocity. The variation in the SAW velocity, within a useful range of elastic constants,

are well within the bounds of typical SAW measurement accuracy at certain angles (> 100ms−1),

but necessitate challenging levels of accuracy at other angles (< 1ms−1). By sampling various crys-

talline orientations the sensitivity to each elastic constant can be maximised, as elastic anisotropy

means some crystalline planes yield little sensitivity to certain elastic constants. Therefore, the in-

version algorithm proposed in this work is most effective when using velocity surfaces from multiple
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Figure 6.15: (a)-(c) present results in cubic Ni. The change in SAW velocity across the {111}

plane for perturbations in the elastic constants (a) C11, (b) C12, (c) C44 over a range of 40 GPa. It

is important to note the dependence between C11 and C12, simply perturbing C11 and C12 in equal

and opposite directions (i.e. C11 ⇑,C12 ⇓ by 10 GPa) results in a near identical SAW velocity. (d)

- (h) present results for hexagonal Ti on the plane φ = 45◦, for perturbations in each of the five

independent elastic constants over a range of 40 GPa. φ = 45◦ is selected as it has both RSAW

and PSAW components. (d) C11, (e) C12, (f) C44, (g) C13, (h) C33.
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(a) Cubic. (b) Hexagonal.

Figure 6.16: (a)The elastic constant that causes the greatest change across the orientation space

in Ni. C∆ dominates across all planes. The change in SAW velocity at the four markers positions

are 1) 70 ms−1, 2) 140 ms−1, 3) 55 ms−1 and 4) 22 ms−1. The change from perturbations C11/C12

is not shown but varies between 6 ms−1 near {001} and 2 ms−1 near {111}. (b) The elastic constant

that causes the greatest change across the orientation space in Ti. C44 and C∆ have been excluded

for φ1 > 90◦ (line of symmetry). The change in SAW velocity at the four markers positions are 1)

89 ms−1, 2) 76 ms−1, 3) 15 ms−1 and 4) 1 ms−1.
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grain orientations to ensure some sensitivity to all elastic constants is included.

6.3.3 Experimental results

Nickel and nickel superalloy

The following section presents the results of elastic constant and crystallographic orientation de-

termination in three real-world specimens. Firstly, the inversion of a velocity surface (fig. 6.17a) of

a Ni single crystal specimen on the (001) plane is presented, the R-value between the determined

orientation and the SRAS inversion is 2◦, due to slight misalignment of the rotation - collecting

velocity measurements at increments smaller than every 5◦ would likely improve this). Elastic

constant values for pure Ni are well established in published literature and thus provides a useful

basis for validating the inversion method. The determined crystallographic plane is {001}, and

elastic constants calculated by inversion are in good agreement with the prior literature, fig. 6.17b

- results from this specimen are indicated by H markers.

This has demonstrated the technique with a single high quality velocity surface in a specimen

with well characterised elastic properties. A more complex Ni alloy is now considered, using

a greater number of grains but lower quality velocity surfaces. Two CMSX-4 polycrystalline

specimens were fabricated (with one annealed and one left in the ‘as-built’ state) and then scanned

by SRAS, with the SAW velocity measured in 18 directions at an interval of 10◦. The orientation

result of the ‘as-built’ specimen has previously been reported [308], and showed good agreement to

EBSD, using literature elastic constants. The annealed specimen (studied below) is of particular

of interest to the present work as the original orientation result showed poor agreement to EBSD,

suggesting an error in elastic constants.

The seven grains indicated in fig. 6.18a were selected for the inversion process as these had

unique orientations and a large number of pixels with good SNR. The waveforms from each pixel

in these grains were then averaged (each grain had at least 1000 pixels once boundary regions

and locations with poor SNR ratio were excluded). From fig. 6.17b (results from this specimen

are indicated by F markers), the calculated elastic constants are within the reported range for

CMSX-4; C11 and C12 are particularly in good agreement with the measurements of Amulele et

al. for CMSX-4 [309].

However, the calculated value of C44 is ∼ 8 GPa lower than reported values. Mendik et al. found

that alongside the impact of surface condition and residual stress, annealing a sample will change

the measured SAW velocity and lower the values of C44 measured [310]. Annealing of the specimen

is the only difference between this specimen and that previously reported with good orientation

agreement using literature elastic constants, and therefore the probable source of discrepancy in
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C44.

Example results of the inversion process for grain 5 is shown in fig. 6.17c, directions with high

SNR (such as 90◦) had a smaller velocity standard deviation, this was due to the anisotropy in

the amplitude of the SAW [311]. The mean difference between the measured data and inversion is

19 ms−1, compared to 78 ms−1 for the literature elastic constants in this grain.

Bearing in mind the variation in SAW velocity due to elastic constant perturbation is anisotropic

across a plane (see fig. 6.15), it is useful to compare the measured propagation directions to the

sensitive directions, as when measuring only 18 directions it may be possible to miss propogation

directions that cause large changes in the SAW velocity, for a given elastic constant. Fig. 6.17d

plots the angle measured velocity surfaces against the change in velocity for a perturbation in C44

of 10 GPa for seven planes, corresponding to those used in the inversion. Aside from grain 3, the

velocity surface was measured in a region with a change in velocity greater than 50 ms−1. This

suggests the inversion should be sensitive to C44 and the calculated value of 119 GPa is accurate.

Fig. 6.18 shows the orientation result of the SRAS inversion compared to the EBSD dataset

and the orientation calculated from literature values for CMSX-4 elastic constants. In general, the

EBSD data is in much better agreement with the orientation calculated in this work. Considering

the EBSD data has not been used as an input to the inversion and is generally considered the bench-

mark for crystallographic orientation calculation this helps confirm the validity of the new elastic

constant set for this specimen. For Φ, the rotation between (001) and (111), the disagreement

between inversion elastic constants and the orientation measured by EBSD was 1.3◦, compared to

5.9◦ for the literature values. For φ2 the discrepancies were 6.9◦ and 13.1◦, respectively. Given the

values of C∆, C11 and C12 match those found in literature, the updated value of C44 has clearly

been crucial in improving the orientation determination.

α-Titanium

Determination of the elastic constants in hexagonal materials is more complex as the search space

becomes significantly larger due to five independent elastic constants. Furthermore, from fig. 6.15g-

h and fig. 6.20d the SAW velocity has a weak sensitivity to the two additional constants C13 and

C33 across much of the orientation space. To demonstrate the proposed method, a polycrystalline

titanium specimen was scanned using SRAS, fig. 6.19c shows the single direction SRAS velocity

map and indicates the two arbitrary grains targeted for the inversion. The inversion result and

calculated orientation are shown in fig. 6.19a,b for grains 1 and 2, respectively. The crystalline

plane, Φ, of the two grains was calculated as 66◦ and 39◦, respectively, within 1◦ of the mean EBSD

result from the grain in both cases. The determined elastic constants show good agreement with

existing literature values, fig. 6.19d. In all cases, the elastic constants fall within the range found in
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prior literature, and agree particularly well with oft-quoted values determined by Hearmon [226].

In the case of C33 there is a discrepancy of ∼ 6%. In Grain 1 (fig. 6.19a), the sensitivity in C33

comes from the RSAW velocity around φ1 = 0/180, which in the measured data is relatively lower

amplitude than at φ1 ≈ 45◦/135◦. In Grain 2 (fig. 6.19b), the position of the mode transition

provides the sensitivity to C33, however data around this position this was omitted from the

inversion, due to the position of the mode-transition being in correctly predicted by the forward

model, as discussed in §4.2.5.
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Figure 6.17: (a) Measured data for single crystal Ni specimen, with fitted data superimposed. The

measured data-point ∼ φ1 = 25◦ has been excluded from inversion as this occurs at the transition

between wave modes as shown. (b) The elastic constants of Ni and Ni-alloys. Both experimental

datasets show good agreement to existing values. Red bars indicate the expected standard deviation

in elastic constants determined in this work. The SAW inversion is particularity sensitive to the

value of C∆. (c) Velocity surface from grain 5 compared to the velocity surfaces (red-line) from

SRAS inversion and literature value of elastic constants. The colourscale of the measured data

indicates the relative amplitude of the SAW in the given direction. Error bars indicate the standard

deviation of the measurement across the pixels used for the inversion. (d) Plots the velocity

variation as a function of 10 GPa perturbation in C44, for the 7 grains used as inputs for the

inversion and the position of the 18 ultrasonic measurements on each grain. In all grains except 3,

several measurements have been taken at angles with high sensitivity.
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Figure 6.18: Compares the inverse pole figures for the CMSX-4 specimen, from (a) EBSD, (b)

SRAS using inversion elastic constants and (c) SRAS using existing elastic from literature. Numeric

labels in the EBSD data indicate the grains used in the inversion process. The elastic constants

calculated by the SRAS inversion in this work have significantly improved the orientation result,

relative to the EBSD dataset.
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(c)

(a) (b)
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Figure 6.19: (a) Measured velocity surface in Grain 1, with fitted result from inversion super-

imposed, calculated to be Φ = 66◦. (b) Measured velocity surface in Grain 1, with fitted result

from inversion superimposed, calculated to be Φ = 39◦. The orientation was determined within

1◦ of EBSD in both cases, areas shown in white indicate where data was omitted from inversion,

due to the uncertainty of the mode transition. (c) Single direction SRAS velocity map of whole

specimen surface, G1 and G2 indicate the two grains used for inverse analysis. (d) Comparison of

elastic constants determined by SRAS and literature values, for Ti. Red bars indicate the expected

standard deviation on each elastic constant from SRAS inversion. Black bars indicate the range

of values found in prior literature. All constants fall within the range found in literature and all

except C33 show good agreement with the values of Hearmon [226].
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6.3.4 Analysis of error and uncertainty

Shape of inversion solution shape

Having demonstrated experimental results, the accuracy and sources of uncertainly in the inversion

shall now be investigated. The first step is to investigate the solution space, understanding this is an

invaluable tool for tailoring the search, informing on the accuracy of elastic constant determination

and dictating the search range. In general, it is beneficial for the solution space to be concave

with a single global minima with large variations in FE from perturbation in a member of Cijkl.

Fig. 6.20(a) shows this to be true in the plane C11 − C44, the position of the minima in this

plane could be well determined by any simple optimisation algorithm. In contrast, the minima

is poorly defined in the plane C11 − C12; values along the same diagonal trajectory (where C∆

remains constant) produce similar values of FE . This is the impact of the interdependence between

C11 and C12, as shown in fig. 6.15.

As shown by fig. 6.20(a), the orthogonal C11 + C12 is therefore the direction with poor sensi-

tivity. This phenomena can be visualised by looking at two typical velocity surfaces from elastic

constant perturbation; fig. 6.20(c) where SAWs on the plane (111) for a perturbation in the plane

C11 − C44 (blue line) and the plane C11 − C12 (red line), of equal perturbation from a nominal

value (black line). Clearly, the perturbation in the C44 direction is much larger, 102 ms−1 on

average, than the C11 − C12 direction where the change is only 2 ms−1 on average.

The range over which to search can be informed by plotting the elastic constants of several cubic

materials on a scale normalised by the value of C44. Most materials have several similar literature

vales however, it appears most are tightly spread in the C∆ direction but can be extremely spread

out in the C11 + C12 direction. β − Ti (red diamonds) and Al (blue circles) are notable examples.

Whilst not conclusive, this would be typical of measurements which can determine C∆ but lack the

accuracy to determine the specific values of C11 and C12 along the minima. Applying the familiar

Born stability criterion C11 > C12 significantly reduces the search space (E < 0 region in black).

Given this, and the importance of searching close to the plane C11 + C12, searching in a square

grid will generate many solutions far way from the minima and in some cases solutions that are

unstable (inset square grid). Instead, a grid tiled around values of C∆ allows greater refinement

of search (inset tilted grid). The Zener anisotropy ratios, α, 0.5, 1 and 2 are indicated by dashed

white lines. It is worth remarking on the difference between anisotropy where α > 1 and α < 1.

Aside the from the absolute difference in velocity, the shapes of the velocity surface in KCL (α > 1)

and Ni (α < 1) are noticeably different, as the directions of high velocity are 45◦ out of phase.

Care should be taken not to perform the inversion of measured velocity surfaces with modelled

surfaces from the other side of α = 1 as the incorrect rotation on the plane may be determined.
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Further information of this style of plot can be found in [312].

In titanium, the solution space of the planes C11 − C44 and C11 − C12 are similar to (a) and

(b), such that they are not worth reproducing here. Instead, two particularly interesting planes

are shown. Firstly, fig. 6.20(e) plots the value of FE for Φ = 90◦ in the plane C13 − C33, note

the scale has changed from fig. 6.20(a)-(b). Whilst we see a minima does exist, the function is

weakly concave. Finally, fig. 6.20(g) plots the value of FE for Φ = 0◦ in the plane C11 − C33, this

region has a greater sensitivity to C33 (fig. 6.15(h)) but has an interdependence on the value of

C11, making the minima poorly defined. To the authors knowledge, this is the first reporting of

the solution space in hexagonal crystal systems.

Relating instrument performance to errors in elastic constant determination

The ability to accurately determine the elastic constants of the specimen is primarily dependent on

the instrument accurately measuring the SAW velocity. By simulating the velocity surfaces that

would be determined by a range of δv the corresponding errors in elastic constant determination

were elucidated. Fig. 6.21 shows the resulting standard deviation in elastic constant determina-

tion as a function of the velocity error standard deviation for (a) nickel and (b) titanium. The

experimental availability of these velocity errors is contextualised by fig 6.21(c), showing the ex-

pected velocity standard deviation as a function of number of signal averages and fringes in the

generation patch. In both materials we see C44 and C∆ is determined most accurately, whilst the

interdependency between C11 and C12 causes significantly more uncertainty. As hypothesised from

fig. 6.15(f), C13 is slightly easier to determine than C33. Reducing the standard deviation in the

determination of all elastic constants to below 1 GPa is practically achievable if >100 averages

can be used, allowing the elastic constants to be determined with meaningful accuracy.

The standard deviation of elastic constants given in fig. 6.21 should be considered a lower

bound of the errors achievable without further modification to the method. Firstly, these errors are

dependent on capturing the velocity surface at 180 uniformly incremented propagation directions;

reducing the number of captured propagation directions will reduce accuracy. Elastic constant

standard deviations expected when using 18 measurement angles, as in the present work, are

calculated in this fashion and included with experimental results above.

Furthermore, given the acoustic generation mechanism relies on thermoelastic expansion, some

temperature change from the pulsed laser would be expected. Simple finite-element modelling

estimates the resultant temperature rise in Ti is < 1 ◦C. Experimental data presented in this work

is spatially over-sampled leading to DC heating, this is estimated to be 2− 3 ◦C. To give these

values context, an increase in specimen temperature of 2◦C reduces the three elastic constants

[313] in turn slowing the SAW velocity by ∼ 10ms−1 in CMSX-4 on average [314].



CHAPTER 6. FINDING THE ELASTICITY AND THE ORIENTATION 231

Finally, in most crystalline materials, certainly in the nickel and titanium specimens studied

in this work, several surface wave modes can propagate. In the single crystal Ni and Ti results

presented, velocity measurements near the mode transition have been excluded as the current

method of discriminating between the modes is somewhat imprecise and leads to uncertainty in

the location of these transitions on the plane (see §4.2.5). In future, coupling the forward model

with a finite-element model to calculate the wave mode displacements will further improve the

inversion accuracy - further consideration of this idea is given as part of a discussion future work

in §8.5.

6.3.5 Implementation

Experimental considerations

The current implementation of SRAS allows rapid high resolution velocity maps to be acquired

by prioritising raster scanning. This has limited the present work to either several grains with

few angular measurements or detailed angular measurements in few grains. Making adjustments

to the instrumentation to prioritise angular scanning will allow high velocity resolution velocity

surfaces to be captured in many grains, with the expectation this would further improve the

accuracy in elastic constant determination. Experimental data in this work has been captured at

18 propagation directions with single-shot measurements, optimal parameters for minimising scan

time but increases the errors in elastic constant and orientation determination. By using temporal

averaging and scanning a greater number of directions, the accuracy of determination can further

be improved. The expected temperature variation from the generation process is small (< 3◦) but

can be further reduced by enacting rigorous temperature control of the specimen during the SRAS

experiment.

The standard deviation of elastic constants given in fig. 6.21 should be considered a lower-

bound of the errors achievable without further modification to the method. Firstly, these errors are

dependent on capturing the velocity surface at 180 uniformly incremented propagation directions,

reducing this will reduce accuracy. Elastic constant standard deviations expected when using 18

measurement angles, as in the present work, were calculated in this fashion and included with

experimental results above. Furthermore, given that the acoustic generation mechanism relies

on thermoelastic expansion, we would expect to see some temperature change from the pulsed

laser. Simple finite-element modelling estimates the resultant temperature rise in Ti is < 1 ◦C.

Experimental data presented in this work are spatially over-sampled - a given location on the

specimen is exposed to multiple laser pulses, therefore the build up in temperature from successive

pulses of the generation laser must be considered, this is estimated to be 2− 3 ◦C, again by finite-
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element modelling. To give these values context, an increase in specimen temperature of 2◦C

reduces the three cubic elastic constants [313] in turn slowing the SAW velocity by ∼ 10ms−1 in

CMSX-4 on average [314]. Enacting rigorous temperature control of the specimen during the SRAS

experiment will be required to realise improved accuracy.

The grain size in all of specimens studied in this section are relatively large (mm-scale). For

this proposed method to operate grains must be spatially resolved by the experimental system.

Presently, the spatial resolution of the experimental system is ∼ 50µm. This covers a wide range

of relevant materials and processing routes. However, it is envisaged that the spatial resolution

can be further improved by a factor of ∼10 through minor changes to the optical imaging system,

making the proposed method applicable to a wider range of materials

Numerical considerations

Combined improvements in hardware and algorithm efficiency have allowed a brute-force approach,

as used in this work, to become a viable method for the first time. The calculation of a single

velocity plane now takes ∼ 5 s at a velocity resolution of 2 ms−1, quoted speeds are for an Intel®

i9-10900X @ 3.70 GHz. The generation of forward models and the inversion are both suited to

parallel computation, allowing modern multi-core hardware to be leveraged. As a demonstration

of the computational demand, table 6.5 tabulates the search parameters and computation time for

the inversion of the CMSX-4 specimen studied in this work (using the pc described above). The

brute-force method has proved attractive given the local minimum and weakly concave shape in

the C11 − C12 plane, mitigating previous issues with optimisation solvers [239]. The generation of

the forward models is assumed to be completed de-novo, however after completing the inversion

process for a material the forward models are saved. For example, having studied nickel and the

nickel alloy CMSX-4 in this chapter, the search area spanning most nickel-like materials is now

pre-stored, further reducing the inversion time for future nickel specimens.

Where possible, points close to the mode transition were omitted so as to prevent this artefact

from dominating the inversions reported in this work. In most crystalline materials, certainly in the

nickel and titanium specimens studied in this work, several surface wave modes can propagate. In

the single crystal Ni and Ti results presented, velocity measurements near the mode transition have

been excluded as the current method of discriminating between the modes is somewhat imprecise

and leads to uncertainty in the location of these transitions on the plane. In future, coupling the

forward model with a finite-element model to calculate the wave mode displacements will further

improve the inversion accuracy.
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Table 6.5: Forward model search resolution for inversion of SAW velocities in CMSX-4 specimen.

Parameter Resolution

Coarse search

(hkl) 0.1 to (011) to (111)

C44 1 GPa over 30 GPa

C∆ 0.5 GPa over 10 GPa

Computation time 6 hours

fine search

(hkl) 0.05 to (011) to (111)

C44 0.5 GPa over 8 GPa

C11 0.5 GPa over C∆ ± 4 GPa

C12 0.5 GPa over C∆ ± 4 GPa

Computation time 16 hours

6.4 Summary

This chapter has investigated the concept of determining the crystallographic orientation and

elastic constants from SRAS velocity surface spectra. The chapter first focuses on the accuracy

of crystallographic orientation determination before considering the simultaneous determination

of orientation and elastic constants. This layout followed a logical narrative as the importance

of elastic constants was emphasised in the earlier work of this chapter, and the simultaneous

determination of both orientation and elastic constants is of greater complexity.

The main thrust of this first section has been to investigate the sensitivity of orientation ac-

curacy to experimental parameters when measuring SAW velocity in hexagonal materials. The

results presented have focussed on titanium, given its industrial relevance and the results pre-

sented in Chapter 4, but this method can be extended to any hexagonal material. For example,

Zirconium is another common hexagonal material in nuclear energy and would be an obvious

candidate to be similarly studied.

The calculated SAW velocity model of titanium has shown that its velocity surface is isotropic

on the basal plane (Φ = 0◦), this prevents the determination of φ2. As the cut plane tilts away

from the basal plane, the velocity surfaces become elliptical, before the occurrence of a wave mode

hop around 28◦, where the dominant wave mode transitions from a supersonic wave to the normal

Rayleigh wave. Accuracy in the determination of φ1 was shown to vary across the orientation
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space, with errors of < 2◦ degrees easily achievable in the Rayleigh wave range, for almost any

level of SNR. Similar precision can be achieved in the supersonic zone (apart from the special

case on the basal plane) but relies on higher SNR (10 dB) or increased velocity resolution. The

orientation determination accuracy was shown to be primarily dependent on the accuracy of the

SAW velocity measurement. A FWHM of > 400 ms−1 is required to achieve average errors of 1◦

across the orientation space. Determination close to the basal plane becomes increasing difficult

as velocity resolution must approach sub−ms−1 to differentiate between planes (e.g. Φ = 0◦ and

Φ = 1◦). Conversely, determination in the region 40◦ 6 Φ 6 60◦ requires less precise velocity

measurement as there is a greater change in velocity between planes in this region.

Full specimen comparison with EBSD yielded an error of 6.48◦ in Φ determination. High SNR

velocity surfaces, representing the best possible performance of the current instrument, reduced

the error in orientation determination to < 1◦, with the caveat that acquiring such high-quality

data remains a significant challenge in and of itself. In both cases, it was notable that the choice of

published elastic constants used to generate the forward model could have a significant impact on

the accuracy of orientation determination, particularly given the elastic constants used were both

stated to be for α-titanium.

It was found that for both φ1 and Φ capturing > 3 propagation directions significantly reduces

the error in orientation determination and is relatively insensitive to varying SNR levels. Increasing

the number of directions to 90 reduces the associated error by a further ∼ 0.5◦.

To conclude this section, two experimental studies have been compared to the simulation.

Firstly a polycrystalline α-phase hcp titanium specimen has been scanned using SRAS using stan-

dard parameters (FWHM > 480 ms−1 over 18 propagation directions) and the orientation output

compared to measurements by EBSD. The calculated orientation was found to compare well with

EBSD with an average error of 4.81◦ and 6.48◦, for φ1 and Φ in the Rayleigh wave region, errors

approximately double in the supersonic region (Φ < 28◦). Pertinently, the experimental errors

are in good agreement with the expected errors from simulation (overall errors are 2.80◦ for φ1

and 3.05◦ for Φ). Discrepancies are suggested to be from variation in the acoustic wavelength,

inaccurate elastic constants and variation in the FWHM across the specimen. A second measure-

ment with higher velocity resolution and increased scanning angles (FWHM of > 190 ms−1 over

360 propagation directions) was made in two grains. With these scanning parameters, orientation

errors were expected to be reduced to less than 1◦, which was found when comparing the calcu-

lated orientation to EBSD. The second experimental setting represents the highest resolution that

is currently practically achievable.

Whilst the sensitivity to the elastic constants could be considered a limitation of the technique,

it has provided an opportunity to determine the elastic constants in polycrystalline specimens with
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unknown crystallographic orientation. The measurement of elastic constants has traditionally

been an onerous pursuit, requiring exacting preparation and knowledge of the crystallographic

orientation and dimensions of the specimen. A demonstration of how SRAS may be used to

simultaneously determine the elastic constants and crystallographic orientation has been provided.

Experimental measurements are made in pure Ni (cubic), Ti (hexagonal) and the Ni-alloy CMSX-4.

In all cases, the determined crystallographic orientation showed good agreement with EBSD (< 6◦

error for 18 propagation direction scans and < 1◦ for 180 propagation direction scans), including the

previously problematic CMSX-4 specimen. Therefore, aside from determining the elastic constants,

the complete inversion algorithm has the benefit of making the established orientation inversion

process more robust by removing the dependency on literature values for elastic constants. The

determined elastic constants are compared with existing literature values are found to agree within

1

Solutions spaces in both nickel and titanium have been visualised, illustrating the convace

nature of C44 and C∆, contrasting the C11 and C12. This has been explored further to demonstrate

that the accuracy to which the constants may determined was vary for each constant. For example,

the elastic constants in CMSX-4 are estimated to have associated standard deviations of 2 GPa

for C44 and 10 GPa for C11 and C12 (although the value of C∆ is found with a standard deviation

of 1 GPa). Similarly, C44 and C∆ are easier to determine in hexagonal materials, with C11, C12,

C13 and C33 all showing an interdependence, in agreement with prior art.

A series of simulations have allowed errors in the elastic constant determination to be corre-

lated to the precision of SAW velocity measurement. Whilst not fully comprehensive, notably

not accounting for variations in temperature or systematic errors, this suggests current accuracy.

Furthermore, this study has indicated that sub-GPa accuracy is possible by minimising errors in

the velocity measurement, < 1 ms−1. Potential sources of error and future improvements to the

methodology were briefly discussed to bring the chapter to a close. Experimental considerations

focussed on careful temperature control of the specimen. Discussed improvements to the algorithm

focused on developing a higher fidelity forward model that captures the thermoelastic generation

process.
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Figure 6.20: Examples of elastic constants solution spaces for nickel (a)-(b). (a) The plane

C11 − C44. The minima is well defined at (C44 = 130 GPa,C11 = 250 GPa). (b) The plane

C11 − C12. The minima is poorly defined at (C12 = 150 GPa,C11 = 250 GPa). (c) Compares SAWs

on the plane (111) for a perturbation in the plane C11 − C44 (blue line) and the plane C11 − C12

(red line), of equal perturbation (10 GPa) from the minima (black line). The relative position of

the three elastic constants sets are shown in the inset scatter plot. Perturbations in C44 are easier

to measure as they causes larger changes in the SAW velocity. (d) Elastic constants of several cubic

materials on a normalised scale. The background colorscale is the normalised Young’s modulus

(E/C44) in the [001] direction and α is the Zener ratio [312]. Several materials appear spread

along the diagonal of anisotropy, this is the direction of least sensitivity. Thus, when determining

elastic constants a wide range of values along this diagonal should be considered. Examples of the

solution space in hexagonal titanium, note the scales have been reduced compared to Ni (d) - (e).

(d) The plane C13 − C33 in the RSAW region. (e) The plane C11 − C33 the PSAW region, this

region has a greater sensitivity to C33, but has a co-dependency on the value of C11.
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(a) Nickel. (b) Titanium.

(c)

Figure 6.21: Simulations of errors in the determination of elastic constants, as a function of

velocity standard deviation for pure (a) Ni and (b) pure Ti. (c) provides context to (a) and (b)

by illustrating the typically available velocity standard deviation in the SRAS experiment, as a

function of signal averages. From (c) it can be seen that a velocity standard deviation of < 10 ms−1

is readily achievable even in the 8 fringe case (more broadband signal) with few averages (∼ 10),

this corresponds to a standard deviation of 10 GPa for C11 and C12 (least sensitive constants) in

Ni (approximately 4% and 6.65%, respectively).



Chapter 7

The case for SRAS in additive

manufacturing

7.1 Introduction

In the previous two chapters, experimental results on additive manufacturing specimens and the

development of elastic constant determination have been reported. It is now worthwhile to consider

the impact of a spatially resolved acoustic spectroscopy (SRAS) instrument in a production envi-

ronment, focussing primarily on the monetary and temporal costs. The motivation for developing

this model is that Renishaw wishes to understand the case for the integration of a SRAS sys-

tem within a commercial additive manufacturing build chamber. As a build system manufacturer

Renishaw are in a position to add inspection modules to their laser powder bed fusion (L-PBF)

machines, and have already begun integrating passive monitoring systems. As demonstrated in

Chapters 4 and 5, SRAS potentially offers significant benefits within the manufacturing cycle.

This work has focussed on post-build inspection; at the outside of this EngD, the proposition of

integrating SRAS within a build system was also considered, but the economic case must also be

credible.

This chapter constructs a cost-time model for powder-bed additive processes (§7.5) based on

existing literature (summarised in §7.2) to assess the economic impact of in-situ inspection. The

model firstly calculates the time to build a given component, along with the additional time to

complete a SRAS scan. Renishaw has provided commercial context and detail, such as the cost

of additive equipment for this chapter. The characteristics of the EMDA system and alternative

rough-surface-capable systems are used to define a window of hypothetical scan speed (§7.5.2).

238
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This scan speed and the SRAS system costs are then used as an input to the cost-time model.

The model first considers the temporal impact of in-situ SRAS scanning, describing the increase in

total build time and reducing total output in manufacturing a typical aerospace AM component.

The component’s embodied cost is then considered a function of the build failure rate in §7.6.1,

leading to a formulation of the problem as a function of failure rate and inspection performance.

Results are compared to a no-inspection and x-ray computed tomography (XCT) inspection (as is

industry standard) scenarios. One potentially powerful driver of in-situ inspection is the ability to

repair defective builds. The cost model is extended in §7.6.3 to assess the impact of in-situ repair

on the additive process. Unfortunately, despite being clearly desirable, the current generation

of additive build systems do not offer the capability to repair defective components as standard.

As such, §7.6.4 describes a preliminary investigation of the capacity to repair defects observed in

additive components. Observed surface-breaking defects are identified ex-situ and returned to the

build system to trial repair strategies.

The chapter concludes with a discussion around the possible implementation and technical

considerations of a SRAS system within an additive build system (§7.7). This section includes

the demonstration of a rough surface capable SRAS system within the carcass of a Renishaw

AM250 build system. The final discussions desire to challenge the underlying assumptions used

in the model and discuss possible avenues to reduce the temporal and economic impact of in-situ

inspection.

7.2 Existing cost-time models

7.2.1 Early work

Additive manufacturing is a complex process with many user-controlled build variables. This

results in a build time (and quality) highly dependent on the parameters used. Significant work

has been undertaken to build models that can evaluate the cost and time implications of the laser

powder bed fusion process. The build process can be broken down into three key components:

scanning, recoating and setting. The scanning phase is the time spent irradiating the powder bed.

The recoating stage refers to the time spent lowering the bed after a deposited layer and depositing

a fresh layer of powder. Finally, setting is the time spent by the operator both setting up the build

and fulfilling tasks to complete the build, such that a subsequent job can begin.

General cost models for subtractive manufacturing are well established, having been available

for several decades [315]. The remainder of this section is dedicated to a brief overview of per-

tinent cost-time models in additive manufacturing. Works discussed here provide a basis for the
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development of the cost-time model for a hypothetical SRAS system, which is presented in §7.5.

The development of such models has progressed in lockstep with the technology, providing a tool

to study the process, for example, the contribution of activities within the process to the total cost

or the sensitivity to part geometry. This field was initiated by the seminal work of Alexander et al.

[316], where the authors proposed an activity-based costing approach that categorises costs into

direct and indirect costs. In cost models of this type, indirect costs are generally allocated based

on the time requirement of various processes occurring in the AM workflow. This approach has

become standard in most subsequent modelling.

Later the focus of cost-time models moved from the study of single builds to the scalability of

multiple builds. In essence, most of these models were built to address long-standing questions such

as the economies of scale within additive manufacturing. A significant body of work is associated

with demonstrating that economies of scale are available in AM, with all authors agreeing that

the cost of additive systems is primarily dependent on maximising utilisation of the build system,

achieved by filling the build volume and running builds back-to-back with minimal downtime.

Baumers et al. built the first cost-time model for additive manufacturing which accounted for

the indirect costs of the process and has been used to provide insight into the unsuitability of

additive manufacturing for high volume applications [317]. This work is extremely comprehensive

as it attempts to account for every ancillary cost associated with the AM process, for example,

estimating the power consumption of the build machine.

7.2.2 Modelling failure and defects

More recently, there has been a desire to include effects such as failure and inspection within these

models. Ding et al. noted that existing models did an excellent job of capturing the embodied

cost for an AM component due to the equipment cost and associated activities but ignored the

potentially significant impact of build failure [318]. This additional costing is based on the idea

that a failed build must be replaced by a conforming component, increasing the cost of production.

Experimental findings concluded the cost impact of build failure rate can be significant in AM and

produces a complex relationship between average unit cost and quantity at the level of the build.

The authors also importantly find that the longer a build runs for then, the greater the likelihood of

failure [319]. This is an essential point as it suggests that the failure rates may become significant

when considering large and complex components.

Colosimo et al. developed a complementary model for the economic impact of in-situ monitoring

tools in AM [320]. The authors conducted a series of studies to estimate the failure rate of typical

AM components. They then calculated the break-even point of a hypothetical inspection system as



CHAPTER 7. THE CASE FOR SRAS IN ADDITIVE MANUFACTURING 241

a function of this failure rate. Unlike prior literature, the authors acknowledged no inspection tool

is perfect and therefore accounted for type I and type II errors in the detection. One interesting

point is the model developed by the authors assumes that defective parts which have not been

scrapped during processes due to a type II error are still flagged as defective post-build. Whilst

not explicitly stated, this assumes that post-build inspection is still required. The conclusion was

an estimation of ∼ 9% saving in the cost of additive components could be achieved by the use of

in-situ monitoring. All of the tools the authors considered were passive, observing the emission

spectra of the build process. These are essentially ‘free’ measurements in that there is no temporal

impact on the build; therefore, only the cost of the equipment needs to be considered. However, a

prospective SRAS system will need to scan the sample, causing some addition to the time, hence

the importance of the time element of the model compared to existing literature.

7.3 System costing

7.3.1 Additive build system

In order to model the accurate costs of SRAS based inspection, the first step is to calculate the

capital equipment costs, including the build system. The calculations in this chapter have been

conducted for a RenAM 500Q L-PBF build system, fig. 7.1. Costs and associated return period of

the build system are given in table 7.1. Values such as the system lifetime are open to debate, but

five years is taken as an approximation in agreement with costing literature discussed in §7.2.

Multiple laser build systems are becoming increasingly common. In the future, this may open

the door to more exotic processing routes, for example, using the lasers in tandem to pre-heat and

build. However, the current driver is simply to realise faster build times. As such, the lasers work

independently, dividing the powder bed up into sections, and the processing time scales linearly.

Table 7.1: Specification of the build system and supporting costs.

Machine Cost 1 laser £k 430

Machine Cost 4 laser £k 650

Return Period Years 5

Setting time per build Hours 2 (1 pre + 1 post)

Staffing rate £ · hr−1 15
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Figure 7.1: Photograph of Renishaw RenAM 500Q multi-laser additive system.

7.3.2 SRAS

Table 7.2 lists the components required for SRAS based inspection and basic costs associated.

Most of these and the set-up can be seen in fig. 7.2. This assumes that the system will utilise

the standard galvanometer steering mirrors and voice-coil assembly for focal plane control and the

build PC for data processing. It can be seen that over 50% of the equipment costs are due to the

lasers. The costs discussed in this section refer only to the cost of purchasing the equipment. It is

beyond the scope of this analysis to account for the additional time required to build the system or

for a profit margin on the SRAS instrumentation. §3.3 described the practical differences between

the EMDA system and a rough surface capable SRAS instrument, but a few of the key requirements

of rough surface equipment are emphasised below.

Table 7.2: Basic costs of SRAS instrumentation

Item Function Cost [£ k]

Infra-red laser Generate surface acoustic waves 20

Detection laser Detect surface perturbation 20

Oscilloscope Capture waveforms 10

Detector Receive light from detector beam see below

General optics Fringe pattern imaging 5

Electronics Amplifier chain and other signal processing features 5

Mask Optical grating pattern for imaging 5

Total - 65
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It should be noted that one crucial component not valued in the above table is the detector.

Whilst the components listed above are integral to any deployment of SRAS, the detector system

and concomitant costs vary based on the specific instrument selected. §1.7.3 contains a detailed

discussion of the challenges posed by optically rough surfaces. The classic and ‘cheap’ two photo-

diode knife edge detector is unsuitable for as-deposited L-PBF applications. Costs of a two-wave

mixing or Fabry-Pérot interferometry system can vary between £60− 90 k. These turnkey systems

include the detection laser, and therefore £20k can be removed from the total cost, giving a total

system cost of approximately £100− 130k. Aside from the cost, one primary issue with photo-

refractive techniques is the rate of adaptation, which tends to be in the order of tens of Hz, limiting

the scan rate.

The speckle knife edge detector (SKED) is currently developed and licensed by The University

of Nottingham under patent, GB201120774D0. The cost of this device is currently difficult to esti-

mate; the cost of fabricating a SKED is nominal compared to the commercially available systems,

but at present, no information is available to capture the cost of licensing fees accurately. As such,

calculations in this report will assume a nominal SRAS system cost of £100k, but to fairly judge

the implications of a detector choice, the analysis will illustrate the effects of increasing SRAS

system cost, where appropriate.

Figure 7.2: SRAS rough surface set-up, showing primary components. Physical arrangements of

a SRAS system suitable for integration within an additive build system are discussed in §7.7.

Aside from the lasers, the majority of components are non-specialist equipment that can easily

be acquired. Due to the specialist nature of the lasers, it is worthwhile noting the specifications of

the lasers used in the current SRAS rough surface system, as used to acquire the velocity map in

fig. 7.6. Firstly, the operational properties of the generation laser can be found in table 7.3.
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Table 7.3: Specification of current generation laser, Elforlight FQ-600-5-Y-1064

Specification Unit Value

Wavelength nm 1064

Pulse width ns 10

Average power W 4

Repetition rate kHz 5

Pulse Energy µJ 800

Important features worth noting include the pulse width, which determines the frequency con-

tent contained within the pulse. Too long a pulse length, > 20 ns, will mean there is no suitably

high-frequency content for the SRAS inspection. Additionally, increasing the pulse energy in-

creases the amplitude of the SAW packet, thus improving Signal-to-Noise Ratio (SNR). Although,

a balance must be struck between large amplitude waves and ablation. Finally, the repetition rate

is the critical factor in determining the scan rate of the inspection.

The properties of the detection laser are given in table 7.4. The previously described EMDA

system uses significantly less power, < 500 mW, however, the presence of an optically rough surface

means that only a small fraction of the incident laser irradiance is returned to the detector. By

working at a lower acoustic frequency (controlled by selecting a longer wavelength from the mask),

a larger detection spot can be used, allowing a greater power of detection laser to be used without

damaging the surface.

Table 7.4: Specification of current detection laser, Cobolt Samba

Specification Unit Value

Wavelength nm 5064

Average power W 1.5

Repetition rate kHz CW

Noise, rms % < 0.1

7.3.3 X-ray computed tomography

The existing literature compares inspection against a non-inspected build but does not address

the point that post-build inspection still has an associated cost. The integrity of AM components

is currently assessed by XCT. Therefore, to truly reflect current practice, the cost of post-build

XCT must also be accounted for. Generally, XCT is used as a service rendered and thus, a
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flat rate of cost per part is used to estimate the cost of XCT inspection. Based on available

industry information, the cost of XCT based inspection is taken as £ 200 per component. Based

on information from Renishaw, this represents a system capable of inspecting one component of

the sample build (§7.5.1), with the ability to detect defects on the order of ≥ 100µm with a focus

on detecting ‘critical’ defects of ≥ 250µm.

7.4 Definition of defects and the impact on processing routes

Before proceeding to the presentation of the cost-time model, it is worth defining what is meant by

a defect in the context of this chapter. Unfortunately, the following is necessarily laborious in the

semantics of the manufacturing chain but introduces a pertinent argument on the place of SRAS

within this chain.

As demonstrated in chapter 5, the optical datasets which accompany SRAS measurements

can be used to detect surface breaking porosity and the acoustic datasets have some capacity

to sense subsurface porosity. However, it is clear that SRAS is a more suitable tool for probing

for microstructural anomalies. Therefore, a ‘defect’ in the parlance of this chapter refers to any

anomaly, including microstructural effects, deviating from the intended design.

We have outlined above the three systems which will be considered in the following cost model:

SRAS, the build system and an XCT inspection system. Several arrangements of these three

systems can be imagined within the overall build workflow. For clarity, fig .7.3 presents the two

schemes which will be considered in this chapter, where A represents the current practice and B

a hypothetical SRAS in-situ inspection. The SRAS process denoted here may be replaced by any

suitable in-situ inspection tool.

Presently, the process is straightforward, a part is designed, the build machine prepared, and

the entire component fabricated without further intervention. On completion of the build, the part

is removed from the build system and then interrogated. If it is found to fall outside of acceptable

conformance, then the part is scrapped a replacement must be made de novo. How a failed build is

‘corrected’ is an exercise that generally relies on operator skill and accompanying heuristics [319].

A less linear process is observed when an in-situ inspection is enacted. As the build progresses,

the integrity is continually assessed, the built is terminated, and the partial component scrapped.

The reader should note the hatched XCT process in scenario B, as this raises a key point. The

literature covered in §7.2 has not sought to replace XCT in the process; instead, the authors have

focussed on using ‘free’ passive measurements to detect erroneous builds, allowing these builds to

be scrapped earlier. All completed builds are then subjected to post-build inspection, as in A,

where further defective parts may be found.
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At the outset of this EngD, the envisaged concept was to replace XCT with in-situ inspection,

and whilst this may be plausible in-future, the current capability of SRAS, in line with the work

presented in this thesis, demonstrates the power of SRAS is found in the microstructure and

elastic property assessment, rather than the detection of porosity, where XCT excels. Thus, for

completeness, SRAS values will be compared to costs with and without XCT inspection. However,

the reader should be aware that whilst possible to compare the costs associated with SRAS and

XCT, it is not a like-for-like replacement. The likelihood being some form of separate volumetric

porosity detection will be necessary in addition to a SRAS system.

However, this does not necessarily mean there is no case for SRAS within the build cycle. The

aforementioned work of Colosimo et al., §7.2.2, demonstrated that the embodied cost of a final AM

component could be reduced by in-situ inspection, even when the inspection system significantly

increases the capital cost of the system (20%). This proposition is insensitive to the cause of build

failure or type of defects, and therefore we may consider microstructure related issues, in addition

to surface-breaking defects. It is this use case that shall be primarily explored in the following

work, therefore.

Of course, in the case of a defect-free component with the incorrect microstructure, no amount of

XCT will reveal the inferior mechanical properties, but as microstructure is not currently assessed

as part of the normal build procedure, there is no ‘like-for-like’ for which to compare. Therefore,

to caveat the conclusions presented in this chapter, values calculated using XCT represent a useful

benchmark for the current cost of inspection, and putting the cost of a potential SRAS system in

perspective - while noting the primary functions of these two inspection methods are different.

We may argue that a fairer comparison would be against current practice to assess the mi-

crostructure in production components, but as discussed at length in chapters 1 and 2, this is not

readily achieved currently, due to a lack of suitable NDE methods - this is in essence one of the

fundamental motivations of this thesis. Whilst it is true that the use of SRAS would provide a

unique dataset, proving a wealth of information on the microstructure, which would hopeful enable

a greater number of safety-critical parts to be created by AM; the aim of this chapter is to describe

the monetary impact as far as possible. Therefore, as an ‘acid-test’ we can envisage a cost-free mi-

crostructure assessment tool that can be applied to the production components post-manufacture,

rather than test facsimiles - this then has the same embodied cost as the no in-situ inspection case.

This makes the cost comparison between the no in-situ inspection scenario and SRAS inspection

the most relevant. If a there is a situation where the opportunities provided by in-situ inspection

allow the SRAS to realise a lower embodied cost then there would be an extremely strong argument

to pursue this avenue.
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Scenario A: post-build inspection
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Scenario B: in-situ inspection

Figure 7.3: The two charts presented here outline the workflow for A AM process with post-build

inspection and B AM process with in-situ inspection.
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7.5 Cost and time model

7.5.1 Sample build

Having estimated the capital cost of equipment for SRAS inspection, the temporal impact of inspec-

tion must now be parametrised - relative to the normal build time. A typical aerospace component

manufactured using L-PBF is shown in fig. 7.4. A normal build has three of these components

per build plate and takes approximately sixty hours to manufacture. This example build shall be

used as a basis for estimating the temporal impact of SRAS inspection. The processing parameters

used for this sample build are given in table 7.5. This component is not dissimilar to the Airbus

A320 nacelle hinge bracket discussed in the work of Tomlin and Meyer [321], which is later used

by Colosimo et al. as a case study example [320]. Note that the size of this component is at the

upper-limit of what can be analysed by XCT without sectioning the sample.

The build time and cost of any build described by the parameters given in table 7.5 may be

evaluated by this model; for example, the benchmark build described by Baumers et al. [317] was

also used as an input to compare the predicted build times to validate the model. Whilst not

necessary for the work at hand, the logical progression of this model would be to take the input

from the build file used by the additive system directly.

Figure redacted

Figure 7.4: Typical aerospace component manufactured using L-PBF.

Table 7.5: Build parameters for sample component.

Volume m3 9e− 4 Layer height µm 30

Deposition rate m3h−1 5e− 6 Density kgm−3 4430

Feedstock cost £kg−1 160 Material - Ti-6Al-4V

Parts per build - 3 Build lasers - 3
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7.5.2 Time

To estimate the time spent inspecting the sample build, the ‘speed’ of the inspection system must

be defined. The ‘speed’ of the SRAS system can be essentially broken down to the rate of data

acquisition and the number of data points to be captured. The number of data points to be

captured can be considered as a function of the generation patch size (which defines the spatial

resolution) and, in turn, the acoustic wavelength. Fig. 7.5, plots the impact on build time as a

function of points acquired per second and the wavelength of inspection, as defined by equation

7.1.

R =
Tbuild + Tscan

Tbuild
(7.1)

Figure 7.5: Ratio of build+scan time to build time, as a function of inspection wavelength and

data points captured per second. The white marker indicates the input subsequently used for the

cost-time model in this chapter. The discontinuous nature of this figure is due to the assumption

that the acoustic wavelength equates the depth of inspection and therefore the number of build

layers probed in one scan can be increased by increasing the acoustic wavelength.

Where T is the time spent on that activity. The closer to one the ratio is, the smaller the

impact of inspection on the total build time. With increasing wavelength, more build layers

can be inspected per scan, hence the discontinuous nature of the contours. This assumes the
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mode conversion phenomena can be used for void sensing, to depths of approximately 1λ. On first

inspection, it would seem desirable to work as close to the lower right-hand side as possible in order

to minimise the temporal penalty of inspection; however, increasing the wavelength of inspection

leads to a decreased resolution and decreased measurement fidelity. Referring to existing defects

classification tables previously published in the literature, it can be seen that defects occur over

a wide length scale range, and a 300 µm presents a sensible lower bound of resolution in order to

capture the majority of defects.

Clearly, the acquisition rate of the SRAS system is a vital parameter for the model, and

hence some context is required for the speed of rough surface SRAS systems. Fig. 7.6 presents

SRAS data from two as-deposited powder bed specimens, captured using rough surface systems.

To obtain this data, 200 averages of each acquired waveform were required in both scans. The

parameter points per second shown in fig. 7.5 is then simply rep rate
averages . In both cases, the final

acquisition rate is 25 points · s−1, in comparison, the previously described EMDA system has an

acquisition rate of 2000 points · s−1. Several factors feed into both the points per second variable,

which need to be explained. On a smooth surface, the primary influence on the points per second

is the repetition rate of the generation laser. In the ‘on-the-fly’ scanning approach, as used by

the EMDA system, one pulse is equivalent to one measurement point - thus, a 5 kHz repetition

rate laser allows 5000 measurements per second. However, on rough surfaces, the signal-to-noise

ratio (SNR) is significantly lower and necessitates averaging of the acoustic waveform to improve

SNR. This can be achieved in two manners, temporal or spatial averaging. In temporal averaging

multiple traces are captured at a specific point and averaged to give the measurement for that

point before proceeding to the next point. In spatial averaging, a succession of single waveforms

are captured across a small region and averaged together to give the measurement for that area.

Both approaches are valid, but from a practical viewpoint, spatially averaging is significantly faster.

By spatially averaging, the system of motion, i.e. galvanometer mirrors or scanning stages, can

be driven at constant velocity. However, only temporal averaging is used in the case of the rough-

surface data presented in fig. 7.6. the actual scan rate would be further reduced thanks to the time

to move between scan points when averaging like this (for more information §3.2.4 has discussed

the differences between point-to-point scanning and ‘on-the-fly’); however, for the calculations at

hand we will assume spatial averaging could be implemented and neglect the time to reposition

the generation image and detection spot between measurements.

It would be preferable to correlate the number of averages needed with surface roughness and

integrate this within the model, however, the relationship is extremely complex. Simply describing

surface roughness with a statistical parameter like Ra does not capture the complexity of the

surface. The specific acquisition rate chosen for the analysis presented here is somewhat open to
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(a) Optical microscopy image of as-

deposited titanium L-PBF specimen

surface.

(b) SRAS velocity map of surface

shown in (a), captured using SKED sys-

tem.

(c) SRAS velocity map of as-deposited aluminium L-PBF specimen surface, captured using SRAS-

QT system. The top right and lower left edges of the specimen move out of focus, hence the greater

loss of data in these areas.

Figure 7.6: Examples of high quality SRAS data captured on as-deposited L-PBF surfaces.

Compared to the velocity maps presented in previous chapters, the velocity maps (b) and (c)

clearly have a greater drop-out and lower spatial resolution. The differences between the systems

used to captured these maps and EMDA has been discussed in §3.3.

debate, but as the existing rough-surface systems are not optimised for speed, it is reasonable that

a production system might achieve higher scanning rates - although still slower than the EMDA

system. The assumed value is marked in fig. 7.5, along with the two rough surfaces systems of

fig. 7.6 and the EMDA system described in Chapter 3.
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Fig. 7.5 may be more clearly understood by fixing the points captured per second and extracting

a single line plot, as shown in fig. 7.7a. It is clear to see that at high resolutions, small changes in

the wavelength can have a major impact on the scan to build ratio, whilst at lower resolutions this

effect diminishes. The exponential rise in scan time at resolutions better than 190µm make this

area infeasible to operate in. Given the usefulness of the data drops off sharply after around 350µm,

this actually provides a relatively small operating window, approximately 190µm− 350µm. Thus,

rather than increasing inspection wavelength, the primary route for temporal savings is by moving

down on the vertical axis, increasing points captured per second.

Fig. 7.7a assumes a fixed number of six grating fringes are present in the generation patch.

The effect of the number of fringes in a patch on the effective spatial resolution can be seen in

fig. 7.7b. As the number of fringes in the patch increase, the excitation becomes more narrowband,

improving the velocity resolution. Taking a six fringe patch, this gives a maximum wavelength

of ∼ 100µm for 300µm resolution. In the performance used for calculations in this report, a 5

kHz repetition rate laser is used, with 10 averages per point, and a wavelength of ∼ 100µm, as

indicated by the white mark in fig. 7.5.

Fig. 7.5 shows the ratio of time spent on each major part of the L-PBF process, showing that

nearly twice as long is spent building the components as inspecting for the sample build. The time

to set up the system and recoating the powder bed between layers is of minor importance for this

component - although recoating may play a role in tall parts with a narrow cross-section, where the

ratio of time spent recoating to irradiating the powder bed increases. The cost of setting up and

ending a build by the operator is taken as a fixed time, and thus, given the relatively long build

time, this is also of little importance in this component. The model predicts the normal build

operation to take 66 hours which is in good agreement with reality, suggesting the component

modelling the build process is valid.



CHAPTER 7. THE CASE FOR SRAS IN ADDITIVE MANUFACTURING 253

(a) Ratio of build+scan time to build

time, as a function of inspection resolu-

tion and data points captured per sec-

ond

(b) Effective acoustic resolution as a

function of number of fringes in gener-

ation patch.

Figure 7.7: Minimising the time of SRAS scan is a trade off with resolution, which in turn is

a function of the number of the acoustic wavelength and the number of fringes in the generation

image. The line shown in (a) is extracted from fig. 7.5 for a single acquisition rate; hence the

discontinuous nature is again due to the number of layers inspected increasing with wavelength

assumption.
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Figure 7.8: Percentage of total build time spent on each of the major activities in the L-PBF

process, for a single build of the example component.
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7.5.3 Cost based on annual production

The knowledge of the time to complete a single build of the sample component, combined with

an understanding of the costs of a SRAS system, the L-PBF process, and XCT analysis, allows

the cost comparison between fabrication without inspection and with inspection by either XCT or

SRAS. The net cost of an additive part may be found by the sum cost of the component activities,

equation 7.2.

Cnet = Cmaterial + Cbuild + Csetting + Cinspect (7.2)

Where the Cmaterial is the cost of the raw feedstock, Cbuild is the amortised capital cost of the

AM system, Csetting is the operator cost to set up the machine for the next build and Cinspect is

the amortised capital cost of the inspection system.

Given the build time is relatively long, ∼ 66 hours, the difference in machine output with

and without inspection needs to be assessed over a suitably long period. For this, a year has

been selected, with the output from a single machine over this time period compared. Upon the

completion of a build cycle, an operator is required to reset the machine, removing the build and

preparing for the next cycle. Based on industrial guidance from Renishaw, two situations are

of interest with respect to the operator working: firstly, a shift attendance where an operator

is only available during the hours 0900 to 1700 and secondly, a full-attended scenario, where an

operator is always available to prepare the next build. In this scenario, a new build is initiated

immediately after the completion and machine resetting of the previous build. In contrast, in the

shift-attendance scenario, builds completing outside of the attended window wait until the next

shift period before manufacture is recommenced. Whilst this analysis is quite specific, it is worth

discussion as it reveals two operating regimes, from fig. 7.10 it is seen that despite the relatively

long build time, the build system is significantly underutilised in the shift attendance case (a),

compared to the full attendance case (b), resulting in 74 fewer builds completed over the course

of a year. Therefore, the important point is that these two scenarios represent a build system

fully utilised and under-utilised, with the industrial drivers of this utilisation less important to the

conclusions of the current analysis. Calculations are first performed on a single machine basis -

for full-time and shift attendance. Fig. 7.9 shows components output and the costs associated on

a per-kg basis. The costing categories are summarised as: feedstock, raw powder cost; machine,

the capital cost of build system; staffing, cost of staff to attend machine and set up new builds;

inspection, the capital cost of inspection equipment.

Returning to the discussion of inspection, we see for shift attendance, SRAS manages the same

build throughput over the year as a build with no inspection. The downtime in shift inspection is
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such that the extra-build time due to scanning is not penalised. This suggests that whilst SRAS

inspection can increase the build time by ∼ 50%; this additional time may be absorbed by the

typical underutilisation seen in industrial systems, resulting in the same number of parts being

produced. This interesting result challenges the initial preconception that the scanning speed of a

SRAS system is the greatest obstacle to in-situ inspection.

Unsurprisingly, both forms of inspection lead to parts with a higher specific cost compared

to no inspection - in both cases, the specific cost increases by over 100%. Compared to the

no inspection cost case, there is an increase of £4750 kg−1 in the embodied cost for the SRAS

inspection. Comparing XCT and SRAS, it can be seen that SRAS has a higher associated cost

of inspection than XCT by around £170 kg−1 for shift attendance. One might conclude from this

that whilst SRAS is the most expensive option, it is on the same order as the cost of XCT and

depending on the actual cost of the detector it might be slightly cheaper. If we assume a SRAS

system cost of £50 k then XCT inspection becomes the most expensive option by £70 kg−1.

However, as the duty cycle approaches 1 for full-time attendance SRAS based inspection has

a throughput of around 50 builds less per annum. A throughput of 75 builds per annum has

reduced the SRAS inspection costs by around £300 kg−1. However, a direct comparison with

other scenarios is unfair due to the reduced output. The previous section compared the costs

based on a single machine output, but, depending on the use case, it may be more realistic to fix

the output per year, at 127 builds, and compare the costs. Where SRAS based inspection yields a

reduced build rate, production will be balanced by the addition of another build system(s), with

costs on a pro-rata basis. Results are shown in fig. 7.10. Comparing XCT and SRAS, it can

be seen that inspection costs between SRAS and XCT are comparable, but as the build rate is

reduced in order to fabricate 127 builds per annum an extra portion of a build system is required to

balance output for comparison, hence the difference in machine costs per kilogram, £670 compared

to £220. In total, the calculations show XCT to be cheaper by around £700 kg−1 compared to

SRAS, £870 kg−1 and £1580 kg−1, respectively. Over the five-year life span of the build system,

this would extrapolate to an additional cost of around £1.8M (this is driven by the assumption

additional build systems are required to make up the short fall). This suggests that in the case

of maximum utilisation, the time impact of SRAS becomes a critical factor and is therefore not a

viable method.
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Figure 7.9: Annual output and costs per machine. The left-hand side column shows output for

shift based attendance, whilst full-time attendance is given in the right-hand column. The costs

shown are broken down by activities, the total costs per kg are (a)£890 (b)£560 (c) £1370 (d)

£1060 (e) £1190 (f) £870.
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Figure 7.10: Comparison of elemental costs on a per-kilogram basis for (a) SRAS-based inspection

and (b) XCT-based inspection, based on fixed per-annum output. The costs shown are broken down

by activities, the total costs per kg are £1580 for SRAS inspection, approaching double the cost

of XCT based inspection at £870.
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7.6 Build failure

L-PBF is well suited to the manufacture of complex components, such as the sample build §7.5.1.

However, the manufacture of such components is plagued by relatively high failure rates. The

work presented in this chapter thus far has not leveraged any of the benefits of in-situ inspection.

Intuitively, the presence of in-situ inspection facilitates early termination of a flawed build - as

opposed to post-build evaluation. In theory, this should save the cost of the material and processing

to complete the component. The following section presents modifications to the cost-time model

to account for build failure. This body of works assumes operation in the under-utilised domain,

where the extra build time due to inspection does not reduce the function of the system and that

there is sufficient machine availability to fabricate replacement components.

7.6.1 Scrap rate

For the sample build the failure rate, γ ∈ [0, 1], is estimated to fall in the range 0.2 − 0.5, in line

with values suggested in literature. Assuming that a defective part is scrapped and replaced de

novo, the final cost of the component without inspection is found by equation 7.3.

Cpart, as−is =
Cnet

1− γ
(7.3)

The advantage of in-situ monitoring is that a build may be terminated as soon as a defect is

observed, minimising the wasted build time and material. The cost of a suppressed build can be

found by equation 7.4, where η ∈ [0, 1] is the completion of a build before termination due to a

defect.

Cscrap = η (Cmaterial + Cproc + Cinspection) + Csetting (7.4)

Equation 7.5 then formalises the relationship between failure rate and scrap cost to determine

the total cost of a component.

Cpart, inspect =
(1− γ)Cnet + γCscrap

1− γ
(7.5)

From this equation, fig. 7.11a compares the cost of one aerospace bracket as a function of

build failure rate, γ, for three scenarios (i) no inspection cost, (ii) XCT inspection and (iii) SRAS

inspection. It can be seen that for failure rates below 0.1, typical of simple builds, then SRAS does

not prove a cost-effective tool in this scenario. On the other hand, as the failure rate increases,

an in-situ inspection tool capable of informing early termination becomes cost-effective for failure
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rates > 0.15, as may be expected in complex and long-run builds. The additional £100k for the

inspection system is offset by the reduced waste in materials and build time.

The cost of the inspection system, the failure rate (γ) and the completion rate (η) before build

suppression are the three inputs to equation 7.5 which are not well defined. Therefore, fig. 7.11b

calculates the break-even cost of the in-situ inspection system as a function of η and γ. As would

be expected, the viable cost of an inspection system increases with higher rates of failure rate and

falling completion rates. The upper left-hand corner raises an interesting, if likely to be strictly

hypothetical, point; here, the failure rate is so high (> 0.35) that an inspection system equal to

the cost of the original build system could be justified. This emphasises that whilst the initial

cost of the build system is significant, the value of lost feedstock to scrapped builds can also run

into the hundreds of thousands, although this is likely to be harder to appreciate as it gradually

accumulates rather than being a one-off penalty.

It is important to note that the completion rate is influential on the break-even cost due to the

relatively long build time; if the sample build used in this analysis took only one hour, for example,

then the completion rate would have significantly less impact on the cost-saving. Nevertheless, it

is important to note this effect as in prior literature authors have attempted to qualify the failure

rates of builds - but less detail has been captured on the progress of the build when the failure

occurs. Further investigations to shed light on this would be informative - hypothetically, if failure

occurs early in the build, η = 0.1 for example, then the case for in-situ inspection is certainly

strengthened.

The analysis presented thus far in this section assumes SRAS is 100% reliable in the detection

of defects of interest. Of course, we may use the standard type I and type II errors terminology to

further parametrise the problem, fig. 7.12. α is the probability of type I error and likewise β the

probability of type II error, fig 7.12.

The cost of a part in the inspection scenario, taking into account the possibility of false alarms

and false build suppression, may then be found by equation 7.6. Given the number of terms in this

equation, the influence of each parameter is not immediately apparent. An increasing value of α

classifies a greater number of parts as defective, leading to the undesirable scrapping of conforming

builds and inducing a replacement cost. In contrast, an increasing value of β classifies a greater

number of defective parts as conforming.

Cpart =
(1− γ)

(
(1−α)Cnet+αCscrap

1−α

)
+ γ (βCnet + (1− β)Cscrap)

1− γ
(7.6)

The embodied cost of the part for two high and low error scenarios are presented in fig. 7.13,

the values used for α and β are in-line with previous work [320]. In fig. 7.13(a) when the associated
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(a) Breakeven cost, as a fucntion of failure

rate, for inspection in-situ and post-build,

costs are shown for XCT and SRAs along

with illustrative ‘free’ scenarios.

(b) Breakeven cost for SRAS in-situ inspec-

tion, as a function of failure rate and com-

pletion rate.

Figure 7.11: Comparison of break even points between SRAS in-situ inspection and the conven-

tional post-build inspection. The merit of SRAS in-situ inspection is well correlated to the failure

rate of the component, making clear that this would only be viable in complx parts with high

failure rates.

error rates of the inspection are low SRAS becomes a cost-effective solution when γ ∼ 0.14, similar

to the no error case presented in fig. 7.11. When both error errors increase by a factor of 10, the

break even failure rate moves considerably - γ ∼ 0.25 in the case of the no inspection cost scenario.

It is again true that the values of α and β are not well known, and it, therefore, makes sense

to repose the problem and find the ‘break-even’ failure rate as a function of these two parameters.

From fig. 7.14, it can be seen that the failure rate window spanned by the break even failure rate

is relatively narrow (0.15 to 0.25), and therefore, for the purpose of this analysis, the impact of

inspection errors can be neglected - given that there is already considerable uncertainty in the

failure rate of the component, it is not possible to draw conclusions of greater detail on the error
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Defect present
No defect 
present

Defect detected

Defect free

Correct outcome
True postive

Correct outcome
True negative

Type I error
False positive

Type II error
False negative

Figure 7.12: Chart defining the two error types of false positive (type I error) and false negative

(type I error). Accordingly, the false positive rate is α ∈ [0, 1] and the false negative rate is

β ∈ [0, 1].

window of inspection.

In reference back to fig. 7.3, if SRAS replaces XCT then the probability of false-negative (i.e.

a missed defect) must be zero (β = 0), for the purpose of cost calculation as the part will not later

be flagged as defective and needs to be replaced. Similarly, if the defect in question is one not

usually probed as part of the workflow, such as microstructural anomalies, then again β = 0. §7.4

has discussed the definition of defects, for the purposes of this chapter, in greater depth.
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(a) Low error rate costs. (b) high error rate costs.

Figure 7.13: Comparison of break even costs for two error scenarios. Increasing errors associated

with the inspection system requires a failure rate of the component to justify there use. These

errors are manifest as correctly build parts being incorrectly assessed as defective (α error), and

defective parts being classified as conforming (β error).
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Figure 7.14: The values of α and β are not well defined, it makes sense to repose the problem

as a function of α and β, such that the impact of these to parameters on the break even failure

rate may be discerned. The break even point is the inherent failure rate of a part at which in-situ

inspection becomes cost-effective, compared to build then scrap.
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7.6.2 Opportunity to repair

The results presented in §7.6.1 have assumed that following the detection of a defective build, the

only available course of action is to scrap and begin anew. A logical approach is then to consider

the possibility of repairing the defective part in-situ.

A brief schematic description of a repair, as it is envisaged, is given in fig. 7.15. A layer of

the additive manufacture process is illustrated in fig. 7.15a, followed by component measurement

fig. 7.15b, a decision on cancelling the build is made in fig. 7.15c, rework path definition in fig. 7.15d,

applying the rework and verify in fig. 7.15e, with the final part completed at the end in fig. 7.15f.

This build-characterise-repair strategy allows for the integration of a measurement technique and

repair strategies within an AM build environment to allow targeted repair on a layer-by-layer basis.

The benefits of this approach are that the number of scrapped components, along with wasted

feedstock and processing time, can be further reduced beyond that associated with early termi-

nation, as discussed in §7.6.1. Existing literature considering the cost implications have explicitly

not considered the possibility of repair as this is not a feature of current generation machines.

However, as in-situ repair is a logical progression and the level of research into this is on the rise

(as will be outlined in §7.6.4), it is worthy of evaluation.

Figure 7.15: Flowchart of proposed targeted rework approach simulated in this work. (a) outlines

the completed processing of an L-PBF layer; (b) shows a measurement step, where defects are

identified and it is determined to either cancel the build or to rework the defects; (c) if the defects

are above a predefined threshold, the build may be cancelled; (d) if below threshold, through

data processing, rework paths can be defined for (e) targeted re-melting with the option of re-

measurement to, again, cancel, or continue manufacture; This process may repeat on a layer per

layer basis with the finished part shown in (f).
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7.6.3 Cost of repair

Following a similar methodology to that of §7.5, the cost of a repaired component maybe found by

equation 7.7.

Cpart = Cnet + nCrepair (7.7)

where n is the number of repair events per build, Crepair is the cost to repair the defect, a

function of any additional processing time and material required to enact the repair. Based on the

work thus far, equations 7.7 and 7.5 may be combined to give equation 7.8, describing the final

embodied cost of a part.

Cpart = Cnet +
ξCscrap

1− ξ
+ (γ − ξ)nCrepair (7.8)

where ξ is the failure rate of parts that cannot be repaired - hence, γ − ξ is the failure rate

of repairable parts. Therefore, to conclude the cost analysis of this chapter, fig.7.16 compares

embodied cost of an inspected and repaired part against the cost of post-build inspection as a

function of repairable rate, γ − ξ, for a fixed failure rate of γ = 0.2, thought to be conservative for

the sample build.

Fig. 7.16 plots the cost of a component as a function of repair rate and number of repair

operations. This suggests that even for relatively low levels of repair (0.2 > γ − ξ), it becomes the

cost-effective choice.

We could then extend this by modelling the rate of defect formation by a Poisson distribution,

well suited to modelling the number of distinct events in a fixed period - in this case we care about

the number of defects forming within the build time. However, the model has now moved far

beyond contemporary, and the wisest course of action would be to stage a series of contemporary

experimental studies to validate these results as far as possible.

7.6.4 Preliminary demonstration of repair by reworking surface defects

Having established there is a cost basis for enacting repair, the reality of achieving this will be

briefly investigated. Previously, laser re-melting by applying additional skin scans has been em-

ployed to improve surface roughness [322, 117]. It was shown, however, that compressive residual

stresses were created as a consequence of this re-melting process. Further to this, Yasa et al. [323]

showed that complete layer re-melting for defect rework on steel L-PBF components could reduce

near surface porosity, but at the expense of a change in microstructure akin to a recast layer. This

approach has been reported to yield L-PBF parts with unpredictable and anisotropic microstruc-

tures [324]. Mireles et al. [325] used IR imaging for in-situ monitoring in a selective electron beam
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(a) Embodied cost per part as a func-

tion of repairable rate and failure rate,

F indicates the break even point be-

tween inspection with repair and no in-

spection (i.e. build then scrap).

(b) Comparison of the embodied cost

per part as a function of the repair rate

and cost, for the cases of repair, in-

spection with early build termination to

scrap and no inspection.

Figure 7.16: Embodied cost of a part when it is possible to repair. The breakeven point is now

dependent on the failure rate (γ) and the repairable rate (γ − ξ). As the repairable rate tends

towards zero (ξ → γ) then results approach those presented in fig. 7.11.

melting process, reworking artificial defects in Ti-6Al-4V components via large area re-melting.

It was shown that re-melting successfully restored component integrity, however the authors used

two inspection methods, thermography and X-ray computed tomography, for defect sizing - this

yielded significantly different results, thus the efficacy of re-melting the artificial defects remains

unclear. Furthermore, the defects seeded in the component were an order of magnitude greater

than those seen to commonly occur in L-PBF in practice.

The focus of this study is to show defects, identified using NDE techniques at the surface of

a given layer, can be reworked using defined scan strategies in a bid to repair them. SRAS is

utilised in this study to locate and characterise surface defects, and a number of targeted rework

strategies are investigated for their ability to rework the defect. The reduction in the size of an



CHAPTER 7. THE CASE FOR SRAS IN ADDITIVE MANUFACTURING 268

array of defects within an L-PBF build subjected to these various strategies is then presented.

Information on the defect type, location and depth obtained pre- and post-rework is shown, along

with a texture map and a methodology in which the proposed technique can be integrated into

L-PBF builds to guarantee part integrity is discussed.

Methodology

L-PBF test specimens were manufactured using a Realiser SLM50 with the nickel superalloy,

Inconel 718, the composition of which can be found in the literature [326]. A 10 × 10 × 10 mm

cube was built using a meander scan strategy with a hatch spacing of 60µm and a 67◦ rotation

between each layer. A laser power of 100 W and scanning speed of 560 mms-1 were used to build

layer thickness of 40 µm. Gas atomised powder sized 15− 45µm was used as the feedstock.

After manufacture, the specimen was polished to a mirror-like surface to facilitate inspection

by SRAS and optical microscopy. The prepared surfaces were also imaged using a focus variation

microscope (Alicona InfiniteFocus G5) with a 20× lens and in-built image stitching tool. The lateral

and vertical resolution of the 3D micrographs was 2.94µm · px−1 and 0.1µm · px−1, respectively.

The original build parameters were reused for the rework operation. In order to solely investigate

the effect of re-melting, no additional powder was used in the rework process.

Three pore rework strategies were investigated, as shown in the schematic presented in fig. 7.17:

A hatch melting pattern illustrated in fig. 7.17a; a spiral melting pattern in fig. 7.17b; and single-

shot melting for pores similar in size to the laser spot size (40µm) in fig. 7.17c. The hatch melting

pattern was selected since the samples were manufactured identically. The spiral melting pattern

was proposed by Jhabvala et al., showing optimised thermal gradients in both the x and y direction

designed to avoid overheating [327]. Since re-melting hatch patterns are limited in physical size

(< 300µm) by the size of the defect, more complex melting patterns such as fractal, chessboard

and ‘paintbrush’ scanning are not feasible as these are designed for bulk part processes.

In order to generate rework paths, an automated algorithm was developed, based on the flow

chart in fig. 7.18. The original optical SRAS data is shown in fig. 7.18a. A size thresholding step

was then used to disregard defects and outliers smaller than 20 µm from the SRAS optical scan

data, shown in fig. 7.18b, given the image resolution of 10 µm (pixel size) and the defined minimum

cluster size of 2×2 pixels [328]. This step can be adjusted to ensure that only those defects that take

the part out of specification are reworked. A filtering step, based on eroding and dilating, closes

non-uniform surface defects, fig. 7.18c. This step is necessary for avoiding partial or uncontrolled

splitting of hatch patterns on a targeted defect. The resultant binary image from these steps is

then processed to segment defects based on their aspect ratio; the centroid and dimensions are

obtained, fig. 7.18d, to only target pores. The final processing step is the generation of the rework
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Figure 7.17: Scan strategies for pore rework trialled in this work: (a) a simple hatch pattern as

used in the manufacture of a part; (b) a spiral scan pattern where the gap between the scan lines is

equal to a single hatch spacing; (c) discrete shot exposures for defects smaller than the laser spot

diameter, 40µm.

paths (fig. 7.18e). In this step the rework area is defined by dilating the defect area by 150%.

The laser path vector spacing for both hatch and spiral rework was defined as 40 µm. All scan

strategies were defined from the outer edge of the defect inwards, in order to draw material into

the defect. The 150% repair area was selected in order to process sufficient re-melt material to

sufficiently reduce the defect size. An example rework path as created by the algorithm is shown

in fig. 7.18f, with a zoom of the highlighted sector in fig. 7.18e. The resulting vector rework paths

were then verified through simulation in the ReaLizer RDesigner software to ensure data integrity.

Figure 7.18: Micrograph analysis steps outlining the order of operations for preparation of

pores for rework: (a) the original optical data set; (b) removing outliers (defects < 20µm); (c)

morphological closing based on eroding and dilating the binary image; (d) segmentation based on

their aspect ratio and centroid for determination of dimensions and location; (e) the rework paths

are created and overlaid; (f) magnified image of rework area showing individual hatch lines. The

defect highlighted has been denoted d1 and its respective rework path has been denoted r1.
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Results

To show the efficacy of the rework, focus variation micrographs of the samples were obtained before

and after the rework was conducted to extract defect depth profiles. In order to define a successful

rework, the height difference between the surface and defect depth should be significantly reduced.

It is expected that complete removal of the defect would be impossible without additional feedstock;

however, as this would be a difficult extra step, the aim of this work is to reduce defect size to

within tolerance rather than to completely eliminate it.

Examples of defects before rework are shown in fig. 7.19a – d. These are all non-uniform acicular

pores, as defined by shape morphology. The resulting surfaces after applying the rework strategies

are shown in fig. 7.19e – h. A hatch pattern was applied to fig. 7.19e and fig. 7.19f for defects of

∼ 350µm and ∼ 120µm in diameter, respectively. The hatch rework areas show good coverage,

completely encompassing the underlying defect. The individual melt tracks are visible, akin to a

conventional hatch pattern in bulk material addition. The result of a spiral rework is shown in

fig. 7.19g on a defect 150 µm in size. Here, the resulting surface exhibits a smooth appearance

with no individual melt tracks visible. A single shot rework was applied to the defect (∼ 40µm

in size) highlighted in fig. 7.19d and the reworked region is shown in (h), alongside a larger spiral

rework. The efficacy of rework of the single shots cannot be clearly identified from the micrographs

alone, and quantification of rework is necessary in order to classify these.

In order to quantitatively evaluate the effectiveness of the rework, a 3D representation of the

focus variation data obtained from the defect presented in fig. 7.19c is shown in fig. 3(i). The

corresponding 3D representation of the region after the rework is shown in fig. 7.19k. Through

plotting a 2D profile through the lowest point of the dataset, a cross-sectional view of the pre-

rework (fig. 7.19j) and post-rework (fig. 7.19l can be extracted. The minimum depth of the defect

pre-rework and post-rework are highlighted as d2 and r2, respectively. The pre-rework profile,

d2, clearly shows a very steep trench, making it difficult for subsequent powder layers to backfill

this defect in the L-PBF manufacture. Contrary to this, it can be seen that the slopes of the

reworked area, r2, are more normalised compared to the initial defect. This will allow easier infill

of powder particles in the next layer in the L-PBF manufacture. It must be noted, that through

the rework operation, material has moved above the level surface to +6.3µm. However, since the

layer thickness of the L-PBF manufacture has been defined as 40µm and can commonly be larger

than this (> 50 µm), the material above the level surface should not impact production quality.

Furthermore, the powder feedstock deposited for the next layer is still able to flow in and around

the treated area.

Comparing d2 and r2, it is seen that the rework process has also reduced the depth of the defect
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Figure 7.19: Optical micrographs of spherical pores of Inconel 718 samples (a) – (d) and their

respective reworks (e) – (h); (e) and (f) are hatching rework strategies, (g) is a spiral rework

strategy and (h) is a single shot rework. 3D views and line profiles of an exemplary pore are shown

for pre rework d2 and post rework r2 ; (i) 3D view of existing surface pore; (j) line profile through

the lowest point below the surface of the pore; (k) 3D view of the reworked area; (l) line profile

through the lowest point below the surface of the rework. The line profile location is marked in

red and blue for the pre rework and post rework, respectively.

relative to the nominal surface. This data is presented again in fig. 7.20, showing a comparison of

the defect depths before rework and post rework for all three rework methodologies as extracted

from line profiles through the lowest available points on all targeted rework areas. The minimum

points from the profiles in fig. 7.19j and l labelled d2 and r2 have been transposed onto the data

presented in fig. 7.20 to highlight the effectiveness of reworking the targeted areas.

fig. 7.20 clearly demonstrates the ability of selective re-melting to reduce the local variations in

surface height caused by pores, opening the door to repairing surface breaking defects. A reduction

in the depth of the defect along with a profile more favourable for infill with powder in the next build
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Figure 7.20: Plot of defect depths for all three rework methodologies; hatch, spiral and single

shot (for defects smaller than 40µm) with data shown for pre rework (red) and post rework (blue)

for each. A reduction in variance can be observed for hatch and spiral rework patterns. The single

shot rework patterns show no statistically relevant improvement. The minima of r2 and d2 are

highlighted.

layer means that if such reworks are performed in-situ as defects develop, conditions are favourable

for powder filling the defect in the next layer and the avoidance of the defect propagating through

multiple layers.

Statistics of the data presented in fig. 7.20 are shown in table 7.6. The hatch rework method-

ology is shown to be more successful than the spiral method in terms of height reduction, with a

higher reduction average of ∆12.1µm (50.0%), compared to ∆9.5µm (31.0%). The standard devia-

tion of the data sets improved by 76.7% and 54.0% for the hatch and spiral strategies, respectively.

Since Inconel 718 exhibits a relatively low thermal conductivity, the hatch pattern allows for heat

dissipation outwards of the rework area, whereas the spiral rework traps the heat, which can result

in over-melting at the centre, similarly reported by Jhabvala et al [327].

The single-shot method appears to have a minimal effect on the defect depth, with an average

reduction of 17.1% and an increase in the standard deviation of 22.4%. The low probability of

success of the single shot strategy can firstly be explained by the smaller initial pore depth leaving

less room for improvement and secondly by the difficulty in realignment of the specimen for the

rework. The small size of the single shot reworks resulted in many of the single shots being only

partially reworked, thus limiting the effectiveness of the technique, as can be seen in fig. 7.19h. The

latter point can be attributed to the angular relocation accuracy of ± 0.13◦ in the build chamber



CHAPTER 7. THE CASE FOR SRAS IN ADDITIVE MANUFACTURING 273

since the measurements were conducted ex-situ and the samples needed to be relocated. This

problem will be eliminated when the method is applied in-situ.

Table 7.6: Mean and standard deviation of defect depths as presented in fig. 7.20 for both pre

rework and post rework.

Repair Pre Depth Pre Depth Post Depth Post Depth ∆ Mean ∆σ

Strategy Mean [µm] σ [µm] Mean [µm] σ [µm] [%] [%]

Hatch 24.2 14.1 12.1 3.3 50.0 76.7

Spiral 30.7 16.3 21.2 7.5 31.0 54.0

SS 12.7 4.7 10.5 5.7 17.1 -22.4

7.7 Implementation and improvements

The final consideration of this chapter is to look at how a SRAS system could be physically

integrated within an AM build system, and the potential to address some of the underlying as-

sumptions built into the cost-time model presented in this chapter which may lead to significant

improvements.

7.7.1 Scan rate and time

§7.5.2 defines two domains of operation, full-utilisation and under-utilisation. The full-utilisation

scenario has been neglected almost immediately due to the significant (53% increase in build time).

To reduce the increase in build time to just 20% (a more tolerable figure as this would only reduce

the per annum output by 19 components) would require a ∼ 250% increase in scan rate. As shown

in the above calculations, if a SRAS based inspection could achieve a throughput close to the

nominal amount ‘free’ in-situ inspection, then there would be a strong case for the use of SRAS in

both domains of operation. Therefore, prior to concluding this chapter is worth discussing if the

SRAS scan really need be as slow as defined in §7.5.2.

Firstly, the simplest and most effective method for increasing the scan rate is increasing the

repetition rate of the generation laser. In the current implementation of SRAS, one pulse is

equivalent to one measurement - thus, increasing the number of pulses per second would linearly

increase the effective scan rate. This can be continued until the point that the subsequent pulse

begins to interfere with the previous measurement. A rough theoretical upper limit of the pulse

rate can be calculated, as per equation 7.9, where the minimum time between pulses is the time

for a SAW to propagate from the far edge of the generation patch to the detection position. This
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distance is assumed to be no greater than twice the maximum patch size of 1 mm. A limit of

1.5 MHz is around three orders of magnitude greater than any of the current generation lasers

used in SRAS systems. Unfortunately, whilst extremely high repetition rate lasers are available,

these begin to trade-off other parameters increase the number of averages required. Therefore an

improvement on the order of ×10 is the maximum possible through this avenue.

tpropogation =
2 mm

3000 ms−1
≈ 0.67µs 0.67µs→ 1.5 MHz rep rate (7.9)

Further changes to the hardware offer little scope to greatly increase the scan rate, but recon-

figuring the nature of how the SRAS scan is conducted may provide a more to reduce the temporal

impact. For example, calculations in this report have assumed that build time and scan time are

asynchronous, but it may be possible to scan and build simultaneously. This will minimise the

temporal and, in turn, the monetary impact of inspection.

Whilst L-PBF is characterised by extremely steep temperature gradients, an increase of 1◦C

in the material temperature is known to slow the SAW velocity by 5 ms−1, on average (the reader

is referred to chapter 8 for a more complete discussion of the effects of temperature on the SAW

velocity). In the presence of large temperature gradients, there is, therefore, the potential for the

SRAS measurement to sense primarily the change in temperature across the specimen, rather than

microstructure. Scanning during deposition, of course, comes with its own challenges, temperature,

the ‘dirty’ environment due to loose powder and spatter particle ejection and acoustic emission

from the build laser. Points two and three can both likely be negated by ensuring a suitably large

offset between the build laser system and scanning.

Several additional points could be beneficial to increasing scan-rates, for example it is anec-

dotally claimed that typical surface finishes are improving, leading to reduced surface roughness,

thanks to the ongoing improvement of build systems. One may extrapolate fewer averages will be

required to obtain a SRAS measurement of acceptable SNR, and thus the scan rate will be im-

proved. However, by lacking anything greater than anecdotal evidence such assertions stray in to

the realm of ‘hope’, rather than reality. Recent research demonstrated that even when optimising

for surface finish in current-generation build systems the roughness is still significant, Ra > 5µm

[329].

Finally, calculations included thus far have assumed 100% area scanning. However, one ap-

proach is to use a variable resolution scan, where a coarse mesh is used for the majority of the

part, and in areas of key features such as internal cooling channels or where an initial coarse scan

has highlighted potential issues. However, putting this into practice requires a high degree of build

specific knowledge on locations of likely failure and interest.

In summary, variable scanning is the most promising route to increasing the scan rate as it
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does not compromise the acquired data in the key regions of the component, rely upon signifi-

cant improvements to the hardware (further increasing the capital cost of the system), or greatly

increasing the scan complexity (requiring the microstructure to be unravelled from the effects of

temperature in the measured SAW velocity). However, to realise this would require a deal of

understanding and a priori knowledge of the component under inspection that would have to de-

signer. Increasing the scan rate by simply increasing the repetition rate of the generation laser can

be easily archived, increased cost being the main impact, and does not require any novel research

like variable resolution scanning will. However, realistically an order of magnitude improvement in

scan speed is probably the maximum that could be found by only increasing the repetition rate.

7.7.2 Example system

Finally, the following section details progress towards the integration of a SRAS system within an

L-PBF build chamber. The chamber in question was acquired as a stripped carcass and thus is

not suitable for fabrication testing in future; however, it does serve as a useful proof-of-concept to

demonstrate the ability to fit the system within the constraints of the chamber and drive the scan

using galvanometers rather than linear scanning stages. This work was carried out in collaboration

with Rikesh Patel and Don Pieris. An optical diagram of the system is shown in fig. 7.21, giving

access to the x− y plane of the built component.

A basic software package has been developed in step with the system to enable scanning and

data processing, using the event-driven programming language C#. The use of non-proprietary

control and processing software highlights the simple signal processing required of the SRAS tech-

nique. At first glance, multi-build laser systems appear to offer a simple route in, where one build

laser could be ‘swapped’ for a SRAS system, given the all-optical nature.

7.8 Summary

This chapter has dealt with the case for SRAS as an in-situ inspection tool within the laser powder

bed manufacture. As of interest to Renishaw, the primary focus has been the development of a

cost-time model capable of evaluating the performance and evaluating the total embodied cost of

additive components when a SRAS system is integrated within the build system - with comparisons

drawn against the current approach. Necessarily, the specific results presented in this chapter have

been limited to a few example inputs to demonstrate the cost-time model. Of course, having

developed this framework, it is trivial to calculate further specific cases, and it is hoped this model

will prove useful in future.
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Figure 7.21: Build chamber SRAS system, green and red lines are used to indicate corresponding

laser paths. The area marked build chamber is the area of the system where additive manufacturing

would occur within a working system.

The scanning time of SRAS has often been cited as the biggest stumbling block to the integra-

tion within an AM build system. Indeed, the cost-time model developed in this chapter agrees that

the speed of scanning is the limiting factor in the case of full utilisation of the build system. The

total output over a year would be reduced from 127 to 75 components per annum in this scenario.

Based on the assumption that the short fall would need to be made up by additional build systems,

the additional cost was calculated to be on the order of £700kg−1 - making SRAS inspection based

around full utilisation unviable, based around current scan rates and system costs. However, in

the case of underutilisation, the additional build times due to SRAS scanning are absorbed by the

idle time, without a reduction in the number of manufactured components. In this scenario, the

embodied cost of SRAS inspection was found to be similar to XCT but around £470kg−1 more

expensive than than the no inspection cost scenario - assuming a SRAS system would cost £100k.

Of course, the fact that the additional cost of the inspection system results in a higher embodied

final cost of the component compared to the no inspection scenario is no great surprise. Accessing

the SRAS datasets presented in previous chapters may alone be justification for the integration of
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a SRAS system within a build system. Nevertheless, the power of in-situ inspection comes from

the capability to enact early termination of failed builds. When this is considered it was shown for

relatively low failure rates (γ ≈ 0.15), thought to be realistic for the sample build based on prior

art, then SRAS would become a more cost effective option than the post-build no inspection cost

scenario.

Moreover, the potential financial savings of repair have been evaluated for the first time. This

methodology was then used to demonstrate that if the repair of components in-situ could be

realised, then even low failure rates would (0.15) merit the use of SRAS. This chapter has demon-

strated the possibility of repairing L-PBF defects during the build process, adding weight to the

argument for in-situ inspection. The methodology of rework shown in this section is highly suitable

for integration into an entirely in-situ system, as measurements can be made in-situ using a mod-

ified L-PBF laser/optics system, rework scan paths can be computed on the fly, and the rework

paths can be applied within the same manufacturing process with a slight increase in overall build

time and hence insignificant increase in cost. This section demonstrates the possibility of repairing

L-PBF defects during the build process, adding weight to the argument for in-situ inspection.

The methodology of rework demonstrated in this section is highly suitable for integration into an

entirely in-situ system, as measurements can be made in-situ using a modified L-PBF laser/optics

system, rework scan paths can be computed on the fly, and the rework paths can be applied within

the same manufacturing process with a non-significant increase in overall build time. Whilst this

study has focussed on targeted surface rework, the advent of in-situ inspection would allow for re-

melting to occur throughout the build process in order to rework defects within the build volume

of the component. The results presented in this section show that repair will be a fundamental

building block towards realising utility from in-situ measurements. Further studies should focus

on understanding the physics of this process and generating a model describing the process.

Evidently, the high capital cost of a laser ultrasound system results in a higher base cost per

component in powder bed fusion when SRAS is used for inspection when ignoring the potential for

repair and failure detection. Therefore, it is essential to clearly state that in the case of non-complex

components, with short build times and correspondingly low failure rates, SRAS (and likely many

in-situ tools) are less attractive propositions due to the additional capital cost not being recovered

by the need to replacement few failed components. Instead, the inputs used for the model in

this chapter have described a complex and long build time component with a concomitant high

failure rate and using relatively expensive material (Ti-6Al-4V). When any of the build time,

build complexity (taken as a proxy for failure rate) or feedstock cost increase, the case for in-situ

inspection becomes stronger. The question of the ultrasonic detector requires clarification if the

costs outlined in this chapter are to be made more concrete. Commercially available detectors are
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technically capable but significantly increase the system cost, costing approximately £100k.

Potential improvements to the assumptions used for the cost-time model are presented. It was

noted that whilst improving scan rates could be most simply achieved by using generation lasers

with higher repetition rates, targeted scanning utilising variable resolution to focus on areas of

interest within the build may be a more promising avenue. This led to a brief discussion on the

potential physical implementation of SRAS within a build system to conclude the chapter. The

presentation of a demonstration build system with SRAS instrumentation installed is the most

notable outcome of this section.

Based on the points noted thus far, there is a reasonably strong case for the integration of

SRAS within a build system. Equally, this chapter highlights that much work remains before this

is realised. It is not unreasonable to conclude the case for SRAS is at a tipping point. The value

offered by rough surface imaging is the crucial point. If this avenue is to be explored further, then

a further detailed investigation of the defect detection capability of SRAS is required.



Chapter 8

Future work

8.1 Introduction

This work has investigated the ultrasonic technique spatially resolved acoustic spectroscopy (SRAS)

as a tool for materials characterisation in additive manufacturing. The ability to determine the

elastic constants and crystallographic orientation simultaneously, by measurement of the surface

acoustic wave (SAW) velocity, in novel polycrystalline materials was determined to be a requisite

for meaningful characterisation and illustrates the most exciting aspect of this work. However,

there remains much work to be done. Quite obviously, the work of chapter 6 needs applying to

additive manufacturing materials. More generally, this opens several new potential avenues of

research. As such, this chapter outlines sensible developments and investigations to follow this

EngD, before the thesis is concluded in the following chapter. Close attention is paid to the impact

these developments will facilitate beyond mere improvements to the experiment. The ordering in

this chapter is loosely sorted by the ease of implementation.

8.2 Instrumentation development

Progress towards the next generation SRAS instrument is shown in fig .8.1, specific developments

and steps towards this are outlined below.

8.2.1 Random access scanning

A typical SRAS velocity map data is captured in a sequential grid in the x and y directions.

When determining the elastic constants or orientation map in relatively large grain ( 100s of µm)

materials, there is a high degree of data redundancy. If only one velocity surface could be captured

279
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Figure 8.1: On-going development of new SRAS instrument, dove prism is shown for controlling

the orienation of the generation patch and detection position (§8.2.2).

per grain, the redundant data could be eliminated and the scan time substantially reduced, without

a meaningful loss of information. There is a precedent for applying a similar approach in EBSD,

where the quickly captured forescatter electron image is used to define gain boundaries and a sparse

EBSD dataset captured for each region, providing a 100× speed up for microstructure mapping

[187].

A similar speed up could be expected by applying this technique with SRAS. A single velocity

map would be used to highlight grains, the centres of which can then be targeted for velocity

surface scanning, illustrated in fig. 8.2, so-called random-access scanning. This time saving can

offset the use of temporal averaging, rather than single-shot acquisition, in each waveform to ensure

high signal-to-noise ratio measurement.

The EMDA instrument is designed to acquire velocity maps rapidly but is slow to capture

velocity surfaces due to the ad-hoc rotation of the generation patch and detection beam. Therefore,

an automated method of controlling the propagation direction is now required to realise this

potential time-saving.

8.2.2 Multi-angle scanning

It should be clear to the reader by this stage that the ability to propagate SAWs in multiple

directions is intrinsic to the function of SRAS. Whilst the generation patch may be automatically

rotated, both the placement of the detection spot and the rotation of the KED are done manually

(see §3.4). Subsequently, the operator must adjust the light balance on the knife-edge detector

prior to each scan. Clearly, this is not an appropriate solution for acquiring velocity surfaces

with fine angular spacing (i.e. 1 degree between SRAS measurements) or in a production system.

Practical methods of controlling the propagation direction is an active area of research within the

Optics and Photonics research group at Nottingham. Based on this work, two possible approaches
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Figure 8.2: Schematic of a polycrystalline specimen, showing one SAW velocity surface spectrum

captured per grain. The grain contrast highlighted by a SRAS velocity map can be used to target

grains for velocity surface scanning, significantly reducing the number of pixels to be scanned per

direction, in turn reducing acquisition time.

are discussed below.

Single-pixel

Presently, there this a growing interest in the field of compressed sensing. For instance, the

development of a camera that could produce 2-D images using only a single photodiode rather

than the megapixels found now in an everyday camera.

It was hypothesised that a coded grating pattern could be used for SAW excitation in order to

reduce data acquisition time and improve the signal to noise ratio. There were a few issues with

this approach; the rapid modulation of the phases in the generation pattern necessitates the use of

a spatial light modulator (SLM), adding a not insignificant further cost to the optical system. More

critically, it was found through experimental testing that this approach has very little tolerance

to a displacement of the detection point - the detection beam must be located at precisely the

centre of the patch, else the correct phase modulations are not known [256]. Further to this point,

the rough surface found in AM specimens would cause the path length from generation point to

detection to vary randomly, corrupting the control of the phase of each segment.

Dove prism

A dove prism is a truncated right-angle prism, typically used to invert or rotate an image without

dispersion, fig 8.3. By using this optical element, the generation patch and detection spot can be
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rotated in unison on the sample, whilst the returned detection beam stays static on the detector

thanks to the double pass through the prism. This allows a single optical element to be rotated to

achieve multi-direction SAW propagation.

A simple experiment has been used to test a dove prism in a simple low optical power system

that mimics SRAS. Fig. 8.3 shows the image formed on a camera at the sample position during

the rotation of the dove prism in a SRAS system allowing the image form at the specimen plane

to be observed on a camera.

A problem with dove prisms is the resulting substantial astigmatism from the refraction at the

entrance and exit surfaces when used in convergent light. Thus, images passed through the dove

prism must usually be focussed to infinity. Thus, the prism must be placed between the dichroic

mirror and the objective lens - at this point the detection beam and the zero-order generation

image are focussed to infinity. When working with smooth surface specimens, the reflected beam

will be refocussed to infinity by the objective lens, meaning the second pass through the prism

returns the detection beam to the original position.

Having successfully tested the performance of the prism in the LED system, the next step is

to integrate it into a SRAS experimental system that is capable of capturing data. The addition

of a high power q-switched laser in place of the LED poses a further problem. In the LED set-up,

the Fourier image of the grating is formed at the midpoint of the dove prism; however, given the

high pulse energy of the generation laser, forming the Fourier image here is likely to cause terminal

damage to the prism.

This approach appears viable in any future additive manufacturing SRAS system, with a caveat.

The detection spot moves in and out of focus with the undulations of the rough surface found in

additive components. The result is the second pass of the dove prism introduces astigmatism

- the repercussions of this on SAW detection efficiency remains untested and requires further

investigation.

8.2.3 Spatial resolution

Currently, the primary impediment to applying techniques developed in Chapter 6 to additive

materials is the system’s spatial resolution. With this in mind, the new system will operate

with a minimum acoustic wavelength of 6µm, assuming an eight fringe patch this will improve

the standard spatial resolution from ∼ 100µm to ∼ 24µm. For a typical metal of SAW velocity

3000 ms−1, this corresponds to a working acoustic frequency of 500 MHz.

Practically, when attempting to make measurements outside of the current operating range of

EMDA, several factors come into play. For example, the generation laser in the EMDA system
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(a) Schematic of a dove prism, showing the face cut from a right-

angle prism. The collimated image is rotated through total internal

reflection along the long face of the prism. The image experiences

double rotation, thus the prism need only be rotated through 90◦

to rotate the generation image through 180◦.

(b) Generation mask and detection

spot imaged through dove prism at 0◦

position.

(c) Generation mask and detection

spot imaged through dove prism at 120◦

position.

Figure 8.3: The SRAS generation mask and detection spot may be imaged through a dove prism,

allowing control of the propagation direction of generated SAWs, without the need to realign other

optical components.

has a pulse width of 1.6 ns, at the typical operating frequency of near 125 MHz there is ample

energy in the laser pulse. However, moving to 500 MHz, there is negligible content - the pulses are

sufficiently long that SAWs will be destroyed. Therefore, a new generation laser with a pulse width

of 800 ps has been selected for this system. The spot size of the detection beam must scale with
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the acoustic wavelength, with diameter ≈ λg

2 [56]. In this case, a focussed detection spot diameter

of ∼ 3µm would be required, which can be achieved by the use of the new 50× objective lens. The

corresponding grating spacing on the chrome mask is then 150µm, assuming a f100 mm tube lens

is again used. Finally, 500 MHz also exceeds the upper-frequency limit of the current knife-edge

detector design, although the actual Hamamatsu silicon photodiodes have a cut off-frequency of

500 MHz and would therefore be worth testing before embarking on the arduous journey to source

new high-frequency photodiodes. Instead, the current limiting factor is the RF transformer fitted

to the printed circuit board of the detector, which has a working range of 50− 300 MHz.

8.2.4 Velocity resolution

As detailed in Chapter 6, accurate measurement of the SAW velocity is the cardinal factor in

determining the elastic constants and crystallographic orientation to a meaningful accuracy. To

realise sub-GPa errors in elastic constants, the standard deviation of the measured velocity needs

to be less than 1 ms−1. This can be improved using averaged temporally averaged waveforms and

using a greater number of fringes where possible. A greater number of generation fringes can be

contained in a fixed size generation patch by working at a higher acoustic frequency.

Figure 8.4: SAW velocity surfaces in tungsten. As tungsten is highly isotropic there is little

varation in the velocity surfaces.

The refractory and highly isotropic material tungsten has potential uses in future nuclear power
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generation. With this in mind, tungsten structures are now regularly being fabricated by wire-arc

additive manufacturing [330]. Acoustic characterisation of tungsten is extremely challenging due

to its isotropy; velocity surfaces of tungsten (first shown in §4.2.3) are shown in fig. 8.4, note the

velocity range of 5 ms−1). Therefore, determining the crystallographic orientation in tungsten will

prove a valuable benchmark for the velocity resolution of the new system. Furthermore, it shall

be worthwhile to consider the difference in elastic response when treating tungsten as an isotropic

material, defined by E and µ, compared to an anisotropic material, defined by Cij.

8.2.5 Temperature control

Continuing the theme of accurate measurement of the velocity. As discussed in chapter 6, the tem-

perature of the specimen has a tangible impact on the acoustic wave velocity. As a demonstration,

the SAW velocity on the (001) plane of nickel at temperatures between 100 and 760 K is shown in

fig. 8.5a. The temperature range shown displays a near-linear trend, which can be approximated as

a rate of change of the surface wave velocity of −0.4 ms−1 K−1, fig. 8.5b. From chapter 6, we have

seen a measurement error better than 1 ms−1 is needed for determination. Thus, a temperature

instability of a few degrees can become the limiting factor in the accuracy.

Experimental results presented in this work have been at nominal room temperature but was not

controlled and probably spans a range of between 5 - 10◦C. Therefore, to measure the velocity with

the best possible resolution, the temperature of the experiment needs to be carefully controlled in

future. The work of Optics and Photonics group alumnus Robert Ellwood was concerned with non-

linear measurements for fatigue, where the requisite velocity sensitivity is on the order of mms−1.

In Dr Ellwood’s work, a Peltier heat pump controlled chamber was shown to achieve long term

temperature stability of 1− 2 K. A similar approach can be implemented in the new SRAS system

to ensure a stable environment. Specialised microscopy linear stages are then available for more

precise temperature control; however, these limit the size of specimens that can be interrogated

and will only be used when absolutely necessary, therefore.

8.3 High temperature measurements

Having concluded a description of the new SRAS instrument, the remainder of this chapter will

explore requisite ancillary developments and areas of interest meriting further investigation.

As discussed in the previous section, whilst it is desirable to isolate the effects of tempera-

ture from a measurement, the idea of manipulating the specimen temperature also opens the door

to measuring the elastic constants and microstructure at elevated temperatures. Bear in mind,

many challenging applications, such as gas turbine engines, require materials that present con-
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Figure 8.5: (a) SAW velocity on the {001} plane of nickel, as a function of temperature. (b)

Over this range there is a linear decrease in velocity with increasing temperature.

sistent mechanical properties across a wide temperature range - making temperature dependent

measurements a vital research field [135]. In fig. 8.5, the linear temperature dependence of the

SAW velocity in pure nickel is shown. Mapping the temperature-dependent elastic constants for

the next generation of nickel superalloys is an active area of research [331].

A more interesting case is the measurement of the elastic constants of titanium. Prior to melting

at 1, 940 K, the crystal structure of titanium transforms from the hexagonal α-phase to the cubic

β-phase at 1160 K, as discussed in Chapter 6. From Burger’s orientation relationship, the (0001)α

plane transforms to (101)β plane. Fig 8.6 shows the SAW velocity on the (0001)α plane prior to

the phase transformation and on the (101)β plane at 1273 K.

Measurements of the β-phase elastic constants have proved difficult for established methods

due to transformation-induced twinning, causing a polycrystalline to form [299]. Rather, ultra-

sonic measurements assuming the anisotropy of the crystal and using approximate relationships

to engineering moduli have been used [332]. SRAS would be well suited to making such measure-

ments, allowing the elastic constants through the phase transition to be tracked for the first time,

and this is not limited to titanium; many materials have temperature allotropes. Clearly, achieving
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Figure 8.6: SAW velocity surfaces, as a function of temperature, in titanium. According to

Burger’s orientation relationship, inset schematic, at 1160◦C the (0001)α plane transforms to

(101)β plane. Elastic constants values from [299], for hexagonal structure, and [332], for cubic

structure.

such high temperatures would require apparatus beyond temperature-controlled linear stages but

would provide a meaningful application of SRAS going forward.

8.4 Verification of elastic constant measurements

Elastic constants determined in this work have been indirectly validated by crystallographic ori-

entation comparison and literature values. For validation, direct measurement of the elastic con-

stants by alternative techniques, such as resonant ultrasound spectroscopy, is an essential next

step. The method outlined in this work benefits, particularly in hexagonal materials, from using

multiple unique velocity surfaces in the inversion. However, most elastic constant determination

techniques require single crystal materials, making the comparison of experimental measurements

on the same specimen challenging. Large grain polycrystalline materials may prove viable, where

individual grains can be isolated and extracted. Otherwise, a single crystal specimen can be cut
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in such a way that multiple planes are exposed, as shown in fig. 8.7, allowing characterisation by

volumetric approaches and SRAS.

0o plane

90o plane

60
o pla

ne

Single crystal
specimen

Figure 8.7: A schemtic of a cut single crystal in titaniium, showing the three unique velocity

surfaces which could be exposed. This would facilitate comparison of elastic constants determined

by SRAS, resonant ultrasound spectroscopy and through transmission measurements.

8.5 Additional information for inversion

8.5.1 Multiple wave modes

Currently, the inversion of the velocity surface to calculate the elastic constants and/or orientation

uses only the ‘dominant’ mode, as discriminated by the forward model. However, modes are

regularly measured in one propagation direction - as an example, fig. 8.8 shows two planes in

nickel where two surface wave modes can be seen.

Including the velocity of this second mode in the inversion offers a distinct advantage for the

determination of elastic constants. In Chapter 6, we have seen the primary challenge in the accurate

determination of the elastic constants is resolving the subtle changes along the C11-C12 diagonal.

Fig. 8.9 shows the shape of the solution space in the plane C11-C12 for the dominant and secondary

mode, as previously the minima contour is located along the diagonal; however, the gradient of

these contours is different - making the true solution more unique.

The relationship between C11 and C12 for the two modes is seen more easily in fig. 8.10, where

the gradient of the minima contours is extracted. Using the velocity of this secondary mode for

inversion makes the solution more deterministic, making the process of determining the values of

C11 and C12 more robust.
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(a) Nickel (0.3 0.1 1) plane (b) Nickel (0 0 1) plane

Figure 8.8: Velocity surfaces from single crystal nickel, the dominant mode is overlaid in black.

In both planes an additional mode is seen measured over certain angles, the secondary mode,

from the forward model, is overlaid in red in these region. This information can be used for the

inversion to make increase the uniqueness of each plane-elastic constant set, making the problem

more deterministic.

8.5.2 Amplitude

As shown in §4.3.1, the forward model data used for the inversion is a binary matrix, effectively

discarding any amplitude information. However, the amplitude information offers the potential

of an additional fitting parameter, in which case the forward model matrix can be construed by

equation 8.1.

Ihkl(v, φ1) =

0, v 6= vc(h, k, l, φ1)

−→
d , v = vc(h, k, l, φ1)

(8.1)

where
−→
d is the displacement vector of the i-th wave mode, as calculated by the forward model.

Of course, to realise this, the displacement calculated by the forward model must reflect exper-

imental reality. Here we encounter the problem of the ad-hoc method by which the amplitudes are

currently derived, which only offers relative rather than absolute amplitude. This is compounded

by the thermoelastic generation mechanism not being well captured.
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Figure 8.9: Shape of solution space in the plane C11-C12 for (a) dominant surface wave mode

and (b) secondary surface wave mode.

Figure 8.10: Diagonal of the minima in C11-C12 for the two wave modes, extracted from fig. 8.9.

The differing gradients make the solution more deterministic.

There is a wealth of literature concerning the calculation of acoustic amplitudes from ther-

moelastic laser generation. Primarily this deals with the similar case of isotropic media, however

generalised analytical approaches in anisotropic materials have proved elusive. The majority of the
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techniques developed for modelling nano-second pulse width sources have substituted appropriate

boundary stress conditions for the laser source, creating a shear stress dipole. However, contrary

to the isotropic case, for an arbitrary sample orientation, the equivalent surface normal stress was

non-zero, and the equivalent surface shear stress was not a simple dipole.

Numerical modelling is a more appropriate tool to tackle this problem in the anisotropic case.

The work of Taheri et al. provides a solid foundation in this domain, here the authors used a

multiphysics finite element model to simulate the generation process of a thermoelastic line source

[333]. The multiphysics element stems from using thermal equations to calculate the expansion

of the illuminated region, then stress-stress relations to find the resultant particle displacements

representing the acoustic wave.

8.6 Spatially resolved properties

In this thesis, it has been assumed that elastic constants are a global property of the specimen

to which all measurements should conform. Fig .8.11 shows an extreme example that demon-

strates this is not always true. The additively manufactured titanium specimen has an increasing

chromium content in the y-axis. After manufacture, a spatially varying heat treatment is applied

with a thermal gradient along the x-axis [334]. The varying chromium content causes the formation

of the phases (from top to bottom) α → α + β → β, the final section also contains significant

TiCr2 [335].

Mapping spatial heterogeneities in additive materials, resulting from either deliberate functional

grading as shown here or as an unintentional consequence of the build process, is highly desirable.

In such specimens, the elastic constants are no longer a global property of the material. A first

estimation of this effect could be obtained by mapping the deviation from the globally determined

value across a specimen - giving a qualitative indication. It would be particularly interesting to

observe spatial coherence in this variance across materials expected to present a consistent elastic

response.

The desire to quantitatively measure these elastic constants presents two problems. Firstly,

the algorithm proposed generates only a single solution for the material - assuming a greater

sensitivity to the global solution can be found by using the measurements of multiple unique

planes. It is possible to use only one velocity surface for the inversion; however, depending on

the crystallographic orientation, reduced or even no sensitivity is given to certain constants - for

example, the supersonic region of hexagonal materials is insensitive to C12. More work is required

to relate the number and orientation of velocity surfaces required for the inversion and the ensuing

errors in determination.
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Figure 8.11: Additvely manufactured titanium sample with varying chromium content in the

y-axis, after manufacture a spatially varying heat treatment is applied, causing grain refinement

along the x axis.

Secondly, the symmetry and approximate chemical composition are unknown for a given mea-

surement pixel in such materials. The result is a vast solution space (in this example, this would

require searching both cubic and hexagonal symmetries across the range of titanium to chromium

elastic constants), which, despite the computation improvements given in Chapter 4, is intractable.

The inverse solver must be adapted to pre-filter the measured velocity surfaces to address this -

possible approaches to this are outlined below.

8.7 Hybrid solvers

The determination of elastic constants and crystallographic orientation has relied on a brute-force

style solver, essentially evaluating the objective function for every point in the solution space. The

brute force approach has been made viable by performance improvements in the forward model

and is a good strategy for dealing with local minima in the values of C11 and C12. However,

when working with more challenging materials where the symmetry may not be known at a given

location, such as dual-phase titanium, we can see how the possible solution space can explode,

again rendering the problem intractable.
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8.7.1 Artificial neural network classifier

Initially developed as a mathematical model to mimic the function of the human brain, artificial

neural networks have found uses in pattern recognition and classification, amongst others. Perti-

nently, neural networks have seen a great deal of interest in ultrasonics [336, 337], including inverse

problems in materials characterisation [338].

The low-hanging fruit would be to simply classify the crystal symmetry of an input velocity

surface spectrum. In practice, this would primarily be differentiating between hexagonal and cubic

symmetries. However, the neural network could also be trained to indicate the likelihood of a

range of hexagonal materials (an example of a confidence index like this is shown in fig. 8.12),

again reducing the possible search space. To give some context, the range of C11 captured by the

matrix below is 60− 720 GPa, a solution space too large to solve directly, identifying the measured

velocity surface as a form of α-titanium (lower right square) reduces the range to 160− 165 GPa.

Neural networks require large databases of classified images for training and validation, to the

extent that it would be impossible to fully sample with experimental data, but the simulation

method described in §4.4 can be used to generate large training datasets quickly.

Du et al. have taken this idea to its logical conclusion and used a convolution neural network to

predict the elastic constants from the measured velocity surfaces directly. The authors remarked

their analytic optimisation approach agreed well with literature values before going on to build

an artificial neural network to allow instantaneous prediction of the elastic constants from SAW

velocities. The authors reported that the network showed promising results but did not provide

numerical qualification of this [225]. In any case, this is a worthwhile theme of future investigation.

If a robust and accurate neural network is viable, it will offer near-instantaneous calculation of the

material properties.

8.7.2 Optimisation algorithms

Consider the case of cubic materials, whilst finding the true values of C11 and C12 are challenging,

we have seen the C∆ and C44 solution space is convex and relatively easy to determine. Cherry

et al. demonstrated the use of Nelder–Mead optimisation to determine the elastic constants from

simulated SAW velocity measurements, whilst the values of C11 and C12 were underestimated by

∼ 8 GPa, the values of C∆ and C44 were found to within 1 GPa. Using an optimisation search

could give a good indication of the robust parameters C∆ and C44 in short order, reducing the

space to tediously brute-force.
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Figure 8.12: Example of similarity index between different hexagonal materials, an artificial

neural network can be trained to produce similar maps for measured velocity surfaces, which can

then be used as a guide for narrowing the search space for determination.

8.8 Textured materials

One of the challenges additive manufacturing presents, powder bed fusion, in particular, is the

small grain size, meaning individual grains are not fully resolved by current SRAS instrumentation.

Measuring velocity surfaces which are some function of the multiple grains under the generation

patch, prevents the direct calculation of the crystallographic orientation. As discussed in §8.2.3,

the intention is to improve the spatial resolution to around 20− 30µm - this will allow the grains

to be fully resolved in a much more comprehensive range of materials.

Despite these resolution improvements, many materials, such as Ti-6Al-4V, present an ultra-fine

structure that makes resolving the grains a significant challenge even for electron microscopy - one

which incremental improvements to the SRAS instrumentation cannot tackle. However, it is the
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presence (or lack-there-of) of microtextured regions, such as those found in WAAM (§5.1), which

is of greater importance than the specific orientation of any single grain. These heterogeneities

are thought to be the governing factor in the premature failure of these alloys [339]. Measuring

the feature size [339, 340], crystallographic texture [204], elastic constants [246] and predicting

mechanical performance in these alloys are all important contemporary problems in ultrasonics

[341]. From an industrial viewpoint, these alloys are commonly found in aerospace and play an

important role in dwell fatigue failure [342]. A growing understanding of the importance of these

regions, combined with the catastrophic consequences of rotor failure, has necessitated forthcoming

regulations to specify limits on the presence of these textured regions [343].

For simplicity when framing the problem, we can consider three domains of operation, as shown

in fig. 8.13. Domain ‘A’, Where grains are well resolved, is the primary use case of SRAS, with

crystallographic orientation and elastic constants able to be determined (as demonstrated in Chap-

ter 6). ‘B’, the grains are now micro-regions of a dominant texture, with a notable concentration

of divergent orientations within each region. Finally, in ‘C’, there is little to no spatial structure,

with each pixel exhibiting a random orientation compared to its neighbour. To some extent, the

work of Chapter 5 is concerned with elucidating application-specific material information where the

grains are not resolved. The heuristic is that the crystallographic orientation cannot be returned

in specimens where the grains are not well resolved.

increasing disorder

A resolved grains B macroregions
high texture

C unresolved 
low texture

Figure 8.13: As the level of texture decreases there is a greater variance of orientations within a

region through until the disorder is at a maximum each point displays a random orientation. This

assumes a constant spatial resolution. SRAS is typically used with ‘A’ type specimens to measure

the orientation. Understanding the breadth of applications of SRAS measurements to ‘B’ type

materials is an important area of future research. Finally, the longer length-scale ordering breaks

down in ‘C’ type materials, with each grain below the spatial resolution of the system.

Consider then the results of fig. 8.14, which compares the c-axis orientation map as captured
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by SRAS (fig. 8.14a) and EBSD (fig. 8.14b), in textured Ti-6Al-4V. The EBSD image is split in

half, the left-hand section plots the raw data as experimentally measured before spatially averag-

ing is applied in the right-hand image. Averaging highlights micro-textured regions and reduces

the spatial resolution to a similar order as SRAS to compare the datasets. The original EBSD

dataset looks to suffer from significant noise. On closer inspection, this is due to small areas of an

orientation distinct from the region in which it lies (a glance at the EBSD results of similar alloys

in published literature show the same ‘noisy’ structure [339, 340]). Of course, these fine regions

(6 20µm) are not resolved by the SRAS measurement.

(a) SRAS c-axis orientation map. (b) Hybrid EBSD c-axis orientation

map.

Figure 8.14: Comparison of SRAS and EBSD c-axis maps in textured Ti-6Al-4V. In the EBSD

dataset the left-hand side plots the originally sampled data, the right-hand side is spatially aver-

aged, allowing easier observation of MTRs. The maps indicate the position of the hexagonal c-axis

relative to the observer, the plane, Φ, is mapped by saturation and the rotation, φ1, by hue.

The c-axis maps show relatively good agreement between the measurement techniques, and this

is to some extent an unexpected result given the fine structure contained within the aforementioned

micro-textured regions. The φ1 angle is in particularly good agreement, with an error. Still, a

larger discrepancy exists between the Φ angle measurements of the two techniques - preliminary

results suggest this is an effect of the incorrect elastic constants being used to calculate the forward

model. This satisfactory result perhaps belies the complexity of the problem and poses the ques-

tion to what level of orientation disorder can single-crystal information be determined? Can the

misorientated grains be effectively treated as a noise source in the case of highly ordered grains such
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as this specimen? If so, can the texture strength be directly related to the accuracy of orientation

determination (in the vain of results presented in the first half of Chapter 6)? Addressing these

questions will require further investigations of the generation and propagation process in textured

materials.

Furthermore, as the order breakdowns, there remains the question of how much information

can be deduced from the SRAS measurements without the a priori process-specific knowledge

which has been leveraged in chapter 5. Extracting the texture coefficients and asymmetric elastic

constants, as others have done using bulk waves and resonance, would present a leap forward in

the quantitative information that can be deduced from these difficult materials.

Again, it is important to remember that whilst the study of textured materials poses inter-

esting problems from an acoustics perspective, there are implications for the characterisation of

industrially relevant materials, such as the titanium alloys found in aerospace [340]. Furthermore,

there is a great deal of synergy with additive manufacturing problems. Indeed, it is this increased

disorder that is measured in additive high silicon steel specimens, §2.2.3, to describe the alignment

of the easy axes of magnetisation.

8.9 Closed loop-feed back for microstructure control in ad-

ditive manufacturing

To conclude, it is worth a final contemplation of the outlook for SRAS within additive manufac-

turing. As shown in §, the integration of a SRAS system to capture measurements during the

wire-arc build process appears a relatively achievable prospect within the near future.

Finding a sensible deployment of the technique which is robust to the industrial nature of the

build environment appears to be the greatest challenge. Autofocus, vibration and electromagnetic

interference from the build process, and robust ‘packaging’ of the optical system all need to be

addressed to enable the as-deposited images captured in the lab (see §5.1.8) to be replicated on

the shop floor. This is not to overstate the problem, as all of these challenges have been tackled

in other topics and should provide a solid basis to realise an industrial instrument for WAAM.

Powder bed fusion presents a more challenging prospect. Presently, work is ongoing to integrate

a SRAS system within a custom L-PBF system based at the University of Nottingham. The ability

to take SRAS measurements during the build in-effect overcomes the limitation of surface wave

imaging by allowing a volumetric dataset of the microstructure to be acquired. Mapping the

formation of the microstructure during the build process should allow processing parameters to be

dynamically controlled to deliver bespoke microstructures. There are few immediate examples of
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such closed-loop control being enacted. The work of Zhong et al., who recently reported on a closed-

loop model which uses the thermal history of the most recently deposited layer to compensate for

differences in accumulated heat, is one of the few illustrations of this idea [344]. However, Zhong’s

work was focused on ensuring high-density components, a more straightforward challenge than

dynamic control of the microstructure. Indeed, this often prompts comment that such closed-loop

control of the microstructure is ‘pie in the sky’, pointing to the current absence of any credible

method to provide this as evidence. The principal reason this field is undeveloped is the full

process-microstructure relationships within powder bed fusion are not yet well understood. Whilst

schemes have demonstrated the ability to control the grain orientation and morphology (see §2.2.1),

these are limited to single material builds of simple geometry. Of course, the issue is to derive

relations that guide how user-controlled process variables should be adjusted in repose to varying

build conditions. The work of this thesis, combined with the integration of a future SRAS system

within a build chamber, will provide a tool ideally suited to addressing this problem. It is hoped

that the additive manufacturing community will ‘pick up the ball and run with it’.

More specifically, integrating a SRAS system within the build system will allow the microstruc-

ture to be observed over a wide area, as it forms on a layer-by-layer basis. Therefore, direct

measurements over a wide area will be possible for the first time, rather than relying on indirect

observations, such as melt-pool temperature, to infer the likely grains structure. This will allow

errors or deviations in the expected microstructure to be corrected by dynamically correcting the

build parameters based on the SRAS measurements, providing a platform for progressing this field

towards dynamic control of the microstructure in ‘real’ components. The tools developed in this

thesis will be particularly applicable for characterising materials alloyed in-situ and controlling the

build process to obtain novel microsturctures.



Chapter 9

Conclusions

The work presented in this thesis has concerned the development of the laser ultrasonic technique

spatially resolved acoustic spectroscopy (SRAS) as a materials characterisation tool, primarily

within additive manufacturing although the outcomes of this work have been shown to have impact

in the wider materials science community. Specifically, the work towards the goals of this thesis

have focused on the characterisation of texture and microstructure within specimens fabricated by

wire-arc manufacture and laser powder bed fusion and the development of a method for elasticity

determination.

Through a thorough introduction of the underlying methods and a survey of the existing tech-

niques in chapters 1 and 2, the place of SRAS within the materials characterisation community at

large has been comprehensively discussed. Particular emphasis has been given to established tech-

niques for imaging the microstructure and determination of the elasticity matrix and the current

applications of non-destructive evaluation within AM.

The instrument used throughout this thesis, known as the EMDA system, has been presented in

detail in Chapter 3. The system uses a broadband Q-switched laser and chrome-coated optical mask

to create the generation fringes, which subsequently generate ultrasound through thermoelastic

absorption. This allows the frequency of the acoustic wave packet to be encoded, importantly

this is a function of only the properties under the generation patch. The surface perturbation

from the acoustic wave is detected by the angular deviation of a second laser on a knife-edge

detector, thus allowing the surface wave velocity to be measured. The results presented in this

thesis have generally used 8 generation fringes at an acoustic wavelength of 24µm, resulting in

a spatial resolution of ∼ 100µm. Two SAW velocity maps were presented as examples of SRAS

measurements in large and fine-grained materials.

The two available methods of capturing velocity surfaces by rotating either the optical mask
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or the specimen are presented, and the subsequent difficulty in regularly capturing high-resolution

velocity surfaces was noted. Rotating the specimen requires meticulous alignment of the sample

to the rotation centre, whilst the more commonly used optical mask rotation leads to variances on

the order of 0.1µm in the acoustic wavelength and displaces the generation image by ∼ 10µm due

to the centre of rotation being misaligned, inducing both velocity and registration errors between

propagation directions.

The numerical methods used in this work have been presented in detail in chapter 4. A great

deal of the chapter is given over to the explanation of the forward model used to calculate the SAW

velocity as a function of material properties and propagation direction. Previously, the full power

of the forward model could not be realised due to the protracted computation times. Subsequent

improvements detailed in this chapter have allowed the solution space to be visualised - an essential

step in the development of a method for the determination of the elastic constants. As far as we are

aware, this is the most efficient published method for calculation of the velocities and displacements

of SAW modes. Reducing the forward model computation time by a factor of up to 100 (from

a week to an hour), has been a essential step in realising the subsequent outcomes of this thesis.

Most obviously, the determination of elastic constants has previously not been possible because the

was too slow. Beyond this obvious example, the forward model is leveraged throughout the thesis.

Whilst not explicitly stated, one must also consider the impact this has had on the experimental

procedure. Previously, scanning a sample to capture SRAS velocity maps and velocity surface

spectra was fast whilst computing the forward model of the material was slow. Now, the opposite

is true; it is feasible to complete several models for a prospective experimental material beforehand,

allowing the user to make informed choices on the requisite velocity resolution and bandwidth of

the measurement before experimental investigation.

The velocities as calculated by the forward model were used to generate synthetic measurements,

which has provided a basis for studying the impact of experimental parameters. The accompanying

inverse model, which calculated the overlap between the experimental data and the range of possible

velocity surfaces from the forward model, has been presented. This algorithm allows the calculation

of both crystallographic orientation and elastic constants; examples have been provided to this

effect.

SAW velocity measurements of several additive manufacturing specimens have been presented

in Chapter 5. Materials studied have included high silicon steel, Ti-6Al-4V and nickel. These

materials were selected for their industrial ubiquity and fascinating microstructural characteris-

tics, making a worthwhile proving ground for the measurement technique. Wire-arc results have

considered the dual-phase material, Ti-6Al-4V, which presents an intruding set of challenges for

acoustic measurements. The transformation from the cubic β-phase to the hexagonal α phase as
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the material cools to room temperature presents a potential problem. It is the size of the β struc-

ture that must be controlled. Again, the forward model was utilised to explain the source of this

acoustic contrast. The SRAS velocity maps proved to be sufficient to determine the refinement of

this β structure and early as-deposited results provide hope that an in-situ tool could be realised

in short order. This will be an essential step in the industrialisation of WAAM.

Results in laser powder bed fusion demonstrated the capacity to detect surface-breaking defects

using the optical datasets complementary to SRAS measurements. In line with prior literature, sub-

surface defects have been observed in titanium specimens through mode-conversion of the Rayleigh

wave to a Lamb-type wave. However, this effect was not observed in nickel-based specimens, de-

spite the specimens containing many surface-breaking defects. As nickel is highly anisotropic, the

greater range of SAW velocities (compared to titanium) was found to potentially mask the pres-

ence of subsurface defects. That is to say, the variations due to crystalline texture are greater than

those generated by mode conversion. Therefore, it was concluded this was a potentially unreliable

mechanism for the detection of subsurface defects.

A further detailed study of the fascinating material high silicon (6.9%) steel, was presented. The

formation of a cube crystalline texture over the more typical fibre texture was observed through

SRAS measurements by comparing measured ‘averaged’ velocity surfaces to the forward model.

An anomalous microstructure was also observed in the border of all studied components, which

corresponded to a different scan strategy being used in this area when fabricating. The important

issue in this is that despite the exact crystallographic orientation of each grain not being calculated

(due to the small grain size), the more important crystallographic texture could still be inferred

from the measured SAW velocity. This result is significant for two main reasons. Considering the

material firstly, study by SRAS has allowed comment on the texture of the full surface for the

first time, including the previously unreported border area in this material, demonstrating how

the texture forms over a wide scale. Furthermore, this materials was selected due to the unusual

texturing, so as to demonstrate the ability of SRAS - through the forward model - to act as a

microstructure qualification tool.

As a materials characterisation tool, the power of SRAS has stemmed primarily from the

ability to determine the crystallographic orientation. With a view to the use in novel manufacture,

the question of how accurate this may be determined was investigated for hexagonal materials

in Chapter 6. The study demonstrated the influence of experimental parameters, including the

number of fringes in the generation patch and the signal-to-noise ratio of the acoustic measurement.

The use of ‘typical’ experimental settings was shown to lead to a disagreement of < 7◦ between

EBSD and SRAS results. However, this could be improved to < 1◦ through diligently capturing

high-resolution velocity surface spectra. This is the greatest orientation accuracy which has been
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reported by SRAS thus far, and is as good as x-ray diffraction - the primary alternative to EBSD.

A surprising outcome was the importance of the material elastic constants on the orientation

result, with a disagreement in φ of < 7◦ between two sets ubiquitous throughout the literature,

despite both being quoted for pure titanium - this demanded further investigation and ideally the

development of a to make SRAS more robust to uncertainty in elastic constants.

Chapters 4, 5 and the first half of 6 emphasise the importance of elastic constant knowledge for

accessing the richer information contained within SRAS measurements. To address this, the latter

part of chapter 6 has proposed a new method for simultaneously determining the elastic constants

and crystallographic orientation in polycrystalline specimens. It has long been understood that

knowledge of the SAW velocity surface and one of the crystallographic orientation or the elastic

constants allows calculation of the unknown. By assuming the material elasticity is a global

property, constant across all measurement positions, the full inverse problem has been tackled

by combining the inversion results across both the elasticity and orientation spaces from multiple

grains. Aside from effectively averaging measurement errors, this approach has been demonstrated

to be beneficial as the sensitivity to each elastic constant varies significantly across the orientation

space. Therefore, by this approach, the polycrystalline nature of materials, which has previously

made them difficult to study by existing techniques, is actually exploited in the pursuit of accurate

determination of the elasticity matrix. It has been shown reliable results can be determined with

just a few unique grains, a surprising but powerful result. As discussed in Chapter 8, the few grains

required to determine the orientation opens the possibility of tracking spatial variations in the

elasticity - an exiting prospective given the ease and regularly with which chemically heterogeneous

materials are created in additive manufacturing.

Calculated elastic constants in pure materials showed good agreement with literature values

(within 1 GPa, on average). The improved agreement with EBSD in the troublesome CMSX-4

specimen, error reduced from > 14◦ to < 7◦, has evidential value for the enhanced robustness in

orientation determination garnered by finding the elastic properties of the material at hand. The

development of a technique to determine the elasticity matrix in polycrystalline materials without

knowledge of or conditions upon their grain orientations is, without doubt, the most exciting

outcome of this thesis. Development of techniques for the measurement of elastic constants had

stalled prior this work, and the measurement of elasticity in polycrystalline materials remained a

real difficulty. The realisation of a practical method to deliver both crystallographic orientation

and elasticity through SRAS will become a significant new tool for materials sciences.

Having considered and developed the technical basis for the use of SRAS within additive man-

ufacturing as a tool, chapter 7 presents the case for in-situ inspection within laser powder fusion

specifically, with particular focus paid to the monetary and temporal impact of a hypothetical
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SRAS system. Whilst the scan time of a SRAS system is significant, increasing the build time by

53% in the sample build, this was shown to only be a key factor in scenarios where the utilisation

of the build system is exceptionally high. Indeed, for typical utilisation rates, the additional build

time due to SRAS scanning would be absorbed by the ‘downtime’ - the end result being no reduc-

tion in the number of manufactured components. This has allowed a minimum scan ‘speed’ to be

determined, which will prove to be a key criterion for shaping future SRAS system development.

The monetary impact was then considered separately. The addition of a SRAS system would

increase the cost of a build system by a minimum of 10% and lead to a rise in the embodied cost

of £470kg−1. This additional cost may be acceptable to realise the microstructure information

detailed in the previous two chapters. However, this cost can be further justified by considering the

propensity of additive manufacturing builds to fail and using the in-situ inspection to allow early

termination of failed builds. To this end, a cost model has been developed in line with existing

literature. Furthermore, for the first time, the cost of potential repair of defects was presented

and paired with a rudimentary demonstration of repair in additive components. The realisation of

even relatively low repair rates shall go a long way to making the presence of SRAS within a build

system the cost-effective choice.

Many potential avenues of future research have been opened by the work contained within this

thesis. The possibility of integrating a SRAS system within the wire-arc build appears achievable

in short order and offers a convenient method to assure quality control of the grain refinement.

Yet, it is the measurement of the elastic constants that has the broadest range of applications.

For example, it provides the ability to measure the elastic properties in ‘real’ specimens through

thermal processing. This measurement capability comes at an opportune moment for additive

manufacture as new alloys and functionally graded materials become an ever greater focus within

the field.

To conclude, it is clear from the work presented in this thesis that SRAS is positioned to offer a

unique perspective on the microstructure within additive manufacturing materials. The capability

to rapidly capture wide-area maps of the microstructure and leverage the forward model to eluci-

date a wealth of information vital to materials characterisation. Additive manufacturing offers a

paradigm shift in capability, including the possibility of creating designer microstructures, as dis-

cussed in the early part of this thesis. Despite this potential, AM is not yet used to create ‘mission

critical’ components, but the ability to rapidly image the microstructure along with measuring

the crystalline texture and elasticity in these components using SRAS significantly increases the

likelihood of harnessing the potential power of additive manufacturing.



Appendix A

Elastic constants in cubic

materials

Table B.1 tabulates elastic constants for the cubic materials: pure nickel, the nickel superalloys

Inconel 718, silicon, iron, tungsten and aluminium. The two forms of nickel are discussed at length

through the course of this thesis. Aluminium has been used for generating illustrative figures, such

as dispersion curve plotting, in chapter 1, for simplicity when introducing basic concepts as it can be

treated as an isotropic material. Pure nickel and tungsten have been used as illustrative materials

for acoustic wave calculations in chapter 4, whilst chapter 6 presents the elastic constant (values

calculated in this work are highlighted below) and crystallographic orientation determination in

both nickel and Inconel 718. Discussion concerning silicon and iron are presented in chapter 5.

Furthermore, as these are all common engineering materials there have been multiple attempts to

measure the elastic constants of these materials - highlighting the range of disagreement across

prior literature.
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Table A.1: Experimentally derived elastic constants (GPa) of various cubic materials from existing literature.

Material C11 C12 C44 Notes on errors Ref

GPa

Aluminium 108.2 62.3 28.4
calculated from

compliance
[275] [345]

107.3 60.08 28.3
> 0.5%,

particularly C12

[346]

Iron 230.37± 0.53 137.1± 0.24 115.87± 0.17
fitted RUS data,

errors propagated
[297]

226± 2 140± 8 116± 1 [347]

228± 2 132± 4 116.5± 1

C12 propagated

from direct

measurement of

other constants

[348]

Nickel 246 ± 3.5 153 ± 3.5 121 ± 1 - *

247 153 122 [275]

251.6 154.4 122
> 0.5%,

particularly C12

[294]

252.8± 2 152± 3 123.8± 1

propagated from

measurement

errors

[237]

CMSX-4 251.5 ± 5 163 ± 5 119 ± 1 - *

251 159 132 - [349]A

248 155 132 - [349]B

258 159 129 likely ≥ 2% [309]

243± 2 153± 2 128± 1

errors are FWHM

of the minima

function

[349]

Silicon 168 66 84 ≥ 5% [350]

165.779±

0.05%
63.9365± 0.2%

79.6346±

0.05%
- [351]

165.64 63.94 79.51
errors expected to

be similar to [351]
[352]

Tungsten 512.57 205.82 152.67
calculated from

compliance in
[353]

*Values determined in this work are shown in bold.

A Reported to the author in personal communication by W. Hermann.

B Reported to the author in personal communication by V. Alberts.

C Likely to be misprint and should be 152.67 GPa.



Appendix B

Elastic constants in hexagonal

materials

Table B.1 tabulates elastic constants for the hexagonal materials: pure titanium, the titanium alloy Ti-6Al-4V,

magnesium and zinc. The two forms of titanium are discussed at length through the course of this thesis; Ti-

6Al-4V in chapter 5, whilst results in pure titanium are discussed in chapters 4 and 6, specifically. Magnesium

and zinc have been presented as they are included as part of the discussion of Chapter 6, and as they are

common engineering materials, there have also been several attempts to measure their elasticity.
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Table B.1: Experimentally derived elastic constants (GPa) of various hexagonal materials from existing literature.

Material C11 C12 C13 C33 C44 Notes on errors Ref

Hexagonal

Magnesium 59.4± 0.7%
25.61±

1.8%

21.44±

1.8%
61.6± 0.7% 16.4± 0.7%

propagated from

measurement

errors

[302]

Titanium 161 ± 0.6 90.5 ± 0.5 66 ± 1.8 174 ± 3.6 47 ± 0.3 - *

154.0±

0.5%
86.0 67.3

183.0±

0.5%
46.7± 0.5%

larger errors for

C12 & C13

[236]

160± 5 90± 4 66± 3 181± 2 46.5± 0.4

standard

deviation from

three repeats in

[226]

163.6 92.3 67.92 185.2 47.05
tabulated from

graph in [354]
[299]

162.4±

0.2%
92 69.7± 0.8

180.7±

0.2%
46.7± 0.2% C12 ≥ 0.2% [300]

Ti-6Al-4V 136.0 78 68.0 163 40

fitted to

experimental

mechanical testing

[355]

141± 3% 76.9± 3% 57± 3% 163± 3% 48.70± 3% - [240]

170.0 92.0 70.0 192.0 52.0

inverted from

diffraction elastic

moduli

[287]

Zinc 177.6 24.0 60.2 74.0 39.8

Calculated from

compliance in

[301]

[356]

163.5 17.1 41.5 55.3 39.8

Calculated from

compliance in

[301]

[356]

163.68±

0.5%
36.4± 2% 53.0± 5%

63.47±

0.5%

38.79±

0.5%
- [357]

*Values determined in this work are shown in bold.



Appendix C

Generalised anisotropic elastic

modulus relations

C.1 Cubic materials

General forms of engineering elastic moduli in cubic materials are given as a function of direction

cosines li below

1
E = S11 − 2

(
S11 − S12 − 1

2S44

) (
l21l

2
2 + l21l

2
3 + l22l

2
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)
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) (
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2
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2
3)

(C.1)

For completeness, the bulk modulus K is given but this term is isotropic, hence no direction

cosines appear in its formula. In the case of Poisson’s ratio, the vector mi perpendicular to li is

also required to define the polarisation.
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C.2 Hexagonal materials

Where θ is the angle between the c-axis and the direction of loading.

1
E = cos2 θ (S11 + S33 − 2S13 + S44) + cos θ (2S13 + S44 − 2S11) + S11

K = S11 + S12 + S13 − cos θ(S11 − S33 + S12 − S13)

1
G = §44 +

(
S11 − S12 − 1

2S44

)
(1− cos2 θ) + 2 cos2 θ(S11 + S33 − 2S13 + S44)(1− cos2 θ)

v= − cos2 θS13+(1−cos2 θ)S12

cos2 θ(S11+S33−2S13+S44)+cos θ(2S13+S44−2S11)+S11

(C.2)

In this instance we see the bulk modulus, K, has a direction term as the crystal is not isometric

(as it is in the cubic case).



Appendix D

Generalised anisotropic bulk wave

velocity and elasticity relations

The simple relations between the bulk wave acoustic velocities and the elastic constants in high

symmetry directions have been given in §2.4.1. It is possible to generalise these forms for any plane

and direction, however, significant complexity is introduced. The non-zero off-diagonal terms in

the characteristic equation mean that the modes are coupled, and that it is not possible to get exact

expressions for the velocities in a generalised form. Neighbours et al. used a perturbation method

to find the generalised roots of the secular equation; the equations derived from this method are

given below.

D.1 Cubic materials

As the full form of the equations is rather-long winded, it is first useful to define some contractions

based on the primed elastic constants

C′11 = C11 − (C11 − C12 − 2C44)
(
(l21l

2
2 + l21l

2
2 + l21l

2
2

)
C′15 = (C11 − C12 − 2C44)− l3(l41+l42−l

2
3(l21+l22))

l21+l22

C′16 = (C11 − C12 − 2C44) 1
l1l2(l22−l21)(l21+m2

1)

C′55 = C44 + (C11 − C12 − 2C44)
2l23(l41l

2
1l

2
2+l42)

l21+l22

C′56 = (C11 − C12 − 2C44)
l1l2l3(l21l

2
2

l21+l22

C′66 = C44 + (C11 − C12 − 2C44)
2l21l

2
2

l21+l22

(D.1)

The generalised relations between the three bulk wave velocities and elastic constants in cubic

materials,in a direction defined by the vector l, is then given by
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) (D.2)

Simplified forms for the planes (001) and (101) are given in table 2.2.

D.2 Hexagonal materials

Again, the full form of the bulk velocity relations in hexagonal materials is rather long-winded,

and thus some contractions based on the primed elastic constants are useful, as define by Eros and

Smith [358]. The angle θ is given by the angle between the c-axis and the axis of wave propagation.

C′11 = C11 sin4 θ + C33 cos4 θ + 2(Cele13 + 2C44) sin2 θ cos2 θ

C′15 = (C13 − C11 + 2C44) sin3 θ cos θ + (C33 − C13 − 2C44) cos3 θ sin θ

C′55 = (C13 − C11 + 2C44) sin2 θ cos2 θ

(D.3)

We may then define the three bulk wave velocities as

ρv2
L = C′11 +

C′
15

2

C′
11−C′

55

ρv2
T,1 = 1

2 (C11 − C12) sin2 θ + C44 cos2 θ

ρv2
T,2 = C′55 +

C′
15

2

C′
11−C′

55

(D.4)

In the case of θ = 0◦ or θ = 90◦, the equations above reduce to the forms given in table 2.2.



Appendix E

R-value calculation

The R-value has been used in chapter 4 and 6 to describe the disagreement between crystallographic

orientations of nickel specimens. From [359] there are five common definitions of the R-value; the

definition used in this work is the two-angle cosine. A graphical definition of this method and he

two requisite angles (φ and τ) is shown in fig. E.1.

Table E.1: Definitions of R-value.

Name Formula

One-angle cosine R = min(θ1,..,24)

Two-angle cosine R = cos−1(cosφ cos τ)

Two-angle RMS R =
√
φ2 + τ2

Three-angle cosine R = cos−1(cos(α1 − α2) cos(β1 − β2) cos(γ1 − γ2))

Three-angle RMS R =
√

(α1 − α2)2 + (β1 − β2)2 + (γ1 − γ2)2
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<001>
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Figure E.1: Definition of two-angle cosine R-value.
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