Human Factors Considerations for
Ultrasound Induced Mid -Air Haptic
Feedback

James Khan BSc (Hons), MSc

Thesis submitted to the University of Nottingham

for the degree of Doctor of Philosophy

March 222



Abstract

The engineering design procesan be complexand often involves reiteration of
design activities in order to improve outcomdsaditionally, the design process
consists ofmany physical elementfor example,clay/foam modelling and more
recenty Additive Manufacturing AM), with an iterative cycle ofiser testing othese
physical prototypes The time associated with creating physical prototypes can
lengthen the time it takes to develop one prodawtl thus, coneeat a burdensome
financial andabour costDue to the aforementioned constraints of the conventional
design process, moresearch is being conducted into applications of Virtual Reality
(VR) to compkementstages of the design process that would othenals=and costa
significant amount of time antoney VR enabésusers to create 3D virtual designs
and prototypes foevaluation, thus facilitating the rapid correction of design and
usability issuesHowever, VR is not without its pitfall§or example,it often only
facilitates & audievisual simulationthushinderingevaluation of theactile element

of design which is critical to the success of many products

This issue already has a wide body e$earch associated with which explores
applications of haptic (tactile) feedback to VR to create a meaiestic and accurate
virtual experience. However, current haptic technologies can be expensive
cumbersome, hard to integratgth existing desigriools, and havelimited sensorial
output (for example, vibrotactile feedback). Ultrasound Haptic Feedback (UsHF)
appears to ba promising technology that offers affordalhleencumberedntegréle
andversatileuse The technology achieves this bging ultrasound to create rradr
hapticfeedbackvhich users can feel without being attached to a dediceever, due

to the novel nature of the technology, there is little to no literature dedicated to
investigating howsers perceivand interpretysHF stimuli and howtheir perception

affects theuserexperience

The research presented in this thesis concerns the human factors of UsHF for
engineering design applicationBhe PhD was borne out of interest from Ultraleap
(previously Ultrahaptics)an SME technology developeon how their midair haptic
feedback deviceould be usedwithin the field of engineeringSix studies(five
experimental andne qualitative) were conducted in order texplore the human

factorsof UsHF, with a viewof understanding its viability for use in engineering



design.This was achievetly exploringthe tactile ability of users in migir object
size discrimination, absolute tactile threshofsceptiorof intersity differencesand
normalisationof USHF intensity. These measures were &sted against individual
differences in age, gender and fingertip/hand size during the early,statjektter
stages focussing on the same measubesh UsHF was compared 2D multimodal

and physical environments.

Thefindingsdemonstratedoevidence of individual differences WsHF tactile acuity

and perception of UsHF stimullowever, the results did highligtiear limitationsin
object size discriminatioandabsolue tactile thresholdsnterestinglythe results also
demonstratedpsychophysical variation in the perception of UsHF intensity
differenceswith intensity differences having a significant effect on how object size is
perceived Comparisons betweeanultimodalUsHF and physical size discrimination
were also conducted and fousidediscriminationaccuracy of physical objects to be
better tharvisuo-haptic (UsHF) size discriminationQualitative studies revealeah
optimistic attitule towards VR for engineering design applications, particularly within
the designreview,and prototyping stages, with many suggesting the addition of haptic

feedbackcould be beneficial to the process.

This thesis offers a novel contribution to thédief human factors for midir haptics

and in particular for the use of this technology as part of the engineering design
process The resultsindicate that UsHF in its current state could not offer a
replacement for all physical prototypes within theige procesdjowever, UsHF may

still have a place in the virtual design proces®rehapticfeedbacks required buts

less reliant otheaccurate portrayal of virtual objectser exampleduring early stage
evaluationsupplemented bhater physical prototypes, simply to indicate contact with

virtual objects, owhen sharing designs with stakeholders and multidisciplinary teams.
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Chapter 1: Introduction
1.1. Background and Research Context

This PhD was borne out of interest frahe industry partner, Ultraleap (previously
Ultrahaptics) in the potential for their ultrasal haptic technology to be applied

within the engineering sectorspecifically for virtual engineering desigihe

technology uses ultrasound transduaghsch when emitting the correct frequency,

stimulate theeceptors in the hands associated with &gidrception. In turrthe user
experiencesnvisible buté6t ouchabl ed ver siwhils hanthe vi rt

potential to revolutionisgteraction with VR.

As a relativey new company with a novel technology, the research phase was
understood to be paramount before purswapglicationsoutside of their already
growing portfolioin which they have applied their technology donvert public
touchscreendo touchless displaysvith haptic feedbacka particularly relevant
development irthe COVID-19 era. They have alsmplemented their device within
in-car gesture displays to alleviaseme of theissues encounteredith lack of

feedback duringognitivelyand visuallydemandng tasks such as driving.

When this PhD was conceivetthe existing literature and indeed the gaps within it
were ofutmost importancd=rom a review oéxisting publications (Chapter 2), several
observationsvere madelnitially, it was apparent thahére was a copious amount of
experimentaliterature on \R over the course dhe lastfive decadesvithin a broad
range of applications, frosurgicaltraining toengineeringThe caveat to the existing
VR literatureis that it oftenonly consides audiovisual VR anddoesnot explorethe
incorporationof feedback forany other senseparticularly tactile feedback hough
thereis literature exploring the use of tactile/haptic feedback in VR, it is not as
common and often has an emphasisemhnologies that are not widalged and have
limited use cases, such as haptic gloves and exoskeld@toaditerature on haptics
also doesotconsider the human factors issues surrountfiageedback methodsd

howthese may affect interaction with such devices.



Due to the novel nature of malr hapticsthe currentliterature does not adequately
exploresome of the intricate detagquired to understand whettenrent knowledge
aboutthe sense of touch can be appliethis newtechnology This means it is unclear
whetherfindings fromeven other haptic devices can be translatede same wago
mid-air haptic feedbackrhus research into miair haptics, in this instance UsHBE
required to understandhow users will perceive ultrasound haptgensations
Furthermore, it is imgrative that these findings be transferable/® engineering
designapplications.

This research wasupportedby the Engineering and Physical Sciences Research
Council (EPSRC}hrough anindustrial strategy studentshigvith funding irkind
from Ultrahaptics Ultraleap.

1.2. The Engineering Design Process

Though the egineering design process is not the primary focus of this PhD, it is
relevant to the justification of the work, and thus will be summarised in this section.
The O6engi neer i nagroaleesm wiioh rgfers toche stagés ofidasign
from conception to fruition. The process is a relatively universal term and can be
summarised in several stagégxcording to Haike and Shahin (2011), these stages
consist of establishing an objective and criteria, synthesis, anatysistruction,
testng and evaluatiorThese stages are often extended to include more precise stage
definitions, but for the purposes of thesearchthe aforementioned desigrcrements

are sufficient.
1.2.1. Objectives and Criteria

The initial stage of the design proseancompasses many compats and tasks that
eventually lead to a solution to the given problem that a product is being designed for.
Initially it is important to identify customer needgnduct market analysand define
goals,which is usuallydonevia a requirements procesbhis process will typically

have hundredsor even thousands @lements specifyinghe attributes of the end
product. It can be noted that this is one of the most important stages of the design
process as itan negatively impact ¢ subsequent design phases if neglected
(Halbleib, 2004)



1.2.2. Synthesis

From the requirements process isdegelopmentor synthesisf the solution, which
establishes product functioasd conceptualesthe solution.In understandingand
setting outproduct functions, it allows for alternative approacteebeimplemented
for the benefit of the primary godProduct conceptualisatidsuilds on the principle
of exploring alternative solutions, as this stage encouraggstigeation of new ideas
and determinelBow well those ideas fit with thgrevious requirements stages well
asthe end goal. Finally, a decision is made on whiekigh or concept should be
adopted ang@rogressed to the following stagéalbleib, 2004)

1.2.3. Analysis

At this stage previous concepts from the synthesis stage are anggssthnd honed

to facilitatethe constraints of the manufacturing process. This stage also ensures the
p r o d predictedusefulness bycontrasting the product thus far to the initial
requirements and goalsny changes at this stage undergo analysis aga&insiorehe

changes improve the desjgaiso known as optimisatiqilalbleib, 2004)
1.2.4. Construction, Testing and Evaluation

After analysis and the final design is chosen, it is constructestaifibd against the
previousstage to ensurat meets the design criteria. During this stathpe durability
and performance of thmock-up, model and/gprototype are testetf.all requirements
and goals are satisfied, the final prototyped product is marketed.

1.3. Defining the Problem

The engineering design process can lisna and cost intensive process such,
industry is always looking for methods and technologiesnfmrove efficiency and
cost savings without compromising the final prodeaj., Mujber, Szecsi, & Hashmi,
2004) Indeed, there is alwayan impetus to improve the finished produetich
meangt is imperative that the quest to save time and money dudsne a negative
impact on designsThis is tonot onlyto maximise profit, but also to benefit the user
experience of thproduct that is eventually marketéddeed Additive Manufacturing

(AM), a process by which parts can be constructed throughssiseeaddition of



layers,seeks to alleviate some of thevironmentaleconomic and time burdens of the
design process by facilitating rapid and frequent prototsipetscan be madauring
the design processhis in turnallowsearly design issues to mentified and rectified
benefits that are often cited in the literatyrgarticularly when compared to
conventional machining and casting meth@sllemi, Reveret, Fallaha, & Margini,
2017) However, naturallyhereare stillsustainabilityand cost issues associated with
AM, not onlyduenot only to thewvastefrom multiple design iteratiorasnd initial cost
of equipmentput also energy consumpti@ssociated with thprocessThe benefits
and some of the drawbacks associatéti AM werecorroborated byseorge (name
replaced for anonymity)an industrybased additive manufacturing specialigho

gave their insigh&t the beginning of this Phrhey stated

n We rely h e vy manyfactwimg arddoften create multiple
iterations of small component§his helps ensure that our designs are right

before they are manufactured. Howevercéuse of the scale of the company,

the 3D prototypes are often shipped between different @ayrpcations and

teams before ultimately being di spose:

Though this commentary gives insight into how AM can be used to rapidly
manufacture multiple iterations of a design, it also highlights the logistichivaste
issues with utilising AM on a tge scaleln light of the aforementioned problems with
AM, in order to continue the trend tme and moneysavingsduring the product
development procesB)dustry has explored other avenues that have the potential to
save time, money and materiahilst simultaneously being able to port ideas to
different locations and teams effortlessg(, Kovar, et al., 2016Wolfartsberger,
2019.

Virtual Reality (VR)is increasingly becoming commonplace in design settings for
several reasons. Firstly, high quality, reasonably priced VR became significantly
cheaper in recent years with the introduction of Head Mounted Displays (HMDs) such
as the Oculus Rift and the HT@ve (Stuchlikova, Kosa, Benko, & Juhasz, 2017)
The benefit of low initial cost of VR equipment means that companies and indeed
individuals are more likely to adopt the technology and begin development for their
field, which results ingrowth in the number of potential applicatioS&condly, VR

opens up possibilities for the inclusion of team members that would have otherwise
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been excluded from the design process, for example, individuals who may not
necessarily be trained tase Computer Aided Design (CAD) but have valuable
knowledge of usabilitand ergonomic@/Nolfartsberger, 2019hich in turn adds the
potential for enhanced collaboratidrhirdly, as aforementioned, VR has the potential

to save both time and money comgmhito physical prototyping, whilst addressing
product lifecycle elements such as ergonomics, tooling design and maintépetice
Vance, & Oliver, Virtual Reality for Assembly Methods in Prototyping: A Review,
2011)

DespiteVR offering a number of benefits over new rapid prototyping solutions, there
remains one salient issue, specifically, that VR does not offer the realism or fidelity of
a physical object. Solutions to this issue in the form of haptic feedback show promise
to all evi at e s o mebyanprovihgRadnsmbsrlofelementoofither VR s
experience, from realisand immersion (Azmandian, Hancock, Benko, Ofek, &
Wilson, 2016) to practical improvements reaching(Just, et al., 2016)grasping
(Hinchet, Vechev, Shea, & Hilliges, 2018)d general object perceptiBon & Park,
2018) However, despite some of tlhdemonstrableébenefits ofhapticVR, some
researchers still believe there remains a lack of understandihgwotaptics can
influence user experience, stating the reas®ieing due téttle knowledge of the
theoretical foundationsf the haptic experieng&im & Schneider, 2020)Thus, it is
important thatfoundational understanding of haptiggrticularly emerging haptic

technologies ist theepicentreof research in the field.
1.4. ResearchAims and Objectives

Overall, thegoal of this thesis can be summarised as to understand the nuances of
Ultrasound Haptic feedback (UsHF) and explore subjective interpretation edimid
objects whilst applying the knowledge gained to create recommendébiotize
implementation ofUsHF within Virtual Reality (VR) for engineering design.
However, tlis aimcan befurther segmented into a clearer direction for this thesis

shown below.



1.4.1. Aims

1.

Investigate the human factors issues surrounding UsHF

As there is little demonstration of humeelated issues surrounding UsHF in the
literature, this aim was formulated in order to ensure that any finthngsghout
the PhD were valid and not as a result of underlying issues associated with

interaction with the ultrasound device.

Understand whether the presence of UsHF can be beneficial to interaction

with virtual objectsduring engineering design applications

The literature(see Chapter Zuggests the presence of haptic feedback can lead
to improvements in interaction with vidlworlds. Before embarking on this
thesis, it was unclear whether this understanding of haptics could be applied to
UsHF, as it sets a different paradigm for tactile interfaddserefore, this research

was conducted with the aim of understanding whetlsétF would offer benefits

to multimodal interaction in engineering design applications.

Determine whether the absence of kinaesthetic feedback is detrimental to

user perception of midair objects

As UsHF creates midir sensations without physical characteristics normal
objects embody, such as object hardness, resisti@rmoperatureand surface
texture, it is unclear whether it can induce kinaesthesia, a process relevant during
interactionwith objectsandwhich is reliant on perception of muscle and joint
position. This research aimed to establish whether this deficiency is detrimental

to overall user perception of virtual object characteristics.



4. Explore whether UsHF objects canoffer sufficient accuracy to replace

physical objects in design tasks

On a similar line of inquiry as Aim 3, it remains unclear whether UsHF can serve
as a suitable substitute for physical objects. This becomes particularly pertinent
when considering applications wié a combination of VR and UsHF could
potentially replace, or at least compliment physical prototyping stages. Equally,
this is relevant when considering whether UsHF should be used to replicate
physicalobjects at allvithin the design process

5. Understand industry attitudes towards engineering related applications of
VR and UsHF

A key consideration whilemplementing new technologies and solutions, is
understandingnot onlyhow users intend to use byt alsoattitudes, anticipated
issues,predicted use habits and cases, and anticipated benefits. This aim was
intended to be addressed via the use of both empirical enquiry with relevant,
engineeringbased users, as well as questioning potential industry useas on
conceptual basisthis not only allows this thesis to make recommendations for
the use of UsHF within industry, but also serves as a relevant information

gathering practicielping create future research avenues.

The aims mentioned aboweto be achieed via the satisfaction of six objectives

which are also summarised below.
1.4.2. Objectives

1. Investigate individual differences in UsHF object size perception

The literature (Chapter 2) indicated that individual differences, for example
gender andhand size, contribute to differences in tactile ability. Therefore,
experimental work was needed to determine whether these diffepeaqresent
during use ofUsHF, as this could have a negative impact on future
implementations of the technolodyased on té literature, object size perception
was determined to be an appropriate measure of tactile abuiyto the
importance of object accuracy in engineering desagial thus is aneasure to be

implemented throughout testing of UsHF.



Investigate the populatonal differences in tactile thresholds when using
UsHF

As the potential presence of individual differences was determined to be a limiting
factor during the literature reviewt was imperative that any other populational
differencesfor exampleage, gender, and hand siretactile ability be established
early in theresearch cycle, thus avoididgstorted data in the futur@&his will be
measured by employirehybrid just noticeable different (JND) task to determine

individual minimum detectable UdHstimuli.

Qondgct experimentl research to understand user perception of UsHF
intensity

Initial use of the UsHF array indicated that intensity varied depending on the size
of the midair object, even when displayed at the same intensity within the device
software. Thisphenomenon, and how it was perceived by useesled to be
investigated biere continuing withapplicationspecific studiesThis will be
achieved by manipulating UsHF intensity in order to understand how it affects
perception ofmid-air objects and whether varied intensity copddentially offer
enough feedback for lower fidgl implementations of UsHR=urthermore, it will

be important to ensure all malr stimuli are perceived to be of the same intensity,

thus this will be explored by attempting to normalissHF intensity.

Study multimodal perception of virtual object size

As this thesis is concerned not only with UsHbat UsHF within multimodal
applications, it was deemed imperative that research on perception of UsHF
objects be ported to multimodal applications as.wWdlis in turn would give more
reatworld insight into perception of UsHF objects when used in VR for
engineering desigi.hough it will not be possible to implement indussecific
scenarios, perception of vistnapticstimuli will be explored to understand how

an often visual only task can be improved with the presence of UsHF



5. Examine differences n size perception accuracy using UsHF with virtual

objects compared to physical objects

As one of the original justifications for this research was to establish whether
UsHF in a multimodal application could replace or at least, compliment
traditionally plysical engineering design tasks, it was imperativeestablish
whether that ambition is possiblBuring this PhD it is not essential that the
research into this objective is completely analogous of possible applications of
multimodal UsHFfor examplea completevisuo-hapticdesign environmenhut

it is important thatesearclwithin this objectivas asclose as possible for findings

to have external validityin order to test thigphysical objects will be 3D printed

to mimic UsHF stimuli, after which users wahgage in size discrimination tasks

in which accuracy will be compared between the two mediums.

6. Administer questionnaires to study participants and wider industry
respondens to gauge attitudes towards UsHF andnultimodal VR for

engineering applications

As aforementioned, gaining the opinion and expertise directly from industry is
extremely important at all research stages, but particularly during stages of
infancy. Satisfa@bn of this objective will aid formulation of future UsHF research
and applicationsThis will be achieved via the use of questionnaires administered
to individuals who are both in industry arade based within the field of

engineering.

SeeFigure 1.41 for a summary of the ainad whichobjectives willfacilitate their
attainment
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Aim 17 Investigate human Objective 1T Investigate
factors issues surrounding individual differences in
UsHF UsHF object size perception
J
( )

Aim 271 Understand whether
presence of UsHF is
beneficial to interaction with

Objective 21 Investigate
populational differences in
UsHF tactile thresholds

virtual objects during g J
engineering design
K applications (

Objective 37 Conduct
experimental research to
understand perception of

UsHF
\ J

Aim 371 Determine whether
absence of kinaesthetic is

detrimental to user perceptio N\
of mid-air objects Objective 47 Study
multimodal perception of
virtual object size )

Aim 47 Explore whether
UsHF objects offer sufficient
accuracy to replace physical

objects in design tasks

Objective 57 Examine
differences in size perception
accuracy of UsHF compared

to physical objects

Aim 57 Understand industry Objective 61 Administer

attitudes towards engineering questionnaires to participants

related applications of VR an ~and industry to gauge
UsHE attitudes towards multimodal

VR for engineering
applications
G J

Figure 1.4-1. Diagram showing how the aims will be satisfied by teéevant
objectives with colour coding to signify route origin.
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1.5. Contribution

The research conducted for this PhD aims to contribute to several areas ofrdaficit

the prior academiditerature As UsHF is a new technologgt presentthere isonly

one publication that addresses human faateleted queries surrounding Usk#=g.,
Rutten, Frier, Van den Bogaert, & Geerts, 208d thus, only one taking a nuanced
approach to understanding perception of UsHF stimuli. Furthermore, there is currently
no literature that aims to support the integration of UsHF withultimodal virtual
engineering desigrapplication As a result, itremains unclear how individuals
perceivenovel, UsHF stimuli and how it affects interaction with virtual objectd

other attributes of UsHFparticularly objectsand attributes relevant to engineering

design

With the increasing availability of UsHF lsdions and tools that allow for its
integration into existing systemshig researclhis being conducted during a window
early in the development lifecycle of UsHF, anthus, should improve future
applications of the technology, particularly within, but timited to, the field of
engineering designThe research to be conductéat this thesis also comest a
relevant time, with the COVIEL9 pandemic encouragingparadigmshift in the way
we work with remoteworking whilst limiting contact with sharedusfaceshecoming
more relevant by the dajfor successful implementations of UsHF, it is imperative
that researchddresses the perceptiand human factors considerations of UsHF in a

detailed manne In doing so will facilitatemore accurate and useabl\éR-UsHF

interfaces, thus improvingge si gner 6s wor kfl ow, t he des

product.
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Chapter 2: Literature Review

2.1. Scope ofReview

This chapter consists of a review of therhtere relevant tthe sense of touchaptic
feedback VR and the individual elements surrounding the fafléngineering design

As the subject of this Bhi Ultrasound Haptic Feedback (UsHF} a relatively new
and novel technology, there is a brdadus on haptics in generdle toa lack of
UsHFspecific literature whilst incorporating new publicatiorthat doinvestigde
UsHF. The review begins by exploring the nature of the sense of touch and its
relevance to interaction with everyday objedesirther attention is given to the
importance of kinaesthesi@roprioception individual differences, and sensory
dominancéprioritisation during the process of object interacticas these areas
informed the experiments that follow this review. Lateinterest is turned to
multimodal interaction with virtual objects and indeed, Virtual Reality (VR)e Th
reviewed material includebe relevance of haptics and VWRisolation, but alseheir
application inengneeringactivities such as design and prototyping. The chapter
culminates in reviewing UsHF specificalily order to aid understanding of how the
technology workswhat it is capable of offeringotential useras well as some of the

foreseen limitations
2.2. The Sense of Touch

On the surface, touch could be relegated in terms of importance to a position behind
vision and hearing, but there is more to feeling than meets théleysense of touch
comprises of kinaestheffroprioceptiveand tactile(cutaneous)sensations that are
detected by various parts of the body. Kinaesthetic sensations are torques and forces
that are detected by tendons, joints, and musclMwereastactile (cutaneous)
sensations are vibrationgressures,and shear forces, and ametected by
mechanoreceptors located within the skin that respond to mechanical pressure and
distortion(Culbertson, Schorr, & Okamura, 201B)echanoreceptors are particularly
important for tasks that require fine motontrol (Johansson & Flanagan, 2009)
More on these two distinct haptic mediumspresentedn sectiors 2.2.1 and 2.2.2
respectively. Combined, the various networks of receptors are known as the

somatosensory systemn understanding the components thatken up the
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somatosensory system and the roles they play, we can begin to understand what basic
tasks might be like in their absence. For example, an individual receiving object
hardness information allows them to judfe grasping strength in order goesp it
effectively, temperature information enables them to determine whether to grasp it at
all, and proprioceptive feedback, which in basic terms allows the individual to move
their limbs to a desired location and receive feedback on movenwitkmut the
aforementioned examples of touch perception, an individual may not be able to apply
adequate grasping strengtiould interact with dangerous objects or even not be able

to guide their limbs to the correct position in space to initiate object interaction

Despite the importance of touch during everyday life, ReDeta-Torre (2006)

inferred thathe sense of touch is overlooked and not often considered as important as
other senses, such as vision and hearing. This inference would appear valid, as
subjedively, individuals are likely to favour other methods of perceptimat they

bestow more trust inThe underestimated importance of touch could be due to a
number of factors. From an individual perspective, it is easy to discount the subtle
nature of hapc and touchfeedbackin favour of more immediate and detailed
information gatheredia the eyes and ears. Due to individual underestimation of touch
sensations, there has bdanfewer publications on the subject when compared to the

visual system, padularly within fields such a¥R. Further difficulties arise when
considering sense of touch from a resear
likely to be overlooked becauseitiseasyt o | mpair an individual
haptic feedback, meaning the chance to stbdyimportance othe sense of toudby

inducing its absencés only possibleusing methods that require highly skilled
individuals to administer anaesthetiosblocktransmission of tactile signalslowak,

et al., 2001)artificially inducedbraindeafferentationechniquessuch as Transcranial

Magnetic Stimulation (TMS{e.g., Harris, Miniussi, Harris, & Diamond, 200®)in

cases of rareeurologicalconditions(e.g., Nowak, Glasauer, & Hermsdorfer, 2Q04)

It is only upon investigatinguchr ar e condi ti ons that disabl
receive somatosensory information that we can begin to understand the difficulties of

living without a sense that isxderestimated in its usefulness.
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In order to understand theportance ofsomatoseration, acase study exists of a
patient calledan Waterman(IW) who suffered severe nerve damage, permanently
disabling his sense of touch, though leaving his motorrabiitact (Cole, 1995)
Though he retained the ability to sense temperature and pain, the ¢@Aseftérs a

rare insight into life without the sense of touch. During the study\pfresearchers
highlight several normal tasks that were severely impair@dpossible without being

able to feel touch, for example, chewing and speaking. Nothiolygh were the
difficulties he experienced simply controlling his body in what should have been a
motionless state, something many people would take for grantadhdutral position,
IW6s fingers and arms would oft eremaimov e
sitting upright omove ly standing up or walking todkV two months and nearly two
years respectivelyHe overcame these obstacles by learnirmgptopensat for his lack

of tactile intuition byusing vision to understand his position in spddeis, as we can
seetheimpact an impaired or completely disabled somatosensory system can have on
simple tasksjt is pertinent to explore thgarious elements of the human haptic

experience
2.21. Kinaesthesiaand Proprioception

The termgkinaesthesi@and@roprioceptiodareoftenused interchangeablthough
some research suggestat theyindeed havauanced differencég.g., Bastian, 1887;
Sherrington, 1906)who both differentiated betwedrow kinaesthesia should only

encompass Omovement s ensreedf earn dt op r @Pa S iotcie

Modern works suggest there to be little todiféerence in the terminologgue to the
fact that limb movements as#most always associated with limb posit{@tillman,
2002) Propioception relies on mechanosensory neurons which are present throughout

the human bodyin this context) and ardocated within the tendons, muscles and

joints, these are r ef er. Prepdiocdptors arsbe Sunmariged i oc e p

three categories, muscle spindfesind within the skeletal muscle§olgi tendon
organswhich interface muscles and tendomasd joint receptordocated in joint
capsuleqTuthill, 2018) Though there are few examples, rare cases taststudy
individuals whdack proprioceptivecapabilitieswhich helps us wterstand the extent
to whichthese seemingly autonomous processes have on everyd&@nédeof these
examplege.g., Cole, 1995)s explored ina previous (2.2) and later section (2.4.2)
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however there isanother example of an individual withain and erve damagéhat

is pertinentto summarise for this sectiobpon studying her casg was discovered
thatshelacked the ability teeat effectively after losing proprioceptive feedback from
the lower part of her face. She struggled to chew ssmallow andwas forced to
develop manual techniques to achiewiperficially simple task. Rather surprisingly,
she even struggled to keep her mouth cl@seshe was unaware of its posit{@ovle

& Paillard, 1995)

Thus the perception of haptic informan from objectsappears to beeliant on both
cutaneous and proprioceptive feedback, the latter of which allows us to understand
dynamic object information such ahape,size curvature,hardnessand weight
(Gallace & Spence, 2014; Giachritsis, WrigktWing, 2010) The absence of this
information can result irseverely impaired ability to reaclgrasp,and maintain

grasping strength
2.2.2. Object Manipulation

Whilst not something we consider often, the ability to manipulate objectsatitinly

a hgh degree of accuracyput also forceis an anatomicafeaturegifted by human

evolution It is posited that the human hand developed into its current lsyate
evolutionary selectiorwhich favoured those who possessdthnd dexterity and
strength that facilitat edYoend 262)Thougre o6 c | u
the object manipulation process is simple on a superficial level, the actual processes
that contribute to the action are very complex, ancbmpass seemingly autonomous
consideration ofexture, hardness, sizaurvatureforce,pressureand torsionas well
asattributesof the handgfingertip, skin, and joint kinematic§ O6 Shea & Redmo
2021) These evolutionary developments allow us to yield proficiency in reaching and
grasping from as young as four years @aré & Dugas, 1999With maturityand
experience, knowledge of object properties such as weigletandmaterial as well

as knowledge of the object ysee learnedthus giving a individualreference points

on how a particular object can be interacted withicaites, Venkatakrishnan,
Venkatakrishnan, Bhargava, & Pagano, 202@0hen object interaction plans are
formulated based on prior knowledge, the brain also predicts the sensory feedback that
should occurin conjunction with the interactigrwhich allows for the comparison

between expected and experienagdraction thusdetermiring whethergoals have
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been achieved. In doing so, an individual is seamlessly alnt@mitor progress and
adjust motor commanddor errors that contradict previous knowledge of sensory
events(Flanagan, Bowman, & Johanss@®06) this is particularly relevant for grip
force control (Nowak, Glasauer, & Hermsdorfer, 2004lowever, despite the
importance of existing mental mdderesearch demonstrates that cutaneous feedback
iS necessaryo intermittently updateobject attributes in order to facilitate accurate
interaction. This is shomwduring studiesusing deafferentedinterruption of sensory
nerveimpulses participantsn which they were subject tm object manipulation tks

It was discovered thahe deafferented individual applied inefficient and inaccurately

timed graspindorce toobjects(Nowak, Glasauer, & Hermsdorfer, 2004)

Not only are existing mental madde d interaction important during object
manipulation, butactile signals are particularlyrucial during this processand are
said to be imperative for skilful and dexterous object manipulatienmalm &
Johansson, 1997)his isthought to occur viasystem of cutaneous mechanoreceptors
which is believed to be the primacgdingsource for initiabnd sustained mechanical
interaction evets, which in turn provides informabn contributing to internal
representations afbjectgrasping and manipulatidiVhite, 2012) Broadly speaking,
there are four types afmechanoreceptdocated in the skintwo resideonly in the
glabrous skinwvhich covers the palm of the hand and fingersd two reside iboth

the glabrous and hairy skiSee Table 2:-2 for a summary of thesmechanoreceptors,

theirlocation,and other properties.
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Table 2.21. Mechanoreceptor types and their attribut&d mechanoreceptorsave
a bms response time to detstimuli and 20ms to detect stimuli order.

Mechanoreceptor Location Sensed Stimulation %:?udizzn Resspgﬂzlon
Types Parameters Type (qHz) y (mm)
Velocity,
Meissner Glab_rous Skin motion flutter, s_Ilp 240 3.5
Corpuscles Skin and grip
control
Skin motion Skin
curvature,
. Glabrous anq pressure
Merkel Disks ) sustained ! 0.4-10 0.5
Skin ; form,
skin
) texture and
deformation
edges
Pacinian Glabrous ;/égg?g?ar;i’o
& Hairy  Skin motion 100-1000 20
Corpuscles : n and
Skin
roughness
Skin
Skin motion  stretch,
RUffini Glabrous and lateral
) & Hairy sustained staticforce  0.4-100 10
Endings : i
Skin skin and
deformation  motion
direction

The four mechanoreceptors noted in Table22@n be considered to contribute to
perception ofcutaneous (tactile) sensatiowhich is an essentiabut not the only
component of the object manipulation process ¢eeéon 2.2.1 for meinformation

on kinaesthesia). Indeed, the lack of cutanesessation elicited via the use of
anaesthetichasbeen demonstrated stgnificantlyreduce gridgorce and increase the
likelihood of dropping objectéAugurelle, Smith, Lejeune, & Thonnard, 2003)

Additional to the underlying processes of cutaneous and kinaesthetic feedhiabk
contribute to successfabject manipulationvision also plays a significant rokehen

manoeuvring physical object®bject interaction can be dissected into two phases
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reaching andyrasping. During the reaching phase, thereniemphasis on visual
feedback which is initially used to determine the object location and inform the
individual where to move their hanthis phase is also when thaticipabry grasp
type is chosefCesanek & Domini, 2018}or example, thelectedgrip type to grasp
atoruswould be differentompared to a sphererhichcan be informed by a number

of object attributes, sudhssize type,and position(Rosenbaum, Chapman, Weigelt,
Weiss, & van der Wel, 2012puring the second phase, grasping is modulatédnly

by the aforementioned past experience, but bisthe visual systepwhich again
relies on determination abject characteristics to ensure the selected grip type is well
executed Stone & Gonzalez, 2015However, due to theisual emphasis placed on
manipulation of familiar objects, it is with nothing that when presented with novel
stimuli, tactile information increases in relevanttes is witnessed during tasks that
utilisethed v e r-it d rciad o n t @airhurst, Travess, Hayward, & Deroy, 2018)
Furthemore, gaze is important f@reempting movements, with gaze shifting to
contact locationdefore the handsuch as the point @rasping, the target of where
the object is being moved to, and thieject when it arrives at the target location

(Johansson, Westling, Backstrom, & Flanagan, 2001)
2.2.3. Size Perception of PhysicalObjects

Though not the only relevant attribute of an object, size is posited to play an essential
role in the recognition and subsequent manipulatian @ing & Wimperis, 2008)
Despite this, size perception does not receive naartpuch attention in tHikerature

asfor example, distance perception. This can be explained in part due to the fact that
a significant proportion of publications suggesthecess of object size perception is

one thatis achievedvia object knowledgefamiliarity andperception of the distance

from the objectthough this is debate@ome research suggestat size perceptiois

not borne out of distancaues, butis a standalone process that does not aalyhe

other positednformationprocessing mechanisnidaber & Levin, 2001)Indeed, via
experimental research, Haber and Levin (2001) determined object size perception to

bea mechanism independenttb&distance perceptioprocess

In terms of size percéipn of close target objectsesearch indicatethat size
perceptionis a process of understanding hand spread distandandem with

kinaesthetic information captured at the evergrobbject contacting the fingertipg
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rapidly adapting(RA) andslowly adapting (SA1) mechanorecept@Park, Han, &
Lee, 2019) Specifically, kinaesthetiproprioceptivecuesprovide feedback on hand
posture(Burke, Gandevia, & Macefid| 1988)andcutaneous information informing
the individual of object surface properti@erryman, Yau, & Hsiao, 2006)\ot only

are tactile angroprioceptiveproperties relevant durintpe establishment of object
size,but also prior object knowledg€as aforementioned in section 2.2.1 and 2.2.2)
andobjecthand scale mental modeFhe importance of object size perception should
not be understated, éise way we perceive object size often guides behaviour and
decision making with regards ptanning and executing object interact{#mistensen,

Fracasso, Dumdin, Almeida, & Harvey, 2021)
2.2.4. Size Perception of Virtual Objects

As in the physical world, accurate object size in virtual worlds is also pararieount

some of the reasons mentioned in Section 2.2.3, buf@dgactorsspecific to VR,

suchas avatar embodimemind presencéBanakou, Groten, & Slater, 2013he

absence of accurate perception of size within VR can have undesirable implications

for the VR experience, namely to body/avatar ownerahgpresence, bbtof which
allude to the sense ,adwelbas manipuptiatkimeRyuw 6 wi t |
Son, & Han, 2022)I t i's posited that a significan
discern object size within VR comes fronabiog of the virtual avatar, particularly the

avat ar Ogawh, Naruhs, & Hirose, 20170 the aforementioned research, it

was demonstrated that the avatar can have a significant impact on how users perceive
the sizeand distancef virtual objects, with oversized avatars eliciting underestimation

of object size, and undersized avatars having the opposite effect on size perception.

The application of haptic feedback has been investigated in order to improve
perceptio of virtual objects, with an emphasis on more effective size perception and
grasping, both of which are essential to the object manipulation process, physically,
but particularly withinVR (Park, Han, & Lee, 2019Despite efbrts to understand

how haptic feedback can improve such interactions, the literature is not exhaustive,
likely due to the relative infancy of haptic technologies and the complexity of the
problem. Research by Park et al. (2019) highlights this complexaystudy of haptic
feedback for virtual object size perception and demonstitai@ though haptic

feedback can have a significant impact on how virtual object dimensions are perceived,
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the type of haptic feedback can also affect perception. They natdicgily that
employing feedback which utilises skin stretch (as is common when manipulating
physical objects), users report objects to feel larger than they are, and vibrotactile
feedback tocause objects to feel smaller than without the feedback. Tlggests

haptic solutions should employ a combination of kinaesthetic and cutaneous feedback
to the user to improve perception of virtual object skerthermore, the objects
themselves can have an impact on accurate manipulation dependent on sizelKim et a
2022).

2.25. Individual Differences in Touch

There is well founded evidence to suggest the presence of individual differences in
ability to detectactile information (e.g., Abdouni, et al., 2017; Bruce, 1980; Gallace

& Spence, 2014; Kalisch, RageBchwenkreis, Dinse, & Tegenthoff, 2009). On a
cognitive level, it is suggested that these differences could be due to changes in the
somatosensory cortex as a result of learning, age, different uses and {Kaligsh,

Ragert, Sbwenkreis, Dinse, & Tegenthoff, 200®otably, the hands, which are able

to discriminate touch information more effectively than the rest of the body, have the
largest proportion of the somatosensory cortex dedicated to them relative to their
physicdsize (Gallace, Tan, & Spence, 200Mterestingly, these cortical differences

are said to manifest in the form of increasing mental hand representations. This term
alludes to how physical parts of the body, for example, finger length and overall hand

size are represented in the braMental representations of physical body parts,
particularly the hands, i's salient becau
with the physical world, whereby effective interaction with the environment is
achievel by understanding body shape, size and locaf®occhini, Galligan, Mora,

& Kuhn, 2018) Kalisch et al. (2009) note that with the increase in age and changes in

the somatosensory cortex, thentalrepresentation dtuclidian distanc€length of a

line segment between two points)et ween participantds inde
increased. Haggard and Jundi. (2009) even suggest that mental representations of the
surrounding environment changesinne wi t h t he individual 6s
body, going as far to suggest this would affect the way objects within said environment

are perceived. This means the objects within an environment could be perceived

differentlyon an individual levedlepending on the neural representation of their hands
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and the space around them. These points are pertindsgisrbecause cortical hand
representations could directly influence how different users will perceive the size and

shape of objects projected in rrad.

Object size, amongst other cutaneous information is gathered through the
mechanoreceptors located in the skin, which require contact between the individual
and the object. It is the receptors located in the glabrous skin found on the palm of the
hards andfoot solesthat are of particular interest, as research has shown these areas
to be subject to change and differences between individeiglsGallace & Spence,

2014; Thornbury & Mistretta, 1981). Thornbury and Mistretta (1981) studied
dominant imex fingers of fiftyfive individuals. During the study, it was concluded
that i1individual s tactile threshold incre
sensations decreased as the sample aged. The researchers stipulate that this finding
could be due to skin properties which are affected by age, such as thinning of the
epidermis, lower levels of elastin and less collagen prg3&arnbury & Mistretta,

1981) This investigation sought to build upon previous workd thed limited
samples, and in doing so giving further argument for the existence of individual

differences in tactile sensitivity.

During a study mentioned prior, Kalisch, et al. (2009) not only highlight the presence
of increasing cognitive hand repret®ions with age, but they also discover a
significant reduction in tactile discrimination abilities in both dominant and non
dominant index fingers, which in turn correlated with increasing age. They further
insinuate that these changes am only corrdated with changing cortical hand
representations, but that they amdso due to decreasing densities of the
mechanoreceptors located in the glabrous skin, and slower conduction velocities in the
peripheral nerves. Interestingly though, during the sanestigation, itvassuggested

that the effects of aging on cognitive hand representations and tactile sensitivity are
not inevitable. Instead Kalisch et al. (2009) suggest performance can be restored by
means of training and learning, stating thetbk decline in mechanoreceptors plays

as being potentially minimal. It is then possible to speculate that individuals in a
similar trade or field may be subject to different rates of decline in tactile sensitivity
when compared to the general population, duetréming and use of learned

knowledge. This notion of practice effects being prevalent in tactile discrimination is
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also evident in other studies. For example, Hodzic, Veit, Karim, Erb and Godde (2004)
used fMRI to determine that repeated stimulationazfybparts can lead to improved
tactile discrimination, evidenced by increasing activation across the somatosensory

cortex.

The aforementioned points become particularly important when considésiA§
applications within 3D design, where the objects crbatihin the design suite are
intended to be to scale. Emphasis on points of individual differences then become
especially important when users are hoping to replace physical prototyping stages with
accurate VR prototypes. When considering the effectsiitegarcan have on the
accurate interpretation of tactile information, it is possible to deduce that those who
become well versed in usingsHF within a design context, or indeed other
applicationswill be more effective than those who are in the earlyestafj adoption.

It could be imperative that a comprehensive training program be implemented
depending on the application in order to elevate new users to the same level of
proficiencywith the technology. If training is not provided, it is possible todas¢
differences in the efficiency and accuracy of workers, due to their limited experience

using tactile feedback to aid the process it has been applied to (Hodzic et al., 2004).

Typically, in many investigations of individual differences a common area of interest
lies in variations between the two genders, this is also of interest in differences of
tactile sensitivity. Within the current literature, the interest in gender differences in the
context of touch appears to have foundation. For example, research haseshales

to be able to detect finer differences in grooved and smooth surfaces compared to their
male counterparts (e.g5oldreich & Kanics, 2006)The ability for females to dett

finer tactile details is thought to be resultantsef/eralbiological factors Research
suggests that the Meissnermascles and Merkel discs located in the dermis of the
fingers aredenserin female fingers than a mal(@eters Hackeman, & Goldreich,

2009) Not only is the density of the receptors mentioned prior of interest, but the
density of thefingerprintridges is also believed to lmartially responsible for this
differencein tactile acuity, as they present maselyon female fingers than male
(Dillon, Haynes, & Henneberg, 2001yVith this knowledge in mind, the literature
proceeds to deduce that hand size must play a role, as generally speaking, female hands

and fingers are smalléhan malewhilst containing alensempopulation of receptors
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and physical ridges in and on the fingers (Peters et al., 2009). Though this inference is
not an exact science as of course, some individuals of opposing genders may share the
same finger sizdn this instance a male and female with the same size fingers will
share the same level of tactile sensitivity according to Peters et al. (2009), as the
number of receptors does not change, only the density based on sizéarfidhend

fingers.
23. Sen®ry Dominanceand Prioritisation

Sensory dominance and prioritisation are well investigated topics withinefeuite.

In this review,there will be a focus on sensory dominance over tactile sessbsit

is one of the interestsf this PhD though there exists a wide body of research on the
prevalence of viso-audiq visuo-olfactory/taste anchudiohaptic dominanceAn

excellent illustration ofsensory dominancés the welle st abl i shed O6rub
il 1l usiono, i n whi dtha false banckirc plase ofahreieowp, itis s e n t
then touched or stroked by an experimenter in synchronicity with their own hand
which is hidden. Eventually, when viewing the artificial hand being interacted with,
subjects report feelings if the rubber hand their own thus taking ownership olfi¢

artificial hand(e.g., Botvinick & Cohen, 1998; Rohde, Di Luca, & Ernst, 20The

rubber hand illusion demonstrates interesting and valuable insight into how vision can
dominate the haptic sens@is phenomeon extends to other studies o$uehaptic
dominance. During a study in which participants wasked to run their hand up and

down a straight metaule whilst wearing glasses that distortélaeir vision,
participantsperceived the ruler as being curvadhe authors further discovered that

when subjects closed their eyes, they would perceive the ruler as being straight
(Gibson, 1933).

Tactile dominance is witnessed in studies of the perception of surface téxbure
exampleyesearch has found that téeinformation can be prioritised over visual cues
during a divided attention task. For example, one study suggests that reaction times to
tactile stimuli are unaffected when attention is divided between tactile, auditory and
visual senses, but reactioimeé to visual and auditory stimuli increased, thus
suggesting that in some instances, tactile information is prioritised above other
sensorial feedbacfHanson, Whitaker, & Heron, 2009 nother interesting example

of tactile dominance over visual is seehnen individuals are presented with a physical
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object in the shape dd letter, which they view mirrored, but feel in the correct
orientation. This study found that desstéjects experiencing two different versions

of a letter, f Or beux a wépeadicipagts ederé regutarly 6
suggested that the letter they were presented with was the one they were feeling, not
seeing, i.e.d06(Heller, 1992)

Indeed, the design press, particularly in architectyris often visudly driven, with

little regard for the tactile qualities of designs before they are constriresdarch
demonstrates that architecture students are primarily driven by visual elements when
designing, evenvhenasked to consider tactile elements of objects, such as warmth
(Wastiels, Schifferstein, Wouters, & Heylighen, 2Q1Bhe authorsgo as far as to
suggest thattudents did not know what common building materials felt like to touch,
and thus could nodentify themwhen only exposed to their tactile properti€his,

the authors insinuated, has a negative impadherfinished product, as it does not
account for user interaction with the final desiastiels Schifferstein, Wouters, &
Heylighen, 2013)

Researchers posit that the rationale for this visual bias can be due to several factors.
Firstly, it is likely that individuals favour visual feedback because it is the modality
that usually affords the mbaccurate interpretation of an environm@pence, 2016)

Others suggest that the reason vision dominates the sensory experience is a matter of
sensory latencySpecifically, when considering the time it takes to convert egns
information into neural signals that can be processeakes~40us for auditory input,

~2ms for tactile inputand ~50ms for visual inpyHanson et aJ 2009) That being

said, this is dependent on the distance from the stimatuthe effect ofnpcessing
latency diminishes with increasing distance of the stimulus to the recipient, at which
point visionand auditiorbecomemore reliableBased on the aforementioned latency

to process the sensory information of interest, it can be noted thatisqundessed

at a significantly faster rate than both tactile and visual stimuli, with visoakssing

being significantly slower than bothh&tr modalities.

Based on the literature, it is possible to infer that the basis for either visual or tactile
dominance is situational, and not a bregeéctrum assumption for all instances, this
i's known as the o60modal i(Heoht &Rpiper, 2009Thisat e ne s

hypothesisstipulates thatision may dominate touch fenacregeometrigproperties,
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that is structuralattributes and relativelyough surface texture, whereas touch may
dominate vision fomicro-geometic scenarios, in which objedisve very fine surface

differences.
24. Virtual Reality for Engineering Applications

Within this section, Virtual Reality (VR) is introduced and explotadhe context of
engineering.VR used toprodue virtual environmentgVES) can be defined as a
technology whichmetaphorically removes the user froeality andinjects them into

an entirely artificial worldin which the user has the ability to enact ageupyn
(Zheng, Chan, & Gibson,998) VR can, in theoryembody most senses (vision,
touch, sound and smell), but often only provides users with visual and auditory
feedback(Bailey & Bailenson, 2017)VR is said to provide the user of a virtual
environmentwitht he sense o0 {Bowinbne& Mcilahanh2807)8omne
stipulate that VR should encompass thpeperties presence, interactivity and
immersion(Walsh & Pawlowski, 2002)Presence is said to refer tiwe feeling of
Obeing somewhered and | i nks nbtion oBYWRvman
interactionis self-explanatory but the level of interaction facilitated by the VE is
posited to affect the level of perceived presebe meaning of immersion, however,
is regularly disputed in the literatur®©n one hand is the narrative which states that
immersion is measurable based on subjective experen®R based orspatial,
sensorymotoric (movement feedbacklemotional and cogdtive immersion (when
users feel they can solve complex problerfB&prk & Holopainen, 2005)Other
authors propose that immersiomi&asurabl@uantitativelybased on elements such
as inclusivenesgow well reality isexcluded) extensivenesghe number of sensory
modalities) surroundinggamount ofthe VE viewable)vividness(the visual fidelity,
such as resolutioand richnessand matchinghow well receivedfeedback matches
body movementqSlater & Wilbur, 1997)

Computer Aided Design (CAD) has been dominant within engineering design for
decades, sib is natural for the process to evolve to employ newer and more effective
technologieghat address the existing issues within the J#&bBcesssome of which
areconsideredn section 1.3but in summary includenclusive designreduced cost,
time savingsand early detection ofssues beforeonstructingphysical prototypes

Indeed, there are many exampleshgblementations to alleviate some of these issues
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in the literatureExamples oVR designreview dateback as early as 189at which

pointan implementation was created to review designs of mechanical pratdootgh

the VE was rudimentary due to hardredimitations associated with the time period

(Kremer, 1998)An i nvestigation i nt (seelgure 4slf em c a |
yieldedslightimprovementgo the detection of 3D design faults when compared to a

CAD software design review approacthe study also cites advantageeifects of

the system on communication between design té#Wo#fartsberger, 2019)

Figure 24-1. An exampleuser view ofa 3D VR CAD power unit prototype
(Wolfartsberger, 2019).

VR construction design reviews have also been implemented, in which the authors
report significant time and cost savingBassanino, et al., 2010ndeed, reports
suggest that VR implemented to support the design review process in the automotive
industry have improved the quality of review outcomes, whilst simultaneously
reducing cost and time to marKeawson, Salanitri, & Weerfield, 2015) Researchers

have also implemented relatively complex multimodal VR systems for industrial
design review, in which users were provided wbtith visual and haptic feedback

wheninteracting with complex designs that can be assembledisassembled
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Users during this study reported thia¢ system was easy to use and learn, winash
positive implications for time and cost saving, they also repdftat thesystem
facilitated communication between designeemgineers,and assembly @pators
(Wolfartsberger, Zenisek, Sievi, & Silmbroth, 2017)

The prototyping stage is another facet of the product design procedfRttaiuld
improve, as it offers demonstrable improvemeviten using interactive prototypes
place of corresponding physical prototyjpEsrrise, Bordegoni, & Cugini, Interactive
virtual prototypes for testing the interaction with new products, 2&i@yarfacilitate
correction of design errors before construc{Barg & Vance, 2017)Other literature
suggests that VR prototyping cangrove design elements to offer better ergonomics,
layouts, tooling design, serviceability am@intenancéSeth, Vance, & Oliver, Virtual
Reality for Assembly Methods in Prototyping: A Review, 2011)

Collaboration between designers, CAD engineers and stakeholders is a benefit often
cited in theliterature andis suppoted by studies which investigatkese impacts
(Bordegoni & Caruso, Mixed reality distributed platform for collaborative design,
2012) Forexamplea system known as O6Aut oEval MK |
between CAD engigers and those without CAD training or a technical background
by employing a 3D virtual interface controlled withnaotion-detectingglove for
intuitive interaction with3D virtual objects(Naef & Payne, 2007)There is also
literature to support the use of VR collaborative design of garmensaufi@rers of
Scoliosisin which the designer interacts directly with the usdfording versatility

not offered by traditional 2D desigiHong, et al., 2017) Product lifecycle
management (PLM), an innately collaborative process has alsebdmdded into a

VR environmentfor effective visualisation and communication of designs across
various teamgMahdjoub, Monticab, Gomes, & Sagot, 2010)

Bruno and Muzzupappa (2010) conducted three experiments in order to establish the
viability of VR for participatory designthat is in summary, when the end user is
involved during all stages of the design process in ordeptimise the end product.

Their findings from these studies suggest firstly Rt was found to be a viable
alternative to traditional produdnterface usability testing, citing their success in
evaluatingthe usability ofa microwave anelectric oven. Secondlyt was possible

for the participants to effectivevaluate product prototypes, during which they were
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able to collecproduct improvement suggestions from the uderslly, the authors
cite success in involving engsers in theproduct desigmprocess for the sake of
improving the final productDespite the successful testing pdrticipatory design,
Bruno and Muzzupappa (2010) dmggest there to be potential limitations in
participatory design due to the controlled nature efstindiespostulating that it is not
necessarily representative of ordinary product likey also suggest that the lack of
haptic feedback could be detrimental, particularly whensidering limitations in
dexterity/force requirements for testing intedgacontrols.

Depending on the field, traditional training methods can often be dangerous, time
consuming, expensive and require physical space that may not be available when
necessary, or at afhdams, Klowden, & Hannaford, 20Q1Jraining through VR

offers increased flexibility and safety that may not be available through traditional
means. For example, there is a strong case for the use of VR in undergraduate and
postgraduate engineer training. In a study which employed en8i2rsive virtual
environment for engineering education, the authors state observable benefits by
reducing costs, reducing exposure to hazardous materials and the opportunity to
explore inaccessible locations, such as chemical reactors, just to nam@adéwb,
Attridge, & Williams, 2011) Anotherinteresting engineeringelated example of VR

being used when traditional methods were costly or implausible to recreate, was during
NASAGs Hubbl e Space T aullatios,cdarmg whicheitpvas r mi ¢
concluded that the training method improved flight crew performdhoéin &

Kenney, 1995)

24.1. Multimodal Virtual Reality

Multimodality in the context of VRcan be defined as a VR systéhat facilitates

feedback via multiple sensory mediums, for exampleonjsaudio, touch and smell.
Thoughit is possible to use VR with minimal sensory feedback, for example, just
visual, or visual and audigvhich is still technically classed as multidad) whichis

most often thdeedback combination usgthe lack of other sensory information can

hi nder t he user 0 sithBerdes RKichard, and Qaoifietr (59969 n ,
insisting that real time multimodality is key to thethenticity of the usexperience.
Further to improving the userés sense of

interaction with virtual object@Nizam, et al., 2018)This is indeed corroborated by
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the literature which will be explored in sem 2.5.14. At present there have been a
number of effective implementations of multimodal MRich primarily consist of
visual, auditory,and haptic feedb&g¢ though there are examples of systems which
employ visual, auditorysmell and heat informatioto users for the purposes of VR
fire evacuation trainingNilsson, et al., 2019)though theseapplications are not as
common As the context for thiPhD is based omultimodality withvisual anchaptic
feedback, it is nosalient to explore other forms of multimodality detail for
example, VR with olfactory or auditory feedback.

25. Haptics

The ter m ndbrigea tfront heGreekwor ta piit i kos o6 whi ch
Opertaining tudd .t hlen stemis® ©dntteoxt ,ashapt i
manipulation through sensing tacti{eutaneous)and kinaesthetiproprioceptive
sensationgSreelakshmi & Subash, 201Which both work ircooperatiorio facilitate

human perception of their environmgint turn allowng the individualto act on their
environment (Hayward, Astley, CruHernandez, Grant, & Robld3e-La-Torre,

2004) Indeed hapticsinvolvesactiveandserial expbration of a stimulugGallace &

Spence, 2014)n engineering termg)aptics can be considered to encompass forces,
shear forcesfrequencies.elongations,and mechanical tensionsall of which are
essential for theechnical design proceg&ern, 2009) Despite the termhaptics
encompassing bottutaneous and kinaesthetic feedbdlokre are examples of haptic
feedback whiclprodue only cutaneouand onlykinaesthetic feedback, which will be
explored later in this sectionThis section will summarise the existing haptic

technologies, haptics in VR and the importance of haptic feedback
25.1. Existing Haptic Technologies

There are a number of haptic feadhk types, which broadly speaking fall into three

categories, graspable, wearalaled touchablevhich will be explored below.
25.1.1.Graspable Haptics

Graspable haptic devices are usually fixed in position which allows them to provide
the user wittorce feedback (kinaesthetic) which means users can experience intricate
surface properties of virtual objects, suchresdness, weightexture,and resistance
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(Culbertson, Schorr, & Okamura, 201&xamples of graspable haptic interfaces
include Phantom haptics, which are available in a several specifications, the best of
which is a desktop device offering sitkmensional input with a usable area of
30x20x25cm and accuracy of 0.02nfKkusumoto, et al., 2006 Another example of

such a device is the Freedom 6S which has the ability to incorporate another axis,

providing seven DoF and a maximum torque of 460nm(Rowers, 2007)SeeFigure

2.5-1for an example of these devices.

Figure 25-1. PhantomPremium 3.0 graspable kinaesthetic haptic device (Phantom
3D systems, www.3dsystems.com/haptievices/3esystemsphantompremium).

Due to the nature of these types of haptic devices, for exampig &kelie to provide

over sk DoF, resistance and force feedback, themg oftenused for surgical
simulatian, teleoperation and CAD When considering some of the benefits and
drawbacks of graspable haptics such as those aforementioned, they are naturally
application specific, for example, it would not be viable to implement a Phantom
haptic device for gaming, so those drawbacks will not be considered. Instead, they will
be considered on a technological rather than application specific hesigs
associged with graspable haptics such as Bientom Figure 25-1) include high

cost, limited use cases aladk of mobility. Conversely, the benefits of these types of
haptic devices are that they offer unparalleled fidelityallwv the user to experience
interaction analogous to the rembrld, as they often facilitatsix or evensevenDoF.
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These benefitsra particularlysalient when considering the high stakes applications

of such devices

For example, a Phantom haptic device is used in conjunction with VR surgical
simulation(NeuroTouch) to train would be surgeons in their craft before transitioning
to realworld patients(AlZhrani, et al., 2015)

2.5.1.2.Wearable Haptics

On the opposite end of the spectrum to graspable haptics, wearable thaptiltg
offer only cutaneous (tactile) feedback and are usually mounted to parts of the body,
oftenlimited to the handg§Culbertson, Schorr, & Okamura, 2018)earable haptics
are more commonplace, and thus there are more examples of suclogielsrio the
literature and indeed, the general marketpl&¢earable haptics often indutactile
sensations via the usewbrational forces directed to isolated parts of the bQdiger
wearable haptic devices can emulate virtual objects by provitagiser with skin
pressure and stretch feedback to miagiltisions,object hardness arstirface texture.
For example Spagnoletti, et al. (2018) developed a fingenipunted device that
provides the user pressure and vibratideatiback, achieved viasystem of pulleys
that manoeuvrea platform on the fingertipo increase and deecase pressurand a
voice coil actuator which allows the devicedonvey virtual texturesVibrotactile
tactors areften used fowearablehaptic devices due to their simplicity and relative
ease of implementation, for examplégreless vibrotactile gloves have been used for
telemanipulative graspin@alambos, 2021 Haptic gloveghand exoskeletorare the
more complex counterpart to the deviogentionedpreviously andcan offer more
realistic force feedbacK.echnologies such as the HagDX2 hapticglove utilisesa
pneumaticsystem that can delive86N of force to each finger for kinaesthetic
feedback, andnicrofluidic skinwith 2mmskin displacemerior cutaneous feedback
to the fingertipgHaptX, 2022) Though there are many examples of haptic gloves in
the literature, they tend to be practically unviable due to cost, weahplexity,and
lack of mobility. Finally, full body haptic suits exist primarily to provide low fidelity

haptics for gaminguch as the bHaptics Tactswibhich can exert cutaneous feedback

to the userds tor so V(bHapticsh2022)$eefgure25- vi br ol

2 for examples of wearable haptics.
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Figure 25-2. Fingertip haptiaevice (left) (Spagnoletti, et al. (2018) and HaptX
DK2 haptic glove/hand exoskeletémght) (HaptX, 2022).

2.5.1.3.Touchable Haptics

Touchable haptic devices are the least common ohtke tevice categoridrit are
nonetheless relevant. Touchable haptics can be considered under the umbrella term of
Ohapt i c orshaptid displaysvbich generally use pin arrayto mimic the
physical properties of virtual objects as the hand explores.tRemexamplepin
arrays under rubber membranes have been used to createsca®lshapem
teleoperation and VRWellman, Peine, Favalora, & Howe948), ActivePad is a
tactile pattern display whicHacilitates modulation of coefficient of friction
(Mullenbach, Johnson, Colgate, & Peshkin, 20420 Project FEELEXis a haptic
surface consisting of an actuator array below a flexible surface which has visual
imagery projected down onto (iwata, Yano, Nakaizumi, & Kawamura, 200kee
Figure 25-3).
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Figure 25-3. Project FEELEX haptisuiface device. (lwata, Yano, Nakaizumi, &
Kawamura, 2001).

While these technologies are interesting as proof of concepts, they lack industry
support andhave relatively few practical applications compared to other types of

haptic devices due to their cumbersoo@mplex,andoften low fidelity nature.
25.1.4. MidAir Haptics

Though Culbertson, Schorr and Okamura (2018) onyention the three
aforementiord haptic devicecategoriesrecentdevelopments in haptic technologies
create a new categqry Ganmii rd h. 8Vhtthe gr@wng interest in midair visual
displays for examplalisplays that use reflection and refractionmanipulate dight
sourcesic h as KBizumit& San@ 202Q)which affords tether free interaction
with virtual images, th@atural progression would be to explore methods to provide
users withuntetheredhaptc feedbacko compliment such a displaguch technologies
exist and strive t@roduce high quality migir stimuli that can be touched and felt
without the need foromgdex andcumbersome haptic deviceBhese technologies
show promise in a number of applications, sucimasbair visual displays, VR and

gesture displays.
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There are two notable technologies that fall into the-amidhaptics categorynitial
ambitions tacreate a miehir haptic experience wedane so by using air jeabsorbed

by a Orheddi viem 6t he us e rvidual stimalus (Suzukip&a i r e d
Kobayashi, 2005fseeFigure 25-4).

Projector

Virtual marker

Air receiver—__

£ S,
Nozzles ‘ % Virtual object

Figure 25-4. A diagram ofair jet driven force feedbadcSuzuki & Kobayashi, 2005).

Though an interesting concept, the limiting factor in this implementation is the
Oreceiver6 that must be used to capture
objecthinders natural interactn with virtual objects, as there is no way for a user to

use their hands texperience the stimuli as they would with a physical objHutre

are also limited applications for this system, which appears to be constrained to the
realms ofinteractive entgainment as opposed to practical applicationstHeamore,

the solution is unabléo producemultidirectional force, further limiting positional

applications.

An evolution of aifjet hapticsvasdeveloped, but instead uses air vortexsiftgupta,
Morris, Patel, & Tan, 2013Yhough the principle behindtilising air vortices is not a
new one, the potential to apply thefor haptic feedback is relatively recerithe
authors state that the premise for the device gduide realistic haptic interaction at
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a distance, with the justificatidreingthat most users of virtual environments @iten
meters away from theomputer/consoleThough the findings of Guptet al. 013)

were promising, the reality is again, that this technique for providing haptic feedback
lacks fidelity,and has a number of other drawbacks, such as high latency between
firing and receipt of the vortemtheoretically limited number of vaces that can be
produced in quick succession, as well as excess noise frametif@nism that creates

the vortices.

Ultrasound haptiteedbacks the finalandmost convincing case for the raair haptic
category but will be assigned its own section beldue to it being the focus of this

thesis
2.5.1.5 Ultrasound Haptic Feedback

A major issue associated with existing haptic feedback devices is the requirement to
be in physical contact with them, the level of which varies depending @apdudic

devi ce. For example, the user of a Ohapt
normal glove, and although it could render virtual surface textures physically, it could
al so |Iimit the (Sseelakshs & Sulbashd201vat the otherrends

of the spectrum is the full body exoskeleton, which has all of the issues associated with
the haptic glove, but on a much larger scale. Principally, it is likely that movements
whilst using an exoskeleton would fesmnatural due to the presence of mechanical
friction, something that does not exist whilst performing normal, unencumbered
movements. In such a scenario, it is possible that the user be overly conscious of the
presence of the haptic device, feelingather than the simulated interactions with the
virtual world (Gallace & Spence, 2014Yhe drawbacks associated with physical
haptic devices have led researchers to investigate alternative means to provide users

with haptic feedback in a nanvasive manner

Using ultrasound to create haptic sensations is a relatively new coBeéptefforts

to create UsHF can be traced back to the
of water to transmit ultrasonic waves, which subsequently had to be recgieed b
acoustic reflector attached to the fingers of the (Balecki, Child, Raeman, &
Carstensen, 1995\ uch like the air jet method of Kobyashi (2005) which also relied

on the use of a 06r ec e(1995%wadimpractica considaring o f D
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the benefits UsHF has later shown to haVbee earliest work using ultrasound
transducers to generate rad focal pointswas initiated byHoshi, Takahashi,
Iwamoto and Shinoda (201(jeeFigure 2.55). This study funabned effectively as

a proof of concept for the incorporation of UsHF with a tactile display and hand
tracking demonstrating that the technology could be used to create artifiiciair

haptic sensations

i

Figure 2.55. Early ultrasound haptiteedback array consisting of 324 ultrasonic
transducers (Hoshi et al., 2010).

Later, Ultraleap (previously Ultrahaptics) commercialised the technology and brought
a viable ultrasound haptics deviceo market. Ultraleap demonstrated that the
technology cou be manufactured in a small, mobile, and versatile package which
offersthe ability to plugandplay as well as integrate the technology with both new
and existing software. Early research explored how the technology could accurately
render virtual shapes mid-air, whilst positing applications for UsHF in VR, touchless
interfaces, and interactive museum exhilflteng, Seah, Carter, & Subramanian,
2014)
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Although Ultrasound Haptic Feedback (UsHF) can only currently be apidi¢he
handeffectively, removing physical interaction with a haptic device means the user is
relieved of the physical constraints associated with invasive haptic devices that impact
range of movement, or movement effort. This means the user is alske tioeir hand

without it being contorted by the likes of a haptic glove

Both the device used by Hoshi et al. (2010) and more recent technology such as the
array offered by Ultraleap (e.g., Carter, Seah, Long, Drinkwater, & Subramanian,
2013) utilise thesame principles to create rmadr haptic feedback. Sensations are
created in mienir by focussing ultrasound called Acoustic Radiation Force (ARF).
The ARF creates a shear wave within the skin tissue which in turn stimulates the

mechanoreceptors in the skiesponsible for transmitting touch sensations.

UsHF has been applied in several contexts with some suéamsexample, within
entertainment, UsHF has been used to add haptic feedback to a VR rhythm game
(Georgiou, etal.,20l& nd t o compl i ment a chil drenods
could cast spells within VRMartinez, Griffiths, Biscione, Georgiou, & Carter, 2018)
Interaction with virtual displays is another area in which UsHF has madgegss,

with effective implementations of the technology for interaction with virtisual
buttons(RUmelin, Gabler, & Bellenbaum, 2012D acoustically transparent displays
(Carter, Seah, Londdrinkwater, & Subramanian, 2018pd gesture displays in cars
(Shakeri, Williamson, & Brewster, 2018he latter of which reducing the amount of

time driverbés eyes were off the road.

Despite the freedoms UsHF affordsge ttechnology is in the early stages of the
development process and is not a complete solution. UsHF fails to provide the user
with many tactile sensations that may be pertinent to its success and usability.
Specifically, UsHF cannot simulate object hardnesirface textur®r temperature

(e.g., Carter et al., 2013hhat being said, it is likely dependent on the application of
the technology as to whether those deficits translate into real world issues. For
example, surface textumnd object hardnesand temperature are not likely to be
required for a touchless display, but may be necessary for more intricate applications,

such agngineering assembly simulation.
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25.2. Haptics in Virtual Reality

In understandinggnWa t e r ma n 6 ¢Sedtian 2.8)wetcan beyin to understand

the importance ofactile information and the impact the lack of it can haveboth
simple and complex tasks. What can be deduced from the study \Waterman is

the similarity of his disorder to an aHiedied individual acting in a virtual
environment, where vision is the primary and often only cue for spatial positioning.
This assumption is enforced by users of telesurgery, during which surgeons can
operate on patients remotely with robotic arms and a telemanip{@éuoir, Oskouian,

& Tubbs, 2018) During surgical proceduresfor example,it is often necessary to
receive an amount of tactile feedback to understand theabei our of t he
tissue. Because this is not usually possibtenedoctorsreport that their vision is
required tocompensate fosubstitute missing tactile feedback, something which
requires further cognitive resources and vast amounts of gréctierfec{Gallace &
Spence, 2014) Despite being able to make these inferences, it is important to
understand the true effects lack of haptic feedback can have on individuals acting
within a virtual environment. In order to understand the effects Gfckaptic
information can have within virtual environments, it is first important to understand

the principle behind increased sensory information in such a context.

The quest to immerse users in virtual environments and make them seem more realistic
isahieved through the <concept of 6presen
associated with the individual feeling as if they are present in the virtual world (Riva,
Waterworth, & Waterworth, 2004; Sanchéwes & Slater, 2005). Not only has

presence beeshown to increase thgerceivedrealism of virtual environments, but
increased presence has also been demonstrated to illicit emotions in users, with
research highlighting an interaction between presencéathdpositive and negative

emotional responses this instance, anxiety and relaxati@tiva, et al., 2007)

The main difference between the caselafi Waterman and VR users is that
individuals acting within a virtual environment still have an elemeptaprioceptive
feedback from their physical bodies. When considering motionless states,larere
Waterman could not keep his limbs stationary, uses virtual world receive this
information from their physical body, preventing their virtual avetan moving. The

larger issue comes when those in a virtual world attempt to interact with virtual objects.
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During these interactions, it becomes essettii@ the user be provided with touch
information about the virtual object they are attempting to manipulate. |aike
Waterman, deficits in this information could becomarticularly problematic in
contexts that require fine motor control, such as surgicalilations(e.g., Botden,
Torab, Buznik, & Jakimowicz, 2008; Panait, et al., 2089)vhen interacting with a
3D design of a prototypge.g.,Seth, Su, & Vance, 20063s haptic feedback is even

more critical to successful task performance in these tfjpasks

As thee is a continuingendeavour to produce more immersive and realistic
experiencesit is more pertinent than ever to understand the significance of haptic
feedback in more specific contextsuch as user interfaces, training, design

protayping and for general virtual object manipulation
25.3. The Importance of Haptic Feedback

The importance of haptic feedback in virtual environments should not be overlooked,
as it can afford the user a number of benefits compared totautite virtual
environments, some of which will be outlinedthis sectionDespite the importance

of objed size perception in the manipulation procebg researcttonducted into
general object size perceptianlimited, this is also the case for size perception of

virtual objects using synthetic haptic feedback.

Research into different forms of haptic déack reveal some interesting findings on
how the presence or absence of cutaneous and kinaesthetic feedback affects size
perception. For exampl@ark, Han and Lee (2019) highlight that the presence of
cutaneous information does not affect perceptiorb@at size, butvith theomission

of such feedback, grip foraan virtual objectsncreaed significantly Furthermore,
they found that giving the users skatretch feedback resulted them perceiving
objects as larger than they did withouthereasvibrotactile feedbackelicited a
miniaturising effect, whereby participants perceived object sizes to be sniadier
without vibrotactile feedbackThese results demonstrate that not only can haptic
feedback impact the perception of virtual object sizestHaitit also depends on the
type of feedback provideduggesting that the haptic medium employed should be

tailored to the specific application and desired outcomes.
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Other researchy Son & Park (2018) demonstrated tketaesthetichaptic feedback
directed at the thumb, middfenger andindex finger andccutaneous feedback tbe

palm can effectively improve perception of largertual objects compared to
kinaesthetic feedback on{on & Park, 2018)Relatedly an investigation conducted
by Wuillemin, Van Doorn, Richardson and Symmons (2066hd thatvirtual spheres
with visuo-haptic feedback were deemed significantly larger tiagen given the same

task with virtual visualonly information.

Considering depth perception, haptic feedbiackviable mechanism to addresise
well-established inaccuracin virtual environmentsfor which mean perceived
egocentriadistancegdistance from observer tibject)are approximately 74% of the
modelled distance ot her wi se known (Rennerp 2084pThih c o mp
margin of errorin underestimation of distances in virtual environmesigsosited to

be as a result of severctors, such ashardware errors, software errors, and
differences in human perception, evencomplex virtual environment@Kenyon,
Phenany, Sandin, & Defanti, 200Haptic technologies could offer a solution to
preventor minimiseVR distance underestimatipwhich can also impaceaching and
object perceptionThough there is limited literature on the subjeesearcthas also
demonstraté howa combination of vibrational and force feedback can be used in VR
to significantly improve depth perceptioiby 8.3 timeswhen compared to no haptic
feedback,and also demonstrates significant improvements with onbration
feedback, or force feedback nelredseparately when compared to no haptic feedback
(Makin, Barnaby, & Roudaut, 2019)

26. Haptics for Virtual Engineering Applications

As was discussed during the multimodal VR sectioB.(2.his section will explore
in detail, the application of haptiechnologiesvithin virtual engineering applications
Exploration of this element will be split into several sectidiagptics in virtual design,
prototyping,manufacturingand training, giving an insight inteow haptic interfaces
can be appliedheir benefits, and drawbacks.
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2.6.1. Haptics for Virtual Design

Due to the inherently tactile nature of the design process, haptic feedback for virtual
design isone of the mostelevant applications of haptics within the realms of VR
engineering design. Some authors go as far as to suggest that the adoption of 2D
computetinterfaces, such as mice, or styisigners have stifled their natural desire to
explore and manipulate tinereations tacticallfMahoney, 2000)As a resultl.arsson

and Torlind (2001¥uggest that the implementation of haptic technologies to the CAD
process couldsignificantly improve the product development process whilst also

reducing cost.

During an experiment in which the authors implemented a haptic devmmntey
tactile information of aesthetically driven virtual concdptsindustrial designit was
reported that the system was well receivedobyfessional designerstating that they

felt they were in close connection with the models and that it allowed theonicet

their perception of the object surface iatmathematicatepresentatio(Bordegoni&
Cugini, 2008) Though the authors do state that hardware limitations prevented
detection of finer surface detailsuch as small holes and sharp edgesbe virtual
model.One investigatiorsought to implement force feledickvia a Phantom device
(seesection 2.4.1.1) for CAD desigrspecifically force feedback was applied to the
thumb and index finger to simulate object graspiBgrdea G, 1999). The author
found that designers could more efficiently complete assembly of their designs in an
immersive vitual environment with haptic feedback, compared to with@iher
researchinto the use of haptic feedback fiesigning 3D CAD models suggests their

i mpl emenvVidualDe s i gfh b&dedrok cidponent technology (COM+)
to offer increased flexibility in the design of complex surfaggsu, Dodds,
McCartney, & Hinds, 2004 During several implementations of haptic feedback with
3D CAD models,Bourdot, et al. (2010)eport promising improvements to gastu
accuracy and execution timesith aparticular emphasis on inclusion of direct contact
feedback to usersas it was deemed to be received well by the u3drsugh the
authors also highlight that at the time of writitige technology wakmited by poor

free-hand gesture interactions.
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2.6.2. Haptics for Virtual Prototyping and Assembly

In this context, virtual prototyping can be considered the use of virtual technologies to
evaluate prototypes without creating a physical prototypeincludes both2 virtual

and 3D VRt is worth mentioning that some literature expgaesign and prototyping
terms simultaneous/yand that a number of the inferences from virtual haptic design
and prototyping investigations can be applieterchangeablyThe first sudy of
interest served as a proof of concept for the application of haptic feedback to testing
prototypes of washing machine interfac&lough the investigation did not collect
data on the applicationbés ef f agetcasevwanes s,
possibleand that it can be used to determpreferable knob behaviofHa, Kim,

Park, Jun, & Rho, 2009)SHARP (System forHaptic Assembly and Virtual
Prototyping) offers a look into the possibilities VR and faptic feedback for
prototyping and assemblyThe system comprises of a dual hand haptic system
featuring dual three DoF Phantom haptic interfaces paired with a YRD. The
authors posit that users of the system are able to assemble complendci&l3 which

can also be used for traininthus improving product development tintéowever

they do state that the systéaks torque feedback, which they suggest is essential for
perception of object collisionSeth, Su, & Vance, 2006An interesting application

of consideration is the use of haptics during prototyping\adryday productso
improve the final user experiendeerrise, Furtado, Graziosi, and Bordegoni (2013)
engage in a study afie usability of a dishwasher in which they digitise the existing
product(though it isalsopossible to digitispre-production elemen}sThey werehen

able to artificially gmulate the forces required to open the dishwasher door and tailor
it to user peferencs.

Testing the serviceability is another key area of interest within the realms of
prototyping, studies investigating this process usingal simulations of aerospace
related CAD modelsdemonstrate that haptic feedback wsix DoF can be
implemented for such tasks. The researctiermg this study found that the presence
of force and torque feedback was helpfiding so far as to suggest that it would not

have been possible in its abse(Cehen & Chen, 1999)
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2.6.3. Haptics for Virtual Manufacturing and Assembly

Due to the number of humans involved in the manufacturing process, haptic feedback
for VR manufacturing is paramouyrgarticularly when attempting to make the virtual
environment as close to the retiling as possibleAn example of such an

i mpl ementati on i s known as 0 VMASS©G, t h
Simulation System, which as the name suggests, is a tool for training users in
manufacturing and assembly using a senmersivevirtual envirorment. This tool

allows users to analyse designs and assembly process without having the physical
components in front of them, and offers haptic feedback for collision detéétion
Ahmari, Abidi, Ahmad, & Darmoul, 2016 he adhors state this system is used to
give real time performance feedback to trainees, allowing them to improve during
manufacturing assembly tasks.

2.7. Hapticsfor Virtual Training

One of the fields that VR has been applied to most, is meglicgical taining. With

the growing complexity of surgical operatiomsd difficulty obtaining cadavers for
training (Fortes, et al., 2016)it is no surprise that the medical industry has
implemented both telsurgical machines and VRIf a safe and replicable training
experience.The positive influence VR can have on training is becoming more
apparent, particularlyor minimally invasive surgery which requires high levels of
dexterity and precision, and during which most if not all of the limitations of traditional
training apply (Adams, et al., 2001). The benefits of VR training in medicine are
evident,offeringamongsbtherbenefits repetition of procedures, quicker adoptain

new procedures and instruments, #idity to increase and decrease task difficult
based oruser ability (scalability) and cosfffective training(Patel & Patel, 2012
Evidence to support the claimed benefits of VR training is demonstrated by several
studies including that of Seymour et al. (2002), who found surgeons who trained using
a VR simulator, were not only five times less likely to make an error during a
Gallbladder dissection, but also completed the task 29% faster than residents who were
not trained using VR. Further evidence for lower error rates after using VR training
has also been demonstrated by other researchers (e.qg., Ahlberg, et al., 200& Scott,
al., 2000).
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The benefits of VR training within medicine and particularly surgical applications are
evident. However, given the higdtakes nature of surgery, it is imperative that the
skills learned in the virtual world can be transferred to a retierga During
procedures, surgeons need to understand how certain tissues and other thieeas of
body respond to manipulation, particularly when creating incisions, suturing or
grasping(Botden, Torab, Buznik, & Jakimowicz, 2008)sing the example given
earlier of minimally invasive surgery, this requirement becomes more relevant as
visual feedback is limited and the surgeon relies on haptic feedback received through
their instruments (Botden, et al., 2008).

Possibly the mosimportant factor when implementing a VR simulator for training
purposes, is to ensure it facilitates the positive transfer of simulated skills and avoid
the transfer of negative skills or bad habits to real world scenarios. Haptic feedback
within surgicalsimulation is essential if trainees are to effectively transfer skills to real
world applications, which is particularly important given the implications a mistake
during surgery can have on the patient. Research has shown that VR training with
haptic feelback leads to significantly improved skill acquisition by the trainee
compared to the same training without haptic feedbaggarwal, Moorthy, & Darzi,

2004) as well as improved skills transfer to a real world surgicahgg®itrom, et al.,

2006)

2.8. Haptics for Other Applications

Though the focus of this PhD is in UsHF for multimodal engineering applications,
UsHF has the potential to provide haptic feedbaitkin fields that wergreviously
inaccessible due to the aforementioned drawbacks to other existing haptic devices
mentioned in this chapter

Haptics have an important role to play within user interfaces, from the automotive
industry to the accommodation of I.T users with glsmpairments. Irvehicle touch
screens with no haptic feedback, as is usually the case, can be susceptible to high error
rates and slow interaction, and can often result in distraction from di{Bungpett,

2001) Haptic sysems can be beneficial in this instance by alleviating some of the
aforementioned drawbacks with traditionaivehicle touch screens, which is seen in

the |iterature. For example, O6HapToucho,
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demonstrated to gnificantly reduce error rates and interaction times during a
simulated driving task. These findings are particularly salient as new cars are more
commonly equipped with centralised touch screens instead of traditional buttons and
dials. UsHF has been densirated to be beneficial when interacting withvéhicle
touchless displays that rely on gestbesed interaction. For example, Large,
Harrington, Burnett and Georgiou (2019) demonstrate how an implementation of a
gesture interface using UsHF to providaptic feedback can reduce visual demand
and errors whilst improving interaction speed during a simulated driving task.

In terms of accessibility, there is potential for haptic feedback to improve the lives of
visualy impaired individual$n their use ofechnologywhich is salient when ensuring
those who are currently unable to interact with computers are able to integrate
successfully into a world of increasing reliance on $blutions to aidvisually
impairedand blindusers in a world dominated bysion, demonstrate that users can

be provided with haptic feedba¢& convey web page informatiafeliveredvia a
Phantomhapticinterface(Sjostrom, 2001)This concept was more recenéyplored

and found that the use of haptmice improved computer use in users who were
blindfolded, which would in theory be replicable in visually impaired and blind users

(Jaijongrak, Kumazawa, & Thiemjarus, 2011)
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29. Chapter Summary

This chapter explored the literatdoeussing on various facets of the human sense of
touch, sensory dominaeacVR and haptic feedback in order to aid understanding of
the context of the work carried out during this Plhiitially this review highlighted

the facets of the sense of touch that are essential for effective perception and
manipulation of objects, the populational differences in those ab#itidshow some
senses, for example vision, can often dominate others, like tdnderstanding these
elements of touch are imperative when creating synthetic haptic stimuli for virtual
interaction, as itmeans interfaces can be desidio combat or capitalise on the

nuances of tactile exploration.

VR was demonstrated to be a valuable tool in various agijuns, particularly the
engineering design process which it has been shown to improve design time,
efficiency,and costs, but not without its caveats, such as the lack of haptic feedback
which cannegativelyaffect user accuracy amgmersion in the wtual environment.
Furthermore, the literature highlights how haptic technologies can improve interaction
with 3D virtual environmentsparticularly with regards to emulatirggasping and
collisions with virtual objectd-inally, the review explogea newtechnology, UsHF,
which promises to offer a cheaggrsatile,and easy to use haptic interfagbich can

createtactile versions ovirtual objects in midair.

However, this review has highlighted the lacklitdérature relevant to the human
factors issues surrounding UsHF and perception ofainidbjects. It is imperative

that future work addresses this defi@s failure to understand the psychophysical
percetion of this relatively new and experimental technology could lead to issues later
in the development lifecycle of thdevice, thus negatively affectinggalworld
applications. Furthermore, there is a general lack of understandingthef
psychophysical grception of various types of haptic feedback, but particularly UsHF
this deficit is especially apparentth regards to object size and depth percepttas

also unclear how effectively synthetic haptic feedback can accurately replicate

physicalobjeds within virtual worlds, due to the aforementioned sensory biases.
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The researcleonductedduring this PhDshould focus on populational differences in
perception, as these are demonstratethe literatureto affect the sense of touch,
perception of miekir objects, for exampldjow size and intensity differences are
interpreted by useras well as understanding how well UsHF can be incorporated into
multimodal environments that require accuracy dmuv well the aforesaid

environments can replicate rembrld interaction.
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Chapter 3. General Methodology

This chapter will outline the general methodology employed during this PRl
explain that a programme of researncitorporating experimental work using UsHF
technology, and surveys of designers from industry, was conducted in order to

determine the usefulness of this technology in engineering applications.
3.1. Research Framework

Ultraleap contributed to this reselarwith funding in kind, by providing their device
(UHEV1) and softwareDue to theimmaturity of the research field aroundsHF
technology the research direction wastially driven by the existing literature based
on the sense of touch, VR, general ieptand other relevant topics mentioned during
Chapter 2.This initial researctdetermined the nature of the subsequent research,
which keptt h e i nd u s t(Ultialaap)argaafrintereghrmind which wasfor
the application of their technology within VR engineering applicatiéisssuchthe
research walsased on Grounded Thedfyhun Tie, Birks, & Francis, 2019pr which

the conclusions were derived from the data gatherad &primarily experimental
programme of workThis approach meanthat the researchwas tailored to areas
relevant to industryead interestsyet also address gaps in knowledgeThis was
beneficial for thePhD agt led toa nuanced investigation oéttain human factors of
UsHFinteractionthat would have beamlikely hadthe research not been conducted

from the ground up
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Figure 3-1 illustratesthat the researctinroughout this thesis was driven by not only
the existing literatur@andgaps that current publications did not addréssthatthe
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As key areas of importance were established, they were plotted on a chart designed to
further prioritise research avenues. This research framework is illustrdgpine 3
2. It saught to first establish the existing issues within the various facets of engineering

design, as well as external issues not necessarily within the field of engineering.
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Research
Consider- Engineering design application area
ations

VR VR VR

Design  Manufacturing Assembly VR Training Other

‘ Study 1 = Understand individual differences (age, gender & hand size in |
UsHF tactile abilities

Haptic co-location investigation, whereby UsHF is applied to
different parts of the body to determine suitability

Investigation Task accuracy with and without UsHF

Compare existing haptic devices to UsHF

Investigate LeapMotion control with and without UsHF in various use cases

Figure 3-2. Research frameworlexploring existing issues, where UsHF could

possiby solve them and how they could be investigatdour codings used to track

how each existing issue f o dnanovendand r ough
G nvestigati ond. B o xeacp potentia apelicatione,6 vi es pahd
design and VR manufacturingo.

The issues highlighted do not represalhof the problems within the field, but were

specific to VR engineering applications that were withinitiiteal scope of the PhD.
Theseissues weradentified based on a review of pribterature (Chapter 2)The

existing issues were colour coded in graed and blue, which were thesed to track
theissuesis ubsequent sections. For exampl e, t
to the green potential benefits, unknowns, and soDaming this process, it was
established that human factors issupsgcHically individual differences in perception

of UsHF was anmportantavenue of enquiry, a@silure tounderstand the potential

impact ofany populationaldifferences could confounddatacollectedduring further

studies.

Using the literaturereview and the research framework above, it was possible to
further projectan earlypath of the PhDthrough an investigation oidividual
differences in perception of UsHF (deigure 3-3).
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Figure 3-3. Decision tree exploring the research path in the presence/absence of
individual differences whilst usingsHF.

Looking atFigure 3-3, it can be seen that based on the literature (Chapter 2), individual
differenceswere identified aghe most urgent and relevant research direction. A
projection for thesubsequemntesearch direction was formulatetiilst consieéringthe
possibleoutcome of the initial research, i.e., whether individual differences were
present when using UsHF or niiitially, it was expected that if individual differences
were not present, that the research could progreappited studies,wherein UsHF
could be implemented within an indusspecific study. Howevexkyhile Study 1 did

not find any evidence for individual differences, it did reveal some interesthudfs
thatwarranted further investigatipparticularlythe role of intensyt in perception of
UsHF stimuli(Chapter 4) Thus the original decision tree was adjusted to reflbigt

change of directiorlhis includes the redaction of progression to applied studies, as it
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was pertinent to explore the growing list of human factors retatedes.From this
initial decision tree, another was formulated to encompass new findingsgaee3-
4,
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Figure 3-4. Revised decision tree which takes findings from Study 1 into
consideraton The path taken was the green, 6équ

As Figure 3-4 illustrates the initial stage proposed the investigation of anecdotal
evidence gathered during Study 1 and subsequently Study 2, more information on
which can be found in their respective chapters (4 and 5). As the initialraiagd

more questions aboperceptioro f Us HF obj ect s, quenegssot PhD f
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clarifiedd (left) path. Thecentral (blue) path could be and indeedas pursued
regardless of the outcome of the first stage, as it was deemed salient to explore industry
opinion to aid construction ofufure studies, but also to indicate which areas of
engineering should be focussed on for future applications of Uskithermore, after

the first and second studies, it was deemed that appliedtigationsof UsHF would

not be possible, both due to tmpact of the COVIB19 pandemic and the prior
research work needed to understdsgHF perceptionThus, it was proposed that
psychophysical trials would conclude with an investigation into how well UsHF can
replicate physical objects, abis is the intendd application of UsHF within
engineering designrhus, the final structure of the research studies, organised by

chapter, can be seenkigure 35.
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Figure 3-5. An overview of the studies conducted for this research, organised by thesis
chapter.
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3.2. Research Methods

As both quantitative angualitative research methods were employed during this PhD,

this section will explore #se methods below.
3.2.1. Quantitative Experimental Studies (Lab Based)

During the early stages of this PhD, it was clear that foundational researed teeed

be established before progressing to fieéded or application specific investigations

as there too many gaps in the hunfiators of UsHFknowledgebaséo begin with

more applied workThis foundational researcivas achieved through experimental,
lab-based studyAs there was limitedelevantliterature available at the time of this
PhD6s inception, i gm hadeta et developet! assthei wok p ar
progressed, as is the case when Grounded Theory is applied to quantitative research
(Chun Tie, Birks, & Francis, 2019)hat being said, some inspiration was drawn from

the early UsHF researdf Long, Seah, Carter, and Subramanian (20&d).example,

in terms of methodology, the aforementioned authors already implemented the use of
overear headphoneggs | ayi ng generic O6white noised i
ultrasound array emits when iose. Furthermore, Long, Seah, Carter, and
Subramanian (2014) also empldyen oil-based method for visualising otherwise

invisible UsHF objectsvhich was employed duringtudy 6of this PhD.

The adoption of applicable measures pudent discussiormhe measures employed
throughout this PhD can be summarisedaddgect size differencesbsolute tactile
thresholds and UsHF intensity perceptidimoughthe first two measures are well
documengd in theliterature exploring human tactile ability (see Chapter 2), the
measure pertaining to perception of Usidtensitywas t o t he aut hor 6s
new and relevant area ofvestigationwhich had not beerexploredbefore In all
instances thedactors were measured on a bin@grrect/incorrect) basié&\s well as

the aforementioned measures, measures of task accuracy were investigated in tandem
with measures of individual differences in age, gender and fingertip/hand size in order
to determinavhethertask accuracy was affected by populational differences. Again,
these diferences in tactile ability are well founded in the literature (see Chapter 2).

SeeFigure 3.21 for a summary of the measures and the rationale for use.
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Figure 3.21. Graphic illustrating the qualitative measyresvariatesand rationale
used during the course of this PhD.
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Throughout this research, a choice was made noséan immersive VR solution,
instead, a 2D solution without a head mounted display (HMD) and a user avatar was
elected andapplied to all quantitative studies. Though this appears to be
counterproductiveas the research should be relevant for fully immersive VR, there
was one primary guiding factor when making this decision. This wash#reomena
known asdody-basedscaling Body based scaling refers to how humans obtain
object size information based @me known size of their body, particularly the hands
(Ogawa, Narumi, & Hirose, 2017onsidering maximum grasping ability of an
individual, a practical example can be extracted from this theory wherein the width of
an objectappears smaller to someone with large hands, and larger to someone with
small handgLinkenauger, Ramenzoni, & Proffitt, 201@pplied to VEs,similarly,

VR object size is underestimated when virtual body size is perceivesllgvge, and
object size is overestimated if body size is perceived to be ghiakenauger,
Ramenzoni, & Proffitt, 2010Based on the aforementioned evidence, it was deemed
the use of avatars within fully immersive VR could introduce uncontrollable variables,

thus, convoluting results.
3.2.1.1. Training

During all labbased studies, basic training was provided to partitsparhich
instructed them how to use the UsHF devfear. training during studies-3, a torus

of 57mm in size at 100% intensity was projected above the array. Participants were
offered verbal guidance on where best to place their hand to feel the dhgctvere

then allowed 30 seconds to explore the object. Participants were not told what size the
object was. During studies 4 and 5, training took the same format using the same
stimulus, but was presented in video format due to impaired communicatidgp abil

between the researcher and participant in the presence of CCBuntermeasures.
3.2.2. Qualitative Studies (Questionnaire based)

Due to the COVIB19 pandemic, initial plans to hold workshops and focus groups
were unfortunatelynfeasible(this limitation will be explored in more detail in section
8.5). This restrictionmeant thatunfortunately industry participantid not get the
chance to interact with the UsHF technology. Howeagr welfounded approach to

understanding acceptance and atis(Vogelsang, Steinhtser, & Hoppe, 2013)
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online questionnaireduring Study 6 (Chapter 7), and inperson surveying of
participants after using the technology was employed during St(fskgction6.3) for
qualitative data collectian

Though established measures, such as the Technology Acceptance Model (TAM)
guestionnairevere explored, due tahe nature of the investigations, it was deemed
inapplicable. Thisvas due to the fact thah one instance (Study 4) participants would

not be using the technology, and in the other (Studydjicipants would be
experiencing UsHF in a controlled anoh-applied atmosphere, and many of the lines

of questioning used in the TAM focusonwhethéh e t echnol ogy i mpr o
work/job efficiency, productivity and performancEhough some TAM inquiry into

ease of useould conceivably have been appliepst of theoriginal model would

have to be edited or completely redacted, thus rendering the model invalid.

Instead,bespokequestionnaires were created in order to establish pertameas of
application, perceptions of UsHF and VR within engineedegign,expectations,
requirements, firstimpressions and so ofsee Appendix E and G) for the
guestionnaires usedfhe use of these questionnaires highlighted interesting areas of
investigation, particularly pertaining to potential applications of UsHF and envisaged
obstacles that could prevent seamless integration of the technology into the virtual

design workflow (se Studies 4 and 6).
3.3. Quantitative Analysis Methods

Quantitativedata were analysed usihgth parametric and ngparametric tools within
IBM SPSS Statistics, as well as descriptive statiséitslata were subject tecrutiny
before selection ofhe analysis type, for example, in terms of outliers, data type,
number of conditions etdNormality was tested using the Shapwblk test of
normality. Considering parametric testsdependentand pairedsamples ITest,
Pearson correlatiorand repeated meases ANOVAs were utilised. For nen

parametric tests, Friedman ANOVAgre used.
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3.4. Qualitative Analysis Methods

Qualitative data analysis during both studeSection 6.3 and 6 (Chapter ¥ was
conducted via the use of NVivo and were subject to thematic analysis. This was
achieved via coding of long answer questions to establish underlying themes in
responses, and the extent to which the themes were rel&Siample response
qguestions were raalysed using graphing techniquesthin MS Excel and were

formatted in a manner relevant to the question subject
35. General Equipment

As the labbased experiments during this study utilised the same equipment in most
instancegqwith the addition of sme equipment where mentioned)is pertinent to
explore the universal equipment in this section to agoplication inthe methodology
sections of individual study report$his section will explore the equipmeunsed

including for fingertip measuremenheUsHFarray, and the software.
3.5.1. Vernier Calliper Fingertip Measurement

Though the investigations conducted were not concerned specifically with fingertip

size, but overall hand size, fingertip area was calculated as an established indicator of
overallhandsiz&dur i ng studies in which particiopart
(Studyland2a Vernier calliper was used to det
finger distal phalanx, by measuring from the tip to the distal interphalangseaec

The width of the distal phalanx was measured at the widest point. Index fingertip area
(mn?¥) was calculated using these two measuremeetFigure 3.51). This method

was derived fronthat used byeters, Hackeman and Goldreich (2009)
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Figure 35-1. lllustration of how index fingertips were measured. Dotted line
represents the interphalangeal cremse is where the fingertip length was measured
to from the tip(represented by vertical arrowljhe torizontal arrow represents the
width measurement taken at the widest point of the distal phalanx.

3.5.2. The Ultrasound Array

A more in-depth exploration of ultrasound haptics and the technology driving the
principle can be found in section 2i6 specific implementation for this research is

described below.

During the present investigations, the ultrasound array used was the Ultrahaptics
Eval uation Kit 1 (UHEV1), though 1tThee manu
kit consiss of the ultrasound array which creates the ultrasound stimuli, and a Leap
Moti on sensor wused for detecting the par
was notused during any studies; however, the array was set to activate in the presence

of the participantds hand, thus saving poc
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Figure 352 The UsHF equi pment setup from the
utrasound array closest to them)and the re
The array measures in at 16x16cm and comprises of 245 ultrasonic transteers.
equipment allows for ndiair stimuli to be projectebdetweerbcmand 80cm above the

array and can dso with a 60 field of view perpendicular to the arréseeFigure 35-

2). Though it can produce stimuli at a wider field of view, quasitynpaired Beyond

this field of view, there will be little haptic sensation, if any.
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