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Abstract

Microgrids (MGs) are the cornerstone for a new model of electrical generation
and distribution based on renewable resources. However, managing the oper-
ation of an MG is a challenging and complex task due to the characteristics of
the various types of renewable sources and interactions between different types
of generating equipment. In this context, some of the most pressing problems
in MGs are associated with guaranteeing a cost-effective operation and the
quality of the supply. Therefore, new and more reliable control strategies need
to be developed for the management of microgrids. Distributed model pre-
dictive control (DMPC) is one of the best solutions for MGs as it can model
complex systems and simultaneously address multiple objectives.
Traditionally MGs have been controlled via a three-level hierarchical structure,
where each level operates at a different time scale. The primary control level
is the fastest and aims to maintain the stability of the MG and ensures correct
power sharing. The secondary control level restores the variables modified by
the primary control level. The tertiary control level is the slowest and aims
for economic dispatch (i.e., aiming for the lowest monetary cost of generated
energy) of the MG and correct coordination with the main grid. However,
isolated MGs are prone to fast changes in generation and demand whilst having
a slow time response at the tertiary control level. The latest research suggests
that this control should be performed on a time-scale comparable to that used
at the secondary control level. In addition, as the power references sent by the
tertiary control level tend to be updated with a slower sample time, the power
limits of distributed generators (DGs) can be exceeded.
Therefore, this thesis focuses on the application of DMPC schemes for the
secondary control level for ac MGs and hybrid ac/dc microgrids (H-MGs -
composed of an ac sub-MG and a dc sub-MG connected through interlinking
converters (ILCs)). The main characteristics of the proposed methodologies
are the use of novel multi-objective cost functions and prediction models that
correctly represent the main dynamics of the DGs and the ILCs (in the case
of H-MGs) in the formulation. Three control strategies are proposed that
fulfil the main task of the secondary control level (i.e. restoring frequency and
voltage). These strategies are able to restore the frequency and voltage to
nominal values or within secure bands. The first proposed strategy considers
the economic dispatch of DGs in a balanced ac MG. The second strategy
achieves the economic dispatch of ac DGs, dc DGs and manages the power
transference of ILCs based on an economic criterion in H-MGs. The third
strategy manages the sharing of phase imbalance in an unbalanced ac MG. All
the proposed strategies include important operating constraints, e.g., power
limits due to convertor ratings.
Extensive experimental, real-time simulation and simulation studies validate
the proposed DMPC schemes for the most common operating scenarios in
MGs, namely, load changes, robustness in the presence of changes in microgrid
structure (i.e., disconnection and reconnection of DGs and ILCs (in H-MGs)),
and communication link failures and communication delays. Finally, the con-
trollers’ scalability has been investigated, and comparative studies have also
been performed to highlight the advantages of the proposed schemes over other
reported distributed schemes.
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Chapter 1

Introduction

1.1 Research motivation

The way energy is generated around the world is going through significant

changes to cope with global warming and cut CO2 emissions. Governments

and societies are setting stringent environmental goals for this purpose. For

instance, during the COP26, the objective of “NET ZERO” was accorded [1].

Due to the advances in technology development and power electronics, cur-

rently, it is cheaper to generate electricity from renewables than fossil fuels.

The United Kingdom (UK) is leading the energy transition from contaminating

generation sources to more environmentally friendly generation by integrating

massively distributed generation mainly based on renewable resources. Cur-

rently, renewables account for 43% of the UK’s domestic power generation [2].

Moreover, the UK has set the ambitious target to run 100% on renewables by

2035. Similarly, Chile is the leading country in Latin America in the adoption

of generation based on renewable resources. Currently, 36.5 % of generation

comes from renewables [3]. Moreover, during 2022, 86% of the total installed

and to be installed generation capacity correspond to solar or wind energy [4].

It is worth noting that Chile has the best solar ration in the world due to its

privileged location. In this context, the study of microgrids (MGs) is essential,

as MGs allow the integration and management of traditional and renewable

1
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generation sources, such as wind and photovoltaic.

An MG is defined as “A group of interconnected loads and distributed energy

resources (DER) that acts as a single controllable entity with respect to the

main grid” [5]. MGs can operate in grid-connected mode and isolated mode.

In grid-connected mode, frequency and voltage are fixed by the main grid.

In contrast, the isolated mode of operation poses a more complex scenario

because the number of available assets is limited, and the MG has to take

care of everything by itself [6]. Nevertheless, isolated MGs are one of the most

attractive options to bring electricity to communities not connected to the

national grid.

In MGs, the generation resources are local, and transmission power losses are

reduced [7]. MGs mainly operate at the distribution level with low voltage

levels, and can incorporate renewables with energy storage systems (ESS) and

ac and dc loads [7]. Smart loads, such as electric vehicles (EV), can also be

managed within an MG. To manage the generators and loads in MGs, efficient

and reliable control strategies need to be developed. In recent years, there

has been an extensive research effort to improve the management of MGs and

enhance their capabilities [8, 9]. Distributed model predictive control (DMPC)

has been proposed as a prominent solution for MGs management; it is able to

coordinate the MGs’ assets to achieve several global objectives simultaneously.

According to their specific electrical distribution structure, MGs can be clas-

sified as ac [10], dc [11] and hybrid ac/dc MGs (H-MGs) [10]. Both ac and dc

MGs can comprise renewable-based generators, such as wind turbines (WT)

and photovoltaic panels (PV), as well as non-renewable-based generators, such

as diesel generators. Renewable-based generators tend to be connected through

power converters to the distribution network. On the other hand, H-MGs can

reduce unnecessary conversion stages and increase the power capacity and the

reliability of the entire MG [12]. An H-MG comprises an ac sub-MG and a dc

sub-MG connected through interlinking converters (ILCs). In principle, the

MGs described can operate connected to the main grid or in an isolated mode
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of operation [10].

To ensure the proliferation of MGs, there are still some pressing issues related

to their control and operation. Currently, there is an ongoing effort to ensure

that MGs are secure, reliable, and operate cost effectively.. Moreover, as MGs

are low voltage networks, they inherently have unbalance between their three

phases [13]. These unbalances are the result of asymmetrical impedances per

phase and the constant turning on or off of single-phase loads. Unbalanced

loads can cause a reduction in the efficiency of grid assets and may affect the

stability of the MG [14]. A detailed discussion of the principles and state-of-

the-art of MG’s control is presented in Chapter 2.

1.2 Problem statement

Microgrids are driving the integration of distributed generation (DG) units,

and transforming the traditional centralised power grid. MGs (including H-

MGs) inherit the three-level hierarchical control structure of traditional power

systems. The primary control level compensates for load changes by quickly

changing voltage and frequency deviations to maintain the MG’s stability

(droop control), while the main task of the secondary level is to then slowly

restore the aforementioned variables to their nominal values [15]. The tertiary

level is typically in charge of the economic dispatch of generation (usually based

on cost and availability) and the coordination of neighbouring MGs [15]. The

economic dispatch of an MG consists of minimising the total generation cost

of satisfying the power demand. To achieve this goal, the output power of

generators must be determined in order to satisfy demand at the lowest cost

while maintaining the generation equipment’s operating constraints [16, 17].

However, latest research for dc MGs [18, 19], ac MGs [16, 17, 20] and H-MGs

[21, 22] has shown that the economic dispatch of DGs should be accomplished

on a timescale that is consistent with the secondary control level due to the

vulnerability of isolated MGs to rapid fluctuations in generation and demand.
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However, another pressing problem that affects the power quality of an MG is

the presence of unbalances, as MGs operate at low and medium voltage levels,

i.e. distribution level [23, 24]. Unbalances can be compensated (mitigated)

through additional hardware or shared among the DGs that compose the MG.

For the first option, active power filters (APFs) can be employed; however,

this option is effective only when the issue is concentrated at a specific node.

The second approach is a more viable option where the DGs’ controllers have

the ability to share the imbalances by using their available capacity.

As explained before, the compensation of imbalance can be achieved using

APFs to compensate for unbalanced currents or unbalanced voltages at specific

points of the MG [25, 26]. However, APFs are not attractive in MGs since they

constitute additional hardware and higher costs. A more cost-effective solution

is to embed imbalance compensation capabilities into the control schemes of

DG units that are already available in the MG [27–29]. Control schemes to

improve the sharing of unbalanced powers between the DGs of MGs are mainly

based on droop control and use virtual impedance loops. Virtual impedances

are used to change the dynamic of the power converter using loss-less software

implemented impedances. This means that negative sequence (and zero se-

quence for four-wire MGs) impedances are implemented to control the sharing

of imbalance between the DGs. The magnitude of these virtual impedances is

controlled via decentralised control schemes in [30–32], meaning that there is

no coordination between the DG units (each DG works autonomously based on

variables measured locally). However, better performance could be achieved

via coordination between DG units (e.g. using centralised and distributed

approaches).

In this sense, the magnitude of the negative sequence impedances is calculated

in a coordinated way by a secondary centralised controller in [33–36], while

in [37–39] secondary distributed controllers, based on consensus algorithms,

are implemented. It is important to note that the sharing of imbalance can

only be achieved by increasing the voltage imbalance at the output of the DG
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unit. Therefore, a control strategy should share unbalanced powers and, at

the same time, regulate the maximum unbalanced voltage at the DGs to fulfil

the maximum values stated in the IEEE standard 1547-2018 [40]. The main

parameters established by this standard for MGs are presented in Appendix E.

Focusing on the secondary level, there are three types of control architec-

tures: centralised, decentralised, and distributed [41]. Centralised controllers

require communication between all the DGs and ILCs (which is impractical

for large systems), presenting a high computational burden and a single-point-

of-failure [10, 41]. On the other hand, decentralised controllers only handle

local information, and allow limited coordination between DGs and ILCs [10].

Conversely, distributed schemes present a more compelling solution, achieving

global objectives via coordination of DGs by considering only information from

communicating neighbouring DGs [10, 41, 42], thus enhancing the robustness

in the presence of changes in microgrid structure.

Most distributed control proposals at the secondary level are based on proportional-

integral (PI) controllers [16–19, 43]. Furthermore, most approaches in the lit-

erature assume fixed operational set-points for voltage and frequency and do

not take advantage of the flexibility associated with the secure operational

bands defined in the IEEE standard 1547-2018 [40], which suggests that DGs

can operate normally as long as the frequency and the voltage are within 1%

and 5% of their nominal values, respectively. Furthermore, in the case of H-

MGs, existing approaches are designed independently for either ac sub-MGs

[16, 17, 44] or dc sub-MGs [18, 19], without accounting for the specific aspects

of H-MGs themselves. It is worth noting that all the aforementioned works

assume that frequency and voltages must be set to fixed nominal values, giving

up flexibility in the microgrid control system. Also, being based on PI con-

trollers, it is difficult to achieve multiple objectives and cope with operation

constraints [45, 46].

Due to the limitations of PI controllers at the secondary control level for MG

and H-MG applications, DMPC has attracted the attention of the MG com-
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munity. DMPC is based on a model of a local system and the prediction of

its behaviour over a prediction horizon. Each local controller computes a con-

trol sequence based on its local measurements, and information received from

neighbouring controllers [47], reducing the computational burden. The infor-

mation is updated, and the process is repeated at each sample time (rolling

horizon). The rolling horizon property provides robustness against communi-

cation delays [20, 46, 48]. DMPC can model complex multi-variable systems,

control multiple objectives, and handle hard and soft constraints [45, 46, 48].

For the operation of MGs, DMPC can manage DGs and ILCs (for H-MGs).

DMPC can include equipment power rating limits (hard constraint) and reg-

ulate variables such as frequency and voltages within secure bands (soft con-

straints) instead of specific values. Thus, making the MG operation more

flexible. For these reasons, DMPC is one of the most prominent solutions for

managing MGs.

Based on the motivation described above, this thesis proposes three control

strategies at the secondary level to address the main tasks of the secondary

control level (restoring frequency and voltage). These strategies are able to

restore the frequency and voltage to nominal values, or within secure bands

that comply with IEEE standard 1547-2018 [40]. Moreover, the proposed

strategies include complementary objectives in their formulation depending on

the type of MG studied. For instance, the first proposed strategy considers the

economic dispatch of DGs in balanced ac MGs. The second strategy achieves

the economic dispatch of ac DGs, dc DGs and manages the power transference

of ILCs based on an economic criterion in H-MGs. Finally, the last proposed

strategy is able to manage imbalance sharing in unbalanced ac MGs while

the maximum unbalanced voltage at the DGs output is regulated to fulfil the

maximum values stated in the IEEE standard 1547-2018 [40].

Local prediction models based on droop control and power transference equa-

tions are developed for the proposed strategies. Moreover, multiobjective cost

functions are formulated to address global objectives via information sharing
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while important operational constraints, such as equipment power rating, are

met. As a result, all the proposed strategies, tested by simulation and experi-

ment, are robust in the presence of changes in microgrid structure and against

communication issues. Moreover, they present a low computational burden.

1.3 Hypotheses

The hypotheses that support this thesis are described as follows:

(i) Distributed model predictive control strategies can be designed and im-

plemented at the secondary control level to tackle the main issues of MGs,

which are the regulation of frequency and voltage, economic dispatch,

and phase imbalance sharing. These strategies can include a detailed

mathematical model of the dynamic of the DGs to solve the aforemen-

tioned issues.

(ii) It is possible to achieve economic dispatch, and restoration of voltage and

frequency in ac MGs at the secondary control level through distributed

predictive controllers that share their information to coordinate their

control sequences. In this way, in addition to avoiding the need to have

a controller for each objective, the overall performance of the microgrid

is enhanced in terms of robustness and reliability.

(iii) It is possible to achieve economic dispatch in hybrid ac/dc MGs, along

with the main objectives of the secondary control, which are frequency

and ac voltage restoration on the ac sub-MG and dc voltage restoration

on the dc sub-MG. Additionally, is it possible to restore these variables

within secure bands that comply with the IEEE standard 1547-2018 [40],

instead of restoring them to nominal values. In this way, more flexibility

is given to the the hybrid ac/dc MG.

(iv) The interlinking converters in a hybrid ac/dc MG can communicate with

ac DGs and dc DGs to transfer power from the ac sub-MG to the dc sub-
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MG and vice-versa based on the economic dispatch criterion. Moreover,

the predictive controller can include power rating limits in DGs and ILCs

to avoid overloads.

(v) The inclusion of the dynamics of droop controllers, active power and

reactive power transfer models in a predictive controller will allow the

optimisation of the power contribution of each DG to the microgrid.

Furthermore, a distributed control structure based on measurements and

information sharing can avoid the complete modelling of a microgrid and

face any load variations within a microgrid’s physical capacity limits.

(vi) It is possible to share imbalances among DGs’ phases in unbalanced

ac MGs, avoiding the use of virtual impedance loops and without the

need for adding extra power converters to the MG through a distributed

predictive control scheme that also restores the frequency and voltage.

Moreover, it is possible to limit the voltage unbalance at the output of

each DG unit to comply with the IEEE standard 1547-2018 [40] within

the same controller.

(vii) A set of distributed controllers can reduce the computational burden and

provide a response of equal quality to a centralised controller, and are

robust in the presence of changes in microgrid structure (i.e. disconnect

and reconnect generation units without the need for external interven-

tion in the controllers). They can also provide good performance when

communication delays are present in the system.

1.4 Objectives

1.4.1 General objective

This PhD research thesis aims to study the design, modelling, implementa-

tion and validation of novel distributed predictive strategies for the secondary
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control level of MGs, which adds to the frequency and voltage restoration,

economic dispatch and imbalance sharing objectives. Within the framework

of this work, the following specific objectives are pursued.

1.4.2 Specific objectives

(i) To design, implement and validate experimentally a distributed predic-

tive control strategy for ac MGs to achieve economic dispatch of DGs

and frequency restoration to nominal values.

(ii) To design, implement, and validate a distributed predictive control strat-

egy for hybrid ac/dc MGs to achieve economic dispatch of DGs and re-

store within bands the frequency and ac voltage on the ac sub-MG and

the dc voltage on the dc sub-MG.

(iii) To design, implement, and validate a distributed predictive control strat-

egy for unbalanced ac MGs to achieve imbalance sharing among DGs and

restore within bands the frequency and voltage while the unbalance at

the DGs’ output is kept within the recommendation of the IEEE stan-

dard 1547-2018 [40].

(iv) To validate the proposed DMPC strategies against the most demanding

scenarios, which are communication delays, communication failures and

disconnection/reconnection of DGs. The validation is carried out via

simulation, real-time simulation and experimentally.

(v) To compare the performance of the proposed control strategies with the

latest distributed strategies reported in the literature.

1.5 Contributions

The work developed during this project has resulted in the publication of three

journal papers submitted to top-tier indexed journals and two international
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conference papers. In addition, twelve manuscripts have been published, with

the candidate as a co-author. The details of these publications related to

microgrids are listed in Chapter 6. The contributions of this thesis can be

summarised as follows:

For balanced ac MGs

(i) A novel DMPC scheme is proposed for active power economic dispatch

and frequency restoration where both objectives are achieved simultane-

ously.

(ii) The proposed controller neither requires the modelling of the entire MG

nor the modelling of the connected loads. Furthermore, this controller

operates with the same usual measurements used at the primary con-

trol level; thus, the number of physical measurements is reduced when

compared with previous predictive approaches [49].

(iii) The proposed DMPC scheme with the economic dispatch of DGs ad-

dresses communication delays, loss of communications and robustness in

the presence of changes in microgrid structure without requiring changes

in the control structure, unlike centralised MPC schemes. This valida-

tion was carried out with the experimental setup of the MGs laboratory

at The University of Chile.

(iv) The DMPC includes as equality constraints the droop, the active power

transfer, and the phase angle models to predict the behaviour of each DG.

Additionally, terminal values and inequality constraints contribute to

bound the feasible solution space. This reduces the optimisation time and

enables the control strategy to be implemented in real-time controllers.

For hybrid ac/dc MGs

(i) A cooperative DMPC scheme that considers the interaction among ILCs,

ac DGs and dc DGs in isolated H-MGs is proposed. This DMPC scheme
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controls the H-MG as a single entity instead of three separated systems,

giving redundancy to communications and improving the controller’s dy-

namic response.

(ii) This work considers a DMPC strategy to control variables to specific

values and within operation bands for H-MGs. For this purpose, novel

cost functions are proposed to control ILCs, ac DGs and dc DGs. The

proposed DMPC for secondary control can achieve accurate consensus

objectives, i.e., economic dispatch of active power and reactive power.

While through the use of soft constraints, the following variables are

considered flexible: the frequency and average voltage of the ac sub-MG

and the average voltage of the dc sub-MG. They are regulated within pre-

defined bands that comply with the IEEE standard 1547-2018 [40]. Fur-

thermore, by including maximum power rating constraints in the DMPC

formulations, physical saturation (overloading) of ac DGs, dc DGs, and

ILCs is prevented.

(iii) The proposed DMPC considers the existence of multiple ILCs. Where

the cost function of the ILCs achieves simultaneously the cost-effective

operation of the H-MG, averts overloading ILCs and avoids circulating

currents. Moreover, to predict the behaviour of ILCs and DGs, the dy-

namic models that rule each of them are included as equality constraints

in their respective optimisation problems.

(iv) Extensive simulation studies validate that the proposed DMPC performs

well under load change, robustness in the presence of changes in microgrid

structure, and communication delays scenarios. Also, this work shows

that implementing the economic dispatch at the secondary level reduces

the operation costs of an H-MG considerably.

For unbalanced ac MGs

(i) This work proposes a DMPC scheme for unbalanced MGs. The pro-
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posal improves the sharing of imbalances among DG phases in ac MGs,

avoiding the use of virtual impedance loops (as this methodology has

many drawbacks [23]) and without the need for adding additional power

converters to the MG.

(ii) With the DMPC mathematical model, which includes soft constraints,

the proposed imbalance sharing control scheme can achieve accurate con-

trol of some variables in the MG, whereas other variables are controlled

within more relaxed predefined bands. Specifically, the frequency and

average voltage are regulated within predefined bands. This produces a

more flexible control system than those reported in [30, 33–39, 50–53],

which looks for an accurate sharing of all the variables of the MG.

(iii) The proposed DMPC approach can improve the sharing of both three-

phase active and reactive power, and single-phase reactive power between

the DG units. This can not be included in methods based on virtual

impedance loops, as will be shown in Section 5.7.2.

(iv) The proposed control scheme achieves the sharing of imbalance, reducing

the single-phase voltage deviations at the output of each DG unit, when

compared with methods based on the virtual impedance loop. The pro-

posed approach has better performance in the presence of time delays in

the communication network and are robust in the presence of changes

in microgrid structure. The good performance of the proposed controller

was validated via real-time simulation and simulation tests.

1.6 Thesis structure

The remainder of this thesis is divided in the following chapters:

Chapter 2 presents a background of MGs’ control and an extensive review

of secondary control techniques for MGs and H-MGs reported in the litera-

ture. Particular attention is given to consensus-based distributed schemes and
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distributed predictive schemes for economic dispatch of DGs and imbalance

sharing.

Chapter 3 proposes a predictive secondary control strategy for ac MGs that

simultaneously achieves economic dispatch and restores the MG frequency to

its nominal value. The mathematical formulation of this proposal is detailed.

Furthermore, the experimental validation of this technique is addressed.

Chapter 4 proposes a predictive secondary control strategy for hybrid ac/dc

MGs that simultaneously achieves economic dispatch of active and reactive

power and restores frequency and ac voltage on the ac sub-MG and dc voltage

on the dc sub-MG within secure bands. The mathematical formulations for ac

DGs, dc DGs and ILCs of this proposal are detailed. Furthermore, simulation

validation of this technique is addressed as well as a performance comparison

against other reported technique in the literature.

Chapter 5 proposes a predictive secondary control strategy for unbalanced ac

MGs that simultaneously achieves single-phase imbalance sharing and restores

frequency and voltage within secure bands. The mathematical formulation of

this proposal is detailed. Furthermore, simulation and real-time simulation

validation of this technique are addressed as well as a performance comparison

against other reported techniques in the literature.

Chapter 6 presents the conclusions, suggests possible future research lines

on the topics addressed in this work, and presents a summary of the works

published during the PhD studies. Specifically, the manuscripts derived from

the work presented in this thesis and MG-related papers where the candidate

has contributed are presented.
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Literature review

2.1 Introduction

This chapter presents the state-of-the-art related to control strategies proposed

for microgrids (MGs). Particular attention is given to consensus-based dis-

tributed strategies and distributed model predictive (DMPC) schemes. Also,

proposals for economic dispatch and imbalance sharing are discussed exten-

sively.

This chapter is organised as follows: Section 2.2 provides the background of

the hierarchical control structure used in MGs. Section 2.3 provides a detailed

explanation of the controllers involved in the hierarchical control structure for

ac MGs. Similarly, Section 2.4 presents the controllers for the hierarchical

control structure for dc MGs. The control of hybrid ac/dc MGs is presented

in Section 2.5.

Then the latest reported schemes at the secondary control level for the afore-

mentioned types of MG are discussed in Section 2.8. Special emphasis is given

in this section to approaches that solve economic dispatch. Section 2.9 presents

the main approaches to solve imbalance sharing in MGs. Then, the related

solutions based on DMPC for the secondary level are discussed in Section 2.7.

Finally, Section 2.10 summarises the state of the art and main benefits of the

proposed strategy.

14
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2.2 Microgrids framework

Microgrids (MGs) are an essential feature of future power systems, as they en-

able the full integration of distributed energy resources (DERs). These DERs

are mostly based on renewable-based generation sources and aim to gradually

leave behind the generation based on fossil fuels and decarbonise the planet.

Harvesting electricity from renewables is now a viable option as their genera-

tion prices decrease day by day. Moreover, MGs can become the key enablers

to achieve goal number 7 of the United Nations, which states: ensure access

to affordable, reliable, sustainable and modern energy for all. As mentioned

before, an MG acts as a single controllable entity from the grid point of view

and has its own generation and storage resources with clearly defined electrical

boundaries [5]. MGs aim to achieve adequate active and reactive power sharing

among distributed generation (DG) units, while frequency and voltage levels

must be kept within safe levels [54]. Therefore, MGs represent an attractive

solution in many applications, such as terrestrial, naval or aerospace electrical

grids, due to their controllability, capability to include DGs and flexibility [55].

MGs can operate in both grid-connected or island modes. In the grid-connected

mode, the MG can trade energy with the main grid based on the existing

power deficit or surplus. Islanded MGs can operate independently, but they

can reconnect to the main grid when necessary. On the other hand, MGs

that do not have a connection with the grid because of technical, geographi-

cal or economic constraints are usually called isolated MGs [6]. Isolated MGs

must be controlled with extreme care because the number of DGs available

to tackle voltage and overloading problems is limited [6]. Isolated MGs must

autonomously regulate voltage amplitude and frequency through the MG’s

control system. For most DERs, power electronics (PE) interfaces are needed

to connect the DERs to an MG. The sinusoidal rectifier is the most common

configuration used [15]. These DERs must be controlled in a coordinated man-

ner with care, as they do not have inertia, which can influence the stability of
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an MG.

Figure 2.1: General topology for a hybrid ac/dc microgrid. a) ac microgrid. b) dc
microgrid. c) Interlinking converters.

According to their specific electrical distribution structure, MGs can be clas-

sified as ac MGs [10], dc MGs [11] and Hybrid ac/dc MGs (H-MGs) [10].

Isolated ac MGs operate on a grid forming/supporting scheme where at least

one DG works as a voltage source converter (VSC), regulating the MG voltage

magnitude and frequency [56]. A general topology of an ac MG is presented

in Fig. 2.1a. On the other hand, dc MGs neither require frequency regulation

nor reactive power control, thus reducing the system’s operational complexity.

Additionally, dc DGs do not need to be synchronised to the utility grid [10]. A

general topology of a dc MG is presented in Fig. 2.1b. Both ac and dc MGs can

comprise renewable-based generators, such as wind turbines (WT) and photo-

voltaic panels (PV), as well as nonrenewable-based generators, such as diesel
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generators. These generators can be connected directly to the distribution

network (depending on their nature) or through PE interfaces.

Conversely, H-MGs merge the benefits of both kinds of MGs, reducing unnec-

essary conversion stages and increasing the power capacity and the reliability

of the entire H-MG [12]. An H-MG comprises an ac sub-MG (Fig. 2.1a) and a

dc sub-MG (Fig. 2.1b) connected through interlinking converters (Fig. 2.1c).

The ILCs need to be controlled adequately to guarantee power flow between

sub-MGs. Moreover, the infrastructure of existing ac MGs can be re-utilised

for the deployment of H-MGs.

Typically, the control tasks of an isolated MG are split into three control levels,

where each control level operates at a different time-scale [15]. The first level,

which is the fastest of all (milliseconds), maintains the stability of the MG

and ensures correct power sharing [54]. This control level is comprised of in-

ner current controllers, outer voltage controllers, and droop control loops; the

latter allows variations of active/reactive power to be reflected as variations of

frequency/voltage, as in large power systems [15]. Droop control produces de-

viations in frequency and voltage amplitude. At a slower time scale (seconds),

the setpoint values of frequency and voltage can be restored; the controllers

used to manage this are known as the secondary control level [10]. The long-

term tasks of an MG (seconds to minutes), such as economic dispatch of DGs

and coordination of MGs with the main grid, are performed by the tertiary

control [57].

It is worth noting that most of the control solutions proposed in MGs have

been derived from large-scale electric power systems. However, latest research

for dc MGs [18, 19], ac MGs [16, 17, 20] and H-MGs [21, 22] has shown that

the economic dispatch should be performed in a time-scale consistent with

that of the secondary control level due to the susceptibility of isolated MGs

to fast changes in generation and demand. This is because MGs possess low

inertia due to the use of renewables and power electronics interfaces [58, 59].

For these reasons, the secondary control level will be studied in this thesis.
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There are typically three types of control architecture proposed for secondary

control; these are centralised, decentralised and distributed [10], as shown in

Fig. 2.2. Centralised control (see Fig. 2.2a) can give a global solution; however,

it has a common point of failure in the communication network and presents

a high computational burden. Decentralised controllers do not need a com-

munication channel because each local controller takes actions based on their

measurements (see Fig. 2.2b), but an optimal solution is difficult to achieve

[10]. Finally, distributed controllers can achieve global objectives through in-

formation sharing (see Fig. 2.2c). They are robust against communication

failures and allow connection and disconnection for the various distributed re-

sources [60]. A detailed comparison between centralised and distributed control

is presented in Table 2.1.

Figure 2.2: Control structures at the secondary control level. a) Centralised. b)
Decentralised. c) Distributed.
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Table 2.1: Comparison between Centralised and Distributed Control

Features Centralised control Distributed control

Application Small microgrids. Large microgrids.

Operation

[60, 61]

Microgrid topology is required. Microgrid topology is not required.

High computational cost. Low computational cost.

Scalability requires changes in control. Easy to scale.

Decisions based on

communications with all DGs.

Decisions based on local measurements

and the communication with neighbours.

Single point of failure. Robustness in the presence of changes in microgrid structure.

Reliability is degraded. Reliability is maintained.

Design and implementation

[10]

Powerful hardware Embedded controllers.

Complex algorithms.

Information from all units is required.

Easier algorithms.

Handle local and shared information.

Low-bandwidth communication and

low communication complexity.

High-bandwidth communication

and high communication complexity.

2.3 Control of ac MGs

2.3.1 Primary control level in ac MGs

The primary control level is in charge of voltage stabilisation and power shar-

ing by fixing the current and voltage at the DGs’ output. Usually, it comprises

an inner current loop (faster), a voltage outer loop (slower) and droop con-

trollers. A bandwidth separation of at least ten times is needed between these

controllers for their operation [62]. The current and voltage control loops can

be proportional integral (PI) controllers or proportional resonant (PR) con-

trollers. When using PI controllers, the variables are converted into the dq

synchronous reference frame [57]. PR controllers can be implemented directly

in the abc natural reference frame or the αβ stationary reference frame. Among

the advantages of PR controllers over PI controllers, these controllers allow the

implementation of positive and negative sequence loops at the same time as

well as the independent control of phases [26].

The droop controllers dictate the main dynamic of this control level. The

droop controllers emulate the behaviour of classical synchronous machines (me-

chanical/electrical). An LCL filter can be placed at the DGs’ output, where

the second coupling inductance can be set to ensure a predominantly induc-

tive impedance [63, 64], as will be shown later in Section 3.3, and classical

droop controllers can be used at the primary control level. To achieve active
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power sharing, DG units modify the frequency of the microgrid (see Fig. 2.3a),

whereas to reach proper reactive power sharing, DG units modify their voltage

amplitudes (see Fig. 2.3b). As ESS are out of the scope of this work, Fig. 2.3a

considers unidirectional power. Although communication-based controllers are

proposed for this control level, these are not widely used because they present

higher implementation costs and complexity [15, 65]. Moreover, they may not

be robust in the presence of changes in microgrid structure [15, 65].

Figure 2.3: Droop control for ac DGs

The equations that represent the droop controllers for frequency (ωi) - active

power (Pi) and voltage (Vi) - reactive power (Qi) of DGi are given in (2.1).

ωi(t) = ω0 +Mpω,iPi(t)

Vi(t) = V0 +Mqv,iQi(t)
(2.1)

where ω0 and V0 are the setpoint frequency and voltage, respectively. Mpω,i

and Mqv,i are the droop slopes of DGi. These parameters can be designed as

shown in (2.2).

Mpω,i = −ω0 − ωmin

Pmax

, Mqv,i = − Vmax − Vmin

Qmax −Qmin

(2.2)

where ωmin, Vmin and Vmax are the frequency and voltage amplitude limits, and

Pmax, Qmin and Qmax are the active and reactive power limits of DGi.

The main advantage of the droop control method is that communication is

not required; instead, the frequency and the voltage magnitude measurement
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indicates the overall deficit of active and reactive power in the MG, respectively

[66]. Distributed resources are automatically connected; thus, no coordination

is necessary, and the units can automatically adjust their set points to meet

the overall needs of the MG. Conversely, the main disadvantage of the droop

method is that, due to its operating principle, deviations in frequency and

voltage are created; thus, additional controllers with a time-scale separation

are needed so that they do not compromise the droop behaviour.

Note that if frequency and voltage are not restored, the variability of loads

and generation based on renewable resources may cause considerable frequency

excursions and, in the worst case, may lead a microgrid to instability. This

is why great emphasis is given to studying techniques that guarantee voltage

and frequency restoration in a microgrid, as described in the following section.

2.3.2 Secondary control level in ac MGs

The secondary control level has a lower bandwidth than the droop controller.

Therefore, the communication network bandwidth is lower. The main tasks of

the secondary control level are to restore the frequency and the voltage ampli-

tude. The secondary controller shifts vertically the droop curves, as shown in

Fig. 2.4. As explained before, there are three possible control structures at this

level which are centralised, decentralised and distributed controllers. Since the

MG frequency is a global variable, the frequency controller can measure the

frequency at any node. However, since the voltage is not a global variable, it

is necessary to define the voltage used to implement the secondary controller.

Furthermore, in an MG, the existence of line impedance creates voltage drops.

Hence, regulating all nodal voltages at the nominal value V0 does not allow

appropriate power-sharing among DGs [67]. For this reason, we aim for an

average bus voltage regulation across the MG. In this sense, the proposed

control scheme achieves the control of reactive power while regulating the

average bus voltage across the MG [8, 49].
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Figure 2.4: Secondary control for ac DGs

2.3.3 Tertiary control level in ac MGs

This control level is called Energy Management System (EMS) and operates

on a large time scale. It usually achieves the economic dispatch of the MG

and its coordination with the main grid when the MG is operating in grid-

connected mode. Centralised and distributed controllers are mainly used at

this control level [65, 68]. They typically require the solving an offline opti-

misation problem, although recently, MPC methods have been proposed at

this level [69, 70]. Nevertheless, these optimisation problems use external pre-

diction models, which are subject to uncertainty in both the power load and

the generated power. Prediction models based on neural networks and fuzzy

systems are the most common models used [71].

In an effort to achieve real-time operation of the EMS, [69, 70] propose a

variable resolution (sample time) EMS, where the first prediction minutes are

predicted with high accuracy (5 min), and the resolution decreases as the

forecasted horizon is extended (60 min) to include an entire day of opera-

tion in the optimisation. These formulations consider optimal power flow and

unit commitment separately, and for proper operation, these EMS need the

mathematical formulation of the whole microgrid. Using the same approach

described previously, [72] includes demand side management (DSM), reduces

CO2 emissions [73] and controls phase imbalance in an isolated microgrid [74].
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The three previously mentioned works reported better performance in terms

of an improved solution, less energy curtailed, reduced peak demand and im-

proved load factor, but at the cost of higher computational time.

The performance of control strategies based on MPC at the tertiary level

strongly depends on the accuracy of the prediction models, which in turn de-

pends on the sampling time and aggregation level [75]. Contrary to bulk power

systems, MGs can present generation fluctuations and rapid load changes. This

could cause the predictions at this control level to deviate from the MG’s real

operating condition. For this reason latest research for dc MGs [18, 19], ac

MGs [16, 17, 20] and H-MGs [21, 22] has demonstrated that the economic

dispatch should be performed in a time-scale consistent with that of the sec-

ondary control level. A review of the state-of-the-art for the control of MGs is

presented in Section 2.8.

2.4 Control of dc MGs

The control structure of dc MGs is similar to that described for ac MGs pre-

viously. The primary control level is based on a decentralised droop control,

while the secondary control level restores the voltage deviation caused by the

primary control. The tertiary control level exchanges energy with the main

grid when a connection is possible. In the next section, only the primary and

secondary control are discussed, as the tertiary control is similar to the one

described for ac MGs.

2.4.1 Primary control level in dc MGs

The primary control level sets the current and voltage at the dc DGs’ output

and shares power among the dc DGs. These DGs are usually interfaced through

dc-to-dc converters [76]. It is composed of an inner current loop (faster),

voltage outer loop (slower) and droop controllers; the current and voltage

control loops are usually proportional integral (PI) controllers. A bandwidth
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separation of at least ten times is needed between these controllers for their

operation [62].

As mentioned before, the main dynamic of this control level is dictated by the

droop control. For dc DGs, current-voltage and power-voltage droop curves

have been proposed [10]. The power P -voltage (V ) droop allows the direct

control of the power supplied by DGs and eases the management of dc DGs in

hybrid ac/dc MGs.

In this case, to achieve active power sharing, DG units modify the output

voltage (see Fig. 2.5). As ESS are out of the scope of this work, Fig. 2.5

considers unidirectional power.

Figure 2.5: Droop control for dc DGs

The equation that represents the droop controller Vi − Pi of DGi is given in

(2.3).

Vi(t) = V0 +Mpv,iPi(t) (2.3)

where V0 is the setpoint voltage, and Mpv,i is the droop slope of DGi. The

slope can be designed as shown in (2.4).

Mpv,i = −V0 − Vmin

Pmax

(2.4)

where Vmin is the minimum voltage limit, and Pmax is the active power limit

of DGi.
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2.4.2 Secondary control level in dc MGs

The secondary control has a lower bandwidth than the droop controller. The

main task of the secondary control level is to restore voltage magnitude [10].

The secondary controller shifts the droop curves vertically, as shown in Fig. 2.6.

As explained before, there are three possible control structures at this level:

centralised, decentralised and distributed controllers (see Fig. 2.2) [8, 10].

Since the voltage is not a global variable, it is necessary to define the voltage

used to implement the secondary control. In an MG, the existence of line

resistance creates voltage drops. Hence, regulating all nodal voltages at the

nominal value V0 does not enable appropriate power-sharing among the dc

DGs. For this reason, we aim at an average bus voltage regulation across the

dc MG. In this sense, the proposed control scheme achieves the sharing of

active power while regulating the average bus voltage across the MG [8, 49].

A review of the state-of-the-art of MG’s control is presented in Section 2.8.

Figure 2.6: Secondary control for dc DGs
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2.5 Control of hybrid ac/dc microgrids

As described in Section 2.2, a hybrid ac/dc microgrid (H-MG) is composed of

an ac sub-MG and a dc sub-MG connected through bidirectional interlinking

converters (ILCs), as shown in Fig. 2.1. The controllers of the sub-MGs were

explained in Section 2.3 and Section 2.4. Therefore, only the control of the

ILC is explained in the following.

ILCs control the power transference in an H-MG. There are two main ap-

proaches for controlling the power transferred through an ILC. The first one

is based on the difference of the normalised deviations of the primary vari-

ables with respect to minimum and maximum allowed values, i.e., frequency

of the ac sub-MG and voltage of the dc sub-MG [77, 78], which is fed to a PI

controller. However, this approach losses accuracy when a secondary control

regulates these variables.

The second approach includes the power management task at the secondary

control level [21, 22, 38, 43, 79], where diverse objectives can be defined, such

as power sharing [38, 43] and economic dispatch [21, 22]. Most of the existing

approaches consider that the H-MG is composed of three independent systems

[21, 22, 38, 77–79] (ac sub-MG, dc sub-MG, and ILCs) and neglect the dynamic

interactions between them, which can degrade the dynamic response of the

controllers. Furthermore, these formulations do not consider limits for the

operation of the DGs and the ILCs. It is worth noting that no distributed

model predictive control approaches for economic dispatch of H-MGs have yet

been reported in the literature. A review of the state-of-the-art of MG’s control

is presented in Section 2.8.
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2.6 Centralised and distributed model predic-

tive control

MPC is becoming one of the most successful advanced control techniques im-

plemented in industry [80, 81] due to its ability to handle complex systems

with input and state constraints. MPC is emerging as a useful control strat-

egy in the microgrids community [49, 68, 82] because it is a multi-variable

constrained control scheme which obtains a real-time solution at each sample

instant (rolling horizon). MPC consists of an objective function and a model

of the process being controlled. The control includes physical and dynamic

constraints [83] which, together with the objective function, are used to per-

form an online optimisation of the overall system. Among the advantages of

MPC, the following are highlighted: modelling of complex systems, optimal

solution, handling of communication delays, and better control of transients

[49, 82, 84]. It is worth noting that MPC needs a good model of the system

for the controller to work properly.

Centralised and distributed MPC algorithms are of interest because they can

achieve global objectives. Centralised MPC schemes consider the system as a

whole and perform an online optimisation [68, 83]. However, as they are com-

plex and their computational burden increases exponentially with the number

of optimisation variables [47], their application is limited to small systems. On

the other hand, Distributed MPC (DMPC) solves local optimisation problems

with information shared through a communication network. This structure

reduces the traffic over the communication network and the computational

burden. Indeed, this structure provides a fixed computational burden, as the

number of optimisation variables does not increase when the system escalates

[46, 47, 85]. A key aspect of DMPC is that computations for each subsystem

are made in parallel.

For the implementation of MPC and DMPC, a discretisation of the system’s

model is used to formulate the control problem. While the discretisation of the
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models does make them less exact than the original continuous-time models,

it is widely accepted that a sampling time of roughly 1/15− 1/10 of the time

constant of the main dynamic features is good in the sense that the derived

model will be a good representation for its use in control [86]. In this sense,

the control vector found with this model is expected to be good.

In DMPC, each local controller depends on local parameters that, in normal op-

eration, should not change and are known. The parameters that could vary are

the communication network and communication delays, affecting the predic-

tive control modelling. However, if the DMPC includes within its formulation

a model of the communication network (usually using an adjacency matrix),

the controller should provide robustness when such changes occur. Moreover,

MPC can provide robustness for communication delays and uncertainties due

to its principle of operation, i.e., the rolling horizon mechanism [46, 85]. The

controller receives new measurements and information from neighbouring sub-

systems at each sample time. Then, new control action sequences are com-

puted, but only the first control actions are applied to the subsystem. After

that, the whole procedure is repeated, which means a feedback mechanism

is incorporated by using new measurements and neighbouring information to

update the optimisation problem for the next sample time.

When considering multi-objective MPC or DMPC, weighting parameters are

assigned to the objectives. These parameters will determine the relative im-

portance of the objectives. It has been reported that if the cost function and

the system’s model are stated correctly, the tuning parameters will only be

associated with a desired performance and will not affect the stability of the

system [85]. It is recommended to normalise the objectives to ease the tuning

procedure to give a sensible initial value for the weights so that the range 0

to 1 is equally important for each objective. Furthermore, it is recommended

to start the tuning procedure by assigning the weight related to the control

action to avoid abrupt changes in the system and later assign the weights of

the remaining objectives [85].
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As predictive control has a finite prediction horizon and constraints in its vari-

ables can be included, its theoretical stability analysis is not straightforward.

Nevertheless, it is possible to define feasible optimisation problems with cost

functions that decrease monotonically [47, 85]. There are two possible charac-

teristics that an optimisation problem can include to guarantee feasibility and

convergence. The first one is to include terminal constraints in the states to

force the predicted output to exactly follow the reference during a sufficiently

large horizon Ny. The second approach is to change the hard constraints for

soft constraints by employing slack variables. These variables are strongly

penalised in the cost function to obtain better performance [47, 85].

The main notion of including any of these characteristics is that if a feasible

solution can be established and the prediction horizon (Ny) is large enough to

cover the transient of the output variables, the cost function is monotonically

decreasing and can be understood as a Lyapunov function, which would provide

stability. Moreover, it can also be shown that the problem will be feasible in

the next iteration [47, 85].

2.7 Distributed model predictive control for

microgrids

Proportional integral (PI) controllers tend to be used at the secondary level

[67]. However, thanks to advances in communication speeds and improved

hardware capabilities of controllers, MPC and DMPC schemes are being in-

corporated at the secondary control level, improving the overall performance

of microgrids as these controllers are multi-objective and robust against com-

munication delays [49, 87].

Reported applications of MPC to the MG’s secondary control can be divided

into centralised and distributed MPC algorithms. Centralised secondary MPC

controllers consider the MG as a single system and perform an online opti-



Chapter 2. Distributed model predictive control for microgrids 30

misation in order to guarantee a good performance, together with voltage,

frequency and power regulation [68, 83]. However, a large communication net-

work and high computational capability are necessary to compute the control

actions. On the other hand, Distributed MPC (DMPC) solves local optimi-

sation problems with information shared through a communication network,

reducing the computational burden and traffic over the communication net-

work. DMPC directly controls individual loads or DGs connected to the MG,

requiring only partial information of the overall MG status. In this way, the

computational burden is distributed across the MG, and large communication

networks are avoided [49, 82, 84]. As DMPC is a distributed strategy, only the

complexity of the communication network is increased.

It has been reported in [48, 49, 85, 88], that conventional controllers at the

secondary level, such as proportional-integral-based (PI-based) ones, may not

be robust enough to guarantee good and stable operation in the presence of

uncertain and relatively large communication delays. Indeed, traditional PI-

based techniques are more sensitive to delays. In such controllers, the closed-

loop performance is sacrificed to endure the effects of delays [89].

The larger the delay, the more the performance is sacrificed, giving a slow

dynamic response. In these controllers, if the bandwidth is not reduced, a

poorer behaviour will result, i.e., significant overshoot and oscillations. There-

fore, classical PI-based techniques which rely on simple gain changes are often

not appropriate for systems with uncertain and potentially large delays. This

phenomenon will be corroborated in this thesis through comparison tests.

Previous studies have demonstrated via small-signal modelling [88], simulation

work [90] and experimentally [20, 49] that MPC and DMPC can handle a

wider range of delays. MPC reduces the oscillations in the system, while other

control strategies can have a predominant oscillating behaviour. These studies

concluded that MPC is more robust in terms of the maximum unknown delay

allowed. Therefore, in the presence of communication delays, MPC is able

to compute an optimal control sequence that minimises the cost function to
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obtain a smooth dynamic response in the MG.

Recently, distributed control schemes at the secondary control level based on

DMPC have been reported for MGs [49, 87, 91, 92]. The authors of [87] present

a feedback linearization DMPC for frequency and voltage restoration, consid-

ering the voltage and current at the LC filter output as state variables. The au-

thors of [91] present a DMPC controller for voltage restoration, while frequency

is restored using a variation of the distributed averaging proportional-integral

(DAPI) controller with a finite-time observer. The authors of [92] present a

DMPC controller based on a consensus version of the alternating direction

method of the multipliers algorithm to regulate frequency in a networked MG

system by manipulating the voltages of voltage-sensitive loads. The authors of

[49] propose and validate experimentally a DMPC for frequency and voltage

restoration using droop models and power transfer models; also active and re-

active proportional power sharing is considered based on the concepts of [67].

The power sharing is based on consensus over the active and reactive power

contributions from each generation unit in the MG using an adjacency matrix.

Using external measures this controller avoids the necessity to model the MG

topology. Only [93] proposes a DMPC for economic dispatch and frequency

restoration via simulation at the secondary level. The work of [93] includes

both operation and maintenance costs within its formulation. However, it does

not use consensus for the economic dispatch, and it assumes an ideal commu-

nication network. Nevertheless, none of the DMPC methods proposed for the

secondary level take into account the overall economic performance of the MG

via a consensus strategy.

All of the previously reported works proposing secondary MPC or DMPC

controllers for MGs have been developed considering balanced MGs [49, 68, 82–

84]. However, when looking at the secondary control level, the low voltage

ac MGs used for the distribution of electrical energy are inherently (phase)

unbalanced systems since they usually have to feed unbalanced loads, leading

to significant challenges for the secure and reliable operation of the MG. Adding
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this to the usual aims of voltage and frequency regulation and the improvement

in the sharing of both active and reactive power introduces additional control

challenges to the MG secondary control [33, 94].

2.8 Distributed secondary control for micro-

grids in the literature

In distributed control, the consensus and cooperative control algorithms have

attracted the attention of the MG community [60]. The multi-agent system

(MAS) cooperative control method, in particular, aims to achieve system ob-

jectives cooperatively by mimicking the behaviour of biological phenomena

[95]. Controllers based on MAS at the secondary level have been reported.

For example, the authors of [67] proposed the distributed averaging propor-

tional integral (DAPI) controller, which uses PI controllers for frequency and

voltage restoration with an adjacency matrix representing the communication

network of the MG. The advantage of this controller is its distributed structure;

however, active power is shared proportionally among DG units.

The authors of [96] present a finite-time control approach to restore voltage

and a DAPI controller to restore frequency; the former controller guarantees

a fixed time convergence for voltage restoration and decouples the secondary

controllers. A variation of the DAPI controller is presented in [97] where the

integrative part of the control actions are shared among the DGs. This con-

troller improves the transient of the proportional active power sharing among

the DG units. However, as these controllers are based on PI controllers, they

neither include dynamic models of the DGs nor include their physical power

limits.
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2.8.1 Distributed economic dispatch for ac microgrids

There is a clear tendency to integrate the economic dispatch of DGs at the

secondary level and to implement distributed controllers in isolated MGs [58,

67, 98]. In a distributed fashion [16, 58, 99] demonstrated that the economic

dispatch can be integrated into the same time-scale of frequency and volt-

age restoration. The literature distinguishes between two main approaches

to achieve the distributed economic dispatch in MGs. The first one employs

the distributed gradient method [100], which directly calculates a global in-

cremental cost through a consensus algorithm, whereas the second one uses

the incremental cost consensus (ICC) concept in which the incremental cost is

estimated [99, 101]. The first option requires several communication iterations

per sample time to find a solution which is hard to achieve in experimental

microgrids. On the other hand, the ICC presents a better approach because

communication among DGs is required once per sample time. In the following

the related approaches based on the ICC are discussed.

The authors of [16] reformulate the optimisation problem to achieve the Karush-

Kuhn-Tucker (KKT) conditions of linear optimal power flow. Then, a control

action from a PI controller is added to a droop controller to achieve the eco-

nomic dispatch of DGs. The authors of [99] achieved active power and reactive

power dispatch, including voltage and frequency regulation in a decomposition

of the optimisation problem. Nevertheless, these publications only provide

simulation results. The authors of [102] proposed a MAS economic resource

management in an isolated microgrid. The control strategy is tested under

time-varying load conditions. Conversely, in [103] a two-stage control strategy

is proposed to achieve an economical operation and restore frequency. In con-

trast, in [104], a grid-connected distributed resource management is presented.

Two control levels are needed to achieve adequate economic dispatch. As the

microgrid is connected to the distribution network, the regulation of frequency

and voltage is not considered in the formulation. Nevertheless, these strategies
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do not solve an actual optimisation problem and most of them do not consider

operating limits in their formulation.

The authors of [105, 106] propose a distributed economic dispatch that includes

power balance and ramp constraint restrictions using a distributed primal-dual

consensus algorithm; the advantage of the previous technique is its speed of

convergence. Time-varying communication delays are considered in the dis-

tributed optimisation through the decomposition of [107], but in this work,

renewable resources are considered as constants. In [101], a distributed finite-

time economic dispatch is proposed; this technique guarantees a fixed conver-

gence time, but its formulation does not consider the regulation of voltage and

frequency. Finally, [108] depicts a multi-agent system (MAS) frequency reg-

ulation at a minimum cost controller and a threshold-based demand response

controller; this technique disconnects electrical load in emergency cases.

By contrast, [109] includes the minimisation of environmental objectives within

its formulation, and it is tested in the presence of communication delays and

noisy communication channels. In [110], BESS modelling is included in the

formulation of distributed economic dispatch to provide the service of arbi-

trage and spinning reserve. Although the controllers proposed present different

benefits, none of them is tested experimentally. As the previously described

distributed controllers only use various single-input single-output (SISO) PI

controllers and rely on a fixed control law, they do not guarantee an optimal

solution. Moreover, they do not consider real-time changes in the operation of

the MG [45]. Furthermore, most studies do not solve an optimisation problem

and do no not consider physical constraints in their formulation. In addition,

they perform poorly when communication delays are present in the communi-

cation network.

Economic dispatch of reactive power

Usually, only the economic dispatch of active power is considered. However,

neglecting the related reactive power costs might result in increased operat-
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ing costs and deviations from the optimal solutions for dispatch. For instance,

[111] co-optimised the dispatch of active and reactive power in distribution net-

works. The results show that more than 12 % of energy losses could be reduced

if reactive power is appropriately managed. The reactive power cost function,

in a deregulated electricity market, can be represented by the weighted coef-

ficients of the cost function of active power [112]. The weights are obtained

through the power factor from the relation of the triangle of powers.

Recent works [112–115] have included the dispatch of reactive power along

with active power in their formulation. The works of [112, 113] consider a

centralised controller at the tertiary control level to address both active and

reactive economic dispatch. The results show that considering the costs as-

sociated with reactive power reduces the total operation cost. The work of

[115] presents a distributed approach at the tertiary level; the controller only

requires local measurements and information exchange with its neighbouring

buses. This paper verifies that a distributed approach can reduce the compu-

tational burden and avoid communication losses while the solution’s quality

is preserved compared to a centralised technique. A distributed PI approach

based on the same concept of the previous methods was proposed in [114]

for isolated ac MGs. However, none of these controllers considers equipment

power limits, and only results for load changes are provided. Moreover, these

controllers do not consider the existence of hybrid ac/dc MGs.

2.8.2 Distributed economic dispatch for dc microgrids

The concept of incremental cost consensus (ICC) discussed for ac MGs has

been extended for dc MGs [18, 19, 100, 116, 117]. In this type of MG, the

secondary controller restores the (average) voltage while ensuring economic

dispatch of DGs by modifying the droop voltage control. In [100] economic

dispatch of generation and local voltage regulation is achieved. The authors of

[18] achieve economic dispatch of generation and average voltage regulation;

however, separate communication networks are used to communicate the power
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and voltage references. Similarly, [19] extends the ICC concept to multiple dc

MGs. In [116] economic dispatch is performed without considering voltage

restoration. Nevertheless, none of these controllers considers equipment power

rating limits in their formulations. Only [117] considers power limits by using

saturators.

The authors of [118] use droop control to estimate the MG load and generation

from uncontrollable DGs. However, several parameters need to be adequately

adjusted for this strategy to work. The effects of constant communication

delays in distributed schemes have also been analysed using simulation work

in [119]. Next, the works reported for H-MGs are presented.

2.8.3 Distributed economic dispatch for hybrid ac/dc

microgrids

The economic dispatch of H-MGs has been usually solved through a centralised

optimisation problem. These strategies can incorporate uncertainties in market

prices [120] or uncertainties in generation and consumption [121]. The authors

in [122, 123] include the power limits of the units in the centralised optimisation

problem. Nevertheless, these approaches are subject to a single point of failure

and do not provide reliability under communication failures.

Conversely, the authors of [124] proposed a two-level distributed controller for

the economic dispatch of H-MGs that depends on the estimation of the MG’s

load. The incremental cost is included in the droop controllers of the primary

level while the secondary level restores the deviations caused by the droop

controllers. However, when these variables are restored the loading conditions

of ac and dc sub-MGs are hard to estimate. A relative loading index (RLI)

is used to extract the hidden loading status of each sub-MG and generate the

power reference for the ILC. Nevertheless, this method is highly dependent on

the quality of the estimation of the RLI. The works of [118, 125] also include

the economic dispatch within the droop controllers design but also present
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erroneous behaviour when a secondary controller is included.

Better performance can be achieved by integrating the economic dispatch in

distributed approaches at the secondary level [21, 22]. For instance, [21] pro-

poses a unified controller for economic dispatch and frequency and voltage

restoration. First, ICC within sub-MGs is achieved through information shar-

ing between the DGs; the ILC then equalises the incremental costs of the

sub-MGs. However, the ILC’s communication scheme, stability, and param-

eter design are not provided. In [22], a similar approach is presented, where

an event-based control scheme is utilised to design the consensus protocol.

This protocol reduces the communication burden of the MG. However, these

approaches consider that the H-MG is composed of three independent sys-

tems(ac sub-MG, dc sub-MG, and ILCs) and neglect the dynamic interactions

between them, which can degrade the controllers’ dynamic response.

Most approaches in the literature assume fixed operational set-points for volt-

age and frequency [16–19, 43], and do not take advantage of the flexibility

associated with the secure operational bands defined in the IEEE standard

1547-2018 [40], which suggests that DGs can operate normally as long as the

frequency and the voltage are within 1% and 5% of their nominal values, re-

spectively. It is worth noting that all the works mentioned above assume

that frequency and voltages must be set to fixed setpoint values, giving up

flexibility in the microgrid control system. Additionally, existing approaches

are designed independently for either ac sub-MGs [16, 17, 44] or dc sub-MGs

[18, 19], without accounting for the particular features of H-MGs. Also, as

they are strategies based on PI controllers, it is difficult to achieve multiple

parallel objectives and cope with operational constraints [45, 46].

To the best of the authors’ knowledge, the problem of combined economic dis-

patch of active and reactive power as well as frequency and voltage restoration

within secure bands in isolated H-MGs using DMPC has not been thoroughly

studied in the existing literature. Furthermore, in most studies, equipment

power constraints are not considered: these constraints can prevent equipment
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damage. For these reasons, this thesis adopts a distributed cooperative scheme

for controllers based on MPC. Each controller seeks to dispatch its controllable

unit based on its generation cost and to restore the frequency and voltage am-

plitude deviations on the ac sub-MG and the voltage magnitude on the dc

sub-MG. Furthermore, as the proposed controller includes a detailed model

of the dynamics of the primary control level (controlled system), it is able to

deal with variable and uncertain delays [48, 85]. Another characteristic of the

proposed DMPC is that the variation of the control actions is penalised in the

cost function. This penalisation prevents abrupt changes in the MG operating

point, and a smooth dynamic response is obtained.

2.9 Imbalance sharing in ac microgrids

As MGs operate at the distribution level, their power quality is affected by

the presence of unbalance between the phases [23, 24]. Unbalances directly

affect the MGs’ operation if they are not dealt with properly, as they can

lead to inefficient operation and trigger protection systems. Unbalances are

mainly caused by the presence of single-phase loads. Moreover, the integration

of renewable energy resources is putting more stress on MGs, as these can be

connected across all three phases or only on one single phase [24].

The secondary control schemes reported in the literature for unbalanced MG

operation usually include three features (according to their control objectives):

(i) Compensation of imbalance at particular points of the MG, (ii) Improv-

ing the sharing of unbalanced powers between the DG units of the MG, and

(iii) Simultaneous compensation of imbalance and improvement of unbalanced

power-sharing. These aims can be addressed using decentralised, centralised

and distributed approaches.

The compensation of imbalance can be achieved using active power filters

(APFs) to compensate unbalanced currents or unbalanced voltages at specific

points of the MG [25, 26]. However, APFs are not attractive in MGs since
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they constitute additional hardware and higher costs. Another more cost-

effective solution is to embed imbalance compensation capabilities into the

control schemes of DG units that are already available in the MG [27–29]. For

instance, in [27] a master/slave based approach is proposed. A supervisory

controller calculates the compensation effort (in terms of current) for each

slave converter to compensate for imbalances at sensitive load buses.

Control schemes to improve the sharing of unbalanced powers between the

DGs of MGs are mainly based on droop control and use virtual impedance

loops. This means that negative sequence impedances are implemented to

control the sharing of imbalance between the DGs. The magnitude of these

virtual impedances is controlled via decentralised control schemes in [30–32],

meaning that there is no coordination between the DG units (each DG works

autonomously based on variables measured locally). However, better perfor-

mance could be achieved via coordination between DG units (centralised and

distributed approaches). In this sense, the magnitude of the negative sequence

impedances are calculated in a coordinated way by a secondary centralised

controller in [33–36], while in [37–39] secondary distributed controllers, based

on consensus algorithms, are implemented.

It is worth noting that these papers (describing centralised and distributed sys-

tems) quantify the DGs’ imbalance by defining three-phase unbalanced powers

(calculated based on three-phase power theories [38, 39]), aiming to improve

the sharing of these powers. However, as shown in [53] and [23], when unbal-

anced ac MGs are considered, the improvement in three-phase power sharing

does not ensure that the single-phase powers are appropriately shared. In this

scenario, overloading may occur in some of the DG phases, causing inappro-

priate behaviour in the DG and load shedding, which could affect the overall

security and reliability of the MG.

Another approach to improve the sharing of imbalance is the addition of power

converters to the three-phase MG to directly manage the DG phase power

balance and prevent overloading of single phases [50–52]. For instance, in
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[52], a multi-objective formulation is proposed to achieve per-phase imbalance

sharing in a three-phase MG. An additional power converter is placed at the

point of common coupling for managing single-phase power. However, adding

extra power converters into the MG increases the cost of this approach making

the proposals reported in [50–52] not cost-effective.

When looking for MPC-based methods to manage imbalance, only decen-

tralised finite control set model predictive control (FCS-MPC) has been re-

ported at the MG’s primary control level [126–128]. The authors of [126]

propose a decentralised FCS-MPC, where the imbalance is managed by an

external loop that shares the negative sequence reactive power. The works

of [127, 128] present FCS-MPC methods to improve imbalance sharing. FCS-

MPC methods may produce a variable switching frequency because FCS-MPC

does not use a modulator. They demand a high computational burden, as they

operate at the primary control level; this is because the evaluation of the cost

function is usually realised for all the switching states of the power converter.

Furthermore, these are usually decentralised methods that compute local so-

lutions; thus, an optimal solution is hard to obtain. To the authors’ best

knowledge, no DMPC strategy for imbalance sharing at the secondary control

level has been proposed.

To summarise, imbalance sharing methods based on virtual impedance loops

[30, 33–39] do not ensure a proper sharing of single-phase powers. This issue is

discussed in more depth in Section 5.7.2. The solution proposed in [50–52] of

adding power converters to the MG to achieve single-phase power management

is not cost-effective. Finally, FCS-MPC-based methods used for the primary

level for imbalance sharing require extensive processing capabilities, and since

they are based on a decentralised approach, do not provide a cooperative

solution.

To avoid the drawbacks of these approaches, we propose a novel secondary

DMPC control scheme for improving the sharing of imbalances. This pro-

posal avoids the use of virtual impedance loops; moreover, it does not require
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additional converters in the MG. In this case, contrary to the reported MPC-

based methods for imbalance sharing, the proposed control algorithm achieves

a global solution via consensus objectives which do not require an extensive

computational burden (thanks to the distributed approach). The imbalance

sharing is achieved by controlling the single-phase reactive powers of the DGs.

In particular, the proposed strategy uses a modified single-phase Q−V droop

scheme, where one additional secondary control action is introduced per phase.

With the multi objective DMPC, it is possible to formulate a predictive con-

troller that considers the dynamic behaviour of the MG main variables. This

technique uses a reduced number of control actions to achieve all the con-

trol objectives (see Section 5.2). Furthermore, the proposed secondary control

scheme can regulate simultaneously the imbalance sharing and power quality

of each DG. This has not previously been explored extensively: the works

published in [33, 39] are the only ones reported so far.

These simultaneous objectives are of paramount importance since, as discussed

in [33, 34], imbalance sharing methods increase the voltage imbalance at the

output of the DGs. Therefore, these imbalances should be regulated to avoid

power quality issues as defined by IEEE standard 1547-2018 [40]. A well-used

index to determine the power quality of an MG is the phase voltage unbalance

rate index (PVUR), which is defined Section 5.3.4. Thus, a control technique

must improve imbalance sharing without exceeding the maximum PVUR value

recommended in the IEEE standard 1547-2018 for PVUR [40].

2.10 Discussion

This section presented the hierarchical control structures of ac MGs, dc and

H-MGs. The corresponding controllers at each control level and their func-

tionalities were explained. The main advantages of distributed control against

centralised and decentralised control were also discussed. A review of the

current state-of-the-art in distributed control approaches applied to isolated
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ac, dc and hybrid ac/dc MGs was presented. Special emphasis was given

to consensus-based approaches and distributed model predictive control ap-

proaches.

The latest consensus-based strategies for economic dispatch were presented.

Their operation principles, main characteristics and limitations were detailed.

Moreover, imbalance sharing methods reported so far were also discussed and

analysed in detail.

The review shows that despite the advances in control strategies, the economic

dispatch of H-MGs and the sharing of imbalances have not been studied thor-

oughly. Moreover, there are still research gaps that DMPC-based strategies

can solve to improve the entire system’s reliability and operation. On the

other hand, DMPC presents several advantages against classical PI-based ap-

proaches. This is because DMPC models the main dynamics of the controlled

system and allows the inclusion of hard and soft constraints, allowing to rep-

resent physical limitations and achieve a more flexible regulation of certain

variables.

The distributed structure of the predictive controllers provides robustness

in the presence of changes in microgrid structure while better performance

against communication delays and communication failures is secured. Another

advantage of the distributed structure of the proposed strategies is their easy

scalability. In addition, the proposed strategies are easy to deploy in current

operating systems as they use the usual measurements of the primary control

level and do not need the addition of extra power converters. Instead, all the

desired functionalities are incorporated directly into the formulations of the

predictive controllers.

The following sections present the proposed controllers. The first proposal for

ac MGs is presented in Chapter 3. This controller considers the restoration

of frequency to its nominal value and economic dispatch of DGs in balanced

ac MGs. The second proposal, described in Chapter 4, achieves economic

dispatch of ac DGs, dc DGs and manages the power transference of ILCs
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based on an economic criterion in H-MGs. Frequency and ac voltage on the

ac sub-MG and dc voltage on the dc sub-MG are also regulated within secure

bands based on the IEEE standard 1547-2018 [40] to provide flexibility to the

H-MG operation.

The last proposed strategy, described in Chapter 5, is able to manage imbal-

ance sharing in unbalanced ac MGs while the maximum unbalanced voltage

at the DGs output is regulated to fulfil the maximum values stated in the

IEEE standard 1547-2018 [40]. This strategy also considers the regulation

of frequency and voltage within secure bands based on the IEEE standard

1547-2018 [40].

Finally, Chapter 6 presents the conclusions, possible future research paths and

the publications realised during the PhD studies.



Chapter 3

DMPC scheme for frequency

regulation and active power

dispatch in ac microgrids

3.1 Introduction

In this Chapter, the proposed distributed model predictive control (DMPC)

strategy for economic dispatch and frequency restoration for isolated ac mi-

crogrids (MGs) is detailed. In the DMPC scheme of this chapter, each DG can

economically dispatch active power by employing an incremental cost consen-

sus (ICC) approach and can also restore the MG’s frequency to its nominal

value whilst satisfying physical constraints.

The main challenge for this Chapter is to develop the local models and cost

function required to tackle simultaneously the aforementioned objectives. A

local prediction model of the DGs primary control level is included in each

DMPC to predict its future behaviour. These are in the form of droop control

and active power transfer models. In addition, the DMPC strategy has to

be able to recognise and update its calculations when the MG is subject to

external phenomena including, communication delays, communication failures

and the disconnection/reconnection of DGs.

44
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This chapter is organised as follows: Section 3.2 presents the derivation of

the incremental cost from the usual centralised economic dispatch. Then, its

extension for the distributed scheme is designed. Section 3.3 introduces the

proposed strategy. The dynamic prediction models are presented in Section

3.4. The DMPC formulation is then described in Section 3.5. The experimental

setup and validation tests are explained in detail in Section 3.6. Finally, Section

3.7 summarises the main benefits of the proposed strategy.

3.2 Centralised economic dispatch

Consider a three-phase balanced ac MG with a set of N DGs, where N =

{1, ..., N}. The traditional centralised approach to economically dispatching

active power in an MG can be expressed as the optimisation problem in (3.1).

minimise
P

N∑
i=1

Ci(Pi) (3.1a)

subject to

N∑
i=1

Pi=PD (3.1b)

Economic dispatch establishes the lowest cost dispatch of controllable DG

units, whilst ensuring that the total load is met. It is composed of a cost

function that minimises a quadratic cost (3.1a) subject to the power balance

constraint (3.1b). N is the set of DGs in the MG, P = {Pi : i ∈ N}, Pi is the

active power contribution of DG i, PD is the total MG load, and Ci(Pi) is a

convex cost function described in (3.4a). The traditional centralised approach

to economic dispatch (3.1) requires a unique central controller, and its fail-

ure could compromise the economic dispatch of the entire MG . It presents a

high computational burden [8, 10]. Therefore, a distributed control is a better

alternative for higher reliability and security for the operation of the MG [129].

Assuming strong duality holds e.g. Slater’s constraint qualification condition

holds, the problem may be expressed through its Lagrange dual [130]. The
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Lagrangian function of the economic dispatch problem is:

L (Pi, η) =
∑

N

i=1
Ci (Pi) + η

(
PD −

∑
N

i=1
Pi

)
(3.2)

where the Lagrange multiplier η is associated with the power balance con-

straint. The Karush–Kuhn–Tucker (KKT) stationary condition for the prob-

lem is defined in (3.3a) [16]. From (3.3a) it is possible to establish that at the

optimal point, the incremental cost (IC) function is defined by (3.3b).

∂L
∂Pi

=∇Ci(Pi)−η=0 i ∈ N (3.3a)

η=∇Ci(Pi) i ∈ N (3.3b)

The generation cost function for the i− th DG is stated in (3.4a) [59], where

ai, bi and ci are constant cost parameters defined in Section 3.6.2, and Pi is its

active power contribution. Therefore, by using (3.4a) in (3.3b), the IC for the

i− th DG is given by (3.4b).

Ci(Pi)=aiP
2

i +biPi+ci (3.4a)

ηi(Pi)=2aiPi+bi (3.4b)

The economic dispatch problem redistributes the power contribution of all

DGs to reach the same optimal dispatch point η (3.3b) (KKT stationary con-

dition), where η corresponds to the (unique) dual variable associated with

the demand-supply balance equation of the MG’s economic dispatch problem

(3.1b). Therefore, a distributed cooperative predictive scheme can be designed

that ensures the condition of ηi = ηj = η in steady state, where ηj is the IC of

neighbouring DGs. Note that this distributed scheme intrinsically meets the

demand-supply balance.

Based on the IC, a new distributed predictive cooperative control strategy is
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designed, aiming to provide an economic dispatch of active power and at the

same time regulating the frequency. This DMPC control strategy is based on

the work presented in [49]. It is worth noting that in [49] economic dispatch

is not considered. Also, in this first proposal the DMPC formulation for the

coupling between voltage regulation and reactive power sharing is not consid-

ered. However, the DAPI controller reported in [67] is used to solve for voltage

restoration and reactive power sharing.

3.3 Proposed DMPC scheme

The following explanations and mathematical analysis are made for the i− th

DG, as the analysis is analogous for the rest of the DGs. The proposed con-

troller neither depends on the MG’s electrical topology nor on adjacent phys-

ical measurements i.e. only the typical measurements at the output filter and

voltage observers are required. Therefore, the number of buses and distribu-

tion lines are irrelevant. At the DG’s output, an LCL filter is used, where

the second inductance (Li) is designed to ensure a predominantly inductive

impedance [63, 64], as shown in the electrical configuration of Fig. 3.1. This

allows the decoupling of active and reactive power and the implementation of

the classic droop controllers in the power converters [8].

To predict the power contribution of the i− th DG, the phase angle deviation

(δθi) between the local unit and the MG is determined [131]. For this, the

voltage measurement (Vi) at the output of the LC filter is used. Then using a

phase locked loop (PLL), its frequency (ωi) and phase angle (θi) are estimated.

In addition, the voltage (V̂ B
i ) at the connection bar node (after the coupling

inductances Li) is estimated by virtual meters based on non-linear reduced-

order observers to reduce the hardware, while the performance of the controller

is maintained. Then, the MG’s frequency (ω̂B
i ) and phase angle (θ̂Bi ) are

estimated using a PLL, as shown at the bottom of Fig. 3.1.

The voltage observer is based on [132], and its main advantage is its linear
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Figure 3.1: Distributed economic dispatch with frequency restoration for the i− th
DG

dynamic for the estimation error. Therefore, the observer gains can be tuned

via pole placement, improving the transient performance of the observer and

the convergence rate of the estimation error. It also has a low computational

burden. The basis of the observer is detailed as follows. The observer works in

the α−β framework. The estimated states are defined by V̂ B
α,i = Vmsin(θi) and

V̂ B
β,i = Vmcos(θi), where Vm depends on the abc−αβ transformation used. The

observer’s state space formulation is obtained from Kirchhoff’s voltage law,

whereas its inputs are the measured values of Vi and ii (at the LCL filter),

both in the α − β framework. A detailed explanation of the development of

the voltage observer is presented in the Appendix A.

The controller scheme for the i− th DG is depicted in Fig. 3.1. It is configured

as a voltage source converter (VSC) with its respective LCL output-filter. Two

control layers are highlighted. The primary control level (cyan box in Fig. 3.1)

is made up of ω − P and V −Q droop controllers, outer voltage (slower) and

inner current (faster) cascaded Proportional-Resonant (PR) controllers. The

voltage observer also operates at this control level.

At the secondary level (orange box in Fig. 3.1), the predictive controller for
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economic dispatch and frequency restoration is presented. This controller re-

ceives as inputs the local measurements/estimates (Pi(k), Vi(k), ωi(k), θi(k),

V̂ B
i (k), ω̂B

i (k), θ̂
B
i (k)) of the i− th DG unit and the results of the optimisation

problems of communicated neighbouring units Xp,ij. The controller has two

outputs, which are the frequency control action (vector ∆ωs,i) and the results

of the local optimisation problem Xp,i (vector of predicted values), both de-

fined in Section 3.5.3. Whereas the former passes through a discrete integrator

to ensure zero error in steady-state, the latter is sent via the communication

network. Note that both objectives of this proposal (frequency restoration and

economic dispatch) are achieved with the same control action ∆ωs,i. Next, the

dynamic models that rule the behaviour of the DMPC scheme are presented.

3.4 Dynamic models used for the design of the

DMPC strategy

3.4.1 Communication network model

As distributed control schemes require information exchange, a full-duplex

communication network is considered. This network allows the consensus ob-

jectives to be achieved through cooperation between the MG DGs [133]. To

accomplish a consensus objective, all distributed controllers must converge to

the same steady-state value, also known as a consensus value. This communi-

cation structure considers both latency and connectivity phenomena. Latency

represents the time interval (τij) for a data packet to be transmitted from

source to destination, whereas the connectivity is represented by the N × N

adjacency matrix A. The terms aij (3.5) of a non-negative A represent infor-

mation flow among DGs at time instant k.



Chapter 3. Dynamic models used for the design of the DMPC strategy 50

aij(k) =


1 Data from DGj arrives at DGi at k

0 Data from DGj does not arrive at DGi at k

0 j = i

(3.5)

where k = nTsec, n ∈ Z+, and Tsec is the sample time of the controller.

As the communication is bidirectional, the associated graph is undirected.

Thus, τij = τji and aij=aji [42, 133, 134]. A fully meshed communication

network can be used as primary setup; however, this topology can change as

long as at least one communication path exists between all DGs in the MG

(i.e., there is a spanning tree) [42, 133, 134]. An example of the adjacency

matrix of an MG with four DGs is depicted in Fig. 3.2. This matrix encodes

the communication topology of the MG.

Figure 3.2: Example of an MG with four DGs and its adjacency matrix

The adjacency matrix A is initialised at the beginning of the simulation based

on communication topology at that sample time. Then, this matrix is updated

(by verifying the communication links) at each sample time based on the in-

formation received on each DG from its directly communicating neighbouring

DG units. Note that each DG only knows (interacts with) its direct com-

munication links and not the entire network. Furthermore, an asynchronous

communication protocol is used; thus, no global clock is necessary to ensure

that the sharing of information is globally synchronised [135, 136].
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3.4.2 Dynamic models

To model the dynamics of the MG, the frequency at each node, along with the

active power flow, are considered. Since these variables are coupled, in this

work they are modelled using the droop (3.6), phase angle difference (3.7) and

power transfer (3.8) equations . In particular, the i− th DG unit is modelled

as the node at the output of its LCL filter, as shown at the bottom of Fig. 3.1.

The i− th DG is connected to the MG through the second inductance (Li) of

the LCL filter.

The droop model for frequency ωi(t) - active power Pi(t) for the local i − th

DG is presented in (3.6).

ωi(t) = ω0 +Mpω,iPi(t) + ωs,i(t) (3.6)

where ω0 is the nominal frequency, Mpω,i is the droop slope that defines the

linear relation between the frequency and the active power Pi(t), and ωs,i(t) is

the secondary control action (after the discrete-time integrator, see Fig. 3.1)

for the i-th unit. This relationship allows the DGs to interpret active power

changes in the MG by producing a frequency deviation; furthermore, through

this model, the primary and secondary control levels interact.

To determine the power contribution from the i− th DG to the MG, the phase

angle difference is determined. The phase angle difference (δθi) between the

local DG unit and the MG through a coupling inductance (Li) of the LCL

output filter is defined in (3.7) [131].

δθi(t) = θi(t)− θ̂Bi (t) =

∫ t

0

[
ωi(τ)− ω̂B

i (τ)
]
dτ (3.7)

where θi, ωi are the phase angle and frequency before the coupling inductance

(Li), and θ̂Bi and ω̂B
i are the phase angle and frequency after the coupling

inductance (Li), respectively.

The power transfer equation (3.8) is included to govern the active power con-

tribution from each DG unit to the MG.
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Pi(t) = BiVi(t)V̂
B
i (t) sin (δθi(t)) (3.8)

where Vi(t) and V̂ B
i (t) are the voltages before and after the coupling induc-

tance Li, and Bi = 1/(Li · ω0) [131]. Note that this model only requires local

measurements and the estimation of the voltage (V̂ B
i ) after the coupling in-

ductance to predict the active power contribution. Therefore, the use of an

admittance matrix is avoided with this formulation, ensuring robustness in the

presence of changes in microgrid structure.

3.4.3 Discrete time models

Prior to defining the prediction models, a discretisation of the models in (3.6),

(3.7) and (3.8) is needed. These models are discretised using the forward Euler

method, where k = nTsec, n ∈ Z+, and Tsec is the sample time of the controller.

As integrators are placed at the output of the predictive controllers to ensure

zero error in steady-state (See Fig. 3.1) [45], the incremental operator (3.9) is

applied to (3.6); thus, the optimisation problem is expressed as a function of

the control action variation (∆ωs,i).

∆f(k) = [f(k)− f(k − 1)] (3.9)

Additionally, a Taylor expansion is applied around the measured/estimated

point {ωi(k), ω̂
B
i (k), Vi(k), V̂

B
i (k), δθi(k), Pi(k)} to linearise the power transfer

model (3.8). The resulting linear discrete models are shown in (3.10). A

detailed explanation of the discretisation and linearisation processes is given

in Appendix B. Note that having linear models ensures that the computational

burden will remain within the recommendations for the secondary control level.

ωi(k+1) = ωi(k)+Mpω,i[Pi(k+1)−Pi(k)]+∆ωs,i(k) (3.10a)

δθi(k+1) = δθi(k)+Tsec

[
ωi(k+1)−ω̂B

i (k)
]

(3.10b)

Pi(k+1) = Pi(k)+[δθi(k+1)−δθi(k)]BiVi(k)V̂
B
i (k)cos(δθi(k)) (3.10c)
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The models described in this section are included in the in DMPC strategy in

the following section.

3.5 Formulation of the distributed model pre-

dictive control

Unlike [43, 49, 67], where the aim was that all generation units contribute

to the power-sharing of active power proportionally to their maximum power

rating, in this work, a more cost-effective formulation is proposed that meets

the economic dispatch, where the most economical generation units are the

ones that contribute most to the power-sharing as long as power limits are not

exceeded. Additionally, this proposed controller restores the MG frequency to

its nominal value.

DMPC uses the discrete-time model of the system, presented in (3.10), to pre-

dict the behaviour of the DGs over a prediction horizon (Ny), and a sequence

of control actions (Nu) is calculated through a numerical optimisation prob-

lem that minimises a cost function (see (3.11) in Section 3.5.1). The predicted

sequences for the variables and control actions are contained in the vector Xi

(defined in Section 3.5.3), which is the solution to the optimisation problem.

Only the first control action is applied to the system, and the optimal control

problem is repeated at each sample time with updated measures[45]. A chal-

lenge in the implementation of MPC strategies at the secondary control level

is the definition of an optimisation problem with a low computational bur-

den which can be solved in a short sample period [46, 49]. The optimisation

problem and how it is solved are detailed in the next section.

3.5.1 Cost function

The multiobjective cost function is stated in (3.11) and is composed of three

weighted terms, where each term seeks a specific objective.
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Ji(k)=

Ny∑
m=1

λ1i(ωi(k+m)−ω0)
2+

Nu∑
m=1

λ2i(∆ωs,i(k+m−1))2

+
N∑

j=1,j ̸=i

Ny∑
m=1

λ3iaij(k)(ηi(k+m)−ηj(k+m−τ̂ij))2
(3.11)

The first term represents the restoration of the average frequency (ωi) to its

nominal value, which is calculated only with the information communicated

from other DGs. The second term penalises the control action sequence re-

quired to carry out (at the same) time both the regulation and consensus

objectives; note also, the overshoot and settling time are adjusted with this

term. The third term achieves the economic dispatch through a cooperative

consensus over the predicted ICs between the local DG and the neighbouring

(communicating) DGs. Therefore, the condition ηi = ηj = η in steady state

is enforced within the cost function. The terms λ1i, λ2i and λ3i are the tuning

parameters explained in Section 3.6, and τ̂ij is the estimation of the commu-

nication delay, which is assumed to be one sample period at the secondary

level.

3.5.2 Predictive models and constraints

The set of equations of (3.10) is generalised in (3.12) to predict the response

of the i− th DG at k+m steps ahead, where m ∈ Z+. Note that although the

coefficients produced in the linearisation are updated each sample time, they

are constant during the optimisation.

ωi(k+m)=ωi(k+m−1)+Mpω,i[Pi(k+m)−Pi(k+m−1)]+∆ωs,i(k+m−1)

(3.12a)

δθi(k+m)=δθi(k+m−1)+Tsec

[
ωi(k+m)−ω̂B

i (k)
]

(3.12b)

Pi(k+m)=Pi(k)+[δθi(k+m)−δθi(k)]BiVi(k)V̂
B
i (k)cos(δθi(k)) (3.12c)

In addition to the previous models, a set of operational constraints are included

in the DMPC formulation. These are equality constraints to ensure appropri-
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ate performance of the controller and inequality constraints to guarantee the

solution is within the equipment power ratings of each DG.

Equation (3.13a) represents a local average frequency approximation (ωi). This

average is calculated with only the information communicated from the other

DGs (ωj), which is determined by the adjacency term aij. Also, the term

τ̂ij is the estimate of the time-delay. These two terms provide robustness

against communication failures and latency effects, respectively. The termi-

nal constraint (3.13b) is included to guarantee convergence of the distributed

predictive scheme to the tracked value (nominal frequency) at the end of the

prediction horizon Ny [47].

ωi(k+m)=

ωi(k+m)+
N∑
j=1

aij(k)ωj(k+m−τ̂ij)

1+
N∑
j=1

aij(k)

(3.13a)

ωi(k+Ny)=ω0 (3.13b)

The generalisation of the incremental cost (IC) model for the prediction horizon

is expressed in (3.14). This term is used in the cost function to achieve the

economic dispatch of DGs, as will be shown in (3.11).

ηi(k +m) = 2aiPi (k +m) + bi (3.14)

Finally, the active power contribution of the i−th DG is limited to its physical

maximum power rating through the inequality constraint (3.15); hence, the

space solution is bound.

Pi,min(k) ≤ Pi(k +m) ≤ Pi,max(k) (3.15)

Note that the control action variation (δωs,i) will be zero after the frequency

regulation and incremental cost consensus objectives have been met when the

DG is in steady-state. At this point, the cost function will take the value of

zero. Moreover, as no constraints are associated with the control action, the

desired objectives will always be achieved. Additionally, because a terminal
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restriction for frequency regulation is incorporated (3.13b), the controller’s

convergence is ensured. By imposing this terminal constraint, the controller

is forced to follow the reference during a sufficiently large horizon (Ny). The

main notion is that if a feasible solution can be established and the prediction

horizon (Ny) is large enough to cover the transient of the output variables,

the cost function is monotonically decreasing and can be understood as a

Lyapunov function, which would provide stability [47, 85]. Moreover, it

can also be shown that the problem will be feasible in the next iteration.

Therefore, considering that the optimisation problem is always feasible and its

convergence is guaranteed, it is possible to state that the controller will remain

stable.

3.5.3 Formulation of the quadratic programming

The proposed DMPC comprises a quadratic cost function, linear equality con-

straints and linear inequality constraints; thus, it is convex and can be syn-

thesised in a canonical quadratic programming (QP) formulation. Due to the

convexity of the proposed controller, the global minimum can be achieved.

The cost function (3.11) with its respective equality and inequality constraints

(3.12)-(3.15) are included in a QP formulation (3.16) via the matrices/vectors

Hi, Ai, Bi, Aeq,i, Beq,i, Fi.

minimise
Xi

Ji(k) :=
1

2
XT

i HiXi + F T
i Xi

subject to AiXi ≤ Bi

Aeq,iXi = Beq,i

(3.16)

The output of the QP problem is (3.17), where the set of predicted variables

is contained in Xp,i (3.18) and the optimal control sequence is given by X∆,i

(3.19). Note that thanks to the distributed structure of the controller, the

number of predicted variables is fixed. Therefore, the computational burden

does not increase when new DGs are introduced into the MG. This is of high

importance for the scalability of control techniques at the secondary control
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level.

Xi ={Xp,i,X∆,i} (3.17)

Xp,i ={ωi(k +m), ωi(k +m), δθi(k +m),

Pi(k +m), ηi(k +m)}Ny

m=1

(3.18)

X∆,i = {∆ωs,i(k +m− 1)}Nu
m=1 (3.19)

Following the principle of MPC, only the first predicted control action of

X∆,i is applied in the frequency-active power droop controller, i.e. ∆ωs,i(k).

The optimisation is then repeated each sample time with updated measure-

ments/estimations. Moreover, the predictions (Xp,i) are shared to achieve the

cooperative objectives.

To compute the QP problem (3.16), the QPKWIK algorithm is used, which

is a stable variation of the classic active-set method [137]. This solver is able

to generate C++ code to run on the experimental setup. The methodology

to solve the DMPC scheme is described in Algorithm 1, which details all the

necessary steps to achieve the cooperative objectives.

Algorithm 1 DMPC solution for DGi

Inputs: Measurements and estimations:{ωi(k), ω̂B
i (k), Vi(k), V̂ B

i (k),
δθi(k), Pi(k)}
Received information:Xij , ∀j = {1, ..., p}

Outputs: Xi,∆ωs,i(k)
Initialisation :

1: Compute matrix/vector coefficients of Hi, Ai, Bi, Aeq,i, Beq,i, Fi

2: for every k do
3: Compute adjacency terms aij according to the received information.
4: According to the received information, compute the sum of frequency and incremental cost from

(3.13a) and (3.11).
5: Update matrices/vector Hi, Ai, Bi, Aeq,i, Beq,i, Fi from (3.16) according to the results of step 4 and

the measurements/estimations {ωi(k), ω̂B
i (k), Vi(k), V̂ B

i (k), δθi(k), Pi(k)}.
6: Solve QP problem using QPKWIK algorithm.
7: if Xi is feasible and t < k + Tsec then
8: Extract ∆ωs,i(k) from Xi.
9: else

10: ∆ωs,i(k) = 0.
11: end if
12: Update controller outputs and send Xi to neighbour DGs if it is feasible
13: end for
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3.6 Experimental results

3.6.1 Experimental MG configuration

The performance of the proposed DMPC control strategy was assessed in a

case study using the experimental MG configuration illustrated in Fig. 3.3a.

This experimental MG was built in the MGs Control Lab at the University

of Chile1. The DGs are emulated by real-time controlled power units from

the Triphase® company, part of National Instruments. The MG comprises

three ac DG units, which are emulated by the PM15F120 (DG1 and DG2) and

PM5F60 (DG3) Triphase®, as shown in Fig. 3.3b. Each DG unit is controlled

by a real-time target (RTT) computer, in which the DMPC control algorithm

is uploaded. Table 3.1 presents the MG electrical parameters. Furthermore,

Table 3.2 and Table 3.3 present the DG parameters, including their operating

costs which were obtained from [16]. In Table 3.3, ai, bi and ci are the constant

generating cost parameters used in the quadratic cost function (3.4b). These

parameters represent the generating cost of the DGs and their operating point

efficiency.

1https://www.die.cl/sitio/home/investigacion/laboratorios/laboratorio-de-control-de-
micro-redes/
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Figure 3.3: a) MG Diagram, b) Experimental MG setup



Chapter 3. Experimental results 60

Table 3.1: MG electrical parameters

Parameter Description Value

Tprim[s] Primary level sample period 1/16E3

Z1 [Ω] Load 1 35 (0.64 KW)

Z2 [Ω] Load 2 15 (1.5 KW)

Z3 [Ω] Load 3 22 (1.02 KW)

Li [mH] Coupling inductance 2.5

Lij [mH] Distribution line inductance 2.5

ω0 [rad/s] Nominal frequency 100π

V0 [V] Nominal voltage (peak) 150

ωc [rad/s] Droop controller cutoff frequency 2π

Table 3.2: Power ratings and droop slopes

Parameter Description DG1-DG3

Pmax [Kw] Maximum power rating 2.1

Mpω
rad
sW

P − ω droop coefficients -2.38E-4

Mqv
V

V AR
Q− V droop coefficients -4.8E-3

Table 3.3: DG operating costs

Parameter DG1 DG2 DG3

a[$/kW 2] 0.264 0.4 0.5

b[$/kW ] 0.067 0.1 0.125

c[$] 0 0 0

3.6.2 Design parameters and test scenarios used to eval-

uate the DMPC

Table 3.4 presents the DMPC design parameters and weighting factors. All the

design parameters were selected aiming to reduce the overall computational

burden. This is because the computational burden increases significatively

with the sample time, and the prediction and control horizons [47]. While

the sample time was selected considering the open loop rise time (Tr = 0.7s)

of the MG’s frequency (operating with only the primary control enabled) as

Tsec = 0.7/14 = 0.05s [86], the prediction and control horizons were selected
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as 5 samples because with these values, the traffic over the communication

network is reduced. The minimum estimated delay corresponds to one sample

period at the secondary level sample time.

The weighting factors were tuned following the guidelines in [89], i.e., looking

for a trade-off between the control objectives and, if needed giving more im-

portance to one objective compared to the rest of the objectives. The load

changes scenario was used to tune the controller. Note that this scenario

does not consider failures such as communication delays/failures and topology

changes. However, the results show that the proposed controller achieves good

performance even when these issues occur in the MG. First, the weight related

to the control action variation (λ2i) was highly penalised for avoiding unde-

sired behaviours in the DGs. Then, as frequency regulation is the main task

of the secondary control level, the weight associated with this objective (λ1i)

was fixed. Finally, the weight associated with the incremental cost consensus

(λ3i) was established.

Note that the latter weight is smaller than the other weights. This is because

the incremental cost consensus depends on the active power, which is larger

than the frequency. Therefore, a smaller weighting factor is needed to make

this objective comparable to the other objectives. It is worth highlighting that

these weighting factors will not affect the steady-state solution of the controller.

Indeed they are only related to the convergence speed of the objectives.

Table 3.4: Controller parameters and weights

Parameter Description Value

Tsec [s] Controller sample time 0.05

τ̂ij [s] Estimated communication delay 0.05

Ny Prediction horizon 5

Nu Control horizon 5

λ1i [(
s

rad
)2] Average frequency error 18.5E2

λ2i [(
s

rad
)2] Frequency control action 4.7E4

λ3i [(
1
W
)2] Active power dispatch 1.01E-4
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The controller was tested under four scenarios using the experimental MG,

shown in Fig. 3.3. The first scenario presents the DMPC’s performance when

the MG experiences load changes. The second scenario shows the behaviour of

the MG when there are latency effects over the communication network. The

third scenario shows the effects of a failure in the communication network.

Finally, the last scenario validates the robustness in the presence of changes

in microgrid structure, where DG2 is disconnected and reconnected from/to

the MG. These four test scenarios were selected because these are the most

common phenomena that a controller at the secondary level confronts [49,

135]. A distributed controller has to perform well against communication

issues, such as communication delays and failures. In addition, the possibility

of disconnecting and reconnecting DGs to the MG without changes in the

programming of the controllers is essential. Moreover, as voltage restoration

and reactive power sharing are not the focus of this first proposal, their results

are presented just for the base case.

3.6.3 Scenario I (base case) - Load changes

This scenario presents the performance of the proposed controller in the MG

when there are several load impacts. During the whole test, the adjacency

matrix is not changed and is represented by (3.20).

A(k) =


a11 a12 a13

a21 a22 a23

a31 a32 a33

 =


0 1 1

1 0 1

1 1 0

 (3.20)

The test starts with the primary control enabled (internal loops and droop

control) and two loads connected (Z1 and Z2) at different nodes to observe

that without the DMPC controller, the DG units share active power equally

(see Fig. 3.4a before 10s) and the frequency deviates from its nominal value

(see Fig. 3.4c before 10s) with an operating cost of 0.8293 $/h (American

dollars/hour), shown in Fig. 3.4d (before 10 s).
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Figure 3.4: Load changes - base case: a) Active power contribution, b) Incremental
cost consensus, c) Frequency regulation, d) Total operation cost

At t = 10s, the secondary controller is enabled, so the active power is redis-

tributed, as observed in Fig. 3.4a, and the frequency is restored to its nominal

value, as observed in Fig. 3.4c. Once the controller is enabled the active power

is redispatched according to the DG’s operating costs in Table 3.3 via the con-

sensus over the incremental cost (η), as shown in Fig. 3.4b. The operating

cost is reduced from 0.8293 $/h to 0.7696 $/h. This cost reduction may seem

small in monetary terms due to the small size of the MG; however, it could

be significant in percentage terms in a larger MG. Indeed the reduction cost

is 7.2%. As DG1 is the least expensive unit, it takes the majority of the load

followed by DG2, which has an intermediate cost. Furthermore, DG3 takes the

lowest load as it is the most expensive unit to operate. At 30 seconds, the MG

is subjected to its total load (i.e. Z3 is connected). Finally, the loads Z3 and

Z2 are disconnected at t = 50 and t = 70, respectively. Fig. 3.4a, Fig. 3.4b and

Fig. 3.4c show that during all the load perturbations the controller provides

a smooth response without large overshoots and with a settling time below

3 seconds for both objectives. Moreover, the proposed DMPC reduces the

operating cost (as shown in Fig. 3.4d) during the entire test.

In addition, it is shown that the proposed DMPC controller does not affect the

performance of the DAPI controller for normalised reactive power sharing and

voltage restoration, as shown in Fig. 3.5a and Fig. 3.5b, respectively. It is worth
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noting that there is better regulation of voltage than reactive power sharing.

This is because these two objectives are opposed in the DAPI controller [67],

and more weight was given to regulation of voltage.
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Figure 3.5: Load changes - base case: a) Reactive power contribution, b) Voltage
regulation

3.6.4 Scenario II - Communication delay

This test presents the performance of the proposed controller when there is

a constant delay (τij) in all links of the communication network, whilst the

estimated delay (τ̂ij) is kept constant at one sample, as shown in (3.13a) and

(3.11). For each test, the same load perturbations of scenario I are applied.

Two cases were considered: a) small time-delay (τij=0.25s) and b) large time-

delay (τij = 1s). Note that the worst-case scenario represents a delay of 20

samples, which is four times the prediction horizon Ny. These values for the

delays were obtained from related works published in the literature [16, 17].

These works establish that for the operating time of the secondary control level

a time delay of 1 second is considered as a large delay. Moreover as this delay is

in the whole communication network, this is the worst possible scenario. This

is because the dynamic response of the controller will depend on the largest

delay.

The results of the controller performance are presented in Fig. 3.6. The fre-

quency restoration is the most affected variable when communication delays

are present. Fig. 3.6a and Fig. 3.6b show the frequency of each DG for the

cases of small time-delay (τij=0.25s), and large time-delay (τij=1s), respec-

tively. It is observed that the larger the time-delay the larger the overshoot
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and settling time. However, these two parameters are still small, even for

the worse case-scenario, i.e. for (τij=1s) the overshoot is negligible (less than

0.3%) and the settling time is below ten seconds.
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Figure 3.6: Communication delays: a) Frequency regulation for τij = 0.25s, b)
Frequency regulation for τij = 1s, c) Active power contribution for τij = 0.25s, d)
Active power contribution for τij = 1s, e) Incremental cost consensus for τij = 0.25s,
f) Incremental cost consensus for τij = 1s

The active power dispatch for the same two time-delays is presented in Fig. 3.6c

Fig. 3.6d, while the IC consensus for both time-delays is shown Fig. 3.6e

Fig. 3.6f. For both variables, it is observed that the settling time is practically

unaffected; even in the worst case (τij=1s), the settling time is lower than five

seconds. The overshoot slightly increases, as the time-delay increases. This is

seen most when the controller is activated; nevertheless, it is still negligible.

From these results, it is possible to establish that the DMPC is robust against

communication delays over and above the prediction horizon. This is because

the DMPC uses the rolling horizon property, which determines the appropriate

control sequence even with past information from neighbouring DGs [46].
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3.6.5 Scenario III - Communication link failure

To analyse the performance of the controller against communication link fail-

ures, the following test was carried out. The test begins with two loads con-

nected at different nodes (Z1 and Z2). At t = 10s, the controller is enabled.

A communication failure is forced at t = 30s between DG1 and DG2, so the

adjacency matrix is modified as shown in (3.21), and the control algorithm

identifies automatically the failure by calculating (3.13a) and (3.11) only with

the information received. Z3 is connected at t = 50s and disconnected at

t = 70s. Finally, the communication link is restored at t = 90s.

A(k) =


a11 a12 a13

a21 a22 a23

a31 a32 a33

 =


0 0 1

0 0 1

1 1 0

 (3.21)

The results are shown in Fig. 3.7. It is observed that the controller performance

is not impaired, and the control objectives are achieved. Therefore, the DMPC

strategy is robust against communication failures. Nevertheless, the transient

response is different, specifically, the settling time is increased to nearly ten

seconds. This is because the communication matrix (A) is not complete (3.21),

and the control objectives are directly related to known information from the

neighbouring DGs. A detailed explanation of the effects of the communication

network on the controller performance is presented in Section 5.5.3 and Section

5.7.1.
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Figure 3.7: Communication failure: a) Active power contribution, b) Incremental
cost consensus, c) Frequency regulation, d) Total operation cost

3.6.6 Scenario IV - Robustness in the presence of changes

in microgrid structure

This test presents the controller’s response when an unscheduled failure occurs

in a specific DG. The test starts with two loads connected at t = 0s (Z1 and

Z2) and the controller is enabled and at t = 10s, where the adjacency matrix

is represented by (3.20). At t = 30s DG2 is taken out of service, i.e. DG2 is

disconnected from both the electrical system and the communication network.

Thus, the adjacency matrix is modified as shown in Fig. 3.8c at t = 30s. The

MG continues operating with DG1 and DG3 connected. Next at t = 50s, the

total load is connected. At t = 70s, after a synchronisation routine, DG2 is

reconnected to the MG. Finally, Z3 is disconnected at t = 90s.

Note that althoughDG2 is disconnected from the MG, it is not turned off. Only

its secondary control is disabled, but its primary control continues operating.

When DG2 is disconnected or reconnected the adjacency matrix is updated,

and the remaining controllers identify this failure by calculating (3.13a) and

(3.11) only with the information received. Therefore, the remaining DG units

optimise the consensus terms with only the operating units.

Fig. 3.8a presents the active power contribution. It is observed that when

DG2 is disconnected although both DG units increase their contributions,
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Figure 3.8: Robustness in the presence of changes in microgrid structure: a) Active
power contribution, b) Incremental cost consensus, c) Frequency regulation, d) Total
Operation cost

DG1 takes the majority of the load; however, its maximum power rating is

not exceeded. Fig. 3.8b shows that the IC consensus is achieved during all

the disturbances. However, when DG2 is disconnected the MG operating cost

increases (see Fig. 3.8b at t = 30s). This is because DG3, which is the most

expensive, increases it power contribution. Similarly, Fig. 3.8b presents the

frequency restoration. It is observed that the operating DGs restore the fre-

quency adequately during the whole test without overshoots or long settling

times. Therefore, the proposed DMPC scheme is robust in the presence of

changes in microgrid structure and always respects the physical power rating

of the DGs.

3.7 Discussion

This Chapter presented a novel distributed predictive control strategy to cope

with economic dispatch and frequency regulation for isolated ac microgrids.

The proposed controller is able to maintain frequency regulation and economic

dispatch simultaneously, respecting the maximum power limits of each DG

unit. The proposed strategy achieves the economic dispatch of DGs in a dis-

tributed fashion through the incremental cost consensus concept. Moreover,
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the proposed strategy considers only the communication links between neigh-

bouring communicated DGs.

The dynamic performance of the controller is evaluated experimentally and

discussed under four test scenarios. The controller effectively tackles the dis-

connection and reconnection of DGs and communication link issues, i.e., com-

munication delays and communication failures. It is verified that the rolling

horizon property of the DMPC scheme provides robustness against large com-

munication delays. Moreover, the distributed structure of the controller pro-

vides robustness against communication link failures.

This proposed strategy and its experimental validation were presented in the

journal paper:

A. Navas-Fonseca, J. S. Gomez, J. Llanos, E. Rute, D. Saez, and M. Sumner,

“Distributed Predictive Control Strategy for Frequency Restoration of Micro-

grids Considering Optimal Dispatch,” in IEEE Transactions on Smart Grid,

vol. 12, no. 4, pp. 2748-2759, July 2021, doi: 10.1109/TSG.2021.3053092,

[Q1-IF 8.960 - published ].

The following chapter formulates the application of the DMPC strategy for

the operation of hybrid ac/dc microgrids and the inclusion of voltage and

reactive power control in the proposed predictive control strategy for ac DGs.

For the operation of hybrid ac/dc MGs (H-MGs), predictive models and cost

functions for the control of dc DGs and interlinking converters (ILCs) need to

be developed. Additionally, new models and additional objectives are included

in the formulation for ac DGs to control reactive power and voltage restoration.

A detailed explanation of the DMPC scheme for the operation of H-MGs is

provided in the following chapter.



Chapter 4

DMPC scheme for frequency

and voltage regulation within

bands and the economic

dispatch of active and reactive

power for hybrid ac/dc

microgrids

4.1 Introduction

In this Chapter, the distributed model predictive control (DMPC) strategy is

proposed for the economic dispatch of active and reactive power and frequency

and voltage regulation within bands for isolated hybrid ac/dc microgrids (H-

MGs). In this DMPC scheme, all the DGs of the H-MG can achieve active

power economic dispatch while the DGs of the ac sub-MG can also provide

reactive power economic dispatch. In contrast to the previous approach, the

frequency and ac voltage on the ac sub-MG and the dc voltage on the dc

sub-MG are regulated within secure bands through the use of soft constraints.

70
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Additionally, equipment operating constraints are not exceeded.

The main challenge for this chapter is to design the local dynamic models

and cost functions of ac generators, dc generators and interlinking converters

(ILCs) to tackle these objectives simultaneously. A local prediction model is

included in each DMPC to predict its future behaviour, i.e., droop control, and

active and reactive power transfer models. Moreover, the DMPC strategy has

to be able to recognise and update its calculations when the MG is subject to

external phenomena such as, communication delays, communication failures

and the disconnection/reconnection of DGs and ILCs.

This chapter is organised as follows: Section 4.2 presents the derivation of the

incremental cost from the usual centralised economic dispatch for H-MGs. In

a similar fashion, Section 4.3 shows the derivation of the reactive marginal

cost (RMC). Section 4.4 describes the communication structure of the H-MG.

Section 4.5 introduces the proposed strategy for ILCs. Then, the DMPC for-

mulation for ILCs is described in Section 4.6. The proposed strategy for dc

DGs is presented in Section 4.7, and its DMPC formulation is detailed in Sec-

tion 4.8. The proposed strategy for ac DGs is presented in Section 4.9, and

its DMPC formulation is described in Section 4.10. The simulation setup and

validation tests are explained in detail in Section 4.11. Finally, Section 4.12

summarises the main benefits of the proposed strategy.

4.2 The active power economic dispatch prob-

lem

The usual centralised approach to economically dispatching active power in

an H-MG can be expressed as the optimisation problem in (4.1) [21]. The

objective function minimises a quadratic cost function subject to the power

balance constraint with P = {Pi : i ∈ Nac ∪ Ndc}, where Nac and Ndc are the

sets of ac and dc DGs, respectively. Pi is the active power contribution of DG
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i. The aggregated active power load on the ac and dc sub-MGs are P ac
D and

P dc
D , respectively. The quadratic cost function for DGi is expressed in (4.2),

where ai, bi and ci are the cost coefficients of DGi, defined in Section 4.11.

minimise
P

∑
i∈Nac∪Ndc

Ci(Pi) (4.1a)

subject to

∑
i∈Nac∪Ndc

Pi=P
ac
D +P dc

D (4.1b)

Ci(Pi) = aiP
2

i + biPi + ci (4.2)

However, as demonstrated in [17–19, 44], this optimisation problem when op-

erated in a centralised framework is susceptible to a single-point-of-failure and

has a high computational burden if it is solved using a centralised approach.

For these reasons, a distributed controller is a more reliable and secure solu-

tion. The optimisation problem of (4.1) can be expressed in a distributed way

through the incremental cost criterion [16, 17, 20]. Following the same proce-

dure explained previously for ac MGs in Section 3.2, the Lagrangian function

of (4.1) can be expressed as follows.

L (Pi, η) =
∑

i∈Nac∪Ndc

Ci (Pi)

+ η

P ac
D + P dc

D −
∑

i∈Nac∪Ndc

Pi

 (4.3)

∂L (Pi, η)

∂Pi

= 0 ⇐⇒ η =
∂Ci (Pi)

∂Pi

, i ∈ Nac ∪ Ndc (4.4)

From the stationary condition (4.4), the incremental cost (IC) or Lagrange

operator η can be obtained. To accomplish the economic dispatch of active

power in the H-MG, all DGs must achieve the same IC, i.e., η = ηi = ηj where

i, j ∈ Nac ∪ Ndc.
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4.3 The reactive power economic dispatch prob-

lem

As the total generation costs of ac DGs are associated with both the active

and reactive power supplied, it is necessary to co-optimise the production of

reactive power in the ac sub-MG [138]. For this purpose, similar to the IC

principle described in Section 4.2, the reactive marginal cost (Ψi) in (4.5) is

proposed to minimise the production of reactive power in a distributed fashion

[112, 113].

Ψi = 2a′i Si,res Qi + b′i i ∈ Nac (4.5)

where Qi is the reactive power of ac DG i and Si,res is the residual apparent

power capacity of the i − th ac DG as a function of its rated capacity, i.e.,

Si,res = (Si,max − Si)/Si,max. The cost coefficients a′i = ai sin
2(ϕ) and b′i =

bi sin(ϕ) depend on the active power cost parameters ( defined in Section 4.11)

and the power factor angle ϕ. To accomplish the economic dispatch of reactive

power in the ac sub-MG, all ac DGs must achieve the same reactive marginal

cost (RMC), i.e., Ψ = Ψi = Ψj where i, j ∈ Nac. Based on the principles of

incremental cost (IC) and reactive marginal cost (RMC), a novel cooperative

DMPC strategy is proposed. This strategy minimises the operational costs

of both active and reactive power while the frequency and voltage variables

on the H-MG are regulated within predefined bands. The development of the

distributed predictive strategies for ILCs, dc DGs and ac DGs is explained in

detail in the following sections.

4.4 Communication structure

Although ac DGs, dc DGs and ILCs have different operating principles, they

can interact with each other [43]. In this way, information can be shared glob-

ally to achieve cooperative control objectives via a fully-meshed communication
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network. Consider an H-MG composed of a set of N nodes (DGs or ILCs),

where N = Nac ∪ Ndc ∪ NILC. The subsets of ac DGs, dc DGs, and ILCs are

represented for Nac = {1, ..., Nac}, Ndc = {1, ..., Ndc}, and NILC = {1, ..., NILC},

respectively. Each node (DG or ILC) includes a model of the full-duplex

communication network. This model considers both latency and connectivity

issues. Latency (represented in sampling periods) is characterised as the end

to end communication delay (τij), i.e., total time for a data packet to be trans-

mitted from source to destination. Connectivity represents the information

flow among nodes at time instant k and is stated by the N × N non-negative

adjacency matrix A (defined in Section 4.11). The entries aij of the adjacency

matrix A are 1 if there is communication between node j and node i at time

instant k or 0 otherwise, where k = nTsec, n ∈ Z+, and Tsec is the DMPC

sample time.

As a full-duplex communication network is used, the associated communication

graph is undirected. Thus, τij = τji and aij=aji [42]. We consider that the

undirected graph in this work is connected, which implies that there must

be at least one communication path between any two nodes (i.e., there is a

spanning tree). Therefore, the H-MG’s topology can vary as long as there is

at least one communication path between all its nodes.

4.5 Proposed DMPC scheme for interlinking

converters (ILCs)

As stated in the introduction section, ILCs transfer active power bidirectionally

between the ac and dc sub-MGs. In this way, to achieve the economic dispatch

of active power in an H-MG, the ILC should equalise the incremental costs

(ICs) of both sub-MGs, i.e., the condition ηaci = ηdcj = η must hold, where

i ∈ Nac ∧ j ∈ Ndc and η is the optimal IC value. The control diagram of the

ILCh with h ∈ NILC is shown in Fig. 4.1.
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Figure 4.1: Control diagram of DMPCi for ILCs.

Two control levels are distinguished. As a back-to-back configuration is used

for each ILC, the primary level comprises a current controller on both ac and

dc sides. The proposed DMPC is presented at the secondary level (orange box

in Fig. 4.1). The DMPC receives as inputs the local active power measurement

(P ILC
h ) and the active power predictions of communicated ac DGs, dc DGs,

and ILCs. The controller has two outputs, which are the active power variation

(vector ∆P ILC
h ) and the results of the local optimisation problem XILC

p,h (vector

of predicted values), both defined in Section 4.6.1. The former passes through

a discrete integrator to ensure zero error in steady-state, Whereas the latter is

sent via the communication network. Furthermore, the ILCs can be connected

to any electrical node in the H-MG as they share information with the DGs of

both sub-MGs.

4.5.1 Dynamic models used for the design of the con-

troller for interlinking converters

Considering that the losses in ILCh are negligible, the power contribution

(P ILC
h,i ) to ILCh from the i − th ac DG (P ac

i ) can be computed as (4.6a).
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Similarly, the power contribution (P ILC
h,j ) to ILCh from the j− th dc DG (P dc

j )

can be calculated as (4.6b).

P ac
i (k) = P ac

i (k − 1) + P ILC
h,i (k − 1) ∀ i ∈ Nac (4.6a)

P dc
j (k) = P dc

j (k − 1)− P ILC
h,j (k − 1) ∀ j ∈ Ndc (4.6b)

These models are the basis for determining the power transference for each

ILC that comprises the H-MG. Note that (4.6a) considers that the ac sub-MG

is receiving active power form the dc sub-MG through the ILC, whilst (4.6b)

considers that the dc sub-MG is providing power to the ac sub-MG through

the ILC.

4.6 Formulation of the DMPC for ILCs

The following explanations and mathematical analysis is performed for the h−

th ILC, as the analysis is analogous for the rest of the ILCs. The optimisation

problem with its cost function and constraints are described in Section 4.6.1

and Section 4.6.2, respectively. The predicted variables and control actions

sequence of this optimisation problem are contained in the vector XILC
h (defined

in Section 4.6.2), which is the solution to the optimisation problem (4.7).

Only the first control action is applied to the system, and the optimal control

problem is repeated at each sample time with updated measures[45]. The

optimisation problem and how it is solved is detailed in the next section.

4.6.1 Cost function

The cost function of the DMPC scheme for ILCh is composed of three terms

and is described in (4.7) where Ny and Nu are the prediction and the control

horizons, respectively.
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J ILC
h (k) =

Nu∑
k=1

λ1h(∆P
ILC
h (k +m− 1))2

+
∑
i∈Nac

∑
j∈Ndc

Ny∑
k=1

λ2hahi(k)ahj(k)
(
ηaci (k +m− τ̂hi)− ηdcj (k +m− τ̂hj)

)2
+
∑

l∈NILC

Ny∑
k=1

λ3hahl(k)

(
P ILC

h (k +m)

P ILC
hmax

− P ILC
l (k +m− τ̂hl)

P ILC
lmax

)2

(4.7)

The first term penalises the variation of the control action sequence to minimise

the control effort and improve the controller’s transient behaviour. The second

term equalises the ICs of the sub-MGs by transferring power from the the most

economical side to the most expensive side. When all DGs achieve a consensus

on the IC, the economic dispatch equilibrium is reached. This objective is

strengthened in each DG controller, as will be explained in Section 4.7 and

Section 4.9. The third term ensures that when there are multiple ILCs, the

power transferred per ILC is proportional to its maximum power rating with

l ∈ NILC, thus, avoiding overloading the ILCs. The terms λ1h to λ3h are

positive tuning parameters explained in Section 4.11. Note that the consensus

objectives (economic dispatch of DGs and power sharing of ILCs) are updated

only with the predicted information from neighbouring agents (connected),

represented by the terms ahi(k), ahj(k) and ahl(k), and the estimated delays

τ̂hi, τ̂hj and τ̂hl.

4.6.2 Prediction models and constraints

The set of prediction models included in the DMPC scheme of ILCh are de-

scribed as follows. The previous discrete time models of (4.6) are generalised

for k +m steps ahead in (4.8a) and (4.8b), where m ∈ Z+. Additionally, the

incremental operator (3.9) is applied to derive the power contributions as a

function of their variation (∆P ILC
h,i ).

P ac
i (k +m) =2P ac

i (k +m− 1)− P ac
i (k +m− 2)

+ ∆P ILC
h,i (k +m− 1) ∀ i ∈ Nac

(4.8a)
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P dc
j (k +m) =2P dc

j (k +m− 1)− P dc
j (k +m− 2)

− ∆P ILC
h,j (k +m− 1) ∀ j ∈ Ndc

(4.8b)

To obtain the active power reference variation (∆P ILC
h ) for ILCh, the power

contributions from each communicated DG are added in (4.9a). Where the

terms aih(k) and ajh(k) represent the communication from the ac DGi and

from the dc DGj to ILCh, respectively. A discrete time integrator is used to

obtain the power reference for ILCh, ensuring zero error in steady-state, as

shown in Fig. 4.1. Note that P ILC
h > 0 indicates that power is flowing from

the dc sub-MG to the ac sub-MG. Conversely, P ILC
h < 0 indicates that power

is flowing from the ac sub-MG to the dc sub-MG.

∆P ILC
h (k +m− 1) =

∑
i∈Nac

aih(k)∆P
ILC
h,i (k +m− 1) =

∑
j∈Ndc

ajh(k)∆P
ILC
h,j (k +m− 1)

(4.9a)

The incremental cost (IC) models for ac DGs and dc DGs are presented in

(4.10a) and (4.10b), respectively.

ηaci (k +m) = 2aiP
ac
i (k +m) + bi ∀ i ∈ Nac (4.10a)

ηdcj (k +m) = 2ajP
dc
j (k +m) + bj ∀ j ∈ Ndc (4.10b)

Finally, the ILC’s maximum active power rating model is included in (4.11) to

guarantee that the power reference required is within the equipment limits of

ILCh.

P ILC
h,min ≤ P ILC

h (k +m− 1) ≤ P ILC
h,max (4.11)

The proposed DMPC comprises a quadratic cost function (4.7), linear equality

constraints and linear inequality constraints (4.8)-(4.11); thus, it is convex and

can be synthesised in a canonical quadratic programming (QP) formulation.

Moreover, the methodology to solve the DMPC scheme is similar to the one
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described in Algorithm 1. The optimisation vector of the QP problem, XILC
h in

(4.12), comprises the predicted variables XILC
p,h and the control decisions XILC

∆,h

presented in (4.13) and (4.14), respectively.

XILC
h ={XILC

p,h ,XILC
∆,h } (4.12)

XILC
p,h ={P ac

i (k +m), P dc
j (k +m), P ILC

h (k +m), ηaci (k +m), ηdcj (k +m)}Ny

k=1

(4.13)

XILC
∆,h = {∆P ILC

h (k +m− 1)}Nu
k=1 (4.14)

The predicted variables are sent to the communication network to achieve

the consensus objectives and the first control decision, ∆P ILC
h (k), is applied

to ILCh, after passing through an integrator (see Fig. 4.1). At each sample

time the optimisation problem is computed with updated measures ( forming

a rolling horizon) [47]. The following section explains the development and for-

mulation of the DMPC strategy for dc DGs, which interacts with the DMPCs

of the ILCs described in this section and the DMPCs of the ac DGs described

in Section 4.9.

4.7 Proposed DMPC scheme for dc Genera-

tors

The control scheme for the dc DGi is depicted in Fig. 4.2, where the primary

control (lower half) is based on P −V droop control [18, 43] and the proposed

DMPC scheme for secondary level is presented in the orange box. The local

measurements/estimates (P dc
i (k), V dc

i (k), V̂ dc,B
i (k)) and the results of the op-

timisation problems from connected neighbouring units are the inputs of the

DMPC. The controller has two outputs, which are the voltage control action

(vector ∆V dc
s,i ) and the results of the local optimisation problem Xdc

p,i (vector of

predicted values), both defined in Section 4.8.1. The former passes through a
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discrete integrator to ensure zero error in steady-state, Whereas the latter is

sent via the communication network.

Figure 4.2: Control diagram of DMPCi for dc DGs.

4.7.1 Dynamic models used for the design of the con-

troller for dc generators

To model the dynamics of the dc DGs, the voltage at each node, along with

the active power flow, are considered. Since these variables are coupled, in

this work, they are modelled using the droop (4.15) and active power transfer

(4.16) equations.

The droop model for P − V for the local i− th dc DG is given in (4.15).

V dc
i (t) = V dc

0 +Mpv,iP
dc
i (t) + V dc

s,i (t) (4.15)

where V dc
i is the output voltage of dc DGi, P

dc
i is the active power transferred

to the MG, computed by (4.16), V dc
0 is the nominal voltage of the dc sub-MG,

Mpv,i is the droop slope, and V dc
s,i is the secondary control action.

Equation (4.16) determines the power contribution of DGi to the MG. This

equation is reformulated to avoid dependence on the output current (Idci ) of

DGi.
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P dc
i (t) = V dc

i (t)Idci (t) = GiV
dc
i (t)(V dc

i (t)− V̂ dc,B
i (t)) (4.16)

Note that by using (4.16) a complete electrical model of the MG is not needed.

Moreover, (4.16) only uses local measurements and the voltage estimation

V̂ dc,B
i after the coupling resistor Ri (with Gi = 1/Ri).

4.8 Formulation of the DMPC for dc genera-

tors

The following explanations and mathematical analysis are performed for the i−

th dc DG, as the analysis is analogous for the rest of dc DGs. The optimisation

problem with its cost function and constraints are described in Section 4.8.1

and Section 4.8.2, respectively. The predicted variables and control actions

sequence are contained in the vector Xdc
i (defined in Section 4.8.2), which is

the solution to the optimisation problem (4.17). Only the first control action is

applied to the system (∆V dc
s,i (k)), and the optimal control problem is repeated

at each sample time with updated measures [45]. The optimisation problem

and how it is solved is detailed in the next section.

4.8.1 Cost function

The multiobjective cost function is stated in (4.17) and is composed of four

quadratic weighted terms, where each term seeks a specific objective.

Jdc
i (k) =

∑
j∈Ndc

Ny∑
m=1

λ1iaij(k)
(
ηdci (k +m)− ηdcj (k +m− τ̂ij)

)2
+

∑
j∈Nac

Ny∑
m=1

λ2iaij(k)
(
ηdci (k +m)− ηacj (k +m− τ̂ij)

)2
+

Ny∑
m=1

[
λ3i(V

dc
aux,i(k +m))2

]
+

Nu∑
k=1

λ4i(∆V
dc
s,i (k +m− 1))2

(4.17)

The first term achieves the consensus over the ICs within the dc DGs, while

the second term performs the consensus for the ICs of the ac DGs. The latter
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objective only works when the ILCs are enabled; the controller verifies the

ILCs status (1:ON, 0:OFF) at each sample time. The third term achieves the

regulation of the average dc voltage within a band by penalising the auxiliary

variable V dc
aux,i. This term temporally relaxes the average dc voltage regulation

constraint (4.21b), allowing the average dc voltage to take transient values out-

side its predefined band when the MG is disturbed. The last term penalises

the control effort to achieve all the previous objectives with good transient

behaviour. The terms λ1i to λ4i are positive tuning parameters explained in

Section 4.11. Note that the cooperative objectives (IC consensus with dc DGs

and with ac DGs) are updated only with the predicted information of con-

nected neighbouring DGs, represented by the terms aij(k), and the estimated

delays τ̂ij.

4.8.2 Predictive models and constraints

The following equations present the prediction models included as equality and

inequality constraints in the DMPC formulation for dc DGs. Models (4.18)

and (4.19) are the discretised versions of (4.15) and (4.16) via the forward

Euler method, where in the former, the incremental operator (3.9) was applied

and in the latter a Taylor expansion around the measured/estimated point

{V dc
i (k), V̂ dc,B

i (k), P dc
i (k)} is used. The derivation of this predictive model is

detailed in Appendix D.

V dc
i (k +m) =Mpv,i[P

dc
i (k +m)− P dc

i (k +m− 1)]

+ V dc
i (k +m− 1) + ∆V dc

s,i (k +m− 1)

(4.18)

P dc
i (k +m) =[V dc

i (k +m)− V dc
i (k)]Gi[2V

dc
i (k)− V̂ dc,B

i (k)]

+ P dc
i (k)

(4.19)

Model (4.20a) represents the IC of the i − th dc DG, while a local average

dc voltage approximation (V
dc

i ) is computed in (4.20b). Note that V
dc

i also

depends on the communication terms aij(k) and the estimated delay (τ̂ij).
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ηdci (k+m)=2aiP
dc
i (k+m)+bi (4.20a)

V
dc

i (k+m)=

V dc
i (k+m)+

∑
j∈Ndc

aij(k)V
dc
j (k+m−τ̂ij)

1+
∑
j∈Ndc

aij(k)
(4.20b)

The active power contribution is limited within the DG’s power rating in

(4.21a). Finally, the soft constraint (4.21b) works in conjunction with the

cost function (see third term of (4.17)) to regulate the average dc voltage in a

predefined band within the recommendation of IEEE standard 1547-2018 [40]

and avoid unfeasible solutions [47].

P dc
i,min≤P dc

i (k+m)≤P dc
i,max (4.21a)

V
dc

min≤V
dc

i (k+m)+V dc
aux,i(k+m)≤V dc

max (4.21b)

V dc
aux,i is an auxiliary variable that acts as a slack variable.

The proposed DMPC is synthesised in a QP formulation. The methodology to

solve the DMPC scheme is similar to the one described in Algorithm 1. The

optimisation vector of the QP problem, Xdc
i in (4.22), comprises the predicted

variables Xdc
p,i and the control decisions Xdc

∆,i presented in (4.23) and (4.24),

respectively.

Xdc
i ={Xdc

p,i,Xdc
∆,i} (4.22)

Xdc
p,i ={V dc

i (k +m), V dc
i (k +m), P dc

i (k +m), ηdci (k +m)}Ny

k=1
(4.23)

Xdc
∆,i = {∆V dc

s,i (k +m− 1)}Nu
k=1 (4.24)

The predicted variables are sent to the communication network and the first

control decision, ∆V dc
s,i (k), is applied to the i− th dc DG, after passing through

an integrator (see Fig. 4.2). At each sample time the optimisation problem is
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computed with updated measures (forming a rolling horizon) [47]. The follow-

ing section explains the development and formulation of the DMPC strategy

for ac DGs, which interacts with the DMPCs for dc DGs described in this

section and the DMPCs of ILCs described Section 4.5.

4.9 Proposed DMPC scheme for ac Genera-

tors

Unlike the DMPC strategy presented in Chapter 3, which considers active

power economic dispatch and frequency regulation, the following DMPC scheme

for ac DGs also considers the economic dispatch of reactive power and the reg-

ulation of ac voltage. Moreover, this strategy regulates both frequency and

voltage within secure bands following the recommendations of the IEEE stan-

dard 1547-2018 [40], instead of restoring these variables to nominal values.

The following explanations and mathematical analysis are performed for the

i− th ac DG, as the analysis is analogous for the rest of ac DGs.

The control scheme for the ac DGi is depicted in Fig. 4.3, where the primary

controller is based on frequency-active power (ω − P ) and voltage-reactive

power (V − Q) droop controllers, as well as outer voltage (slower) and inner

current (faster) cascaded Proportional-Resonant (PR) controllers. In the MG

context, a common assumption is that the impedances are predominantly in-

ductive. By doing that, it is possible to decouple both active and reactive

powers and thus, the droop controllers P − ω and Q − V are decoupled [15],

i.e., active and reactive powers can be controlled by the frequency and the

amplitude of the DG unit output voltage, respectively. In order to fulfil the

assumption of an inductive line, an LCL output filter is used: In this method,

the second inductance of the LCL filter (Li) is directly connected to the line

impedance. Thus, the line impedance can be set to be predominantly inductive

by choosing the proper parameters for the LCL filter of the DG units [63, 64].
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The proposed DMPC for the secondary level is presented in the orange box.

Its inputs are the local measurements/estimates (Pi(k), V
ac
i (k), ωi(k), θi(k),

V̂ ac,B
i (k), ω̂B

i (k), θ̂
B
i (k)) and the results of the optimisation problems of con-

nected neighbouring units. To model the behaviour of ac DGs, the voltage and

frequency at each node, along with the active and reactive power flows, are

considered. Since these variables are coupled, in this thesis they are modelled

using the droop, power transfer and phase angle equations. In particular, the

i − th ac DG unit is modelled as the node at the output of its LCL filter, as

shown at the bottom of Fig. 4.3, through its voltage V ac
i , its angular speed

ωi, and its phase angle θi. The i− th unit is connected to the rest of the MG

through inductor Li.

Figure 4.3: Control diagram of DMPCi for ac DGs.

Unlike previous approaches [49] where external sensors are used, a sensorless

scheme is employed to estimate the voltage after the coupling inductor Li (at

the connection bus); thus, only the usual voltage and current measurements

at the LCL filter are needed. The estimated voltages V̂ ac,B
i are computed

using a reduced-order state observer based on [139] and explained in detail in

Appendix A. Finally, the angular frequency and phase angle at the coupling

point ω̂B
i and θ̂Bi , respectively, are estimated using phase-locked loops (PLLs).
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4.9.1 Dynamic models used for the design of the con-

troller for ac generators

The dynamic models for the angular speed (3.6), phase angle difference (3.7)

and active power transference (3.8) introduced before in Chapter 3 are also

used in this controller. Thus, in this section, only the new dynamic models

included in the DMPC formulation are presented.

The V − Q droop model, which allows that a variation in the reactive power

(Qi) be reflected as a voltage variation (Vi) is presented in (4.25).

V ac
i (t) = V ac

0 +Mqv,iQi(t) + V ac
s,i (t) (4.25)

where V ac
i is the output voltage of ac DGi, Qi is the active power transferred

to the MG, computed by (4.26), V ac
0 is the nominal voltage of the ac sub-MG,

Mqv,i is the droop slope, and V ac
s,i is the secondary control action.

The reactive power contribution of ac DGi is computed in (4.26).

Qi (t) = Bi

[
(V ac

i (t))2 − V ac
i (t) V̂ ac,B

i (t) cos (δθi (t))
]

(4.26)

where, Bi=1/(ω0Li), is the nominal admittance of the coupling inductor Li.

4.10 Formulation of the DMPC for ac gener-

ators

In a similar fashion to the models presented in Section 3.4.2, the models of

Section 4.9.1 are discretised using the forward Euler method. Furthermore,

the incremental operator (3.9) is applied in (4.25) to express the optimisation

problem as a function of the control action variation (∆V ac
s,i ) and a Taylor ex-

pansion is applied in (4.26) to linearise the reactive power transfer model. The

procedure to obtain the all the prediction models is detailed in Appendix B.

The optimisation problem with its cost function and constraints are described

in Section 4.10.1 and Section 4.10.2, respectively. The predicted variables and
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control actions sequence are contained in the vector Xac
i (defined in Section

4.10.2), which is the solution to the optimisation problem (4.27). Only the

first control action is applied to the system, and the optimal control problem

is repeated at each sample time with updated measures [45]. The optimisation

problem and how it is solved are detailed in the next section.

4.10.1 Cost function

The multiobjective cost function is stated in (4.27) and is composed of seven

quadratic weighted terms, where each term seeks a specific objective.

Jac
i (k) =

∑
j∈Nac

Ny∑
m=1

λ1iaij(k)
(
ηaci (k +m)− ηacj (k +m− τ̂ij)

)2
+

∑
j∈Ndc

Ny∑
m=1

λ2iaij(k)
(
ηaci (k +m)− ηdcj (k +m− τ̂ij)

)2
+

∑
j∈Nac

Ny∑
m=1

λ3iaij(k) (Ψi(k +m)−Ψj(k +m− τ̂ij))
2

+

Ny∑
m=1

[
λ4i(ωaux,i(k +m))2 + λ5i(V

ac
aux,i(k +m))2

]
+

Nu∑
m=1

[
λ6i(∆Vs,i(k +m− 1))2 + λ7i(∆ωs,i(k +m− 1))2

]

(4.27)

The first term achieves the consensus over the ICs within the ac DGs, while

the second term performs the consensus for the ICs of the dc DGs. The latter

objective works only when the ILCs are enabled; the controller verifies the

ILCs status (1:ON, 0:OFF) at each sample time. The third term performs

the consensus over the RMC, hence guaranteeing the economic dispatch of

reactive power. The fourth and fifth terms regulate the frequency and the

average ac voltage within bands by penalising the auxiliary variables ωaux,i

V ac
aux,i, respectively. These terms temporally relax the frequency constraint

(4.38) and the average ac voltage constraint (4.39), allowing these variables to

take values outside their predefined bands for a short period of time.

The sixth term penalises any variations of the voltage control action, and the
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seventh term penalises any variation of the frequency control action. The con-

troller achieves all the previous objectives with good transitory behaviour with

only two control actions (∆V ac
s,i and ∆ωs,i). The terms λ1i to λ7i are positive

tuning parameters explained in Section 4.11. Note that the cooperative objec-

tives (IC consensus with ac DGs and with dc DGs and RMC consensus) are

updated only with the predicted information of connected neighbouring DGs,

represented by the terms aij(k), and the estimated delays τ̂ij.

4.10.2 Predictive models and constraints

The linear discrete time prediction models included in the controller to rule

its behaviour are detailed as follows. Model (4.28) represents the incremental

cost (IC) prediction model for the i − th ac DG while (4.29) is its reactive

marginal cost (RMC) prediction model; both models were derived in Section

4.2 and Section 4.3, respectively.

ηaci (k +m) = 2ai P
ac
i (k +m) + bi (4.28)

Ψi (k +m) = 2a′i (k)Si,res (k)Qi (k +m) + b′i (k) (4.29)

Model (4.30) represents the ω−P droop control, and model (4.31) is the V −Q

droop control.

ωi (k +m) =ωi (k +m− 1) +Mpω,i [P
ac
i (k +m)− P ac

i (k +m− 1)]

+ ∆ωs,i (k +m− 1)

(4.30)

V ac
i (k +m) =V ac

i (k +m− 1) +Mqv,i [Qi(k +m)−Qi(k +m− 1)]

+ ∆V ac
s,i (k +m− 1)

(4.31)

Model (4.32) calculates the phase angle deviation (δθi) due to the inductance

Li of the LCL output filter (see at the bottom of Fig. 4.3). This model is used

to predict the active and reactive power contributions of ac DGi to the MG,

where ω̂B
i (k) is the frequency estimated after Li.
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δθi (k +m) = δθi (k +m− 1) + Tsec

[
ωi (k +m)− ω̂B

i (k)
]

(4.32)

The active power contribution from ac DGi to the MG is computed by the

linearised model (4.33).

P ac
i (k +m) = P ac

i (k) + [V ac
i (k +m)− V ac

i (k)]BiV̂
ac,B
i (k) sin (δθi (k))

+ [δθi (k +m)− δθi (k)]BiV
ac
i (k) V̂ ac,B

i (k) cos (δθi (k))

(4.33)

where Bi = 1/(Li · ω0), V
ac
i (k) and V̂ ac,B

i (k) are the voltage measurements

and estimations before and after the inductance Li, P
ac
i (k) is the active power

measurement, and δθi (k) is the phase angle deviation measurement. It is

worth noting that, unlike (3.12c), a linear term is added to the active power

prediction model. This is because the formulation considers the DG’s voltage

control (see Appendix B).

Similarly, the reactive power contribution from ac DGi to the MG is deter-

mined by the linearised model (4.34), where Qi(k) is the reactive power mea-

surement.

Qi (k +m) = Qi (k) + [δθi (k +m)− δθi (k)]BiV
ac
i (k) V̂ ac,B

i (k) sin (δθi (k))

+ [V ac
i (k +m)− V ac

i (k)]Bi

[
2V ac

i (k)− V̂ ac,B
i (k) cos (δθi (k))

]
(4.34)

The active and reactive power contributions are bounded within the DG’s

power rating (Si,max) through the linearised triangular constraint in (4.35).

The procedure to obtain the power rating constraint is detailed in Appendix C.

|P ac
i (k)|+ |Qi (k)|+ sign (P ac

i (k)) [P ac
i (k +m)− P ac

i (k)]

+ sign (Qi (k)) [Qi (k +m)−Qi (k)] ≤ Si,max

(4.35)

Local approximations of the average frequency (ωi) and the average ac voltage

(V
ac

i ) are computed by models (4.36) and (4.37), respectively. Note that both

average approximations are updated only with the predicted information from

connected neighbouring ac DGs, represented by the terms aij(k), and the

estimated delays τ̂ij.
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ωi(k +m) =

ωi(k +m) +
∑

j∈Nac

aij(k)ωj(k +m− τ̂ij)

1 +
∑

j∈Nac

aij(k)
(4.36)

V
ac

i (k +m) =

V ac
i (k +m) +

∑
j∈Nac

aij(k)V
ac
j (k +m− τ̂ij)

1 +
∑

j∈Nac

aij(k)
(4.37)

Finally, soft constraints (4.38) and (4.39) work together with the cost function

(see fourth and fifth terms of (4.27)) to maintain both average frequency and

average ac voltage within predefined bands according to the recommendation

of IEEE standard 1547-2018 [40] and avoid unfeasible solutions [47] by using

the auxiliary variables ωaux,i, V
ac
aux,i.

ωmin ≤ ωi (k +m) + ωaux,i(k +m) ≤ ωmax (4.38)

V
ac

min ≤ V
ac

i (k +m) + V ac
aux,i(k +m) ≤ V

ac

max (4.39)

The proposed DMPC is synthesised in a QP formulation, similar to (3.16).

Moreover, the methodology to solve the DMPC scheme is similar to the one

described in Algorithm 1. The optimisation vector of the QP problem, Xac
i

in (4.40), comprises the predicted variables Xac
p,i and the control decisions Xac

∆,i

presented in (4.41) and (4.42), respectively. The former is sent to the com-

munication network and the first control decisions of the latter, ∆V ac
s,i (k), and

∆ωs,i(k), are applied to ac DGi, after passing through discrete integrators (see

Fig. 4.3). At each sample time the optimisation problem is computed with

updated measures (rolling horizon) [47].

Xac
i ={Xac

p,i,Xac
∆,i} (4.40)
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Xac
p,i = [ηaci (k +m), ωi (k +m), δθi (k +m), V ac

i (k +m),

ωaux,i (k +m), V ac
aux,i (k +m), P ac

i (k +m),Ψi(k +m),

Qi (k +m), ωi (k +m), V
ac

i (k +m)]
Ny

m=1

(4.41)

Xac
∆,i = [∆V ac

s,i (k +m− 1), ∆ωs,i(k +m− 1)]Nu
m=1 (4.42)

In summary, all the proposed DMPCs in this chapter have quadratic cost func-

tions with linear constraints; thus, their respective minimums can be reached

[45, 47]. Note that in models (4.19), (4.29) and (4.32) to (4.35) all the vari-

ables at time instant k are local measurements and estimations produced in

the discretisation and linearisation of the continuous time models; they are

not predicted variables. Hence, all the previous models are linear. The dis-

tributed structure inherently addresses communication issues and connection

and reconnection of DGs and ILCs scenarios. Moreover, each DG or ILC per-

forms its own optimisation locally; thus, the computational burden is reduced

and does not increase when more DGs or ILCs are added to the H-MG. The

controllers identify when the ILCs are enabled before performing the economic

dispatch in the entire H-MG. In contrast, when there are no ILCs available,

the sub-MGs work independently, i.e. the economic dispatch is performed in

each sub-MG, and the voltage (and frequency for the ac sub-MG) is regulated

within appropriate bands.

4.11 Simulation results

To evaluate the performance of the proposed DMPC scheme, the H-MG in

Fig. 4.4 was simulated using the electrical parameters described in Table 4.1.

The PLECS blockset® was used to build the MG electrical model, and the

Matlab/Simulink® environment was used to implement the controllers.

The system comprises an ac sub-MG with 5 ac DGs, a dc sub-MG with 5

dc DGs and two interlinking converters (ILCs) that connect both sub-MGs.
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Figure 4.4: Hybrid ac/dc MG topology for the validation of the DMPC scheme

The ac distribution lines are inductive-resistive (RL), while the dc distribution

lines are resistive (R). There are four RL loads on the ac sub-MG and four

R loads on the dc sub-MG. The ILCs’ maximum power ratings are given in

Table 4.1 while the cost and operating parameters of the ac DGs and dc DGs

are given in Table 4.2. In Table 4.2, ai, bi and ci are the constant generating

cost parameters used in the quadratic cost function (4.2). These parameters

represent the generating cost of the DGs and their operating point efficiency.

Note that in Fig. 4.4 the dashed lines represent the communication network,

and its associated adjacency matrix A is also shown. The subsections of the

matrix A in cyan represent the communication links within the ac sub-MG

or within the dc sub-MG. In contrast, the subsections in red represent the

communication links between sub-MGs, and the subsections in green are the

communication links to the ILCs from both sub-MGs. From left to right

(and top to bottom), the elements of A belong to ac DGs, dc DGs and ILCs,

respectively.

The MG electrical model was built in PLECS blockset®, and the primary

and secondary controllers were implemented in Matlab/Simulink® environ-

ment. The primary level consists of the droop, inner voltage and current

controllers. The inner voltage and current controllers were implemented as
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self-tuning proportional-resonant controllers for ac variables and proportional-

integral controllers for dc variables. The following simplifications were consid-

ered in the simulator since their high-bandwidth dynamics are much faster than

that of the studied controllers, and they are not relevant on the time-scale of

the proposed controllers:

• The DGs are simulated as regulable voltage sources.

• The modulation techniques (PWM, SVM) of the converters are not con-

sidered.

• The switching of the switching devices is not considered.

Table 4.1: MG parameters and loads

Parameter Description Value

Tprim Primary level sample time [s] 1/(16 · 103)

Li i− th ac DG coupling inductance [mH] 2.5

Zij ac sub-MG distribution lines [Ω] 0.7 + j2.5 · 2π

Ri i− th dc DG coupling resistor [Ω] 0.67

Rij dc sub-MG distribution lines [Ω] 0.78

Z1;Z2 ac sub-MG loads [kV A] 5.7+j2.3; 1.5+j0.2

Z3;Z4 ac sub-MG loads [kV A] 2+j0.5; 2.3+j0.3

R1;R2;R3;R4 dc sub-MG loads [kW ] 3.36; 1.32; 1.13; 1.11

P ILC
1,max;P

ILC
2,max ILCs power rating 5.0; 3.0

ω0 ac sub-MG nominal frequency 2π · 50

V ac
0 ac sub-MG nominal voltage 220

V dc
0 dc sub-MG nominal voltage 400

4.11.1 Design parameters and test scenarios used to

evaluate the DMPC for H-MGs

The DMPC design parameters and weighting factors are presented in Table 4.3.

All the design parameters were selected to reduce the computational burden.

The sample time was selected considering the open loop rise time (Tr = 0.7s) of
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Table 4.2: DGs parameters

dc DGs parameters

Parameter DGdc
1 DGdc

2 DGdc
3 DGdc

4 DGdc
5

a [$/kWh2] 0.35 0.37 0.46 0.51 0.52

b [$/kWh] 1.8 2.9 2.0 2.6 1.6

c [$] 0 0 0 0 0

Power capacity (Pi,max) [kW] 2.5

P − V droop coefficient (Mpv) [
V
W
] −1.2 · 10−2

ac DGs parameters

Parameter DGac
1 DGac

2 DGac
3 DGac

4 DGac
5

a [$/kWh2] 0.39 0.44 0.49 0.55 0.66

b [$/kWh] 2.9 2.3 2.4 1.5 1.9

c [$] 0 0 0 0 0

Power capacity (Si,max) [kVA] 3

P − ω droop coefficient (Mpω) [
rad
sW

] −3.33 · 10−4

Q− V droop coefficient (Mqv) [
V

V AR
] −1.5 · 10−2

the ac sub-MG’s frequency (operating with only the primary control enabled)

as Tsec = 0.7/14 = 0.05s [86]. The weighting factors were tuned following the

guidelines in [89], i.e., looking for a trade-off between the control objectives

and, if needed giving more importance to one objective over the rest of the

objectives. The average ac voltage and dc voltage are limited to a band of ±5

[V] of their nominal values V ac
0 and V dc

0 , respectively, while the frequency is

limited to a band of ±π [rad/s] of the nominal value ω0. Although the limits

are fixed for all the test scenarios, these can be modified as long as they comply

with IEEE standard 1547-2018 [40].

The controller was tested under three scenarios using the H-MG simulator,

shown in Fig. 5.3. The first scenario presents the DMPC’s performance when

the H-MG experiences ac and dc load changes on both sub-MGs. The second

scenario shows the behaviour of the MG when two issues are present simul-

taneously. These issues are communication path failures and disconnection

and connection of ac DGs, dc DGs and ILCs. The last scenario presents a

comparison between the proposed DMPC and a reported technique based on
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the distributed averaging proportional-integral (DAPI) controller. For this

scenario, both controllers are tested when the entire communication network

has communication delays. These three test scenarios were selected because

these are the most common phenomena that a controller at the secondary level

confronts [49, 135]. A distributed controller must perform well against com-

munication issues, such as communication delays and failures. In addition,

the possibility of disconnecting and reconnecting DGs and ILCs to the H-MG

without changes in the programming of the controllers is essential.

Table 4.3: DMPC parameters and Weights

Parameter Description Value

Tsec [s] Controller sample time 0.05

τ̂ij [s] Estimated communication delay 0.05

Ny Prediction horizon 10

Nu Control horizon 10

DMPC for ILC weights

λ1h [(kWh/$)2] Active power dispatch for DGs 4 · 100

λ2h [-] Active power consensus for ILCs 4 · 104

λ3h [(1/kW )2] ILC control action (∆P ILC
h ) 5 · 103

DMPC for dc DGs parameters and weights

[Vmax;V min] Average voltage predefined band [395,405]

λ1i [(kWh/$)2] Active power dispatch with dc DGs 3.5 · 10−4

λ2i [(kWh/$)2] Active power dispatch with ac DGs 3.5 · 10−4

λ3i [(1/V )2] Average voltage regulation 7 · 103

λ4i [(
1
V
)2] Voltage control action variation 16 · 102

DMPC for ac DGs parameters and weights

[Vmax;V min] Average voltage predefined band [215,225]

[ωmax, ωmin] [rad/s] Frequency predefined band [101π, 99π]

λ1i [(kWh/$)2] Active power dispatch with ac DGs 2.1 · 10−3

λ2i [(kWh/$)2] Active power dispatch with dc DGs 2.1 · 10−3

λ3i [(kV AR/$)2] Reactive power dispatch 4.2 · 101

λ4i [(
s

rad
)2] Average frequency regulation 3.8 · 106

λ5i [(1/V )2] Average voltage regulation 5.0 · 105

λ6i [(
s

rad
)2] Frequency control action variation 4.5 · 106

λ7i [(
1
V
)2] Voltage control action variation 1.9 · 104
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4.11.2 Scenario I (base case) - Load changes

This test evaluates the performance of the proposed DMPC scheme when the

MG is subject to ac and dc load steps. For the whole test the communication

network does not vary, i.e., the adjacency matrix A is kept constant and is

described in Fig. 4.4. The test starts with both ac DGs and dc DGs enabled

and working only with the primary control while the ILC is disabled. Hence,

the ac sub-MG and the dc sub-MG are working separately, and its dynamic is

fixed by the droop controller. Additionally Z1, Z2, R1, and R2 are connected

at their respective nodes (see Fig. 4.4). Note that as the DMPC controllers are

disabled, there is neither consensus in the incremental cost (IC) nor consensus

in the reactive marginal cost (RMC) (see Fig. 4.5.a and Fig. 4.5.b before t =

10s); therefore, active and reactive power are not economically dispatched (see

Fig. 4.5.c and Fig. 4.5.d before t = 10s). Furthermore, the frequency and

voltages of the H-MG are outside of the established bands (see Fig. 4.6.b,

Fig. 4.6.c and Fig. 4.6.d before t = 10s).

DG
1
ac DG

2
ac DG

3
ac DG

4
ac DG

5
ac DG

1
dc DG

2
dc DG

3
dc DG

4
dc DG

5
dc

Figure 4.5: Load changes: a) Incremental cost consensus, b) Reactive marginal
cost consensus, c) Active power, d) Reactive power

At t = 10s, the predictive controllers for the sub-MGs are enabled, but the

ILCs are still disabled, so there is no power transference between the sub-MGs

yet. Therefore, the DMPC controllers optimise the DGs’ performance locally,

i.e., the second terms (objectives) in the cost functions of (4.17) and (4.27) are
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PILC
1

PILC
2

Vac
average

Vdc
average

F
average

Figure 4.6: Load changes: a) Active power through the ILCs, b) Frequency regula-
tion, c) Average dc voltage regulation, d) Average ac voltage regulation. The dashed
cyan lines represent the predefined band limits for frequency and voltages.

disabled. It is observed that on the ac sub-MG, consensus on both the IC and

RMC are achieved (see Fig. 4.5.a and Fig. 4.5.b at t = 10s). The consensus

values for IC and RMC are achieved as all the ac DGs achieve the same

value in steady-state. Thus, both active and reactive power are redispatched

economically, considering generating costs (see Fig. 4.5.c and Fig. 4.5.d at t =

10s). Moreover, both frequency and average ac voltage are regulated within

the established bands (see Fig. 4.6.b and Fig. 4.6.d at t = 10s). Similarly, on

the dc sub-MG, the consensus on the IC is achieved, hence active power is

redispatched based on the DGs’ generation costs, as shown in Fig. 4.5.a and

Fig. 4.5.c at t = 10s. Additionally, the average dc voltage is regulated within

its established band (see Fig. 4.6.c at t = 10s).

The ILCs and their DMPC strategies are enabled at t = 30s, but initially only

the IC consensus objective (second term) in (4.7) is enable. Thus, the ILCs

equalise the ICs on both sub MGs to achieve global economic dispatch (see

Fig. 4.5.a at t = 30s), but they do not transfer active power proportionally to

their power rating (see Fig. 4.6.a at t = 30s), which could cause overloading

in the ILCs. Fig. 4.5.c shows that the DGs on the dc sub-MG increase their

power contribution to transfer power to the ac sub-MG because they have lower

generation costs (see Table 4.2) while the ac DGs decrease theirs, as they are

more expensive. At t = 50s, the power consensus on the ILCs is enabled
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(third term) in (4.7). Therefore, both ILCs transfer power proportionally to

their power rating, as shown in Fig. 4.6.a at t = 50s.

Then, at t = 70s the total ac load (Z3 and Z4 ) is connected. As the dc DGs

are cheaper, they increase their power contribution more than the ac DGs

(see Fig. 4.5.c at t = 70s) to transfer more through the ILCs (see Fig. 4.6.a at

t = 70s) and achieve the consensus value (see Fig. 4.5.a at t = 70s). This takes

the frequency and voltages outside of their bands for a short time; however,

these variables are regulated immediately by the DMPC controllers, as shown

in Fig. 4.6.b, Fig. 4.6.c, and Fig. 4.6.d at t = 70s. Finally, at t = 90s, R3 and

R4 are connected; hence, the H-MG is subject to its total load. Due to the

dc sub-MG increasing their load consumption and the dc DGs being cheaper,

this new load is mostly supplied by its local DGs. Moreover, as two dc DGs

almost reach their power rating limit, the ac DGs also increase their power

contribution to supply the remaining load. Therefore, the power transferred

through the ILCs is reduced.

It is observed that the economic dispatch of active and reactive power is ful-

filled under this demanding operating condition. In addition, even though

the disturbances are sudden, the frequency and voltages are regulated within

their bands at all times. The results show that the proposed DMPC scheme

achieves all the objectives without large overshoots and with settling times

below 8 seconds for all the scenarios tested, and all the equipment constraints

have been respected

4.11.3 Scenario II - Combined communication link fail-

ures and robustness in the presence of changes

in microgrid structure

This test evaluates the performance of the DMPC scheme when two of the

most common failures occur, i.e., communication link failures, and disconnec-

tion and reconnection of DGs and ILCs. The test starts with the predictive
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controllers of the ac DGs, dc DGs and ILCs enabled. Loads Z1, Z2 and R1 to

R4 are connected at their respective nodes (see Fig. 4.4). A communication

failure is forced at t = 10s between the communication channels of DGac
1 to

DGdc
1 , DGac

3 toDGdc
3 andDGac

5 toDGdc
5 (see red dashed lines in Fig. 4.4). Note

that when these communication links fail, the H-MG is coordinated through

the communication links to the ILCs (see green dashed lines in Fig. 4.4), and

the DGs only communicate with the neighbouring DGs within their corre-

sponding sub-MGs. Furthermore, the adjacency matrix is modified when the

communication links fail.

F
average

PILC
1

PILC
2

Vdc
average

F
average

Figure 4.7: Communication failure and robustness in the presence of changes in
microgrid structure test: a) Active power through the ILCs, b) Frequency regulation,
c) Average dc voltage regulation, d) Average ac voltage regulation. The dashed cyan
lines represent the predefined band limits for frequency and voltages.

The control algorithms of dc DGs and ac DGs automatically identify the failure

and change the consensus calculations. Specifically, the second terms in (4.17)

for dc DGs and (4.27) for ac DGs, respectively, are not considered in the

controller. The predictive controllers do not suffer any noticeable deterioration

in performance, as shown in Fig. 4.7 and Fig. 4.8 at t = 10s. Note that the

communication links are not reestablished for the remain of the test. Then at

t = 20s, t = 40s, and t = 60s three unscheduled failures occur in the H-MG, i.e.

ILC2, DGac
1 , and DGdc

1 are disconnected, respectively, from both the electrical

system and the communication network. The MG continues operating with the

remaining connected DGs and ILC until t = 80s, where DGdc
1 is reconnected
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Figure 4.8: Communication failure and robustness in the presence of changes in
microgrid structure test: a) Incremental cost consensus, b) Reactive marginal cost
consensus, c) Active power, d) Reactive power

to the MG. In a similar way, DGac
1 , after a synchronisation routine, and ILC2

are reconnected at t = 100s and t = 120s, respectively.

The results in Fig. 4.7 and Fig. 4.8 show that the controller performance is

not affected by both phenomena, and the remaining operating DGs and ILCs

achieve the consensus objectives, even when both failures are present at the

same time. Nevertheless, the transient response is different; both overshoot

and settling time increase slightly. This is because the adjacency matrix is

not complete, and the consensus objectives depend on the known information

of the neighbouring DGs and ILCs. Note that when DGdc
1 and DGac

1 are

reconnected (see Fig. 4.8 at t = 80s and t = 100s), these DG units achieve the

consensus objectives in a longer time. Next the performance of the proposed

strategy against a DAPI-based strategy under the presence of communication

delays is evaluated.

4.11.4 Scenario III - Comparison against a DAPI-based

strategy without economic dispatch for H-MGs

This section presents a comparison study between the proposed DMPC strat-

egy and the reported technique in [43]. The DAPI-based method in [43] shares

active and reactive power proportionally to the DGs’ power rating without
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considering the DGs generation costs and restores frequency and voltage to

nominal values. The same simulator and adjacency matrix (A) presented in

Fig. 4.4 is used for this comparison study. The selected scenario is communi-

cation delays, one of the most common phenomena in distributed controllers.

A communication delay of one second is applied in the entire communication

network (τij = 1s) for the whole test. For this test, both the proposed DMPC

strategy and the DAPI strategy [43] start with all their functionalities en-

abled and all the loads connected except R3 and R4. Fig. 4.9 presents on the

left-hand side the results of active power contribution and active power trans-

ference through the ILCs for [43], while the results of these variables for the

proposed DMPC are on the right-hand side. Conversely, Fig. 4.10 presents in

each graph a performance comparison of both control strategies.

DG
1
ac DG

2
ac DG

3
ac DG

4
ac DG

5
ac DG

1
dc DG

2
dc DG

3
dc DG

4
dc DG

5
dc

PILC
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PILC
2PILC

1
PILC
2

Figure 4.9: Comparison between the proposed DMPC scheme and a DAPI-based
method for (τij = 1s): a)-b) Active power for both methods, c)-d) Active power
through the ILCs for both methods.

At t = 10s, the H-MG is subject to its total load, i.e., R3 and R4 are connected.

It is observed that the DAPI controller shares power proportionally while the

proposed DMPC dispatches the DGs considering their operation costs (see

Fig. 4.9.a and Fig. 4.9.b at t = 10s). The proposed DMPC transfers more

active power through the ILCs than the DAPI controller (see Fig. 4.9.c and

Fig. 4.9.d at t = 10s); this is because the DMPC achieves the economical dis-

patch point by dispatching more power from the dc DGs, as these are cheaper
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Figure 4.10: Comparison between the proposed DMPC scheme and a DAPI-based
method for (τij = 1s): a) Total operating cost, b) Frequency regulation, c) Average dc
voltage regulation, d) Average ac voltage regulation. The dashed cyan lines represent
the predefined band limits for frequency and voltages.

(see Table 4.2). Furthermore, when the H-MG has its total load connected,

the operation cost is reduced by up to 4.55%, i.e., from 62.25 $/h to 59.42 $/h,

as shown in Fig. 4.10.a. Regarding frequency and voltage, the DAPI controller

restores these variables to nominal values while the proposed DMPC provides

more flexibility to the H-MG and regulates them only when they are outside

their established bands, as shown in Fig. 4.10.b, Fig. 4.10.c and Fig. 4.10.d.

It is crucial to note that the DAPI controller is highly affected by the large

communication delay (τij = 1s); this controller presents larger overshoots and

long settling times compared to the DMPC in all their controlled variables.

This poor performance is because the DAPI controller does not provide a delay

compensation mechanism. On the other hand, the proposed DMPC controller

has a delay estimation and uses a rolling horizon, which corrects the control

action sequences and provides robustness against the effects of delays [65].

Finally, at t = 30s and at t = 50s, Z2 and Z4, and Z3 are disconnected, re-

spectively. The results during these events are consistent with the previously

described performance. In summary, the communication delay affects the be-

haviour of [43] significantly by increasing its overshoots and settling time, while

the proposed DMPC is slightly affected with negligible overshoots. Moreover,

the proposed DMPC has a lower operating cost during the entire test. This
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is because the proposed DMPC uses the DGs of the H-MG cost-effectively.

The cost reduction may seem small in monetary terms due to the small size

of the H-MG, but it could be significant in percentage terms in a larger H-

MG. Furthermore, the DMPC scheme can simultaneously regulate variables

to specific values and within bands, providing more flexibility to the H-MG

while equipment constraints are satisfied. Additionally, the DMPC can tackle

more control objectives with fewer control actions, while in the DAPI method,

a new controller needs to be designed (added) for each control objective to be

addressed.

4.12 Discussion

This Chapter presented a novel DMPC strategy for isolated H-MGs to tackle

simultaneously the economic dispatch of both active power and reactive power

and the regulation within bands of frequency and voltage (fulfilling IEEE stan-

dard 1547-2018 [40]). Specifically, the frequency and the average ac voltage

on the ac sub-MG and the average dc voltage on the dc sub-MG are regulated

within bands. The DMPC scheme considers the H-MG as a single entity by

modelling the behaviour and interaction of ac DGs, dc DGs and ILCs. Fur-

thermore, the dynamic performance of the DMPC scheme is evaluated and

discussed for load impacts and communication issues, such as communication

delays and communication link failures. The distributed structure of the con-

trol scheme allows the disconnection and reconnection DGs and ILCs. In all the

tests, the DMPC fulfils its objectives without exceeding the maximum power

rating limits, preventing any overloading of DGs and ILCs. In summary, the

simulation results demonstrated the main advantages of the proposed strategy,

which are:

• Active and reactive economic dispatch is achieved among ac and dc DGs

when a load is connected to either side of the H-MG and when a DG or

ILC is disconnected and reconnected to the H-MG.
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• The frequency and ac voltage in the ac sub-MG and the dc voltage on

the dc sub-MG are restored within secure bands in steady-state under

all the analysed cases.

• The ILCs transfer active power based on the DGs’ generation costs, thus

reducing the total operation cost of the H-MG.

• The DMPC scheme operates appropriately with a reduced communica-

tion network, where DGs and ILCs are communicated only with neigh-

bouring agents. Moreover, global objectives are achieved through infor-

mation sharing.

• DGs and ILCs can easily be connected to or disconnected from the H-

MG, and the control structure, demonstrating the robustness in the pres-

ence of changes in microgrid structure of the proposed strategy.

• The superior behaviour of the DMPC scheme against usual DAPI-based

controllers is demonstrated under communication issues.

The development of these strategies and their validation were presented in the

following papers:

A. Navas-Fonseca, C. Burgos-Mellado, J. S. Gómez, E. Espina, J. Llanos, D.

Sáez, M. Sumner, and D. E. Olivares, “Distributed predictive secondary control

with soft constraints for optimal dispatch in hybrid AC/DC microgrids,” in

IEEE Transactions on Smart Grid, 2022 , [Q1-IF 8.960 - under review ].

A. Navas-Fonseca, C. Burgos-Mellado, J. Gomez, J. Llanos, E. Espina, D

Saez, M. Sumner, “Distributed Predictive Control using Frequency and Volt-

age Soft Constraints in AC Microgrids including Economic Dispatch of Gen-

eration” IECON 2021 – 47th Annual Conference of the IEEE Industrial Elec-

tronics Society, 2021, pp. 1-7, doi: 10.1109/IECON48115.2021.9589500.

A. Navas-Fonseca, C. Burgos, E. Espina, E. Rute, D. Saez, M. Sumner, “Dis-

tributed Predictive Secondary Control for Voltage Restoration and Economic
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Dispatch of Generation for DC Microgrids,” 2021 IEEE Fourth International

Conference on DC Microgrids (ICDCM), 2021, pp. 1-6, doi:

10.1109/ICDCM50975.2021.9504612.

This chapter concludes the application of DMPC for the economic dispatch

of DGs in H-MG. The next chapter presents the application of DMPC to

solve the other pressing problem considered in this thesis: the presence of

unbalance between the phases in MGs. To this end, new prediction models and

a novel cost function are proposed. The following chapter provides a detailed

explanation of the proposed control strategy’s development and validation.



Chapter 5

DMPC scheme for phase

imbalance sharing and

frequency and voltage regulation

within bands in ac microgrids

5.1 Introduction

In this Chapter, the distributed model predictive control (DMPC) strategy for

imbalance sharing and the regulation of frequency and voltage within bands

for isolated ac microgrids (MGs) is proposed. In the DMPC scheme of this

chapter, each DG will achieve per-phase reactive power sharing, three-phase

active power sharing and will also restore the MG’s frequency and voltage

within recommended operating bands that comply with IEEE standard 1547-

2018 [40] while operating equipment constraints are satisfied.

The main challenge for the techniques proposed in this Chapter is to design

the local models and a cost function to tackle simultaneously the control

objectives proposed. A local prediction model of the DG’s primary control

level is included in each DMPC to predict its future behaviour, i.e., the ac-

tive power - frequency droop control and the active power transfer models

106



Chapter 5. Proposed DMPC scheme 107

as well as per-phase reactive power - voltage droop control and per-phase re-

active power transfer models. Moreover, the DMPC strategy has to be able

to recognise and update its calculations when the MG is subject to external

phenomena such as communication delays, communication failures and discon-

nection/reconnection of DGs.

This chapter is organised as follows: Section 5.2 introduces the proposed strat-

egy for imbalance sharing. The dynamic prediction models are presented in

Section 5.3. Then, the DMPC formulation is described in Section 5.4. The

MG simulator and validation tests are explained in detail in Section 5.5. Ad-

ditionally, real-time simulation validation is presented in Section 5.6, and a

comparison analysis is detailed in Section 5.7. Finally, Section 5.8 summarises

the main benefits of the proposed strategy.

5.2 Proposed DMPC scheme

In this section, a three-phase unbalanced ac MG composed of N DGs is con-

sidered. Within the general structure of an MG, a local model for each DG is

considered. Fig. 5.1 shows the control of the i − th DG with i={1, · · · , N}.

The following explanations and mathematical analysis are made for the i− th

DG, as the analysis is analogous for the rest of the DGs.

In this work, each DG is connected to an LCL filter, where the second in-

ductance (Li) is set to ensure an impedance which is predominantly inductive

[63, 64], as shown in the electrical configuration of Fig. 5.1. The primary con-

trol of the i−th DG is shown at the bottom of Fig. 5.1. The primary control

is achieved by means of a droop equation for the active and reactive power of

each unit. The P −ω droop equation takes into account the three-phase active

power of each DG to calculate the angular speed ωi. The droop equation for

the reactive power is defined for each phase x with x={a, b, c} as shown in

Fig. 5.1.

This novel approach allows the introduction of small imbalances in the output
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voltage (Vx) of the DG units with x={a, b, c}, enabling unbalanced power

sharing. Indeed, as stated in the introduction section, the sharing of imbalance

can only be achieved by increasing the voltage imbalance at the DG units’

output. This issue is taken into account for the proposed method, which

enables the sharing of unbalanced powers and at the same time regulates the

maximum unbalanced voltage at the DGs to enable the maximum values stated

in IEEE standard 1547-2018 [40]. In this work, the Phase Voltage Unbalance

Rate index (PVUR) is used to quantify the level of imbalance in the output

voltage of the DG units (see Section 5.3.4). To create the single-phase Q− V

droops, a Quadrature Signal Generator (QSG) is applied in the voltage and

current measurements of each phase, as shown in Fig. 5.2.

Figure 5.1: General control diagram of DMPCi for imbalance sharing.

The QSG creates a 90-degree shifted signal when applied to sinusoidal signals,

thus, creating the virtual β components from the voltage and the current mea-

surements, while only the α components are actually measured. These QSGs

are implemented using all-pass filters, and they present good performance when

operating around the MG nominal frequency [23, 53]. The output of the re-
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active power droop control is the DG output voltage in the natural reference

frame Viabc. The DG voltage and current are then regulated through outer and

inner cascaded Proportional-Resonant (PR) controllers (see Fig. 5.1).

Figure 5.2: Single-phase droop controller.

At the top of Fig. 5.1 the DMPC controller ofDGi is presented. This controller

receives as inputs the local estimates and measurements ({ωi(k), ω̂
B
i (k), Vi(k),

Vix(k), V̂
B
i (k), V̂ B

ix (k), δθi(k), Pi(k), Qix(k)} with x={a, b, c}) from the primary

control level and state variable predictions from neighbour units, connected via

a communication network. The DMPC outputs are the frequency variation,

the per-phase voltage variations (vectors ∆ωs,i and ∆V s,ix with x={a, b, c}),

and the predictions of the local optimisation problem Xp,i, defined in Section

5.4. While the control actions are processed by discrete-time integrators to

ensure zero error in steady-state, the predictions are sent directly through

the communication network. It is worth noting that the same communication

principle described previously in Section 3.4.1 is used in this control strategy.

5.3 Dynamic models used for the design of the

DMPC strategy

To model the dynamics of the MG, the voltage and frequency at each node,

along with the active and reactive power flows, are considered. Since these

variables are coupled, in this thesis they are modelled using the droop, power
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transfer and phase angle equations. In particular, the i−thDG unit is modelled

as the node at the output of its LCL filter, as shown at the bottom of Fig. 5.1,

through the per-phase voltages Vix with x={a, b, c}, its angular speed ωi, and

its phase angle θi. The i− th unit is connected to the rest of the MG through

inductor Li. Unlike previous approaches [49] where external sensors are used,

a sensorless scheme is employed to estimate the per-phase unbalanced voltage

after the coupling inductor (at the connection bus); thus, only the usual volt-

age and current measurements at the LCL filter are needed. The per-phase

estimated voltages V̂ B
ix with x={a, b, c} are computed using a reduced-order

state observer based on [139] and explained detail in Appendix A. Also, the

average voltage magnitude of the phases V̂ B
i is calculated. Finally, the angular

frequency and phase angle at the coupling point ω̂B
i and θ̂Bi , respectively, are

estimated using PLLs.

5.3.1 Droop control

To share the active and reactive power between the units belonging to the MG,

the angular speed and output voltage of each DG are computed using droop

control. The droop models are included in the DMPC scheme because droop

controllers rule the MG’s behaviour, and through these models, the secondary

control interacts with the primary control. For the i − th unit, the active

power is regulated through its instantaneous angular frequency ωi(t) through

the ω − P droop shown previously in (3.6).

It should be pointed out that a single-phase P -ω droop scheme is not considered

in this work because this approach may produce differences in each phase

frequency, especially during the transients, which could be a drawback if the

MG is feeding three-phase loads, such as motors [53].

The reactive power is shared evenly per phase. Consequently, it is necessary

to regulate the reactive power independently for each output phase. In this

case, the droop control law for the phase x={a, b, c} is shown in (5.1).
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Vix(t) = V0 +Mqv,iQix(t) + Vs,ix(t) (5.1)

The reactive power is regulated by controlling the magnitude of the output

voltages Vix with x={a, b, c}. In addition, the nominal voltage V0 is the same

for all output phases, and the droop slope for the reactive power Qix(t) is Mqv,i.

Finally, the outputs of the secondary control are Vs,ix(t) for phases x={a, b, c}

of the i− th unit (after the discrete-time integrators, see Fig. 5.1).

The average voltage magnitude of the phases Vi(t) of the i − th unit is also

included, and is given by:

Vi(t) =
1

3

∑
x

Vix (t) x={a, b, c} (5.2)

5.3.2 Phase angle model

To estimate the active and reactive power transferred from the i− th unit to

the rest of the MG, its deviation angle δθi(t) is employed. The phase angle

δθi(t) is defined as the angular difference between the output of the LC filter

of the i− th unit and the node after the coupling inductor Li. This model was

presented in (3.7)

5.3.3 Power transfer models

To estimate the active and reactive power contribution from the i− th unit to

the MG, the power flow through its coupling inductor (Li) is considered. By

using this approach it is possible to avoid the use of the admittance matrix of

the whole MG, reducing modelling complexity and enhancing the robustness

in the presence of changes in microgrid structure. The active power from DGi

to the rest of the MG was presented in (3.8). Conversely, the reactive power

needs to be calculated for each output phase x={a, b, c} to adequately share

reactive power in each phase:

Qix (t) = Bi

[
V 2

ix(t)− Vix (t) V̂
B
ix (t) cos (δθi (t))

]
(5.3)
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where, Bi=1/(ω0Li), is the nominal admittance of the coupling inductor Li.

The total reactive power Qi(t) of the i − th unit is also included as the sum

of the single-phase reactive powers previously defined. This model is used to

limit the power contribution of DGi within the DMPC formulation.

Qi(t) =
∑
x

Qix (t) x={a, b, c} (5.4)

5.3.4 Phase voltage unbalance rate index

As discussed in the introduction section, imbalance sharing methods should be

designed to achieve simultaneously the imbalance sharing and the regulation

of the voltage at the output of the DG units. Currently, only a few works have

explored this topic [33, 39]. In this sense, the proposed predictive controller

addresses this issue by using the phase voltage unbalance rate index (PVUR)

(5.5) to quantify the unbalance at the i− th DG’s output [39].

PVURi (t) =
1

Vi(t)
max

x={a,b,c}
{|Vix (t) | − Vi (t)} (5.5)

This index is regulated in each DG unit to meet IEEE standard 1547-2018 [40],

where a maximum voltage imbalance of 5% is allowed. In (5.5), |Vix (t) | and

Vi(t) are the per-phases voltage magnitudes and the average voltage magnitude

among the phases at t, defined in (5.1) and (5.2), respectively.

5.4 Distributed MPC formulation for imbal-

ance sharing

The main objective of the proposed DMPC is to share imbalances through

a single-phase approach between the DGs that comprise the MG whilst the

unbalanced voltage at the converters’ output is regulated below the maximum

allowed PVUR to meet the IEEE power quality standard [40]. A consensus

in the three-phase active power is also sought in this strategy. Furthermore,

instead of restoring the average frequency and the average voltage to their
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nominal values, a more flexible objective is proposed. These variables are kept

within predefined bands and only restored when they are outside their band,

and this is achieved through the use of soft constraints. Note that by regulating

the MG average voltage, it is possible to have good reactive power-sharing, as

the voltage nodes can have different voltage levels, which are close to the MG

average voltage.

5.4.1 Cost function

The cost function of the proposed DMPC comprises ten weighted terms and

is presented in (5.6).

Ji(k) =
N∑

j=1,j ̸=i

Ny∑
m=1

λ1iaij(k)

(
3Qia(k +m)

|Si max|
− 3Qja(k +m− τ̂ij)

|Sj max|

)2

+
N∑

j=1,j ̸=i

Ny∑
m=1

λ2iaij(k)

(
3Qib(k +m)

|Si max|
− 3Qjb(k +m− τ̂ij)

|Sj max|

)2

+
N∑

j=1,j ̸=i

Ny∑
m=1

λ3iaij(k)

(
3Qic(k +m)

|Si max|
− 3Qjc(k +m− τ̂ij)

|Sj max|

)2

+
N∑

j=1,j ̸=i

Ny∑
m=1

λ4iaij(k)

(
Pi(k +m)

|Si max|
− Pj(k +m− τ̂ij)

|Sj max|

)2

+

Ny∑
m=1

[
λ5i(ωaux,i(k +m))2 + λ6i(Vaux,i(k +m))2

]
+

Nu∑
m=1

[
λ7i(∆Vs,ia(k +m− 1))2 + λ7i(∆Vs,ib(k +m− 1))2

]
+

Nu∑
m=1

[
λ7i(∆Vs,ic(k +m− 1))2 + λ8i(∆ωs,i(k +m− 1))2

]

(5.6)

The first to the third terms achieve a normalised consensus in the reactive

power contribution in phases a, b and c, respectively, which are used to pro-

duce the sharing of imbalance. The fourth term seeks consensus for the the

three-phase normalised active power. The fifth and sixth terms penalise the

auxiliary variables ωaux,i, Vaux,i. These variables act as slack variables to keep

both average voltage and average frequency within predefined bands while an

unfeasible solution is avoided. Terms fifth and sixth work in conjunction with
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the soft constraints (5.15a) and (5.15b), respectively. The seventh to ninth

terms penalise any variations of the voltage control actions in each phase, and

the tenth term penalises any variation of the frequency control action. The

objectives of sharing reactive power per phase and restoring the average volt-

age are achieved with the control actions of the terms seven to nine, while

the objectives of sharing active power and restoring frequency are achieved by

the control action of tenth term. These control actions are applied in their

respective droop controllers (see Fig. 5.1). The terms λ1i to λ7i are positive

tuning parameters explained in Section 5.5.

By penalising the control action variations, the control effort is minimised, and

the transient performance of the controller is improved. Note that all the con-

sensus objectives consider the communication terms aij(k) and the estimated

time delay τ̂ij, which is defined as one sample period at the secondary level. As

the consensus objectives in each DG are optimised considering the predictions

from communicated neighbouring DGs, the regulation is global for the entire

MG.

5.4.2 Predictive models and constraints

The optimisation problem incorporates the dynamic models presented in Sec-

tion 5.3, which are included as equality constraints based on (3.6)-(3.8), (5.1)-

(5.4), and inequality constraints based on (5.5). All these models are discre-

tised and generalised for the prediction horizon (Ny) and a sequence of control

actions for the control horizon (Nu) is calculated through a numerical optimi-

sation problem. The discretisation is carried out through the forward Euler

method, where k = nTsec, n ∈ Z+, and Tsec is the sample time of the controller.

Then, they are generalised for k + m steps ahead, where m ∈ Z+. Further-

more, the incremental operator (3.9) is applied in models (3.6) and (5.1) to

express the optimisation problem as a function of the variation of the frequency

control action and the per-phase voltage control actions ∆ωs,i and ∆Vs,ix with
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x={a, b, c}, respectively. The non-linear power transfer models (3.8), (5.3), and

the PVUR (5.5) model are linearised via a Taylor expansion around the mea-

sured/estimated point {ωi(k), ω̂
B
i (k),Vi(k), Vix(k),V̂

B
i (k), V̂ B

ix (k), δθi(k), Pi(k),

Qix(k)} with x={a, b, c} before their discretisation.

The predictive models of the ω−P (3.6) and Qix−Vix (5.1) droop controllers,

are presented in (5.7a) and (5.7b), respectively.

ωi(k+m)=ωi(k+m−1)+Mpω,i[Pi(k+m)−Pi(k+m−1)]+∆ωs,i(k+m−1) (5.7a)

Vix(k+m)=Vix(k+m−1)+Mqv,i[Qix(k+m)−Qix(k+m−1)]+∆Vs,ix(k+m−1)

(5.7b)

The predictive model of the average voltage, described previously in (5.2), is

presented in (5.8).

Vi (k +m) =
1

3

∑
x

Vix (k +m) x={a, b, c} (5.8)

The predictive model of the phase angle difference, described previously in

(3.7), is presented in (5.9).

δθi(k +m) = δθi(k +m− 1) + Tsec

[
ωi(k +m)− ω̂B

i (k)
]

(5.9)

The predictive models of the three-phase active power, described previously

in (3.8), and the per-phase reactive power, described previously in (5.3), are

presented in (5.10a) and (5.10b), respectively.

Pi(k+m)=Pi(k)+[Vi(k+m)−Vi(k)]BiV̂
B
i (k)sin(δθi(k))

+[δθi(k+m)−δθi(k)]BiVi(k)V̂
B
i (k)cos(δθi(k))

(5.10a)

Qix(k+m)=Qix(k)+[Vix(k+m)−Vix(k)]Bi

[
2Vix(k)−V̂ B

ix (k)cos(δθi(k))
]

+[δθi(k+m)−δθi(k)]BiVix(k)V̂
B
ix (k)sin(δθi(k))

(5.10b)

The predictive model of the three-phase reactive power, described previously



Chapter 5. Distributed MPC formulation for imbalance sharing 116

in (5.4), is presented in model (5.11).

Qi (k +m) =
∑
x

Qix (k +m) x={a, b, c} (5.11)

As the max operator for (5.5) cannot be included directly in the DMPC for-

mulation, all the possible cases of the operator are included through a set of

linear inequality constraints (see equations (5.12a), (5.12b), (5.12c)); thus, the

PVUR at the DG’s output is regulated in the solution to comply with stan-

dard IEEE 1547-2018 [40]. Note that although the coefficients produced in

the linearisation are updated each sample time, they are constant during the

optimisation and not computed within the controller.

Kiaa(k)[Via(k+m)−Via(k)]+Kiab(k)[Vib(k+m)−Vib(k)]

+Kiac(k)[Vic(k+m)−Vic(k)]+Fia(k)≤PV UR∗(k)

(5.12a)

Kiba(k)[Via(k+m)−Via(k)]+Kibb(k)[Vib(k+m)−Vib(k)]

+Kibc(k)[Vic(k+m)−Vic(k)]+Fib(k)≤PV UR∗(k)

(5.12b)

Kica(k)[Via(k+m)−Via(k)]+Kicb(k)[Vib(k+m)−Vib(k)]

+Kicc(k)[Vic(k+m)−Vic(k)]+Fic(k)≤PV UR∗(k)

(5.12c)

The coefficients of (5.12a) at time k produced in the linearisation process are

expressed in (5.13). The coefficients of (5.12b) and (5.12c) have a similar

structure to the coefficients of (5.12a), and are detailed in Appendix C.

Fia(k)=

[
3Via(k)−[Via(k)+Vib(k)+Vic(k)]

[Via(k)+Vib(k)+Vic(k)]

]
(5.13a)

Kiaa(k)=

[
[3][Vib(k)+Vic(k)]

[Via(k)+Vib(k)+Vic(k)]2

]
(5.13b)

Kiab(k)=

[
[−3Via(k)]

[Via(k)+Vib(k)+Vic(k)]2

]
(5.13c)
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Kiac(k)=

[
[−3Via(k)]

[Via(k)+Vib(k)+Vic(k)]2

]
(5.13d)

The following operational constraints are also included in the optimisation.

The models (5.14a) and (5.14b) compute local approximations of average fre-

quency and MG average voltage based on the predictions of frequency and

voltage at the connection bus of DGi and the predictions of frequency and

voltage at their respective connection buses of the communicating neighbour-

ing DGs, respectively. These models consider the communication terms aij(k)

and the estimated time delay τ̂ij, i.e. only the information received through

the communication network is used.

ωi(k+m)=

ωi(k+m)+
N∑
j=1

aij(k)ωj(k+m−τ̂ij)

1+
N∑
j=1

aij(k)

(5.14a)

V i(k+m)=

Vi(k+m)+
N∑
j=1

aij(k)Vj(k+m−τ̂ij)

1+
N∑
j=1

aij(k)

(5.14b)

The soft constraints (5.15a) and (5.15b) work in conjunction with the previous

defined models and the auxiliary variables ωaux,i, Vaux,i of the objective func-

tion (5.6) to achieve the objective to keep both average voltage and average

frequency within predefined bands while an unfeasible solution is avoided.

ωmin ≤ ωi (k +m) + ωaux,i(k +m) ≤ ωmax (5.15a)

V min ≤ V i (k +m) + Vaux,i(k +m) ≤ V max (5.15b)

As these auxiliary variables are penalised in the cost function, see (5.6), they

will temporally relax the average frequency and average voltage inequality
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constraints, allowing these variables to take values outside their predefined

band for a short time. The optimisation problem is relaxed by applying these

constraints, and a feasible solution is guaranteed [47], as long as the demanded

power is within the physical capacity of the MG.

The maximum apparent power capacity of DGi is also included through the

triangular linearised constraint (5.16) to limit the solution within the physical

capacity of DGi (see Appendix C for the detailed procedure to obtain this

model).

|Pi (k)|+ |Qi (k)|+ sign (Pi (k)) [Pi (k +m)− Pi (k)]

+ sign (Qi (k)) [Qi (k +m)−Qi (k)] ≤ Smax

(5.16)

The proposed DMPC controller has a quadratic cost function, linear equal-

ity constraints and linear inequality constraints. Therefore, the optimisation

problem is convex and can be synthesised in a canonical quadratic program-

ming (QP) formulation. The optimisation vector of the QP problem, Xi in

(5.17), comprises the predicted variables Xp,i and the control decisions X∆,i.

Xi ={Xp,i,X∆,i} (5.17)

The predicted variables are presented in (5.18) with x={a, b, c}. These predic-

tion variables are shared through the communication network to achieve the

consensus objectives.

Xp,i = [ωi (k +m), δθi (k +m), Vi (k +m), Vix (k +m),

ωaux,i (k +m), Vaux,i (k +m), Pi (k +m),

Qi (k +m), Qix (k +m), ω̄i (k +m), V̄i (k +m)]
Ny

m=1

(5.18)

The predicted control decisions are presented in (5.19) with x={a, b, c}. Then,

only the first control decisions of ∆Vs,ix for phases x={a, b, c} and ∆ωs,i pass

through integrators and are applied to the system (see Fig. 5.1), and the op-

timisation problem is repeated at each sample time with updated measures
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(rolling horizon) [45].

X∆,i = [∆Vs,ix(k +m− 1), ∆ωs,i(k +m− 1)]Nu
m=1 (5.19)

The QP problem is solved using the QPKWIK Matlab built-in algorithm,

which is a stable variation of the classic active-set method [137]. Moreover,

the methodology to solve the DMPC scheme is similar to the one described

in Algorithm 1. This algorithm details all the necessary steps to obtain a

cooperative solution among the DGs that form the MG. Given that the cost

function represented in (5.6) is convex and QP is used to solve the optimisation

problem, the controller will find the optimum of the objective function at each

sample time [47].

5.5 Microgrid setup and simulation results

The MG simulator implemented to test the performance of the DMPC scheme

is shown in Fig. 5.3. It comprises four power electronic DG units with differ-

ent power ratings, different coupling inductances and transmission lines with

different impedances, which are represented in Table 5.1. The MG electrical

parameters are presented in Table 5.2.

DG2

DG1 DG3

DG4

Communication
link

Adjacency matrix

Figure 5.3: Implemented MG simulator
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Table 5.1: MG electrical parameters

Description Parameter DG1 DG2 DG3 DG4

Power capacity Simax [KVA] 12.5 11.25 10 8.75

Coupling inductances Li [mH] 2.5 2.75 3 3.25

P − ω Droop slope Mpω,i [rad/sW] 1.6 · 10−4 1.44 · 10−4 1.28 · 10−4 1.12 · 10−4

Q− V Droop slope Mqv,i [V/VAR] 3.2 · 10−3 2.88 · 10−3 2.56 · 10−3 2.24 · 10−3

Table 5.2: MG parameters and loads

Description Parameter Value

Primary level sample period Tprim[s] 1/(16 · 103)

Nominal frequency ω0 [rad/s] 2π · 50

Nominal voltage (peak) V0 [V] 220

Droop controller cutoff frequency ωc [rad/s] 10π

Unbalanced load 1 (Z1)
Positive sequence current [A] 69.23

Negative sequence current [A] 23.76

Unbalanced load 2 (Z2)
Positive sequence current [A] 27.81

Negative sequence current [A] 1.58

Unbalanced load 3 (Z3)
Positive sequence current [A] 26.8

Negative sequence current [A] 1.05
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The MG electrical model is built with the PLECS blockset®, whereas the

primary and secondary controllers are implemented in Matlab/Simulink® en-

vironment. Each DG unit possesses at the primary level a three-phase active

power - frequency droop controller, per phase reactive power - voltage droop

controllers, and self-tuning voltage and current PR controllers in the abc ref-

erence frame [26] (see the bottom of Fig. 5.1). The following simplifications

were considered in the simulator since their high-bandwidth dynamics are much

faster than that of the studied controllers, and they are not relevant on the

time-scale of the proposed controllers:

• The DGs are simulated as regulable voltage sources.

• The modulation techniques (PWM, SVM) of the converters are not con-

sidered.

• The switching of the switching devices is not considered.

Table 5.3 presents the DMPC design parameters and the weighting factors.

The parameters were chosen aiming to reduce the computational effort. This is

because the computational burden is directly affected by the sample time, and

prediction and control horizons [47]. The sample time was selected considering

the frequency and active power open loop rise time (Tr = 0.7s) as Tsec =

0.7/14 = 0.05s [86]. The prediction and control horizons were selected as 10

samples because with these values the controller always finds a solution within

the sample time, and the traffic over the communication network is reduced.

The frequency and average voltage are limited to a band of 1% and 5% with

respect to their nominal values (ω0 and V0), respectively, as recommended in

[40]. The PVUR limit (PV UR∗ in equations (5.12a), (5.12b), (5.12c)) was

selected as 4% to meet the converter’s output voltage quality standard (below

5%) [40]. These limits are fixed for all the test-scenarios; however, these can

be modified, as long as they are within the recommendations of the IEEE

standard.



Chapter 5. Microgrid setup and simulation results 122

Table 5.3: Controller parameters and weights

Description Parameter Value

Controller sample time Tsec [s] 0.05

Estimated communication delay τ̂ij [s] 0.05

Prediction horizon Ny 10

Control horizon Nu 10

Average voltage predefined band [Vmax, Vmin] [V ] [231,209]

Frequency predefined band [ωmax, ωmin] [rad/s] [101π, 99π]

Maximum PVUR limit PV UR∗[%] 4

Phase a - Reactive power consensus λ1i [(
V A
V AR

)2] 9.5

Phase b - Reactive power consensus λ2i [(
V A
V AR

)2] 8.0

Phase c - Reactive power consensus λ3i [(
V A
V AR

)2] 1.7

Active power consensus λ4i [(
V A
W

)2] 2.1

Average frequency regulation λ5i [(
s

rad
)2] 3.8 · 102

Average voltage regulation λ6i [(
1
V
)2] 5.0

Per phase voltage control actions λ7i [(
1
V
)2] 3.0

Frequency control action λ8i [(
s

rad
)2] 5.0 · 101

The weighting factors were tuned following the guidelines in [89], i.e., looking

for a trade-off between the control objectives and, if needed giving more im-

portance to one objective compared to the rest of the objectives. The load

changes scenario was used to tune the controller. Note that this scenario

does not consider failures such as communication delays/failures and topol-

ogy changes. However, the results show that the proposed controller achieves

good performance even when these issues occur in the MG. First, the weights

related to the frequency control action variation and the per-phase voltage

control actions variations were established (λ7i and λ8i) for avoiding undesired

behaviours in the DGs. Then, as frequency and voltage regulations are the

main tasks of the secondary control level, the weights associated with these

objectives were fixed (λ5i and λ6i). Later, the weights related with the per-

phase reactive power consensus were established (λ1i, λ2i and λ3i). Finally, the

weight associated with active power consensus was established (λ4i).

It is worth highlighting that these weighting factors will not affect the steady-
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state solution of the controller. Indeed they are only related to the convergence

speed of the objectives. Note that the control actions will be zero after the

objectives have been met when the DGs are in steady-state. At this point, the

cost function will take the value of zero. Moreover, as no constraints are asso-

ciated with the control actions, the desired objectives will always be achieved.

Additionally, because soft constraints are incorporated, the controller’s feasi-

bility and convergence are ensured. The main notion is that if a feasible

solution can be established and the prediction horizon (Ny) is large enough to

cover the transient of the output variables, the cost function is monotonically

decreasing and can be understood as a Lyapunov function, which would pro-

vide stability [47, 85]. Moreover, it can also be shown that the problem will

be feasible in the next iteration. Therefore, considering that the optimisation

problem is always feasible and its convergence is guaranteed, it is possible to

state that the controller will remain stable.

Three case-scenarios test the performance of the DMPC scheme. The first sce-

nario consists of connecting unbalanced loads at different nodes. The second

scenario tests the controller when there are both a short and a large constant

time-delay over the communication network. Finally, the last scenario tests

the controller when two failures occur in conjunction, i.e. communication link

failures and a DG is disconnected/reconnected from/to the MG. The commu-

nication network for the first two tests is represented by the adjacency matrix

A(k) (see Fig. 5.3), which remains constant for the whole test. Only in the last

scenario is the adjacency matrix changed according to the events of the test.

These three test scenarios were selected because these are the most common

phenomena that a controller at the secondary level confronts [49, 135]. A dis-

tributed controller must perform well against communication issues, such as

communication delays and failures. In addition, the possibility of disconnect-

ing and reconnecting DGs to the MG without changes in the programming of

the controllers is essential.
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5.5.1 Scenario I (base case) - Unbalanced load changes

This test verifies the performance of the DMPC on the MG when there are

several unbalanced load impacts at different nodes. The MG starts with Z1

connected and the primary control enabled, i.e. droop controllers, and PR

controllers enabled. Note that without the DMPC both per phase normalised

reactive power and three-phase normalised active power are shared unevenly

(see Fig. 5.4 and Fig. 5.5 before 10 s). This is because the DGs have different

power ratings and different droop slopes. At t = 10s, the predictive controllers

are enabled, so the power consensus objectives are achieved in less than 7

seconds.

As discussed in the introduction section, to share the imbalance, it is necessary

to induce small imbalances in the output voltage of the DGs. Therefore, the

maximum unbalanced voltage allowed in the MG must be regulated to avoid

power quality issues. This regulation is achieved by the inequality constraints

(5.12a), (5.12b), (5.12c), which limit the maximum allowed PVUR in the volt-

age at DG’s output. In this test, the maximum allowed PVUR in each DG is

set to 4%. Fig. 5.6 shows that the closest DG to the load impact reaches the

PVUR limit; however, it is never surpassed. At t = 30s, both Z2 and Z3 are

connected; thus, the MG is subject to its total load.

This event takes the average frequency outside its band, and the DMPC re-

stores this variable inside the band immediately, as shown in Fig. 5.7a at

t = 30s. This approach makes flexible the behaviour of the frequency and

average voltage by restoring them only when it is strictly necessary, instead

of restoring these variables to their nominal values at each sample time, as re-

ported in previous approaches. Finally, at t = 50s, Z3 is disconnected. During

all the load perturbations the controller presents a smooth response and all

the objectives are achieved without large overshoots and with settling times

below 7 seconds. Furthermore, none of the constraints are violated.

Note that regardless of the approach used (regulate to fixed values or reg-



Chapter 5. Microgrid setup and simulation results 125

DG
1

DG
2

DG
3

DG
4

DG
1

DG
2

DG
3

DG
4

DG
1

DG
2

DG
3

DG
4

Figure 5.4: Base Case a) Normalised reactive power consensus - Phase a for load
changes, b) Normalised reactive power consensus - Phase b for load changes, c)
Normalised reactive power consensus - Phase c for load changes
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Figure 5.5: a) Three phase normalised active power consensus for load changes -
Base Case, b) Three-phase normalised reactive power consensus for load changes -
Base Case
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Figure 5.6: PVUR index of the voltage at the DGs output for load changes - Base
Case.
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Figure 5.7: a) Frequency regulation for load changes - Base Case, b) Average
voltage regulation for load changes - Base Case. The dashed cyan lines represent the
predefined band limits for both variables.

ulate to a band), temporal violations will always occur. These are due to

external physical events, such as connection/disconnection of loads or con-

nection/disconnection of generation units, and are not related to the control

system. In this sense, our proposed DMPC control system ensures quick re-

covery from those temporary violations following the guidelines established by

the IEEE 1547-2018 standard [40].

5.5.2 Scenario II - Communication delays

This scenario verifies the performance of the controllers when there is a con-

stant delay (τij) over the entire communication network, whilst the estimated

delay (τ̂ij) is kept constant at one sample. Two cases are considered: a) small

time-delay (τij=0.25s) and b) large time-delay (τij = 1s). Note that the worst-

case scenario represents a 20-sample delay, which is two times larger than the

prediction horizon (Ny). A delay of one second is considered to be a large

delay (see [16, 17]); such a delay may be due to weather conditions or line of
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sight requirements in rural/remote areas [135]. For this test, the same load

changes considered in scenario I are applied.
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Figure 5.8: Communication delay test: a) Normalised reactive power consensus
- Phase a for τij = 0.25s, b) Normalised reactive power consensus - Phase a for
τij = 1s, c) Three-phase normalised active power consensus for τij = 0.25s, d)
Three-phase normalised active power consensus for τij = 1s, e) Frequency regulation
for τij = 0.25s and τij = 1s, f) Average voltage regulation for τij = 0.25s and
τij = 1s. The dashed cyan lines represent the predefined band limits for both latter
variables.

Fig. 5.8 shows the test results. Fig. 5.8a shows the reactive power in phase a

for a delay of 0.25s, while Fig. 5.8b shows the same information for a delay of

1s. The rest of the phases are omitted as they present the same behaviour.

Fig. 5.8c and Fig. 5.8d present the results for the active power sharing for a

delay of 0.25s and 1s, respectively. Fig. 5.8e and Fig. 5.8f present the results

for the average frequency regulation and average voltage regulation for both

delays. The results show that the DMPC is robust against communication

delays, and the delay affects the overshoot and the settling time of the con-

sensus variables: the single phase reactive power is slightly affected when two

unbalanced loads are connected simultaneously at different points in the MG

at t = 30s, and the active power consensus is the variable most affected by
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delays.

The more the delay the larger the overshoot and the settling time. It is ob-

served that although the frequency and average voltage are taken outside the

defined limits, the proposed controller is capable of regulating these variables

within their predefined bands. This is due to the inequality constraints (5.15a)

and (5.15b) that allow temporary violations. Therefore, the DMPC presents

a good performance against communication delays even when the delay is

two times the prediction/control horizons. This is because the rolling hori-

zon scheme provides robustness against delays in the shared information by

correcting the control action sequences [46].

5.5.3 Scenario III - Combined communication link fail-

ures and robustness in the presence of changes in

microgrid structure

This test presents the behaviour of the predictive controllers when two of the

most demanding scenarios are present in the MG at the same time. The test

starts with the controllers enabled and Z1 connected. A communication failure

is forced at t = 10s between the communication channels of DG1-DG3 and

DG2-DG4, so the MG continues operating with four communication channels,

and the MG adjacency matrix is modified (see A(k) in Fig. 5.9a at t = 10s).

The control algorithm automatically identifies the failure and and changes the

consensus (5.6) and average (5.14a), (5.14b) calculations . At t = 30s an

unscheduled failure occurs, i.e. DG4 is disconnected from both the electrical

system and the communication network. The MG continues operating with the

remaining connected DGs until t = 50s, when Z2 is connected. At t = 70s,

after a synchronisation routine, DG4 is reconnected to the MG. Note that

when DG4 is disconnected there is only one communication path among the

remaining DGs, which is the worst communication scenario for distributed

controllers [133] (see A(k) in Fig. 5.9a at t = 30s).
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Figure 5.9: Communication failure and robustness in the presence of changes in
microgrid structure test. a) Frequency regulation, b) Average voltage regulation. The
dashed cyan lines represent the predefined band limits for both variables.

Fig. 5.9 and Fig. 5.10 show the test results. When the communication failure

occurs (t = 10s), the predictive controllers do not suffer noticeable deterio-

ration; only the frequency and voltage present a slight variation, as shown

in Fig. 5.9. Furthermore, the controller performance is not affected by both

phenomena, and the remaining operating DGs achieve the consensus objec-

tives, even when both failures are present at the same time. Nevertheless, the

transient response is different, both overshoot and settling time are increased

slightly. This is because the adjacency matrix is not complete, and the con-

sensus objectives depend on the known information of the neighbouring DGs.

Note that when DG4 is reconnected (see Fig. 5.10 at t = 70s), this DG unit

achieves the consensus objectives in a higher time. The time response of the

proposed DMPC scheme depends on the density of the adjacency matrix A.

This implies that the dynamic response is slow when A is sparse (most of the

elements of A are zero, meaning few communication channels), whereas the

dynamic response is fast when the density of A is high (most of the elements
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Figure 5.10: Communication failure and robustness in the presence of changes in
microgrid structure test. a) Normalised reactive power consensus - Phase a, b) Nor-
malised reactive power consensus - Phase b, c) Normalised reactive power consensus
- Phase c
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of A are one, meaning more communication channels). Furthermore, it has

been reported that the convergence time is not related directly to the number

of DGs that form the MG, and the convergence time will not be affected as

long as the new DGs are properly communicated [42]. Indeed, if more well-

communicated DGs are added, the converge speed will be improved [42].

5.6 Real-time simulation validation

The proposed DMPC scheme has been implemented and validated via real-

time simulation to illustrate the physical simulation’s fidelity. For this purpose,

the real-time (RT) platform OP4510 OPAL-RT power grid digital simulator

was used. This widely used FPGA-based platform allows real-time simulation

validation, as it assigns an independent processor’s core for control tasks and

another core for system simulation tasks. The OPAL-RT platform is shown in

Fig. 5.11. The MG simulator with four DGs of Fig. 5.3 was implemented in

the OPAL platform. The DGs implemented in the OPAL include the DMPC

controllers along with the primary and droop controllers (see Section 5.2 for a

detailed explanation).

To corroborate the results obtained in the simulation section, the test presented

in Section Section 5.5.3 was selected for the real-time simulation validation

because this is the most demanding test, as it combines the failure of two

communication links and the disconnection and reconnection of a DG (to see

the events that occur in this test see Section Section 5.5.3).

Figure 5.11: OPAL-RT platform for real-time simulation validation
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Figure 5.12: RT - Communication failure and robustness in the presence of changes
in microgrid structure test. a) Normalised reactive power consensus - Phase a, b)
Normalised reactive power consensus - Phase b, c) Normalised reactive power con-
sensus - Phase c
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The real-time simulation results are consistent with the simulations. For ex-

ample, Fig. 5.12 shows the single-phase reactive powers in the OPAL platform.

When comparing this figure with the one obtained by simulations (Fig. 5.10),

it can be seen that they are similar.

Furthermore, this section presents waveforms that cannot be obtained from

simulations. For instance, Fig. 5.13 shows the single-phase currents in the

natural reference frame at the connection points of DG4 and DG3 (see Fig. 5.3)

when DG4 is reconnected at around t = 70s. Fig. 5.13a shows the single-phase

currents of DG4 during the reconnection of DG4, together with the voltage on

one phase. When the DMPC on DG4 is enabled, a good dynamic response

without overshoots is appreciated. On the other hand, Fig. 5.13b shows the

current injected by DG3 during the reconnection of DG4. Note that in this

image, after reconnecting DG4, the current of DG3 decreases since DG4 takes

part of the MG load.

Figure 5.13: RT - Communication failure and robustness in the presence of changes
in microgrid structure test. a) Current and voltage at the DG4 connection point, b)
Current at the DG3 connection point, Yellow: Ia, Green: Ib, Blue:Ic, Pink:Va - (20
A/Div, 100 V/Div ).
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5.7 Scalability and comparison with a DAPI-

based controller

In this section, the scalability of the proposed DMPC and a comparison study

with the reported technique in [39] (based on the widely used virtual impedance

method) are provided. To test both scenarios an MG simulator with eight DGs

was implemented (see Fig. 5.14), as four new generators were added, i.e. DG5,

DG6, DG7 and DG8.

DG2

DG1 DG5

DG6

Communication
link

DG4

DG3 DG7

DG8

Figure 5.14: Implemented MG simulator for scalability and comparison scenarios

These generators have the same droop slopes, power capacities, and coupling

inductors of DG1, DG2, DG3 and DG4, respectively. Furthermore, the same

controller and weighting parameters presented in Table 5.3 are configured in

the new generators, and a reduced number of communication links is used for

the information sharing (see the blue dashed lines in Fig. 5.14). In the same
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fashion, the transmission lines were duplicated (see Section 5.5). Note that

loads Z5 and Z6 were added with the same values of Z1 and Z2, respectively

(see Table 5.2).

5.7.1 Scalability

Scalability is crucial for a distributed control strategy, and its dynamic be-

haviour is directly affected by the communication topology of its DGs (agents)

and not necessarily related to the number of DGs [42]. Moreover, its behaviour

can be analysed through the eigenvalues of the Laplacian matrix L, which is

defined as L = D − A. Where A is the adjacency matrix (defined in Section

3.4.1), and D is a diagonal matrix formed by the sum of the elements in each

row of the adjacency matrix A, i.e., D = diag
∑N

j=1 aij. The Laplacian ma-

trix L is symmetric for undirected graphs, and its eigenvalues are nonnegative

real [42]. In particular, the control strategy convergence speed depends on the

Laplacian second eigenvalue, which is known as the Fiedler Eigenvalue [42].

The following test evaluates the proposal’s scalability. The test starts with two

loads connected and five DGs operating with their DMPCs enabled. Then,

DG8, DG7 and DG6 are connected (after a synchronisation routine) to the

microgrid at around t = 10s, t = 40s and t = 70s, respectively. The remaining

two loads are added at t = 100s. In order for the control algorithm to work an

initial configuration is needed when a new DG is introduced for the first time

to the MG, as is the case of the majority of distributed consensus techniques.

All operating DGs need to know their neighbouring power capacities (Sjmax),

and the number of DGs that form the MG (N).

This does not compromise the robustness in the presence of changes in mi-

crogrid structure capability of our proposal, as DGs can be disconnected or

reconnected at any time. Then, the DMPC algorithm automatically updates

the consensus terms on (5.6) and (5.14) in all operating DGs to solve the

optimisation problem. Note that thanks to the distributed structure of the
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controller, the number of predicted variables is fixed. Therefore, the com-

putational burden does not increase when new DGs are introduced into the

MG. This is of high importance for the scalability of control techniques at the

secondary control level.

The performance of the controller is depicted in Fig. 5.15 and Fig. 5.16, where

it is observed that due to the reduced density of the adjacency matrix A, the

new DGs achieve the consensus objectives in a higher settling time (around

5 seconds) with a smooth transitory response, and the average voltage and

frequency are kept within the predefined operating band in all the events in

this test.

The optimisation time for the DMPC scheme is presented in Fig. 5.17. It is

observed that all predictive controllers find a solution at around 0.01 seconds,

which is well below the sample time (0.05 seconds). It should be noted that

due to the distributed structure of the predictive scheme, the number of op-

timisation variables is fixed (see (5.18) and (5.19)). Fig. 5.17 shows that the

time required to obtain a solution does not increase when DG8, DG7, and DG6

are connected to the MG at t = 10s, t = 50s and t = 70s, respectively. These

tests were performed on a 9th generation Intel Core i7 3.6GHz computer with

32GB of RAM.
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Figure 5.15: Scalability robustness in the presence of changes in microgrid structure
test. a) Normalised reactive power consensus - Phase a, b) Normalised reactive power
consensus - Phase b, c) Normalised reactive power consensus - Phase c
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Figure 5.16: Scalability robustness in the presence of changes in microgrid structure
test. a) Frequency regulation, b) Average voltage regulation. The dashed cyan lines
represent the predefined band limits for both variables.
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Figure 5.17: Optimisation time for the scalability test
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5.7.2 Comparison with a distributed consensus-based

controller for imbalance sharing

A comparison between our proposal and the work of [39] is presented. This

comparison is suitable because both control techniques include consensus ob-

jectives to improve imbalance sharing in a distributed fashion, regulate the

PVUR of the DGs’ output voltage and use an adjacency matrix to represent

their communication topology. The work of [39] is based on the concept of

virtual impedance and, the imbalance sharing is achieved via a consensus in

the three-phase unbalanced power defined by the Conservative Power Theory

(CPT) [26]. In the following tests, both control strategies have a PVUR limit

of 4%.
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Figure 5.18: Comparison between the proposed DMPC scheme and a DAPI-based
method. a)-b) Unbalanced Power for the two methods compared, c)-d) PVUR index
of the voltage at the DGs output for the two methods compared.

The behaviour of the unbalanced power sharing and PVUR at the DGs’ output

voltage for [39] in the presence of load changes are presented on the left side of

Fig. 5.18. It is observed that although this technique improves the sharing of

unbalanced power, a high PVUR at the DGs output voltage is present, which

is outside of the desired limit. This is because the DG units that are far from

where the loads are connected, do not increase their PVUR. Furthermore, the

single-phase reactive powers’ behaviour for [39] is presented on the left side of
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Figure 5.19: Comparison between the proposed DMPC scheme and a DAPI-based
method. a)-b) Normalised reactive power in the phase a for the two methods com-
pared, c)-d) Normalised reactive power in the phase b for the two methods compared.

Fig. 5.19. Phase c is omitted as it presents the same behaviour.

These results demonstrate that methods based on virtual impedance and de-

fined in the sequence components domain, where the consensus is defined only

considering magnitudes and not sequence phase angles, do not guarantee good

sharing in the phases (i.e., phase a to phase c). On the other hand, the pro-

posed strategy’s performance is presented on the right side of Fig. 5.18 and

Fig. 5.19. It is observed that this technique has better performance for unbal-

anced power sharing with a reduced PVUR that is always below the established

limit (4%). Furthermore, the reactive power in the phases is shared properly.

Another advantage of the proposed technique is its resilience under commu-

nication delays. This is verified by applying a constant delay of one second

(τij = 1s) on the entire communication network and testing the performance of

both strategies. The results for [39] are presented on the left side of Fig. 5.20,

whilst the results of our proposal are depicted on the right side. Phase c is

omitted as it presents the same behaviour. It is observed that [39] is highly

affected under large delays by presenting oscillations in its behaviour when the

MG load condition changes. Whereas, the proposed DMPC is slightly affected

in the transitory response; nevertheless, the consensus objectives are achieved

regardless of the delay. This is because the rolling horizon property and the
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delay estimation of the DMPC scheme correct the control actions sequences

[46], making the controller stable in the presence of the delays. On the other

hand, the consensus technique of [39] does not consider the existence of delays.
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Figure 5.20: Comparison between the proposed DMPC scheme and a DAPI-based
method for τij = 1s. a)-b) Normalised reactive power in the phase a for the two
methods compared, c)-d) Normalised reactive power in the phase b for the two meth-
ods compared.

To further verify the effect of delays on both control strategies, their control

actions are presented in Fig. 5.21. It is observed that this large delay of 1

second considerably affects the voltage control action of [39] (see Fig. 5.21c),

which explains the oscillations of Fig. 5.20. On the other hand, the control

actions for the proposed strategy are only slightly affected by the delay, as

shown on the right-hand side of Fig. 5.21.
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Figure 5.21: Comparison between the proposed DMPC scheme and a DAPI-based
method for τij = 1s. a)-b) Frequency control action for the two methods compared,
c)-d) Voltage control action for the two methods compared.

5.8 Discussion

This Chapter presented a novel distributed predictive control strategy to cope

with per-phase power imbalance sharing and active power sharing in ac iso-

lated MGs. The proposed DMPC scheme is able to achieve all the consensus

control objectives simultaneously, while the imposed physical constraints are

respected. The dynamic performance of the controller was evaluated and dis-

cussed under three of the most demanding test scenarios. Simulation and

real-time simulation results verify the good performance of the rolling horizon

scheme for communication network issues, PVUR limit restrictions and the

disconnection and reconnection of DGs. Furthermore, the proposal’s scalabil-

ity and a comparison study with the usual consensus technique based on the

virtual impedance method were evaluated. In summary, the results demon-

strated the main advantages of the proposed strategy, which are:

• Per-phase reactive power is shared proportionally among DGs when a

load is connected to the MG and when a DG is disconnected from and

reconnected to the H-MG.

• The frequency and voltage are restored within secure bands in steady-

state under all the analysed cases.
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• The DMPC scheme operates appropriately with a reduced communica-

tion network, where DGs are communicated only with neighbouring DGs.

Moreover, global objectives are achieved through information sharing.

• DGs can easily be connected to or disconnected from the MG, and

the control structure, demonstrating the robustness in the presence of

changes in microgrid structure of the proposed strategy.

• The superior behaviour of the DMPC scheme against usual DAPI-based

controllers is demonstrated under communication issues.

This strategy was validated through real-time simulation and simulation tests

in the journal paper:

A. Navas-Fonseca, C. Burgos, J. S. Gómez, F. Donoso, L. Tarisciotti, D.

Sáez, R. Cárdenas D., and M. Sumner, “Distributed Predictive Control for

Imbalance Sharing in ac Microgrids,” in IEEE Transactions on Smart Grid,

vol. 13, no. 1, pp. 20-37, Jan. 2022, doi:

10.1109/TSG.2021.3108677, [Q1-IF 8.960 - published ].
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Conclusions and final remarks

Microgrids are positioning themselves as the key enablers for integrating dis-

tributed generation and energy storage systems. Nevertheless, new and more

sophisticated control systems must be developed to harness their benefits. Dis-

tributed model predictive control (DMPC) is one of the leading approaches

to managing microgrids (MGs). In this context, the main objective of this

PhD thesis was to propose distributed predictive cooperative strategies for sec-

ondary control in MGs. These strategies combined the benefits of distributed

control and model predictive control, giving a better overall performance of

the MG.

The results show that DMPC provides the flexibility to achieve the main task

of the secondary control level (restoring frequency and voltage) along with

complementary objectives within the same formulation. These complementary

objectives can be minimisation of operational cost or phase imbalance shar-

ing. The proposed DMPC schemes include detailed models of the dynamics

of the generators (and interlinking converters) including equality constraints

and physical limits as inequality constraints. In addition, the rolling horizon

property of the proposed DMPCs provides robustness against communication

delays. These characteristics allow the proposed DMPC schemes to perform

better than traditional controllers. The main findings of this PhD thesis are

highlighted as:

145
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For balanced ac MGs

• It is demonstrated that DMPC can minimise the MG’s operating cost and

restore the frequency to its nominal value over a similar time scale. The

response of the controller is enhanced by including power rating limits,

local dynamic models of the DGs, and a model of the communication

network model. In addition, the controller does not need knowledge of

the MG topology.

• Extensive experimental tests validate the performance of the proposed

control scheme against sudden load changes, communication delays, com-

munication failures, as well as disconnection and reconnection of DGs.

For hybrid ac/dc MGs

• It was shown that the frequency, ac voltage and dc voltage on hybrid

ac/dc MGs can be restored to within secure bands. This strategy gives

flexibility to the operation of MGs where frequency and voltages are

restored only when they are outside predefined bands. This is different to

most approaches proposed in the literature, which restore these variables

to nominal values at each sample time.

• The proposed control strategy regulates the frequency of all ac DGs (a

global variable). By contrast, since the voltage is not a global variable,

the proposed control scheme regulates the average ac voltage and dc

voltage, allowing different voltages in the voltage buses of the MG and

employing accurate reactive power control.

• Since the proposed strategy is implemented in each DG or ILC, the com-

putational burden required for the predictive controllers is reduced and

does not increase when more DGs or ILCs are added to the MG. This

is because the number of optimisation variables is fixed. In addition,

consensus objectives are achieved through information sharing and coor-

dination between DGs and ILCs. The controllers operate with the usual
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measurements at the primary level, and no additional measurements are

required.

• Extensive simulation studies verify the performance of the proposed con-

trol scheme against sudden ac and dc load changes, communication de-

lays, communication failures, as well as disconnection and reconnection

of ac DGs, dc DGs and ILCs. A detailed comparison study was carried

out in terms of performance under communication delays.

For unbalanced ac MGs

• Phase imbalance sharing between DGs is controlled through the control

of single-phase reactive power. The proposed distributed model pre-

dictive control scheme does not require virtual impedance loops or the

inclusion of additional power converters for managing single-phase reac-

tive power between distributed generators. In fact, with the proposed

technique, the sharing of imbalance is performed directly in terms of

single-phase reactive power and without adding extra power converters

into the microgrid.

• As part of sharing imbalance through the single-phase reactive power,

the DMPC bounds the unbalanced voltage at the DGs’ output, fulfilling

the recommendation of the IEEE standard 1547-2018 [40]. Moreover,

power rating limits are also considered in the formulation.

• Extensive real-time simulation and simulation studies verify the perfor-

mance of the proposed control schemes against sudden load changes,

communication delays, communication failures, as well as disconnection

and reconnection of DGs. Tests to show he controller’s scalability and

a detailed comparative performance study under communication delays

were also carried out.

In summary, it is verified that currently distributed predictive control is one of

the most promising strategies for MG management, as they allow the achieve-
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ment of global objectives through information sharing. Moreover, they allow

the pursuit of more flexible objectives using soft constraints. They also allow

modelling and the use of limits in states and inputs within the formulation.

All the proposed distributed predictive strategies are easy to scale, and do

not increase the computational burden when more agents are added; this is

because the number of predicted variables is fixed.

6.1 Future work

A few areas that could form the basis of future research are detailed in the

following.

• A direct future path could be the design of a controller that combines

economic dispatch and imbalance sharing in hybrid ac/dc MGs. Also,

energy storage systems and specific renewable energy services should be

considered in the formulation.

• The proposed control strategy could be extended to consider congestion

management of the distribution line currents. The losses on the ILCs

and the losses on the distribution lines could also be considered in the

formulation.

• A current hot research topic is the study of the effects of cyber-attacks

on distributed controllers. A common cyber-attack is known as the false

data injection attack (FDIA). FDIAs can appear in sensors, communica-

tion links, and actuators. Therefore, a direct extension of the proposed

DMPC schemes would be to incorporate new detection methods and

counteract mechanisms to tackle cyber-attacks.

• Different tuning methodologies for the weighting parameters could be

explored. For instance, heuristic algorithms, such as particle swarm op-

timisation (PSO) or genetic algorithms (GA), could be used.
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• An open research topic is the study of theoretical stability on distributed

model predictive control. Concepts like terminal costs and terminal in-

variant sets could be incorporated into the formulation.

6.2 Publications

6.2.1 Journal papers

[1] A. Navas-Fonseca, J. S. Gomez, J. Llanos, E. Rute, D. Saez, and M.

Sumner, “Distributed Predictive Control Strategy for Frequency Restora-

tion of Microgrids Considering Optimal Dispatch,” in IEEE Transac-

tions on Smart Grid, vol. 12, no. 4, pp. 2748-2759, July 2021, doi:

10.1109/TSG.2021.3053092 (Q1, impact factor: 8.960).

[2] A. Navas-Fonseca, C. Burgos-Mellado, J. S. Gómez, F. Donoso, L.

Tarisciotti, D. Sáez, R. Cárdenas D., and M. Sumner, “Distributed Pre-

dictive Control for Imbalance Sharing in AC Microgrids,” in IEEE Trans-

actions on Smart Grid, vol. 13, no. 1, pp. 20-37, Jan. 2022, doi:

10.1109/TSG.2021.3108677 (Q1, impact factor: 8.960).

[3] A. Navas-Fonseca, C. Burgos-Mellado, J. S. Gómez, E. Espina, J.

Llanos, D. Sáez, M. Sumner, and D. E. Olivares, “Distributed predictive
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vani, M. Kazerani, A. H. Hajimiragha, O. Gomis-Bellmunt, M. Saeedi-
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hansson, “Cooperative MPC-based energy management for networked
microgrids,” IEEE Trans. Smart Grid, vol. 8, no. 6, pp. 3066–3074, Aug.
2017.
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[74] B. V. Solanki, C. A. Cañizares, and K. Bhattacharya, “Practical energy
management systems for isolated microgrids,” IEEE Transactions on
Smart Grid, pp. 1–1, Sep. 2018.

[75] I. A. Sajjad, G. Chicco, and R. Napoli, “Effect of aggregation level
and sampling time on load variation profile — a statistical analysis,”
in MELECON 2014 - 2014 17th IEEE Mediterranean Electrotechnical
Conference, Apr 2014, pp. 208–212.

[76] M. Shahbazi and A. Khorsandi, “Power Electronic Converters in Micro-
grid Applications,” Microgrid: Advanced Control Methods and Renew-
able Energy System Integration, pp. 281–309, jan 2017.

[77] P. C. Loh, D. Li, Y. K. Chai, and F. Blaabjerg, “Autonomous opera-
tion of hybrid microgrid with ac and dc subgrids,” IEEE Trans. Power
Electron., vol. 28, no. 5, pp. 2214–2223, May 2013.



REFERENCES 159

[78] H. J. Yoo, T. T. Nguyen, and H. M. Kim, “Consensus-based distributed
coordination control of hybrid AC/DC microgrids,” IEEE Trans. Sus-
tain. Energy, vol. 11, no. 2, pp. 629–639, Apr. 2020.

[79] J.-W. Chang, G.-S. Lee, S.-I. Moon, and P.-I. Hwang, “A novel dis-
tributed control method for interlinking converters in an islanded hybrid
ac/dc microgrid,” IEEE Trans. Smart Grid, vol. 12, no. 5, pp. 3765–3779,
Sep. 2021.

[80] G. A. Papafotiou, G. D. Demetriades, and V. G. Agelidis, “Technology
readiness assessment of model predictive control in medium-and high-
voltage power electronics,” IEEE Trans. Ind. Electron., vol. 63, no. 9,
pp. 5807–5815, Jan. 2016.

[81] A. Andersson and T. Thiringer, “Assessment of an improved finite con-
trol set model predictive current controller for automotive propulsion
applications,” IEEE Trans. Ind. Electron., vol. 67, no. 1, pp. 91–100,
Feb. 2019.

[82] F. Mehmood, B. Khan, S. M. Ali, and J. A. Rossiter, “Distributed
model predictive based secondary control for economic production and
frequency regulation of MG,” IET Control Theory Appl., vol. 13, no. 17,
pp. 2948–2958, Nov. 2019.

[83] L. Liang, Y. Hou, and D. J. Hill, “Design guidelines for MPC-based
frequency regulation for islanded microgrids with storage, voltage, and
ramping constraints,” IET Renew. Power Gener., vol. 11, no. 8, pp.
1200–1210, Jul. 2017.

[84] Y. Du, J. Wu, S. Li, C. Long, and S. Onori, “Coordinated energy dispatch
of autonomous microgrids with distributed MPC optimization,” IEEE
Trans. Ind. Informat., vol. 15, no. 9, pp. 5289–5298, Feb. 2019.

[85] J. Rossiter, A First Course in Predictive Control. CRC Press, 2018.
[Online]. Available: https://books.google.cl/books?id=q30StAEACAAJ
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Appendix A

Design of a reduced order
nonlinear observer to estimate
the voltage after a coupling
inductance

In this appendix, we provide an explanation of the application of the reduced-
order non-linear observer proposed in [139] to estimate the voltage (V̂ B

i ) after
the coupling inductance (Li). For a complete description of the demonstration
of the observer, the reader is encouraged to read the aforementioned work.
Consider a class of nonlinear system given by

ẋ = F (xa,u)x+ g (xa,u) (A.1)

where x ∈ Rn×1 is the state vector and u ∈ Rm×1 is the input vector, with
F ∈ Rn×n and g ∈ Rn×1. The state vector can be partionated as x = [xa xb]

T ,
where xa ∈ Rna×1 contains measurable variables and xb ∈ Rnb×1 contains non-
measurable variables. The representation of (A.1) can be rewritten as follows.

[
ẋa

ẋb

]
=

[
N (xa,u) M (xa,u)
R (xa,u) S (xa,u)

] [
xa

xb

]
+

[
ga (xa,u)
gb (xa,u)

]
(A.2)

The previously described non-linear observer of reduced-order is used to es-
timate the voltage (V̂ B

i ) after the coupling inductance (Li), as shown at the
bottom of Fig. A.1. The observer works in the α− β framework. Considering
V̂ B
α,i = Vmsin(θi) and V̂ B

β,i = Vmcos(θi), where Vm depends on the abc − αβ
transformation used. Equation (A.3), which represents the estimated states,
is obtained deriving both expressions. Where ωo is the nominal frequency.

DGi

To the
Microgrid

Figure A.1: Electrical output circuit
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ˆ̇V B
α,i = Vmωocos(θi) = ωoV̂

B
β,i

ˆ̇V B
β,i = −Vmωosin(θi) = −ωoV̂

B
α,i

(A.3)

Equation (A.4), which represents the measured estates, is obtained applying
the Kirchhoff’s voltage law to the circuit of Fig. A.1. Where Ri represents the
cable resistance, and is assumed as Ri = 0.01Ω.

Lii̇α,i = −Riα,i + Vα,i − V̂ α, iB

Lii̇β,i = −Riβ,i + Vβ,i − V̂ β, iB
(A.4)

The measured states (xa) and estimated states (xb) are presented in Equation
(A.5). These are obtained expressing (A.3) and (A.4) in the required form of
the observer (A.2). Where its inputs are the measured values of the output
voltage Vi and the output current ii (both at the output of the LCL filter,
before Li, and in the α− β framework).[

i̇α,i
i̇β,i

]
︸ ︷︷ ︸

ẋa

=

[
−Ri

Li
0

0 −Ri

Li

]
︸ ︷︷ ︸

N

[
iα,i
iβ,i

]
︸ ︷︷ ︸

xa

+

[
− 1

Li
0

0 − 1
Li

]
︸ ︷︷ ︸

M

[
V̂ B
α,i

V̂ B
β,i

]
︸ ︷︷ ︸

xb

+

[
Vα,i

Li
Vβ,i

Li

]
︸ ︷︷ ︸

ga[
ˆ̇V B
α,i
ˆ̇V B
β,i

]
︸ ︷︷ ︸

ẋb

=

[
0 0
0 0

]
︸ ︷︷ ︸

R

[
iα,i
iβ,i

]
︸ ︷︷ ︸

xa

+

[
0 ωo

−ωo 0

]
︸ ︷︷ ︸

S

[
V̂ B
α,i

V̂ B
β,i

]
︸ ︷︷ ︸

xb

+

[
0
0

]
︸︷︷︸
gb

(A.5)

The structure of the observer is presented in (A.6).

ξ̇ =Ar(ξ +Gw) + Br

x̂b = ξ +Gw
(A.6)

Where w is a transformation that depends on the measured variables to obtain
a linear dynamic of the error.

w = T(xa) =

[
ω1

ω2

]
=

[
−Li(iα,i +

ωoiβ,i
gv

)

−Li(iβ,i − ωoiα,i

gv
)

]
(A.7)

The estimation error dynamic Ar (A.8) is obtained through pole placement so
that the observer is able to follow the phase of the estimated voltages, and it
is faster than the secondary controller. Finally, the gains gv were placed at
-31500, and Br is represented in (A.9).

Ar = −G =

[
−gv 0
0 −gv

]
(A.8)

Br = Rxa + gb −G
∂T

∂xa

(Nxa + ga) (A.9)



Appendix B

Derivation of predictive linear
models used as equality
constraints in ac DGs

B.1 Continuous time model for equality con-

straints

The set of equations (3.6)-(3.8) and (5.1)-(5.4) is rewritten as (B.1). As it was
mentioned, (B.1) characterises frequency and voltage droop controllers, phase
angle deviation and, the active/reactive power transferred from the i-th DG
to the microgrid.

ωi(t)=ω0+Mpω,iPi(t)+ωs,i(t) (B.1a)

δθi(t) = θi(t)−θ̂Bi (t) =
∫ t

0

[
ωi(τ)−ω̂B

i (τ)
]
dτ (B.1b)

Pi(t) = BiVi(t)V̂
B
i (t)sin(δθi(t)) (B.1c)

Vi(t)=
1

3
(Via(t)+Vib(t)+Vic(t)) (B.1d)

Via(t)=V0+Mqv,iQia(t)+Vs,ia(t) (B.1e)

Vib(t)=V0+Mqv,iQib(t)+Vs,ib(t) (B.1f)

Vic(t)=V0+Mqv,iQic(t)+Vs,ic(t) (B.1g)

Qi(t)=Qia(t)+Qib(t)+Qic(t) (B.1h)
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Qia(t)=Bi

[
Via(t)

2−Via(t)V̂
B
ia (t)cos(δθi(t))

]
(B.1i)

Qib(t)=Bi

[
Vib(t)

2−Vib(t)V̂
B
ib (t)cos(δθi(t))

]
(B.1j)

Qic(t)=Bi

[
Vic(t)

2−Vic(t)V̂
B
ic (t)cos(δθi(t))

]
(B.1k)

Proof. Balanced Case

Assumption 1 A balanced microgrid satisfies:

Via (t) = Vib (t) = Vic (t) = Vix (t) ; Vs,ia (t) = Vs,ib (t) = Vs,ic (t) = Vs,ix (t) ;

V̂ B
ia (t) = V̂ B

ib (t) = V̂ B
ic (t) = V̂ B

ix (t) (B.2)

Therefore:
from (B.1h) to (B.1k)

Qi (t) =Bi

[
Via (t)

2 − Via (t) V̂
B
ia (t) cos (δθi (t))

]
+

Bi

[
Vib (t)

2 − Vib (t) V̂
B
ib (t) cos (δθi (t))

]
+

Bi

[
Vic (t)

2 − Vic (t) V̂
B
ic (t) cos (δθi (t))

]
(B.3)

Qi (t) = 3Bi

[
Vix (t)

2 − Vix (t) V̂
B
ix (t) cos (δθi (t))

]
(B.4)

from (B.1d) to (B.1g)

Vi (t) =
1

3
[V0 +Mqv,iQia(t) + Vs,ia(t) + V0 +Mqv,iQib(t) + Vs,ib(t) + V0] +

1

3
[V0 +Mqv,iQic(t) + Vs,ic(t)] (B.5)

Vi (t) =
1

3
[3V0 + 3Mqv,iQix(t) + 3Vs,ix(t)] = Vix (t) (B.6)

B.2 Model discretisation

This section details the discretisation of equations (B.1). We use the forward
Euler method defined by (B.7). In this case, it is considered that k = nTsec, n ∈
Z+, and Tsec is the sample time used at secondary control level.

Tsec
df(t)

dt

∣∣∣∣
t=k

= [f(k + 1)− f(k)] = ∆f(k + 1) (B.7)

The discretisation process of each equation (model) is detailed as follows:
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B.2.1 Droop equations

The linearisation process for the frequency droop equation (B.1a) is detailed
as follows. The same procedure is applied to voltage droop equations (B.1e),
(B.1f) and (B.1g)
From (B.1a), it is possible to rewrite ωs,i(t) in function of ∆ωs,i(t).

ωi(t) = ω0 +Mpω,iPi(t) + ωs,i(t) (B.8)

ωi(t) = ω0 +Mpω,iPi(t) +
1

Tsec

∫
∆ωs,i(t)dt

Deriving both sides and applying forward Euler method:

dωi(t)

dt
= Mpω,i

dPi(t)

dt
+

1

Tsec
∆ωs,i(t)

dωi(t)

dt

∣∣∣∣
t=k

= Mpω,i

dPi(t)

dt

∣∣∣∣
t=k

+
1

Tsec
∆ωs,i(k)

ωi(k + 1)− ωi(k) = Mpω,i [Pi(k + 1)− Pi(k)] + ∆ωs,i(k)

ωi(k + 1) = ωi(k) +Mpω,i [Pi(k + 1)− Pi(k)] + ∆ωs,i(k) (B.9)

□

B.2.2 Phase angle equation

The linearisation process for the phase angle deviation model is shown from
(B.10) to (B.12). Two procedures that reach the same result are detailed.

δθi(t) = θi(t)− θ̂Bi (t) =

∫ t

0

[
ωi(τ)− ω̂B

i (τ)
]
dτ (B.10)

Procedure 1

δθi(t) =

∫ t

0

[
ωi(τ)− ω̂B

i (τ)
]
dτ

Deriving both sides and applying forward Euler method

dδθi(t)

dt

∣∣∣∣
t=k

=
d

dt

[ ∫ t

0

[
ωi(τ)− ω̂B

i (τ)
]
dτ

]∣∣∣∣
t=k

δθi(k + 1)− δθi(k) =

∫ k+1

0

[
ωi(τ)− ω̂B

i (τ)
]
dτ −

∫ k

0

[
ωi(τ)− ω̂B

i (τ)
]
dτ

δθi(k + 1)− δθi(k) =

∫ k+1

k

[
ωi(τ)− ω̂B

i (τ)
]
dτ

δθi(k + 1)− δθi(k) = Tsec[ωi(k)− ω̂B
i (k)]

δθi(k + 1) = δθi(k) + Tsec[ωi(k)− ω̂B
i (k)] (B.11)

□
Procedure 2
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Considering

θi(t) =

∫ t

0

ωi(τ), dτ

Deriving both sides and applying forward Euler method

dθi(t)

dt

∣∣∣∣
t=k

=
d

dt

[ ∫ t

0

ωi(τ), dτ
]∣∣∣∣

t=k

θi(k + 1)− θi(k) =

∫ k+1

0

ωi(τ) dτ −
∫ k

0

ωi(τ) dτ

θi(k + 1)− θi(k) =

∫ k+1

k

ωi(τ)dτ

θi(k + 1)− θi(k) = Tsecωi(k)

Then, from (A.1b)

δθi(k + 1) = θi(k + 1)− θ̂Bi (k + 1)

δθi(k + 1) = [θi(k) + Tsecωi(k)]− [θ̂Bi (k) + Tsecω̂
B
i (k)]

Re-ordering the terms

δθi(k + 1) = [θi(k)− θ̂Bi (k)] + [Tsecωi(k)− Tsecω̂
B
i (k)]

δθi(k + 1) = δθi(k) + Tsec[ωi(k)− ω̂B
i (k)] (B.12)

□

B.2.3 Power transfer equations

Due to power transfer equations (B.1c) and (B.1i)-(B.1k) are non-linear, these
are linearised via a Taylor expansion around the measured/estimated point
p(k) = {ωi(k), ω̂

B
i (k), Vi(k), Vix(k), V̂

B
i (k), V̂ B

ix (k), δθi(k), Pi(k), Qi(k)}
with x={a, b, c}. Then, the forward Euler discretisation is applied to the lin-
earised equations. The same procedure is applied in equations (B.1c) and
(B.1i)-(B.1k), but only the the procedure for (B.1c) is shown in the following.

Pi(t) = BiVi(t)V̂
B
i (t) sin (δθi(t)) (B.13)

Linearising

Pi(t) =Pi(k) +
∂Pi(t)

∂Vi

∣∣∣∣
p(k)

[Vi(t)− Vi(k)] +
∂Pi(t)

∂V̂ B
i

∣∣∣∣
p(k)

[V̂ B
i (t)− V̂ B

i (k)]+ (B.14)

∂Pi(t)

∂δθ

∣∣∣∣
p(k)

[δθi(t)− δθi(k)]

Pi(t) = Pi(k) +KV [Vi(t)− Vi(k)] +KV̂ B
i
[V̂ B

i (t)− V̂ B
i (k)] +Kδθ[δθi(t)− δθi(k)]

where
KV = BiV̂

B
i (k) sin(δθi(k))

KV̂ B
i

= BiVi(k) sin(δθi(k))
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Kδθ = BiVi(k)V̂
B
i (k) cos(δθi(k))

Deriving both sides and evaluating at t = k

Pi(t)

dt
=

Pi(k)

dt
+KV

d

dt
[Vi(t)−Vi(k)]+KV̂ B

i

d

dt
[V̂ B

i (t)−V̂ B
i (k)]+Kδθ

d

dt
[δθi(t)−δθi(k)]

dPi(t)

dt

∣∣∣∣
t=k

= KV
dVi(t)

dt

∣∣∣∣
t=k

+KV̂ B
i

dV̂ B
i (t)

dt

∣∣∣∣
t=k

+Kδθ
dδθi(t)

dt

∣∣∣∣
t=k

Pi(k + 1)− Pi(k) =KV [Vi(k + 1)− Vi(k)] +KV̂ B
i
[V̂ B

i (k + 1)− V̂ B
i (k)]+

(B.15)

Kδθ[δθi(k + 1)− δθi(k)]

Assuming V̂ B
i is constant

V̂ B
i (k + 1)− V̂ B

i (k) = 0

Pi(k + 1) = Pi(k) +KV [Vi(k + 1)− Vi(k)] +Kδθ[δθi(k + 1)− δθi(k)]

Then

Pi(k + 1) =Pi(k) + [BiV̂
B
i (k) sin(δθi(k))][Vi(k + 1)− Vi(k)]+

[BiVi(k)V̂
B
i (k) cos(δθi(k))][δθi(k + 1)− δθi(k)] (B.16)

□
Therefore, the linear-discrete time model used to state the predictive model is
summarised in (B.17).

ωi(k+1)=ωi(k)+Mpω,i[Pi(k+1)−Pi(k)]+∆ωs,i(k) (B.17a)

δθi(k+1)=δθi(k)+Tsec

[
ωi(k+1)−ω̂B

i (k)
]

(B.17b)

Pi(k+1)=Pi(k)+[Vi(k+1)−Vi(k)]BiV̂
B
i (k)sin(δθi(k))+

[δθi(k+1)−δθi(k)]BiVi(k)V̂
B
i (k)cos(δθi(k)) (B.17c)

Vi(k+1)=
1

3
(Via(k+1)+Vib(k+1)+Vic(k+1)) (B.17d)

Via(k+1)=Via(k)+Mqv,i[Qia(k+1)−Qia(k)]+∆Vs,ia(k) (B.17e)

Vib(k+1)=Vib(k)+Mqv,i[Qib(k+1)−Qib(k)]+∆Vs,ib(k) (B.17f)

Vic(k+1)=Vic(k)+Mqv,i[Qic(k+1)−Qic(k)]+∆Vs,ic(k) (B.17g)

Qi(k+1)=Qia(k+1)+Qib(k+1)+Qic(k+1) (B.17h)

Qia(k+1)=Qia(k)+[Via(k+1)−Via(k)]Bi

[
2Via(k)−V̂ B

ia (k)cos(δθi(k))
]
+

[δθi(k+1)−δθi(k)]BiVia(k)V̂
B
ia (k)sin(δθi(k)) (B.17i)
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Qib(k+1)=Qib(k)+[Vib(k+1)−Vib(k)]Bi

[
2Vib(k)−V̂ B

ib (k)cos(δθi(k))
]
+

[δθi(k+1)−δθi(k)]BiVib(k)V̂
B
ib (k)sin(δθi(k)) (B.17j)

Qic(k+1)=Qic(k)+[Vic(k+1)−Vic(k)]Bi

[
2Vic(k)−V̂ B

ic (k)cos(δθi(k))
]
+

[δθi(k+1)−δθi(k)]BiVic(k)V̂
B
ic (k)sin(δθi(k)) (B.17k)

B.3 Prediction model for equality constraints

From (B.17) it is possible to state the predictive model (B.18) to be used
as a set of equality constraints in the optimisation problem. Note that the
measured/estimated coefficients at t = k are considered constant along the
prediction horizon.

ωi(k+m)=ωi(k+m−1)+Mpω,i[Pi(k+m)−Pi(k+m−1)]+∆ωs,i(k+m−1) (B.18a)

δθi(k+m)=δθi(k+m−1)+Tsec

[
ωi(k+m)−ω̂B

i (k)
]

(B.18b)

Pi(k+m)=Pi(k)+[Vi(k+m)−Vi(k)]BiV̂
B
i (k)sin(δθi(k))+

[δθi(k+m)−δθi(k)]BiVi(k)V̂
B
i (k)cos(δθi(k)) (B.18c)

Vi(k+m)=
1

3
(Via(k+m)+Vib(k+m)+Vic(k+m)) (B.18d)

Via(k+m)=Via(k+m−1)+Mqv,i[Qia(k+m)−Qia(k+m−1)]+∆Vs,ia(k+m−1)
(B.18e)

Vib(k+m)=Vib(k+m−1)+Mqv,i[Qib(k+m)−Qib(k+m−1)]+∆Vs,ib(k+m−1)
(B.18f)

Vic(k+m)=Vic(k+m−1)+Mqv,i[Qic(k+m)−Qic(k+m−1)]+∆Vs,ic(k+m−1)
(B.18g)

Qi(k+m)=Qia(k+m)+Qib(k+m)+Qic(k+m) (B.18h)

Qia(k+m)=Qia(k)+[Via(k+m)−Via(k)]Bi

[
2Via(k)−V̂ B

ia (k)cos(δθi(k))
]
+

[δθi(k+m)−δθi(k)]BiVia(k)V̂
B
ia (k)sin(δθi(k)) (B.18i)

Qib(k+m)=Qib(k)+[Vib(k+m)−Vib(k)]Bi

[
2Vib(k)−V̂ B

ib (k)cos(δθi(k))
]
+

[δθi(k+m)−δθi(k)]BiVib(k)V̂
B
ib (k)sin(δθi(k)) (B.18j)

Qic(k+m)=Qic(k)+[Vic(k+m)−Vic(k)]Bi

[
2Vic(k)−V̂ B

ic (k)cos(δθi(k))
]
+

[δθi(k+m)−δθi(k)]BiVic(k)V̂
B
ic (k)sin(δθi(k)) (B.18k)
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Derivation of predictive linear
models used as inequality
constraints in ac DGs

Inequality constraints are stated to bound the feasible solution space, consid-
ering operational requirements. This section presents the procedure to derive
inequalities (5.12) and (5.16).

C.1 PVUR inequality

The phase voltage unbalance rate index (PVUR) is defined as (C.1) to quantify
the voltage unbalance at the i−th DG’s output, where Vi(t) is defined as
the average voltage magnitude among phases at t. It is required to preserve
PV URi(t) below to its maximum value PV UR∗. Thus, a linear approximation
is required to include this model into the optimisation problem.

PV URi(t) =
max {[|Via(t)| − Vi(t)], [|Vib(t)| − Vi(t)], [|Vic(t)| − Vi(t)]}

Vi(t)
(C.1)

PV URi(t) ≤ PV UR∗ (C.2)

Considering that Vix(t) ≥ 0, from (C.1) and (C.2) a set of three inequalities
(one per phase) can be stated:

Fix(Via(t), Vib(t), Vic(t)) =
Vix(t)− Vi(t)

Vi(t)
≤ PV UR∗ ∀x = a, b, c (C.3)

Therefore, the linear approximation is defined as (C.4):
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Fix(Via(t), Vib(t), Vic(t)) ≈Fix(Via(k), Vib(k), Vic(k))+[
∂Fix(Via(t), Vib(t), Vic(t))

∂Via(t)

]
t=k

[Via(t)− Via(k)] +[
∂Fix(Via(t), Vib(t), Vic(t))

∂Vib(t)

]
t=k

[Vib(t)− Vib(k)] +[
∂Fix(Via(t), Vib(t), Vic(t))

∂Vic(t)

]
t=k

[Vic(t)− Vic(k)]

(C.4)

Solving for x = a, and considering Vi(t) = Via(t)+Vib(t)+Vic(t)
3

and ∂Vi(t)
∂Via(t)

=
∂Vi(t)
∂Vib(t)

= ∂Vi(t)
∂Vic(t)

= 1
3

[
∂Fia(Via(t), Vib(t), Vic(t))

∂Via(t)

]
t=k

=
∂

∂Via(t)

[
Via(t)− Vi(t)

Vi(t)

]
t=k

=

[
[1− ∂Vi(t)

∂Via(t)
][Vi(t)]− [Via(t)− Vi(t)]

∂Vi(t)
∂Via(t)

V 2
i (t)

]
t=k

=

[
[Vi(t)]− [Via(t)]

∂Vi(t)
∂Via(t)

V 2
i (t)

]
t=k

=

[
[Via(t)+Vib(t)+Vic(t)

3
]− [Via(t)]

1
3

[Via(t)+Vib(t)+Vic(t)
3

]2

]
t=k

=

[
[3][Via(t) + Vib(t) + Vic(t)]− [3Via(t)]

[Via(t) + Vib(t) + Vic(t)]2

]
t=k

[
∂Fia(Via(t), Vib(t), Vic(t))

∂Via(t)

]
t=k

=

[
[3][Vib(k) + Vic(k)]

[Via(k) + Vib(k) + Vic(k)]2

]
(C.5)

[
∂Fix(Via(t), Vib(t), Vic(t))

∂Vib(t)

]
t=k

=
∂

∂Vib(t)

[
Via(t)− Vi(t)

Vi(t)

]
t=k

=

[
[− ∂Vi(t)

∂Vib(t)
][Vi(t)]− [Via(t)− Vi(t)][

∂Vi(t)
∂Vib(t)

]

V 2
i (t)

]
t=k

=

[−[Via(t)][
1
3
]

V 2
i (t)

]
t=k

=

[
[−3Via(k)]

[Via(k) + Vib(k) + Vic(k)]2

]
(C.6)
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[
∂Fix(Via(t), Vib(t), Vic(t))

∂Vic(t)

]
t=k

=
∂

∂Vic(t)

[
Via(t)− Vi(t)

Vi(t)

]
t=k

=

[
[− ∂Vi(t)

∂Vic(t)
][Vi(t)]− [Via(t)− Vi(t)][

∂Vi(t)
∂Vic(t)

]

V 2
i (t)

]
t=k

=

[−[Via(t)][
1
3
]

V 2
i (t)

]
t=k

=

[
[−3Via(k)]

[Via(k) + Vib(k) + Vic(k)]2

]
(C.7)

Replacing in (C.4)

Fia(Via(t), Vib(t), Vic(t)) ≈
[
3Via(k)− [Via(k) + Vib(k) + Vic(k)]

[Via(k) + Vib(k) + Vic(k)]

]
+[

[3][Vib(k) + Vic(k)]

[Via(k) + Vib(k) + Vic(k)]2

]
[Via(t)− Via(k)] +[

[−3Via(k)]

[Via(k) + Vib(k) + Vic(k)]2

]
[Vib(t)− Vib(k)] +[

[−3Via(k)]

[Via(k) + Vib(k) + Vic(k)]2

]
[Vic(t)− Vic(k)]

Regarding inequations (C.3) for x = a, (C.8) has the linear representation
defined by (C.9).

Via(t)− Vi(t)

Vi(t)
≤ PV UR∗ (C.8)

Fia(k) +Kiaa(k) [Via(t)− Via(k)] +Kiab(k) [Vib(t)− Vib(k)] +

Kiac(k) [Vic(t)− Vic(k)] ≤ PV UR∗ (C.9)

where the coefficients produced in the linearisation are presented in (C.10).

Fia(k) =

[
3Via(k)− [Via(k) + Vib(k) + Vic(k)]

[Via(k) + Vib(k) + Vic(k)]

]
Kiaa(k) =

[
[3][Vib(k) + Vic(k)]

[Via(k) + Vib(k) + Vic(k)]2

]
Kiab(k) =

[
[−3Via(k)]

[Via(k) + Vib(k) + Vic(k)]2

]
Kiac(k) =

[
[−3Via(k)]

[Via(k) + Vib(k) + Vic(k)]2

]
(C.10)

Similarly, solving for x = b and x = c:

Vib(t)− Vi(t)

Vi(t)
≤ PV UR∗ (C.11)
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Vic(t)− Vi(t)

Vi(t)
≤ PV UR∗ (C.12)

Then

Fib(k) +Kiba(k) [Via(t)− Via(k)] +Kibb(k) [Vib(t)− Vib(k)] +

Kibc(k) [Vic(t)− Vic(k)] ≤ PV UR∗ (C.13)

Fic(k) +Kica(k) [Via(t)− Via(k)] +Kicb(k) [Vib(t)− Vib(k)] +

Kicc(k) [Vic(t)− Vic(k)] ≤ PV UR∗ (C.14)

Where the coefficients produced in the linearisation for phase b and phase c
are presented in (C.15) and (C.16), respectively.

Fib(k) =

[
3Vib(k)− [Via(k) + Vib(k) + Vic(k)]

[Via(k) + Vib(k) + Vic(k)]

]
Kiba(k) =

[
[−3Vib(k)]

[Via(k) + Vib(k) + Vic(k)]2

]
Kibb(k) =

[
[3][Via(k) + Vic(k)]

[Via(k) + Vib(k) + Vic(k)]2

]
Kibc(k) =

[
[−3Vib(k)]

[Via(k) + Vib(k) + Vic(k)]2

]
(C.15)

Fic(k) =

[
3Vic(k)− [Via(k) + Vib(k) + Vic(k)]

[Via(k) + Vib(k) + Vic(k)]

]
Kica(k) =

[
[−3Vic(k)]

[Via(k) + Vib(k) + Vic(k)]2

]
Kicb(k) =

[
[−3Vic(k)]

[Via(k) + Vib(k) + Vic(k)]2

]
Kicc(k) =

[
[3][Via(k) + Vib(k)]

[Via(k) + Vib(k) + Vic(k)]2

]
(C.16)

Therefore, the prediction model for PVUR inequality constraints is defined by
(C.17), which is the same set of inequalities stated by (5.12). Note that the
measured/estimated coefficients at t = k are considered constant along the
prediction horizon.

Fia(k)+Kiaa(k) [Via(k +m)− Via(k)] +Kiab(k) [Vib(k +m)− Vib(k)] +

Kiac(k) [Vic(k +m)− Vic(k)] ≤ PV UR∗ (C.17a)

Fib(k)+Kiba(k) [Via(k +m)− Via(k)] +Kibb(k) [Vib(k +m)− Vib(k)] +

Kibc(k) [Vic(k +m)− Vic(k)] ≤ PV UR∗ (C.17b)

Fic(k)+Kica(k) [Via(k +m)− Via(k)] +Kicb(k) [Vib(k +m)− Vib(k)] +

Kicc(k) [Vic(k +m)− Vic(k)] ≤ PV UR∗ (C.17c)
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C.2 Apparent power rating

Apparent power is used as a constraint to ensure that each DG operates within
its physical limits, according to the inequality (C.18). As there is not a lin-
ear relationship among apparent, active and reactive powers, it is required to
linearise and discretise (C.18).

|Si(t)| = (Pi(t)
2 +Qi(t)

2)1/2 < Smax (C.18)

Linearising |Si(t)| around the measured/estimated point
p(k) = {ωi(k), ω̂

B
i (k), Vi(k), Vix(k), V̂

B
i (k), V̂ B

ix (k), δθi(k), Pi(k), Qi(k)}
with x={a, b, c} :

|Si(t)| ≈ (Pi(k)
2 +Qi(k)

2)1/2 +
∂|Si(t)|
∂Pi

(Pi(t)− Pi(k)) +
∂|Si(t)|
∂Qi

(Qi(t)−Qi(k))

≈ (Pi(k)
2 +Qi(k)

2)1/2 +
1

2
(Pi(k)

2 +Qi(k)
2)−1/2(2Pi(k))(Pi(t)− Pi(k))

+
1

2
(Pi(k)

2 +Qi(k)
2)−1/2(2Qi(k))(Qi(t)−Qi(k))

(C.19)

Note that (C.19) is not feasible when Pi(k) = Qi(k) = 0; therefore, applying
the triangular inequality, the polytopic inner approximation (C.20) is achieved.
This approximation is feasible for any operation point.

(Pi(t)
2 +Qi(t)

2)1/2 < |Pi(t)|+ |Qi(t)| = f(Pi, Qi) (C.20)

Note that if the right side of inequality (C.20) is less than Smax, the left side
will also be. Therefore, linearising:

|Pi(t)|+ |Qi(t)| ≈|Pi(k)|+ |Qi(k)|+
∂f(Pi, Qi)

∂Pi
(Pi(t)− Pi(k))+

∂f(Pi, Qi)

∂Qi
(Qi(t)−Qi(k))

≈|Pi(k)|+ |Qi(k)|+ sign(Pi(k))(Pi(t)− Pi(k))+

sign(Qi(k))(Qi(t)−Qi(k)) (C.21)

In this case the discretisation can be directly derived. Then, extending along
the prediction horizon (C.22) is obtained, which is the inequality (4.35) and
(5.16). Note that the measured/estimated coefficients at t = k are considered
constant along the prediction horizon.

|Pi(k)|+ |Qi(k)|+ sign(Pi(k))[Pi(k +m)− Pi(k)]

+sign(Qi(k))[Qi(k +m)−Qi(k)] < Smax (C.22)

□



Appendix D

Derivation of predictive linear
models used as equality
constraints in dc DGs

D.1 Continuous time model for equality con-

straints

Equations (4.15) and (4.16) are rewritten as (D.1). As it was mentioned, (D.1)
characterises the voltage droop controller and the active power transferred from
the i− th dc DG to the microgrid.

V dc
i (t)=V dc

0 +Mpv,iP
dc
i (t)+V dc

s,i (t) (D.1a)

P dc
i (t) = GiV

dc
i (t)

(
V dc

i (t)−V̂ dc,B
i (t)

)
(D.1b)

D.1.1 Droop equation

The linearisation process for the droop equation (D.1a) is described as follows.
From (D.1a), it is possible to rewrite V dc

s,i (t) in function of ∆V dc
s,i (t).

V dc
i (t) = V dc

0 +Mpv,iP
dc
i (t) + V dc

s,i (t) (D.2)

V dc
i (t) = V dc

0 +Mpv,iP
dc
i (t) +

1

Tsec

∫
∆V dc

s,i (t)dt

Deriving both sides and applying the forward Euler method:

dV dc
i (t)

dt
= Mpv,i

dP dc
i (t)

dt
+

1

Tsec
∆V dc

s,i (t)

dV dc
i (t)

dt

∣∣∣∣
t=k

= Mpv,i

dP dc
i (t)

dt

∣∣∣∣
t=k

+
1

Tsec
∆V dc

s,i (k)

V dc
i (k + 1)− V dc

i (k) = Mpv,i

[
P dc

i (k + 1)− P dc
i (k)

]
+ ∆V dc

s,i (k)
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V dc
i (k + 1) = V dc

i (k) +Mpv,i

[
P dc

i (k + 1)− P dc
i (k)

]
+ ∆V dc

s,i (k) (D.3)

□

D.1.2 Power transfer equation

Due to power transfer, equation (D.1b), is non-linear, this is linearised via
a Taylor expansion around the measured/estimated point p(k) = {V dc

i (k),
V̂ dc,B

i (k), P dc
i (k)}. Then, the forward Euler discretisation is applied to the

linearised equation.

P dc
i (t) = V dc

i (t)Idci (t) = GiV
dc
i (t)

(
V dc

i (t)− V̂ dc,B
i (t)

)
(D.4)

Linearising

P dc
i (t) =P dc

i (k) +
∂P dc

i (t)

∂V dc
i

∣∣∣∣
p(k)

[V dc
i (t)− V dc

i (k)] +
∂P dc

i (t)

∂V̂ dc,B
i

∣∣∣∣
p(k)

[V̂ dc,B
i (t)− V̂ dc,B

i (k)]

P dc
i (t) = P dc

i (k) +KV [V
dc
i (t)− V dc

i (k)] +KV̂ dc,B
i

[V̂ dc,B
i (t)− V̂ dc,B

i (k)]

where
KV = Gi

[
2V dc

i (k)− V̂ dc,B
i (k)

]
KV̂ dc,B

i
= −GiV

dc
i (k)

Deriving both sides and evaluating at t = k

P dc
i (t)

dt
=

P dc
i (k)

dt
+KV

d

dt
[V dc

i (t)− V dc
i (k)] +KV̂ dc,B

i

d

dt
[V̂ dc,B

i (t)− V̂ dc,B
i (k)]

dP dc
i (t)

dt

∣∣∣∣
t=k

= KV
dV dc

i (t)

dt

∣∣∣∣
t=k

+KV̂ dc,B
i

dV̂ dc,B
i (t)

dt

∣∣∣∣
t=k

P dc
i (k + 1)− P dc

i (k) =KV [V
dc
i (k + 1)− V dc

i (k)] +KV̂ dc,B
i

[V̂ dc,B
i (k + 1)− V̂ dc,B

i (k)]

Assuming V̂ dc,B
i is constant

V̂ dc,B
i (k + 1)− V̂ dc,B

i (k) = 0

P dc
i (k + 1) = P dc

i (k) +KV [V
dc
i (k + 1)− V dc

i (k)]

Then

P dc
i (k + 1) =P dc

i (k) +Gi[2V
dc
i (k)− V̂ dc,B

i (k)][V dc
i (k + 1)− V dc

i (k)] (D.5)

□

D.2 Prediction model for equality constraints

From (D.3) and (D.5), it is possible to state the predictive models (D.6). These
models are used as a set of equality constraints in the optimisation problem.
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Note that the measured/estimated coefficients at t = k are considered constant
along the prediction horizon.

V dc
i (k+m)=V dc

i (k)+Mpv,i

[
P dc

i (k+m)−P dc
i (k)

]
+∆V dc

s,i (k+m−1) (D.6a)

P dc
i (k+m)=P dc

i (k)+Gi[2V
dc
i (k)−V̂ dc,B

i (k)][V dc
i (k+m)−V dc

i (k)] (D.6b)



Appendix E

IEEE Standard 1547-2018 for
interconnection and
interoperability of distributed
energy resources with associated
electric power systems interfaces

The criteria for connecting and operating distributed energy resources (DERs)
with their related electric power system interfaces are laid forth in the IEEE
Standard 1547-2018. It outlines specifications for the operation, testing, main-
tenance, performance, and safety aspects of the interconnection of DERs. Ad-
ditionally, it contains standards and design criteria for general needs, respon-
siveness to abnormal situations, power quality, islanding, etc. These specifi-
cations are suitable for most installations and are universally required for the
interconnection of DER, including synchronous machines, induction machines,
or power inverters/converters. Furthermore, the criteria and requirements ap-
ply to all DER technologies interconnected power systems and microgrids at
typical distribution voltages.
In this thesis, the IEEE standard 1547-2018 is used to define the bands in
which frequency and voltage are regulated and limit the maximum PVUR
when imbalances are present in the MG. Regulating the PVUR is an essential
feature since the sharing of imbalance among the DG units can only be achieved
by inducing small voltage imbalances at the DG units’ output. Thus, the
unbalanced voltage at the DG units’ output must be regulated (according to
some standard) to avoid power quality issues. For this reason, the PVUR index
is introduced to quantify the level of imbalance in the voltage at the output
of the DGs. The IEEE standard 1547-2018 establishes that the PVUR should
not exceed 5% to guarantee that the MG is operating in normal conditions;
therefore, we selected a PVUR limit of 4% to test the performance of the
technique proposed in Chapter 5.
Moreover, the IEEE standard 1547-2018 for interconnection of distributed re-
sources [40] recommends that the frequency should be within 1% of the MG
nominal frequency ω0 and that the voltage should be within 5% of the nom-
inal value V0. Furthermore, the IEEE standard 1547-2018 establishes that a
DG can operate normally, i.e., contribute to the power-sharing, as long as the
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frequency is 0.98 ≤ f(p.u) ≤ 1.02 and the voltage is 0.88 ≤ V (p.u) ≤ 1.10. If
the frequency is outside that band, it should be restored within 299 seconds,
and if the voltage is outside its band, it should be restored within 12 seconds.
With these considerations, we selected the frequency band as 1% of the MG
nominal frequency and the voltage band as 5% of the nominal value for the
control strategies of Chapter 4 and Chapter 5.
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