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ABSTRACT 
Mild Traumatic Brain Injury (mTBI), (or concussion), is the most common type 

of brain injury. Despite this, it often goes undiagnosed and can cause long term 

disability—most likely caused by the disruption of axonal connections in the 

brain. Objective methods for diagnosis and prognosis are needed but clinically 

available neuroimaging modalities rarely show structural abnormalities, even 

when patients suffer persisting functional deficits. In the past three decades, 

new powerful techniques to image brain structure and function have shown 

promise in detecting mTBI related changes. Magnetoencephalography (MEG), 

which measures electrical brain activity by detecting magnetic fields outside the 

head generated by neural currents, is particularly sensitive and has therefore 

gained interest from researchers. Numerous studies are proposing abnormal 

low-frequency neural oscillations and functional connectivity—the statistical 

interdependency of signals from separate brain regions—as potential 

biomarkers for mTBI. However, typically small sample sizes, the lack of 

replication between groups, the heterogeneity of the cohorts studied, and the 

lack of longitudinal studies impedes the adoption of MEG as a clinical tool in 

mTBI management. In particular, little is known about the acute phase of mTBI. 

In this thesis, some of these gaps will be addressed by analysing MEG data from 

individuals with mTBI, using novel as well as conventional methods. The 

potential future of MEG in mTBI research will also be addressed by testing the 

capabilities of a wearable MEG system based on optically pumped 

magnetometers (OPMs). 

The thesis contains three main experimental studies. In study ͱ, we investigated 

the signal dynamics underlying MEG abnormalities, found in a cohort of 

subjects scanned within three months of an mTBI, using a Hidden Markov 

Model (HMM), as growing evidence suggests that neural dynamics are (in part) 

driven by transient bursting events. Applying the HMM to resting-state data, we 

show that previously reported findings of diminished intrinsic beta amplitude 

and connectivity in individuals with mTBI (compared to healthy controls) can 

be explained by a reduction in the beta-band content of pan-spectral bursts and 

a loss in the temporal coincidence of bursts respectively. Using machine 
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learning, we find the functional connections driving group differences and 

achieve classification accuracies of %. In a motor task, mTBI resulted in 

reduced burst amplitude, altered modulation of burst probability during 

movement and decreased connectivity in the motor network. 

In study Ͳ, we further test our HMM-based method in a cohort of subjects with 

mTBI and non-head trauma—scanned within two weeks of injury—to ensure 

specificity of any observed effects to mTBI and replicate our previous finding of 

reduced connectivity and high classification accuracy, although not the 

reduction in burst amplitude. Burst statistics were stable over both studies—

despite data being acquired at different sites, using different scanners. In the 

same cohort, we applied a more conventional analysis of delta-band power. 

Although excess low-frequency power appears to be a promising candidate 

marker for persistently symptomatic mTBI, insufficient data exist to confirm 

this pattern in acute mTBI. We found abnormally high delta power to be a 

sensitive measure for discriminating mTBI subjects from healthy controls, 

however, similarly elevated delta amplitude was found in the cohort with non-

head trauma, suggesting that excess delta may not be specific to mTBI, at least 

in the acute stage of injury. 

Our work highlights the need for longitudinal assessment of mTBI. In addition, 

there appears to be a need to investigate naturalistic paradigms which can be 

tailored to induce activity in symptom-relevant brain networks and 

consequently are likely to be more sensitive biomarkers than the resting state 

scans used to date. Wearable OPM-MEG makes naturalistic scanning possible 

and may offer a cheaper and more accessible alternative to cryogenic MEG, 

however, before deploying OPMs clinically, or in pitch-side assessment for 

athletes, for example, the reliability of OPM-derived measures needs to be 

verified. In the third and final study, we performed a repeatability study using a 

novel motor task, estimating a series of common MEG measures and quantifying 

the reliability of both activity and connectivity derived from OPM-MEG data. 

These initial findings—presently limited to a small sample of healthy controls—

demonstrate the utility of OPM-MEG and pave the way for this technology to 

be deployed on patients with mTBI.
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Chapter 1 INTRODUCTION 

Awareness of the vulnerability of the human brain has a long history: perhaps 

the most ancient medical records in existence today—known as the Edwin Smith 

Surgical Papyrus—contain case reports of injuries to the head and face 

(Breasted, ͱͳͰ) and are dated around ͱͶͰͰ BCE. 

In the UK today, a person with a head injury is admitted to hospital every three 

minutes (Headway, ͲͰͱͶ)1. While the debilitating symptoms of severe injury can 

be more reliably ascribed to macroscopic damage to the brain, for milder cases 

of injury, the mechanisms underlying any long-term sequelae are less well 

understood. This provides the main motivation for this thesis, which is aimed 

to explore mild Traumatic Brain Injury (mTBI) via the measurement of the 

magnetic signatures of brain activity (magnetoencephalography). 

MTBI is recognised as a ‘silent epidemic’ and a serious public health concern 

(National Center for Injury Prevention and Control, ͲͰͰͳ). A minority, but 

substantial number, of patients—given the high incidence of mTBI—suffer from 

persistent post-concussive symptoms and can experience chronic, lifelong 

deficits, for example, impaired attention, altered balance, slowness in thinking 

etc., that result in reduced quality of life (Raskin et al., ͲͰͱʹ). The insidious long 

term health effects of mTBI are of great concern in the world of contact sports, 

such as rugby and American Football, where increasing evidence suggests 

repeated mTBI and sub-concussive blows can precipitate cognitive decline and 

even neurodegenerative disease, such as early-onset dementia. 

In this introductory chapter, a primer on the definition, diagnosis, and 

mechanism of injury of mTBI will be provided. A range of neuroimaging 

methods used to study mTBI will be described, with a focus on the current state 

                                                 
1www.headway.org.uk/about-brain-injury/further-information/statistics/ 
(accessed ͱst June ͲͰͲͲ) 
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of the literature on Magnetoencephalography (MEG) and mTBI. Finally, the 

overarching aims of this thesis will be outlined alongside a brief overview of the 

chapters to come. 

 MILD TRAUMATIC BRAIN INJURY 

The sophisticated reports of head injuries in Egyptian papyri in the third 

millennium BCE point to a long history of human interest in brain injury. Brain 

injuries that occur without fracturing of the skull were first recognised and 

described as concussions by Arabic physician Rhazes around ͰͰ CE (Levin et 

al., ͲͰͱʹ). Despite this long history of the study of brain injury, the mild end of 

the severity spectrum is yet to be uniquely defined. However, the most 

commonly used definitions of mTBI overlap considerably, with the score on the 

Glasgow Coma Scale (GCS, see Table ͱ.ͱ), the duration (if applicable) of any loss 

of consciousness (LOC) and post-traumatic amnesia (PTA) as the common 

features used for diagnosis. For example, a common definition of mTBI would 

be loss of consciousness for no more than ͳͰ minutes, GCS of no less than ͱͳ, 

and post-traumatic amnesia for no more than Ͳʹ hours. Additionally, some 

definitions include the absence of abnormalities on MRI or CT scanning. 
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While most individuals with a single mTBI are said to recover within 

approximately ͳ months of injury, several studies reported that up to ͵Ͱ% of 

individuals continue to suffer the sequelae of mTBI (McInnes et al., ͲͰͱͷ; Nelson 

et al., ͲͰͱ; Wilson et al., ͲͰͲͱ) even in the absence of abnormalities in clinical 

imaging. 

The true number of people globally suffering an mTBI is estimated at ʹͲ million 

per year (Gardner and Yaffe, ͲͰͱ͵). Although less than half of these cases likely 

result in hospital visits (Cassidy et al., ͲͰͰʹ), mTBI nonetheless poses a 

significant burden on health services (Bazarian et al., ͲͰͰ͵; James et al., ͲͰͱ). 

RESPONSE SCORE CRITERIA 

Ocular ͱ No eye opening 

Ͳ Eye opening to pain 

ͳ Eye opening to sound 

ʹ Eyes open spontaneously 

Verbal ͱ No verbal response 

Ͳ Incomprehensible sounds 

ͳ Inappropriate words 

ʹ Confused 

͵ Orientated 

Motor ͱ No movements 

Ͳ Abnormal extension to pain 

ͳ Abnormal flexion to pain 

ʹ Withdrawal from pain 

͵ Localising pain 

Ͷ Obeys commands/ moves on purpose 

Table ͵.͵ Score parameters and criteria for the Glasgow Coma Scale. To 
obtain the GCS score, the sum of the highest applicable score for each 
response parameter is recorded. This gives a score from ͷ to ͵. Commonly, 
a score of ͵ͷ-͵ is classed as “Mild”, ͽ-͵ͷ as “Moderate” and ͷ-ͼ as “Severe” 
TBI. 
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One of the difficulties with estimating the true rate of mTBI may be the disparity 

in definitions used across research studies (Carroll et al., ͲͰͰʹ). Furthermore, 

concerns about high false-negative rates in mTBI diagnoses have been raised 

(Powell et al., ͲͰͰ). Despite the high incidence, relatively little is known about 

how neural mechanisms underlie the sequelae experienced by mTBI patients. 

However, recent years have seen increasing interest. In particular, recent media 

attention on athletes with Chronic Traumatic Encephalopathy (CTE; Omalu et 

al., ͲͰͰͶ, ͲͰͰ͵)—likely caused by repeated exposure to concussive (or sub-

concussive) blows to the head—and an increase in military personnel suffering 

consequences of blast-induced mTBI, have raised public awareness about the 

long-term consequences of mTBI and increased research interest in those 

populations. For this reason, there has been renewed interest in developing 

methods to understand, diagnose and manage mTBI. 

1.1.1 Injury Mechanism 

MTBI is caused by events in which a mechanical force is exerted on the brain. 

This could be an impact causing rapid deceleration of the moving or rotating 

head (from a fall for example), or acceleration of the head (e.g. from a punch). 

The resulting rotational, linear, and tensile forces acting on the brain rapidly 

deform the tissue which is thought to be the primary cause of injury. The 

elasticity and structure of the brain mean that a single impact event results in 

‘shaking’, exposing the tissue to a series of acceleration/deceleration events until 

the motion is complete (Bigler and Maxwell, ͲͰͱͲ). Forces which cause rotations 

about the brain’s centre of mass put particular strain on central brain structures, 

e.g. the corpus callosum, (Shenton et al., ͲͰͱͲ) which contain axons—long nerve 

fibres in the white matter which form the important connections between brain 

regions (or hemispheres in the case of the corpus callosum). In severe TBI, 

abrupt shearing of axons can occur, leading to irreversible cell death. This is not 

believed to be the case in mTBI. Instead, the initial deformation of axons triggers 

a neurometabolic cascade which may cause axonal damage (Giza and Hovda, 
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ͲͰͱʹ)—the likely cause of various long-term symptoms experienced by a 

substantial subset of mTBI patients. 

1.1.2 Symptoms and long-term effects of mTBI 

MTBI can cause a variety of symptoms. These include—but are not limited to—

cognitive deficit (e.g. attention, concentration), headaches, balance problems, 

and emotional changes such as increased irritability, anxiety, and depression 

(Belanger et al., ͲͰͰ͵; Raskin et al., ͲͰͱʹ; Vanderploeg et al., ͲͰͱ͵). If such 

symptoms are caused by mTBI, or significantly worsen after a mild brain injury, 

and do not resolve within the expected time of around one month, they are often 

referred to as Post-concussion Syndrome (PCS). However, several definitions for 

PCS exist and do not always align with the definitions of mTBI (Raskin et al., 

ͲͰͱʹ). In most cases, mTBI is limited to a single event. However, in some cases, 

multiple injuries are common (e.g. in contact sports). Recent evidence suggests 

that repeated mTBI and sub-concussive blows can indeed precipitate cognitive 

decline and even neurodegenerative disease, such as early-onset dementia 

(Costanza et al., ͲͰͱͱ; Hume et al., ͲͰͱͷ; Pearce et al., ͲͰͱ). 

 NEUROIMAGING METHODS 

As we have seen above, the clinical means of diagnosing mTBI rely on coarse 

measures—such as the GCS—as well as information that may only be available 

from witness accounts—such as LOC and PTA durations. Objective biomarkers 

which reliably diagnose mTBI, or predict the outcomes of recovery, are lacking. 

However, a plethora of imaging modalities have been developed in the past few 

decades that are increasingly used to investigate mTBI (and other neurological 

diseases) and may offer insights into the mechanisms behind the subtle injuries 

suffered by the brain. What follows below is a brief overview of some of the most 

prominent structural and functional imaging techniques and their relevance to 

mTBI. 
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1.2.1 Structure 

Computed Tomography (CT) (Hounsfield, ͱͷͳ) uses the variability of 

X-ray absorption by different tissues to construct ͳD images. This is done by 

exposing the scanned subject to a narrow beam of X-rays from multiple angles. 

CT is the primary clinical tool used in assessing mTBI as it is highly sensitive to 

skull fractures or other pathologies that may require medical intervention. 

However, abnormalities are not common (indeed, some definitions of mTBI 

specifically require a normal clinical CT scan). In the case of “uncomplicated” 

mTBI—defined as mTBI without imaging findings—a lack of CT findings does 

not conclusively predict a lack of symptoms post-injury (Lange et al., ͲͰͰ). 

Additionally, the necessary—albeit small—dose of ionising radiation imparted 

by CT scans may make alternative imaging methods more desirable. 

Magnetic Resonance Imaging (MRI) (Lauterbur, ͱͷͳ; Mansfield and 

Grannell, ͱͷͳ) exploits the magnetic properties of Hydrogen nuclei which are 

abundant in the water contained in brain tissues. The magnetic moments of the 

protons exposed to the strong, uniform magnetic field of an MRI scanner 

become aligned, inducing a bulk magnetisation. This is perturbed using an 

electromagnetic pulse at Radio Frequency (RF) leading to a decaying precession 

of the nuclear magnetisation. In returning to their net alignment (a process 

called relaxation), the protons emit RF energy which is measured and used to 

generate intensity maps showing the distribution of water in the head. Contrasts 

between tissues are the consequence of their relaxation times, parameters that 

determine the time scales at which the perturbed nuclei return to the net 

magnetisation state. The longitudinal relaxation time 𝑇ଵ  determines the time 

taken for the magnetisation to return to equilibrium, the transverse relaxation 

time 𝑇ଶ determines the rate at which the precessing nuclei lose coherence in the 

plane transverse to the main field. Altering the sequences of perturbation pulses 

and times between measurements can be used to generate a multitude of 

different contrasts which can be optimised to suit specific diagnostic needs. Tͱ 

weighted, TͲ weighted images as well as Fluid Attenuated Inversion 
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Recovery (FLAIR; similar to TͲ but with nulled signal in the cerebrospinal fluid 

or CSF) are common in clinical contexts. MRI is more often used in moderate 

and severe cases of TBI and is useful in detecting contusions or swellings for 

example, however—similar to CT—clinical MRI shows limited findings in mild 

cases. 

Even though clinical imaging does not reveal abnormalities in the majority of 

cases, microscopic injuries—which may underlie the reported long-term 

symptoms—cannot be ruled out. More advanced MRI sequences that may be 

more sensitive to these “invisible” changes have piqued the interest of 

researchers: 

Diffusion Tensor Imaging (DTI) (Basser et al., ͱʹ) is an MRI 

technique sensitive to the diffusion of water molecules and can be used to infer 

how constrained this diffusion is in a given direction. In a neuronal fibre, for 

example, diffusion is most constrained in the directions perpendicular to the 

fibre. This means DTI can provide information about the structural integrity of 

brain tissue and may be sensitive to the types of diffuse axonal injury predicted 

in mTBI. DTI has, therefore, shown some promise in the study of mTBI, 

however, methodological heterogeneity and contradictory findings mean that 

further research using this modality is needed (Asken et al., ͲͰͱ; Shenton et 

al., ͲͰͱͲ). 

Susceptibility Weighted Imaging (SWI) (Haacke et al., ͲͰͰʹ; 

Wharton et al., ͲͰͱͰ) is sensitive to field inhomogeneity caused by variation in 

the magnetic properties of tissues. It provides excellent contrast between brain 

tissue and blood products—especially at high field strengths—which may stem 

from microscopic haemorrhages. These are present in some cases of mTBI but 

not visible on standard clinical imaging (CT or Tͱ/TͲ weighted MRI), usually 

conducted at field strengths up to ͳT (Park et al., ͲͰͰ; Wang et al., ͲͰͱʹ). 
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1.2.2 Function 

Even with advanced techniques like DTI and SWI, there is a lack of detectable 

macroscopic damage in mTBI. Nevertheless, functional impairments are 

common and so, functional imaging techniques have played an important part 

in recent advances in mTBI research. Any cognitive impairment following mTBI 

should—in principle—be the consequence of a change in the patient’s neural 

activity. The goal of functional imaging is to infer neural activity, either 

directly—by measuring the electrical currents flowing in the brain—or via 

metabolic processes that support neural function: 

Positron Emission Tomography (PET) (Raichle et al., ͱͳ) generates 

functional images by tracking the location of tracer molecules tagged with 

radioactive isotopes administered to a patient. The unstable nuclei of Oxygen-

ͱ͵ or Fluorine-ͱ for example, decay by positron emission. When these positrons 

collide with an electron a short distance away, the annihilation of both particles 

emits two gamma rays in opposite directions. Using a ring of gamma detectors 

around the subject, the location of annihilation can be estimated. The 

anatomical origin of the signal can be determined by overlaying the generated 

maps onto structural scans (most commonly CT). Function can be inferred by 

measuring blood flow in the brain via Oxygen-ͱ͵, but other isotopes can be used 

to probe various metabolic processes. PET has had some success in detecting 

abnormal glucose metabolism in TBI and may be sensitive to injury severity and 

progress of recovery (for a review see Byrnes et al., ͲͰͱʹ). Some evidence for 

compensatory mechanisms post-mTBI has been found using PET (Chen et al., 

ͲͰͰͳ), where resting metabolism did not differ in mTBI patients, while cerebral 

blood flow was abnormal under a task condition. 

Functional Magnetic Resonance Imaging (fMRI) (Ogawa et al., ͱͰ) 

provides a measure of function by exploiting the differing magnetic properties 

of oxygenated and deoxygenated haemoglobin. Increased neural activity raises 

metabolic demand which is associated with changes in blood flow, volume and 
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oxygenation in the active region—the hemodynamic response. Approaches 

based on the oxygenation of blood are also referred to as Blood Oxygen Level 

Dependent (BOLD) fMRI. This technique can be used to determine active 

regions during tasks as well as provide measures of functional connectivity by 

evaluating statistical relationships between signals from distal brain regions as 

a proxy for how well these regions are connected. Although fMRI provides a 

measure of brain activity with excellent spatial resolution, the BOLD response 

occurs on time scales of seconds, therefore, temporal resolution is low. 

FMRI is currently not used in clinical assessments of mTBI, however, this 

modality may be sensitive to mTBI and further research is warranted (see 

McDonald et al. (ͲͰͱͲ) for a review). For example, the temporal dynamics in the 

BOLD signal have been shown to vary longitudinally with recovery from mTBI 

(Churchill et al., ͲͰͲͰ), and fMRI connectivity may be related to symptom 

severity (Churchill et al., ͲͰͱ) and neuropsychological outcomes after injury 

(Shi et al., ͲͰͲͱ). fMRI has also been shown to yield classification rates (>Ͱ%) 

when trying to distinguish mTBI from healthy controls (Vergara et al., ͲͰͱ, 

ͲͰͱͷ). 

Cerebral Blood Flow (CBF) and Cerebrovascular Reactivity (CVR) 

are two measures of vascular function which can be found via MR imaging. CBF, 

the perfusion of blood within brain tissue, commonly measured in 𝑚𝐿 per 100𝑔 

of tissue per minute, can be quantitatively estimated without the use of contrast 

agents using Arterial Spin Labelling (ASL) (Williams et al., ͱͲ). This 

subtraction technique relies on the contrast between pairs of acquisitions, one 

of which involves the excitation of water protons in the blood on their way to 

the brain. Tracking the magnetisation of labelled blood then allows for the 

estimation of perfusion. CVR refers to the ability of the cerebral vasculature to 

respond to challenges such as changes in 𝐶𝑂ଶ levels in the body by constriction 

or dilation of vessels. CVR can be measured by temporarily exposing subjects to 

elevated levels of 𝐶𝑂ଶ  and estimating the ratio between the change in the 
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chosen measure of vascular activity (perfusion using ASL or BOLD activity) and 

the change in 𝐶𝑂ଶ concentration . 

The roles of CBF and CVR abnormalities as biomarkers for mTBI are not yet 

clearly established, however, associations between symptoms and 

cerebrovascular abnormalities have been reported (e.g. (Churchill et al., ͲͰͱͷ)) 

suggesting that perfusion and CVR measures could be crucial in furthering our 

understanding of recovery from mTBI (see (Andre, ͲͰͱ͵; Ellis et al., ͲͰͱͶ; 

Lunkova et al., ͲͰͲͱ; Wang et al., ͲͰͲͰ) for reviews). Further research is needed 

to determine whether vascular MRI should be included as part of a diagnostic 

battery of tests for mTBI. Given that these techniques are generally well 

tolerated, non-invasive and sources of complementary information to other 

functional imaging techniques, their further exploration is warranted. 

Functional Near-Infrared Spectroscopy (fNIRS) (Chance et al., ͱͳ; 

Hoshi and Tamura, ͱͳ; Kato et al., ͱͳ) is another technique to measure brain 

function via haemodynamic changes. In this case, the absorption properties of 

haemoglobin are exploited. fNIRS consists of sources of near-infrared light 

which penetrates the scalp and skull, allowing it to scatter inside the brain. 

Photodetectors on the scalp yield a measurement of the absorption spectra that 

can be used to measure changes in blood oxygenation. The use of fNIRS in mTBI 

research has so far been rare, although some groups have reported abnormal 

functional connectivity in mTBI populations (Hocke et al., ͲͰͱ; Sharma et al., 

ͲͰͲͰ; Urban et al., ͲͰͱ͵). Low spatial and temporal resolutions remain the 

primary limitations of this technique, however, fNIRS is wearable, portable and 

cheaper than the techniques mentioned above and hence could potentially be 

deployed for pitch-side assessments in sports if a biomarker of sufficient 

sensitivity and specificity could be found. 

Magnetoencephalography (MEG) (Cohen, ͱͷͲ, ͱͶ) measures the 

magnetic signatures of neuroelectrical activity using highly sensitive magnetic 

field detectors. The source of the measured magnetic fields are electrical 
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currents generated by synchronously firing neurons in the brain. This makes 

MEG a direct way of assessing neural function. Magnetic fields are not perturbed 

by the conductivity profile of the head, pass through the skull unhindered and 

can therefore be used to reconstruct the activity in the brain with high spatial 

and excellent temporal resolution. Conventionally, the magnetic signals are 

measured using cryogenically cooled Superconducting Quantum Interference 

Devices (SQUIDS). Similar to MRI and PET, the rigid nature of the 

instrumentation makes MEG sensitive to movement artefacts. However, more 

recent developments of Optically Pumped Magnetometers (OPMs) have 

enabled wearable MEG which also has the significant advantages of higher 

sensitivity and spatial resolution, as well as lifespan compliance. The current 

state of the MEG literature was expounded in a recent systematic review by 

Allen et al. (ͲͰͲͱ) and will be summarised in Section ͱ.ͳ. Briefly, recent work has 

suggested that MEG offers ~90% classification accuracy in identifying patients 

with mTBI making it arguably the most promising modality for investigation of 

mTBI. 

Electroencephalography (EEG) (Berger, ͱͲ) measures electric 

potentials on the surface of the head—caused by the same neuroelectric activity 

responsible for the MEG signal—by using an array of electrodes which make 

electrical contact with the scalp. EEG has an excellent temporal resolution, 

however, the low conductivity of the skull causes smearing in the field patterns 

produced, limiting spatial resolution considerably. One advantage of EEG, 

similar to fNIRS, is its portability. Although EEG is commonly used in hospitals, 

the value of EEG in the clinical assessment of mTBI is unclear. EEG studies from 

the second half of the ͲͰth century frequently report slowing of neural 

oscillations and epileptiform activity. However, methodological concerns, like 

the requirement for visual interpretation of the EEG signal and the retrospective 

nature of much of the available research, cast doubt on the usefulness of EEG 

(Nuwer et al., ͲͰͰ͵). Quantitative EEG, which involves data analysis techniques 

(such as frequency decomposition, coherence and statistical analyses based on 
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normative data) may alleviate issues of inter-rater-reliability, however, these 

techniques are less common in clinical contexts, require additional expertise 

and further research is needed to determine their utility for mTBI assessment 

(Amyot et al., ͲͰͱ͵; Arciniegas, ͲͰͱͱ; Conley et al., ͲͰͱ; Gaetz and Bernstein, 

ͲͰͰͱ; Haneef et al., ͲͰͱͳ; Nuwer et al., ͲͰͰ͵). 

 EXISTING MTBI RESEARCH USING MEG 

Imaging modalities based on electrophysiology, such as EEG and MEG give us 

the most direct, non-invasive means to probe neural function. This makes them 

potentially useful tools to detect the subtle changes in brain function caused by 

mTBI. The combination of spatial and temporal sensitivity of MEG is 

particularly promising and a wide range of research has been carried out to 

develop biomarkers using this modality. Two common abnormalities 

differentiate patients from controls: abnormal neural oscillations—with a 

particular focus on enhanced slow waves or cortical slowing (e.g. Huang et al., 

ͲͰͱʹ; Lewine et al., ͱ; Proskovec et al., ͲͰͲͰ)—and abnormal functional 

connectivity (e.g. Antonakakis et al., ͲͰͱͷ, ͲͰͱͶ; Pang et al., ͲͰͱͶ; Zhang et al., 

ͲͰͲͰ). Excess slow-wave activity is a non-specific marker which has generally 

been associated with poor brain health (e.g. in dementia). Functional 

connectivity is perhaps a more logical candidate biomarker since altered 

communication between regions could be readily explained by diffuse white 

matter damage. These findings were collated in the (at the time of writing) only 

systematic review on mTBI and MEG (Allen et al., ͲͰͲͱ). While its outlook is 

generally positive, the review highlights some general features of the 

populations studied: 

“Twenty-five papers [out of ͳͷ] examined a civilian population with 

mixed mechanisms of injury, in five papers the population recruited 

from was unclear. Five papers examined a military population with 

two of these specifically focussed on blast injury. Two papers 

include both military personnel and civilians. Ten of the papers 
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recruited only patients with mTBI and persisting PCS. The study 

sizes ranged from six to ͼ participants with mTBI. Mean time 

between injury and MEG assessment ranged from six days to ͵ͷ 

years but was unreported in nine papers. There was a male bias in 

the mTBI population of all included papers, with ͵ͻ reporting 

exclusively male participants. The mean mTBI sample age ranged 

from Ͷ to Ͷ years. Year of publication spanned ͵ͽͽͽ to ͶʹͶʹ.” 

Here, the heterogeneity in time post-injury of the scans, the bias towards 

entirely male cohorts, and the inclusion of exclusively symptomatic subjects are 

noteworthy. In particular, the acute stage of injury has been explored to a lesser 

degree compared to chronic mTBI populations. In addition, the majority of 

control groups only consisted of healthy individuals. This is a methodological 

shortcoming of much of mTBI research in general (Satz et al., ͱ). The 

inclusion of control groups exposed to trauma (excluding the brain) is 

important if more specific symptom profiles and biomarkers of mTBI are to be 

found. In addition to cohorts, the reported data analysis techniques varied 

widely across articles (with little to no replication between groups). Thus, while 

MEG is promising for the assessment of mTBI, the lack of cohesion across 

findings means it is not yet ready to be used as a clinical tool. 
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 THESIS AIMS 

This thesis has, broadly, three aims: 

I. Based on recent findings of the role of transient bursts in functional 

connectivity and the repeated findings of abnormal functional 

connectivity in mTBI we aimed to explore the application of Hidden 

Markov Models to MEG data from mTBI subjects in the subacute 

stage of injury (several weeks to months post mTBI). 

II. To address the lack of research in the acute stage of injury, we aimed 

to replicate previous MEG findings in a cohort of subjects in the acute 

stage of injury and compare this mTBI cohort with healthy as well as 

orthopaedic trauma controls who had experienced a non-head injury. 

III. Finally, we aimed to further the field of wearable MEG by testing the 

feasibility of using this new technology for future longitudinal 

assessment of mTBI via a repeatability study. 

 THESIS OUTLINE 

Chapter Ͳ gives an introduction to brain anatomy and describes the 

origin of the electrical activity in the brain. The types of macroscopic brain 

activity detectable by MEG are described and an overview of the means of 

measuring those signals is given. This includes the operating principles and 

instrumentation of conventional SQUID-based MEG systems as well as those 

using optically pumped magnetometers (OPMs).  

Chapter ͳ contains the theoretical principles of the techniques used to 

infer activity inside the brain from the acquired MEG signals, as well as 

secondary methods used to analyse MEG data. The MEG forward and inverse 

problems, the estimation of functional connectivity, and the application of the 

Hidden Markov Model (HMM) to MEG data are covered. 
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Chapter ʹ describes the application of HMMs to MEG data collected at 

the Hospital for Sick Children, Toronto, Canada, in the subacute phase of mTBI 

(a few weeks to several months). Analysing data collected at rest and during a 

task and, utilising the wealth of information provided by the HMM, we gain 

insight into abnormal neural dynamics found in subjects recovering from mTBI. 

We apply machine learning techniques to evaluate the diagnostic utility of 

features found using the HMM. 

Chapter ͵ outlines the MEGAbIT study, an observational case-control 

study conducted at the University of Nottingham, which investigated mTBI in 

the rarely studied acute phase of injury (within ͱʹ days). We present two 

analyses of resting-state data. Firstly, we apply the HMM-based methodology 

developed in Chapter ʹ, secondly, we calculate the oft-cited low-frequency 

power, to compare abnormalities found in the acute phase with those in the 

more commonly reported chronic phase. In addition to contrasting mTBI 

subjects with healthy controls, we also include a cohort of orthopaedic trauma 

controls to explore whether any abnormalities could be ascribed to a general 

trauma effect. 

Chapter Ͷ contains a proof-of-principle study exploring the potential of 

an OPM-based MEG system for future longitudinal studies of mTBI. We 

introduce a novel task paradigm designed to challenge subjects in domains such 

as visuomotor control and attention and assess the intrasubject repeatability of 

brain measures of neural activation and functional connectivity. 

Chapter ͷ will summarise our findings and offer concluding remarks. 

 COVID-19 IMPACT STATEMENT 

Before the COVID-ͱ pandemic, the MEGAbIT study (presented in Chapter ͵) 

was intended to constitute the bulk of this thesis, with planned analyses of task 

as well as resting-state MEG data, and the presentation of results from structural 
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MR imaging at ͷT (DTI and SWI). Pandemic-related restrictions, however, 

significantly hindered subject recruitment leading to lower sample sizes than 

specified during the planning stage in the study protocol. The lack of an 

adequately sized control group for the task MEG and MRI data, where legacy 

datasets from healthy controls were not available, led to the exclusion of these 

data from this thesis. Analysis of the resting-state MEG data presented in 

Chapter ʹ—which were provided by external collaborators—motivated further 

exploration of our Hidden Markov Model (HMM) approach (see ͳ.ʹ) resulting 

in the work presented in ͵.ͳ, in addition to the more “classical” analysis of low-

frequency oscillations (see ͵.ʹ) which was planned prior to data-collection. 

The lack of access to the OPM-MEG facilities during the early stages of the 

pandemic impeded further development of the wearable MEG system, 

preventing any collection of OPM-MEG data from volunteers participating in 

our mTBI study. Instead, the work presented in Chapter Ͷ was conducted using 

healthy volunteers, with a view to testing the feasibility of using OPMs in future 

longitudinal studies of mTBI.



 

ͱͷ 

Chapter 2 MAGNETOENCEPHALOGRAPHY 

Since the advent of scientific investigation of the brain, students attributed 

distinct functions to separate parts. While this was often subject to much 

speculation, the compartmentalisation and assignment of functions to specific 

structures in the brain is still the essence of modern neuroscience. This chapter 

will outline the macro and microscopic makeup of the brain and describe the 

basis of electrophysiological function and the aspects relevant to the MEG 

signal, before giving an overview of the types of activity which can be measured 

using MEG. The second half of this chapter will contain a description of the 

theory and instrumentation which underlies the acquisition of MEG data, 

including an overview of methods that are used to reduce various sources of 

interference in MEG recordings.
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 THE ORIGIN OF THE MEG SIGNAL 

2.1.1 The macroscopic structure of the brain 

When describing the anatomy of the human brain, the coarsest subdivision one 

can make is perhaps the distinction between grey and white matter. Grey matter 

mostly includes the cortex—the corrugated outermost surface which is thought 

to be responsible for the bulk of high-level processing—while the white matter 

mainly consists of the fibres connecting cortical regions. The longitudinal 

fissure divides the brain into two hemispheres which are approximately 

symmetric in structure (but not always in function), and connected via the white 

matter fibres in the corpus callosum. As shown in Figure Ͳ.ͱ each hemisphere is 

further subdivided into four major lobes (frontal, temporal, parietal and 

occipital), which are named after the corresponding cranial bones. Each lobe of 

cortex contains a multitude of grooves—the sulci—surrounding the gyri—the 

cortical folds—which in turn can contain multiple functionally distinct regions.  
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2.1.2 The microscopic structure of the brain 

At the cellular level, the brain consists of two major classes of cells: neurons and 

glia. Glia, which are named after the Greek word for ‘glue’ greatly outnumber 

neurons (or nerve cells) in the central nervous system. While they are not 

responsible for binding neurons together, they generally surround neuronal 

cells, with some types providing insulation between the electrically active 

neurons, others fulfilling roles in the immune system. Glia do not directly 

contribute to electrical signalling in the brain although they play an important 

Figure Ͷ.͵ a) Macroscopic organisation of the brain showing the  main lobes 
(from (Schwartz J et al., ͲͰͱͲ)). b) Coronal slice of a T͵ weighted MRI with inset 
in c. c) MRI image showing the scalp (i), skull (ii), cerebrospinal fluid (iii), grey 
matter (iv), white matter (v). 
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role in ensuring the efficient passing of electrical currents between neurons and 

are responsible for metabolic support. 

 The Neuron 

The human brain contains around 10ଵଵ neurons (Schwartz J et al., ͲͰͱͲ), which 

can be categorised into hundreds of types. In aid of simplicity, neurons have 

four constituent parts: 

 The soma, which comprises the main part of the cell body and contains the 

cell nucleus. 

 The dendrites, which are short protrusions extending from the soma and 

receive synaptic inputs from other neurons. 

 The axon, a long tubular process that carries electrical impulses to other 

neurons. 

 The presynaptic terminals, which connect the axon to the dendrites of 

other neurons. 

The soma and neuronal dendrites predominantly sit in the grey matter while 

the axons can span long distances and form the white matter fibres carrying 

signals to and from other cortical regions and the brain stem. The cortex itself 

can be further subdivided into Ͷ distinct layers or laminae (Purves et al., ͲͰͰͱa) 

which can be seen in Figure Ͳ.Ͳ. Each layer is largely defined by its characteristic 

cellular makeup, with layer IV containing many stellate neurons with axons 

connecting to nearby cells, for example, while layers V and VI are richer in 

pyramidal neurons with axons leaving the cortex to connect to deeper brain 

structures such as the thalamus. Layers II and III contain small pyramidal 

neurons with axons projecting to other cortical regions enabling 

communication between parts of the cortex. 

The different configurations of neurons in the cortical laminae produce a variety 

of characteristic electrophysiological behaviours which are responsible for 



CHAPTER 2 | MAGNETOENCEPHALOGRAPHY 

2.1 THE ORIGIN OF THE MEG SIGNAL 

Ͳͱ 

common features of the MEG signal. For example, layer V has been shown to 

generate oscillations with a frequency in the range of 4-12 𝐻𝑧  in invasive 

electrophysiological recordings in animals for example (Silva et al., ͱͱ), which 

corresponds to the theta and alpha band signals that are regularly observed in 

MEG recordings. Circuits in more superficial layers (e.g. II/III) are thought to 

give rise to higher frequency signals (Bonaiuto et al., ͲͰͱ; Buffalo et al., ͲͰͱͱ). 

 

The dendritic structure around the neuronal soma is an important factor in 

differentiating cell types in the cortex. Cortical stains reveal two distinct 

morphologies: stellate neurons with short dendrites radiating symmetrically 

from the soma, and pyramidal neurons with triangular soma (giving them the 

name ‘pyramidal’) and asymmetrically arranged dendrites which are arranged 

perpendicular to the cortex. 

Figure Ͷ.Ͷ: a) Schematic representaion of a pyramidal neuron adapted from 
(Hamalainen et al., ͵ͽͽͷ). b) Cortical stains showing the layer structure of the 
neocortex (from (Kandel, Ͷʹ͵ͷ)) 
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As will be described in more detail in the following sections, the currents 

generating the magnetic fields that are responsible for the MEG signal are 

carried by the dendrites of cortical neurons. Given that magnetic fields from a 

large number of synchronised cells need to superimpose to generate a 

measurable extra cranial field one can assume that the MEG signal is driven by 

pyramidal neurons, which constrain the direction of dendritic currents to be 

roughly parallel with their neighbouring pyramidal cells, allowing for 

constructive interference. The fields produced from currents in the dendrites of 

stellate neurons—on the other hand—can be assumed to destructively interfere. 

2.1.2.1.1 Neurotransmission 

The basis of all (electrical) signalling in the human nervous system is the action 

potential. First measured in the axon of a squid by Hodgkin and Huxley (ͱͳ), 

the action potential is a spike in intracellular potential that travels along the 

axon from the axon hillock towards the output synapses of the firing neuron. 

These spikes are transient deviations from the resting state of a neuron which is 

defined as a potential of −70 mV  between the intracellular and extracellular 

environment, across the cell membrane. This resting potential is achieved via a 

balance of the intra- and extra-cellular concentrations of ionic species of 

potassium (K+), sodium (Na+), calcium (CaͲ+) and chlorine (Cl-). This 

equilibrium of concentrations is maintained by ion channels and pumps the 

former selectively allowing specific ions to permeate the membrane, the latter 

actively transporting ions across the membrane. Ion channels contain gating 

mechanisms that can be closed or open, depending on the potential—in the case 

of voltage-gated channels—or on the attachment of ligands such as 

neurotransmitters, CaͲ+ ions or cyclic nucleotides, which are organic messenger 

molecules (Purves et al., ͲͰͰͱb). 
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2.1.2.1.2 The action potential 

While a potential of −70 mV is maintained by neuronal ion channels and pumps 

at rest, changes in the cellular environment such as an influx of 

neurotransmitters from an input synapse can initiate the opening of ion 

channels causing alterations in the polarisation of the cell. In the case of an 

excitatory synapse, a positive change in potential is caused while input at 

inhibitory synapses is followed by a decrease in potential. If the integration of 

these changes leads to a depolarisation that reaches a threshold of 

approximately  −55 mV , voltage-gated sodium and potassium channels open 

leading to an influx of Na+ and efflux of K+. The threshold voltage of −55 mV 

presents a point of no return, with a rapid influx of Na+ increasing the potential 

to +40 mV; the peak of the neuronal spike. At this potential, Na+ channels are 

closed and K+ ions flow out of the cell, eventually achieving a state of 

hyperpolarisation (a potential of  < −70 mV ) before the resting potential is 

recovered. Action potentials are usually initiated at the axon hillock, which 

contains a higher concentration of Na+ channels and is, therefore, most 

susceptible to depolarisation. Once depolarisation is initiated at the axon 

hillock, the change in potential causes a depolarisation event at an adjacent 

section of the membrane. The depolarisation edge (Figure Ͳ.ͳ), which is 

followed by a repolarisation edge, propagates along the axon without a loss in 

amplitude. 

2.1.2.1.3 The post-synaptic potential 

Once an action potential from a pre-synaptic cell reaches an output synapse, 

neurotransmitters are released which initiate the opening of ion channels at the 

dendrite of the postsynaptic cell. The resulting change in polarisation—the 

post-synaptic potential—leads to an intracellular current of flowing ions along 

the dendrite, also known as the primary current. This post-synaptic current 

decays exponentially in strength with distance (r) from the input synapse, 
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J(r) ∝ e
ି

୰
, (2. 1) 

where the characteristic decay length λ =  √(r୫/r୧)  is dependent on the 

resistivities r୫ and r୧ of the membrane and intracellular fluid respectively. λ is 

typically given as 0.1 to 0.2 𝑚𝑚 (Hari and Puce, ͲͰͱͷ). From afar, this current 

can be modelled as a current dipole  

Q = λI, (2. 2) 

which can be rewritten using Ohm’s law to give 

Q =
ΔVλ

R
, (2. 3) 

where 𝑅  is the cells’ internal resistance ( 𝑅 = 𝑟𝜆 ). Given that 𝑟 , depends 

inversely on the cross-sectional area of the dendrite in question, equation 2.3 

can be expressed in terms of the dendritic diameter 𝑑  and the intracellular 

conductivity 𝜎: 

Q =
ΔVσ୧πdଶ

4
. (2. 4) 

Typical values for the terms in equation 2.4  have been determined 

experimentally ( 𝑑 = 1 𝜇𝑚,  𝜎 =  1 Ωିଵ𝑚ିଵ, Δ𝑉 = 25 𝑚𝑉 ), and yield 

𝑄 ~ 20 𝑓𝐴𝑚  for a single post-synaptic current (Hamalainen et al., ͱͳ). 

Neuromagnetic fields are commonly on the order of 10𝑓𝑇, which, for a typical 

sensor geometry and source depth, would require a ~ 1 𝑛𝐴𝑚 source. This means 

that the MEG signal must be produced by around 10ସ  to 10ହ  synchronised 

dendrites. 

To restore the resting potential, ions are pumped against the concentration 

gradient leading to a restorative current between the ion pump and the synaptic 

junction termed the volume current, which flows outside the post-synaptic cell 

and in the opposite direction to the primary current (see Figure Ͳ.ͳ). 
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2.1.3 Measurable and non-measurable effects 

As we have seen three candidate currents may produce the fields measured 

using MEG. The current due to the action potential can be modelled as two 

opposing current dipoles pointing away from the depolarisation edge as it 

travels along the axon (Figure Ͳ.ͳ), lasting approximately 1 𝑚𝑠 . The primary 

post-synaptic current can be modelled as a single current dipole, typically 

lasting on the order of tens of milliseconds (Hamalainen et al., ͱͳ). Given the 

typical current dipole strengths assumed for the action, and post-synaptic 

potentials, it is necessary for a large number of neurons to fire in synchrony. 

This means that the integration of the longer-lasting postsynaptic currents is 

Figure Ͷ.ͷ a) Action potential. b) Post synaptic and associated volume current. 
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much more likely. Additionally, the magnetic fields produced by a current 

dipole and quadrupole decay with distance, r, as ଵ

୰మ
 and ଵ

୰య
 respectively. Hence it 

is likely that the primary currents are the more important contributor to the 

MEG signal. 

The volume currents also produce a magnetic field, however, in the case of a 

spherical approximation of the head, the field due to this type of current can be 

ignored(Hamalainen et al., ͱͳ). This approximation is made to simplify the 

analytical solution of the forward problem (discussed in chapter ͳ), however 

more realistic head models can be used to include the contribution of volume 

currents to the MEG signal. 

In summary, the MEG signal originates in the dendrites of a large number of 

synchronised pyramidal neurons in the cortex and some subcortical grey matter 

structures, with the current dipoles due to the primary post-synaptic potentials 

providing the bulk of the signal. 

 TYPES OF ELECTRICAL BRAIN ACTIVITY 

Given the excellent temporal resolution of MEG, a great wealth of information 

can be extracted from the evolution of the measured neuromagnetic fields. The 

brain can be exposed to a plethora of situations and tasks, or be studied at rest, 

in health and disease, with the MEG signal providing a window into its function 

(or dysfunction). In this section, I will outline a series of types of activity that 

can be measured using MEG. 

2.2.1 Spontaneous activity 

Early electroencephalography experiments conducted by Hans Berger (Berger, 

ͱͲ) lead to the discovery of spontaneous or intrinsic brain activity which is 

present at all times without the requirement of specific stimuli. Berger observed 

a rhythmically changing signal with a frequency of approximately 10 𝐻𝑧 which 
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originated in the occipital lobe and increased in amplitude when the subject 

closed their eyes. This characteristic signal has since been defined as a rhythm 

in the alpha band which spans the 8-13 𝐻𝑧  frequency range. Other 

spontaneously occurring oscillatory signals have been observed and categorised 

since then (see Table Ͳ.ͱ). 

A commonly studied feature of intrinsic brain activity is the oscillatory power 

in the signal at frequencies of interest which can be estimated using a discrete 

Fourier transform or adjacent data analysis techniques. 

2.2.2 Evoked activity 

When a subject is exposed to an external, transient stimulus, brain regions 

relevant to the stimulus will often produce a time- and phase-locked signal. In 

the event of a brief tone being played to a subject, for example, the auditory 

cortex will produce a stereotypically shaped signal with a fixed latency relative 

to the stimulus. Averaging the signals from a large number of trials will result in 

the cancellation of any non-phase locked signals leading to a reduction of 

random noise by a factor of √N, N being the number of trials. This allows for an 

accurate estimation of the stereotypical signal shape which can then be used to 

make inferences about any abnormal or altered functioning of the relevant brain 

region. When used in conjunction with source modelling, the measurement of 

Label Canonical Frequency Band 

Delta (𝜹) < 4 𝐻𝑧 

Theta (𝜽) 4-8 𝐻𝑧 

Alpha (𝜶) 8-13 𝐻𝑧 

Beta (𝜷) 13-30 𝐻𝑧 

Gamma (𝜸) > 30  𝐻𝑧 

Table Ͷ.͵ Canonical frequency bands of neural oscillations 
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evoked activity can be of use when mapping the cortical organisation of sensory 

input. 

2.2.3 Induced activity 

Not all stimulus-related signals are precisely phase-locked. Induced responses 

are commonly observed as modulations of spontaneous activity which occur 

locked in time to a stimulus but with variable phases. Some often reproduced 

examples are decreases in beta band power in the motor cortex during 

movement (Pfurtscheller et al., ͱͶ; Pfurtscheller and Lopes Da Silva, ͱ) or 

modulation of occipital alpha power in response to a visual stimulus 

(Pfurtscheller et al., ͱʹ). Experimental designs used to measure induced 

activity still involve repetitive stimulation over several trials, however, simple 

averaging would result in the cancellation of the non-phase-locked signals. A 

common approach to circumvent these issues is to filter the signal to a 

frequency band of interest and to estimate a measure of signal power before 

averaging across trials. This can be done by simply squaring the filtered signal, 

however, the use of the Hilbert transform (see Chapter ͳ) to estimate the 

amplitude envelope is more common. This approach can be extended to 

produce time-frequency spectra (TFS) in order to visualise the evolution of 

induced responses during a trial. Figure Ͳ.ʹ shows an example TFS where a 

subject performs a motor task (see the maze paradigm in Chapter Ͷ). One can 

clearly observe the modulation of amplitude in the beta band: beta-band power 

is reduced during movement and is followed by an increase above baseline after 

movement cessation before the signal returns to baseline. 
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2.2.4 Functional connectivity 

The view that the brain can be compartmentalised into functionally distinct 

regions is pervasive at least since the postulations by Gall in the early ͱth 

century (Gall, ͱͳ͵). While there exists ample evidence of specific cortical 

regions performing specialised functions, the vast range and complexity of 

human (and animal) behaviours are only possible with large parts of the brain 

acting in concert. Advances in neuroscientific research at the cellular and 

whole-brain level over the past few decades have produced a picture of the 

human brain as a highly adaptable and flexible interconnected network not only 

in structure but also in function. 

Functional connectivity can be defined as a statistical dependence between the 

signals produced in distinct parts of the cortex and is thought of as representing 

Figure Ͷ. Example TFS from a single optically pumped magnetometer placed 
above the left motor cortex. Data was recorded from a single subject while 
performing a motor task with their right arm and hand. i) shows the beta-band 
desynchronization during movement, ii) the rebound above baseline when the 
movement stops at ʹs, and iii) the time window used as baseline to calculate 
relative change. 
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information flow or communication between separate regions. Fries proposed 

the communication via coherence hypothesis (Fries, ͲͰͰ͵), which suggests that 

the synchronisation of neural oscillations in spatially distinct parts of the cortex 

provides a mechanism for information transfer between regions. This model is 

based on the principle that the oscillatory behaviour of a neuronal population 

represents repeating windows of increased excitability and hence an increased 

likelihood of communication. Effective communication between two neuronal 

populations can, therefore, be achieved when these windows of optimal 

communication coincide (see the illustration in Figure Ͳ.͵). This implies a 

synchronisation of the oscillatory patterns of the two oscillations. 

 

Figure Ͷ. Schematic representation of two neuronal populations 
exhibiting oscillatory behaviour. a) Populations A and B are firing at the 
same frequency and approximately in phase which represents strong 
connectivity. b) Populations A and B are still exhibiting oscillatory 
behaviour. They are, however not synchronised, which would imply weak 
or no connectivity between A and B. 
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Functional connectivity has been measured using several neuroimaging 

modalities such as PET and fMRI, however, given its excellent temporal 

resolution, MEG is a particularly useful modality to investigate the dynamic 

communication between brain regions at rest but also during tasks. 

Importantly, it not only provides us with a better understanding of the 

mechanisms behind cognition but also a way of assessing clinical populations in 

which effective communication across the brain is disrupted. Abnormalities in 

functional connectivity, as measured by MEG, have been reported in a number 

of diseases and are actively researched in the field of mTBI (see section ͱ.ͳ). 

Methodological details about how functional connectivity is estimated from 

MEG data are discussed in Chapter ͳ. 

2.2.5 Transient bursts 

Measures based on neural oscillations are ubiquitous in the study of cognition 

in health and disease, in the investigation of task responses, and at rest. Effects 

like the movement-related desynchronization and post-movement rebound in 

the beta band for example are well described in the literature and can be 

aberrant in clinical populations (e.g. Parkinson’s disease (Heinrichs-Graham et 

al., ͲͰͱʹ; McColgan et al., ͲͰͲͰ)) However, recent developments in the field 

have put into question whether the ‘oscillatory’ picture of these types of activity 

is valid in all cases (van Ede et al., ͲͰͱ). Sustained modulation of neural activity 

within a frequency band is conventionally measured via trial averaged time-

frequency analyses. Similarly, spectral power at rest can be assessed by 

estimating an average power spectrum over an entire MEG recording. While 

such measures are appropriate and of great use in the study of brain function, 

an inspection of unaveraged time-frequency representations of MEG data 

reveals that the signals are, in fact, composed of stochastically occurring, 

transient events. Only when averaged do they appear to follow a smoothly 

varying oscillation.  
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While this way of reconceptualising neural oscillations is increasingly studied, 

it is yet to be determined what implications this ‘burst’ picture of oscillatory 

activity will have on our understanding of brain activity. However, this approach 

brings with it an additional wealth of measures, such as burst rate, duration and 

timing relative to stimuli, which may provide useful features in studying disease. 

Chapter ͳ will describe a study of subjects with mTBI, where a burst approach 

was used to generate potential biomarkers for mTBI. 

 MEASURING THE MEG SIGNAL 

We have so far established the principles behind the electrical signals generated 

in the brain. Based on our understanding of the action potential, the post-

synaptic currents, and the organisation of cortical neurons we can conclude that 

synchronised, post-synaptic currents in tens of thousands of dendrites produce 

a weak but measurable magnetic field outside the head. In the following 

sections, I will cover two technologies that have enabled us to perform these 

measurements. Firstly, I will describe the physical principles of magnetic field 

sensing using cryogenically cooled Superconducting Quantum Interference 

Devices, or SQUIDs, which are used in the current state-of-the-art 

magnetoencephalography equipment and were used in the data collection for 

the experiments presented in Chapter ʹ and Chapter ͵. Secondly, I will cover 

the Optically Pumped Magnetometer (OPM). This type of magnetic field sensor 

has seen increasing excitement in the MEG field as it allows for room 

temperature measurements of the MEG signal using wearable sensor arrays, but 

crucially, at very short distances from the scalp, promising higher sensitivity and 

spatial resolution compared to conventional MEG. OPMs were used to produce 

the results discussed in Chapter Ͷ. Finally, a range of techniques used to reduce 

interference from external sources is discussed. 
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2.3.1 Superconductor-based MEG 

When designing a sensor to measure bio-magnetic fields, a perhaps obvious 

approach would be to exploit the electromagnetic phenomenon of currents 

being induced in loops of electrically conductive materials when exposed to 

varying magnetic fields. Given that the fields produced by the primary post-

synaptic currents (described in section Ͳ.ͱ.ͳ) are only a fraction of a pT  in 

strength, however, means that resistive coils would lack the necessary sensitivity 

unless constructed using an excessively large number of turns. Cohen 

demonstrated that cerebral magnetic fields could be measured this way in ͱͶ 

(Cohen, ͱͶ), using a ͱ million turn sensing coil. Cohen also showed, shortly 

after, that the magnetic fields produced by the brain could be measured with 

greater SNR using a SQUID magnetometer (Cohen, ͱͷͲ). 

 Superconductivity 

With the discovery that the electrical resistance of mercury vanishes at liquid 

helium temperatures in ͱͱͱ (Onnes, ͱͱͱ), Dutch physicist Heike Kammerlingh 

Onnes first described the phenomenon of superconductivity and showed that it 

occurred at a critical temperature 𝑇. Investigating the magnetic properties of 

materials in the superconductive state, Meissner and Ochsenfeld showed that 

superconductors behaved like ideal diamagnets, expelling any magnetic fields 

within their bulk, but that this effect could be destroyed above a critical field 𝐵. 

It was also found that some materials appeared to undergo two separate phase 

transitions at fields 𝐵ଵ  and 𝐵ଶ  (where 𝐵ଵ ≪ 𝐵ଶ ), between which magnetic 

flux can penetrate the material and increases with the strength of the external 

field. Above the critical field 𝐵ଶ superconductivity no longer occurs (Rjabinin 

and Shubnikow, ͱͳ͵). This second class of materials are called type-II 

superconductors (in contrast to type-I with only one critical field 𝐵), and form 

the basis of SQUID magnetometers. 
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It was not until long after Onnes’ first descriptions of the effect that a theoretical 

explanation of superconductivity was successfully developed. Bardeen, Cooper 

and Schrieffer proposed such a theory (BCS theory hereinafter) in ͱ͵ͷ (Bardeen 

et al., ͱ͵ͷ). BCS theory proposes the formation of electron pairs, or Cooper 

pairs—pseudo-particles that act like bosons and can therefore occupy the same 

quantum state. Bardeen et al. showed that this phenomenon favours a state 

where the motion of all Cooper pairs must occur such that their momentum and 

direction of motion is equivalent which gives rise to the observed supercurrents. 

The combined quantum mechanical wave function describing the ensemble of 

Cooper pairs can be described using an order parameter of the form 

ψ(𝐫) =  ψe୧𝛉 (2. 5) 

where 𝜓 is the ground-state wave function of the Cooper pair and 𝜃 is a phase 

term that depends on the centre of mass 𝒓 common to all cooper pairs and their 

momentum 𝒒 (𝜃 = 𝒒 ⋅ 𝒓). The current density 𝒋, as a function of position, can 

be written as 

𝐣(𝐫) = −
e

m
|ψ(𝐫)|ଶ(ℏ𝛁θ + 2e𝐀) (2. 6) 

Equation 2.6 shows how the current density within a superconductor relates to 

the magnetic vector potential 𝑨, the electron charge e and mass m, the reduced 

Planck constant ℏ  and the phase 𝜃  of the wave function. Given that 

superconductors expel all magnetic fields, the field in the bulk of the material is 

zero which means that the current density must be zero according to Ampere’s 

law. We can therefore rewrite 2.6 to obtain 

ℏ∇θ =  −2e𝐀 (2. 7) 

and integrate around a closed path 𝐶 within the superconductor. The left-hand 

term in 2.7 will yield the phase difference of the wave function along 𝐶 as shown 

in 2.8 
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ℏΔθ =  −2e ර 𝐀. d𝐥 . (2. 8) 

If we consider Stokes theorem  

න𝛁 × 𝐅 ⋅ d𝐒
ୗ

= ර𝐅 ⋅ d𝐫
େ

 (2. 9) 

and the fact that 𝛁 × 𝐀 = 𝐁 (the magnetic field), the path integral term in 2.8 

can be expressed as an integral over the surface enclosed by 𝐶:  

ℏΔθ =  −2e ර 𝐀. d𝐥 =  −2e ඵ 𝐁. d𝐒

 

𝐒

. (2. 10) 

The surface integral of 𝐁  can be seen as the magnetic flux through the loop 

defined by C. Additionally, we can use the property of the wave function that 

the phase change around the loop must be a multiple of  2π to rewrite 2.10 as 

2πnℏ =  −2e𝚽, (2. 11) 

showing that magnetic flux in a superconducting loop is quantised! 

 The Josephson Effect 

In order to allow for indirect measurement of the magnetic flux through a 

superconducting loop, the Josephson Effect can be utilised. It was demonstrated 

that superconductivity was not lost when introducing an insulating barrier—a 

Josephson junction—between two superconductors (Josephson, ͱͶͲ). 

Josephson demonstrated that, up to a critical current, Cooper pairs would be 

able to tunnel across the barrier without resistance. However, once the critical 

current is reached (by applying a bias current across the junction for example), 

a potential difference can be measured across the junction. 

The SQUIDs used in currently available, commercial systems utilise two 

Josephson junctions in a DC SQUID configuration which is shown in Figure Ͳ.Ͷ. 
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For such a system it can be shown that the potential difference across the 

SQUID varies periodically with the flux through the superconducting loop as 

seen in equation 2.12 

V ∝ A cos ቀ
e

ℏ
𝚽ቁ (2. 12) 

where A  is the effective area of the SQUID loop and the period is the flux 

quantum  𝚽𝟎 . Given that 𝚽𝟎 = 2.7 × 10ିଵ  Wb  or Tmଶ  SQUIDs are highly 

sensitive to the minute magnetic fields produced by the brain. 

Due to the periodicity of the function in 2.12, any potential measured does not 

correspond to a unique flux. A feedback circuit with a lock point as shown in 

Figure Ͳ.Ͷ can, therefore, be used to measure the applied flux in an 

approximately linear part of the transfer function. If the flux is varied to deviate 

from this lock point, the feedback circuit will apply an equal and opposite 

potential to maintain a constant flux. This compensatory signal is used to 

provide the flux measurement. 

In order to shield the SQUIDs from interference, and to ensure optimal 

capturing of flux produced by the brain, cryogenic MEG systems use flux 

transformers made of superconducting coils (see diagram in Figure Ͳ.Ͷ), which 

are coupled to a SQUID further away from the head surface. 
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Figure Ͷ.ͺ a) Schematic showing a SQUID. Two Josephson junctions 
interrupt a ring of superconducting material. If a bias current above the 
critical current flows across both junctions and an external magnetic field 
is applied, a voltage across the junctions can be measured. b) Flux 
transformer setup. Neuromagnetic fields induce a current in a 
superconducting coil which is inductively coupled via a signal coil to the 
SQUID. c) Relationship between the voltage across a SQUID 
magnetometer given an input flux 𝛷. In order to keep the SQUID within 
the linear regime around the operating point, a negative feedback circuit 
applies an offset current to counteract any changes in flux from the lock 
point. This feedback signal provides an indirect measure of the changes 
in flux through the SQUID. 
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2.3.2 Optically pumped magnetometers 

For more than four decades, SQUIDs were the only viable technology for MEG 

sensors. Advances in quantum sensing technology in recent years, however, 

enabled the manufacturing of cryogen-free magnetic field sensors with the 

sensitivity required for magnetoencephalographic measurements. Optical 

pumping is the controlled manipulation of the spin angular momentum of a 

particle (Gerlach and Stern, ͱͲͲ) by irradiation with light photons (Kastler, 

ͱͷͳ). Through the absorption and emission of laser light photons, it is possible 

to bring an ensemble of atoms into a state that is sensitive to changes in an 

applied magnetic field, allowing for sensitive magnetometry. Early work on 

optically pumped magnetometers (OPMs) demonstrated that vapours of alkali 

metals could be brought into a state suitable for the measurement of weak 

magnetic fields (Bell and Bloom, ͱ͵ͷ; Bloom, ͱͶͲ). While initial experimental 

setups did not reach the sensitivity or form factor required for use in MEG 

sensors, the application of modulation fields (Dupont-Roc et al., ͱͶ; Kastler, 

ͱͷͳ; Slocum and Marton, ͱͷͳ) and the utilisation of high-density vapours 

(Happer and Tang, ͱͷͳ) allowed for miniaturisation and sensitivities 

comparable to SQUID based sensors (Budker et al., ͲͰͰͰ). 

In recent years, progress in microfabrication techniques enabled the production 

of OPM sensors suitable for neuromagnetic measurements (Schwindt et al., 

ͲͰͰ͵, ͲͰͰʹ) and early demonstrations of MEG measurements included the 

recording of evoked responses to median nerve and auditory stimulation 

(Johnson et al., ͲͰͱͰ, ͲͰͱͳ) as well as visual alpha oscillations (Kamada et al., 

ͲͰͱ͵). Simulations also demonstrated that on-scalp sensors could deliver 

improvements in SNR and spatial resolution over conventional MEG (Boto et 

al., ͲͰͱͶ; Iivanainen et al., ͲͰͱͷ). As well as the commercialisation and large 

scale manufacturing of OPMs, the construction of the first, multi-sensor MEG 

systems generated much excitement in the field. At the time of writing, three 

companies produce MEG-suitable OPM sensors: QuSpin Inc., FiledLine Inc. and 
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Kernel. Using a single QuSpin sensor, Boto et al. successfully measured evoked 

and induced fields by repeatedly placing the sensor at varying locations 

mimicking early single-SQUID MEG experiments (Boto et al., ͲͰͱͷ). Shortly 

after, a multichannel array of ͱͳ OPMs was used to localise motor-related 

responses (Boto et al., ͲͰͱ). In the following years, much progress was made 

with regards to the form factor of the sensors themselves as well as the methods 

to mount the sensors on the head. While early attempts relied on fixed arrays 

(Borna et al., ͲͰͱͷ) or heavy, personalised head casts (Boto et al., ͲͰͱ), more 

user-friendly, general-purpose mounting solutions were soon adopted. By 

adapting commercially available cycling helmets Hill et al. demonstrated the 

adaptability of OPM sensor arrays to study human brain activity at all ages (Hill 

et al., ͲͰͱ). Iivanainen et al. used an additively manufactured helmet with 

sensor slots covering the entire head allowing for adaptable positioning of 

sensors (Iivanainen et al., ͲͰͱ). An additively manufactured helmet was also 

used by Boto et al. (ͲͰͲͱ) and Hill et al. (ͲͰͲͰ). Hill et al. also compared the 

rigid helmet approach with a lightweight flexible cap (Hill et al., ͲͰͲͰ). 

In this thesis, an array of QuSpin sensors, mounted in an additively 

manufactured helmet were used to perform the experiments discussed in 

Chapter Ͷ. In the following section, the QuSpin OPM will be described in more 

detail as well as the theoretical principles of optical pumping. 

 QuSpin OPM Sensors 

To date, QuSpin has produced ͳ generations of OPM sensors (Gen-ͱ to ͳ), a 

combination of which were used in chapter Ͷ. Gen-ͱ sensors were released in 

ͲͰͱͶ (Figure Ͳ.ͷ). Miniaturisation and weight reduction in the connectors made 

Gen-Ͳ and ͳ sensors more useful for head-mounted multi-sensor MEG arrays. 

Most recently, triaxial sensors, which can measure three orthogonal 

components of a magnetic field simultaneously were introduced. While the ͳ 

sensor types differ slightly in the layout of internal components, the physical 

principles behind their operation are identical. 
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The simplest OPM setup includes a glass cell containing high-pressure vapour, 

a laser and a photodiode as a detector (Figure Ͳ.ͷ). For the vapour, usually, alkali 

metals are used given the simple electronic structure with a single electron in 

the outer shell. QuSpin sensors use Rubidium-ͷ in a 3×3×3 𝑚𝑚ଷ glass cell, 

and a diode laser with a wavelength of 795 𝑛𝑚 . The high-density vapour 

necessary for stable sensing (as discussed in Ͳ.ͳ.Ͳ.ͳ) is generated by increasing 

the cell temperature to 150℃ using resistive heating coils. Note that the cells 

are not directly in contact with the outer casing of the sensor which is not heated 

beyond body temperature. 

Electromagnetic coils around the cell are used to offset the background field (up 

to ͵ͰnT (Shah and Hughes, ͲͰͱ͵) as well as the modulation fields which will be 

described later. A schematic diagram of the optical path can be seen in Figure 

Ͳ.ͷ. The laser light is circularly polarised, collimated and guided through the 

cell before hitting a photodetector. The latter provides a measurement of the 

light intensity which is modulated by any changes in the external field. 
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 Optical Pumping 

Optical pumping refers to the use of a light source to bring an entire population 

of atoms (or the great majority) into the same quantum state with a specific 

energy level. This is achieved by tuning the LASER light to a frequency that, 

when absorbed by 𝑅𝑏 
଼   atoms will induce a specific change in energy and 

angular momentum. This quantum analogue of classical angular momentum 

Figure Ͷ.ͻ a) Essential components of OPM sensors. LASER diode and 
collimating lens (͵). Glass cell containing 𝑅𝑏 

଼   vapour (Ͷ). Photodiode 
(ͷ). b) QuSpin Gen-͵ sensor and control electronics. c) QuSpin Gen-Ͷ 
sensor. d) Field zeroing and modulation coils for dual (left) and triaxial 
sensors (right). 
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and its behaviour in a magnetic field gives rise to the effect that allows for optical 

pumping to occur and hence forms the basis of OPM sensing. 

The total angular momentum of an atom 𝑭 is a combination of its nuclear (𝑰) 

and electron (𝑱) angular momenta,  

𝑭 = 𝑱 + 𝑰 (3. 13) 

where J is itself a combination of the electron’s orbital angular momentum L 

and spin angular momentum S, hence 

𝑭 =  (𝑳 +  𝑺) +  𝑰. (2. 14) 

F is associated with an atom’s magnetic moment as shown in equation 2.15, 

𝛍𝐅  = γ𝐅, (2. 15)  

where 𝛾 is the gyromagnetic ratio of the atom; 𝛾 has a value of approximately 

7𝐻𝑧𝑛𝑇ିଵ  for  𝑅𝑏 
଼  . The magnetic moment of the atom in the presence of a 

magnetic field B is associated with a potential energy 

E =  −𝛍𝐅 ⋅ 𝐁, (2. 16) 

which means that different values of angular momentum will result in different 

energy levels that can be occupied by the atom. When exposed to laser light, 

atoms can absorb any energy and angular momentum associated with the 

incoming photons and therefore change their quantum state. Given that we are 

in the quantum realm, the outer shell electron of a 𝑅𝑏 
଼   atom can exist in a 

series of discrete energy states. The absorption or release of a photon can 

therefore only occur if the resulting state transition corresponds to a change 

between two of these possible quantum states. 

The set of possible states is determined by the interaction of the electron’s 

orbital and spin angular momenta which causes a phenomenon termed fine 
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structure splitting. For the vector quantities L and S, dimensionless quantum 

numbers L and S can be defined, respectively, which are defined as follows: 

|𝐒| =  ඥS(S + 1)ℏ, where S ∈ ൜
1

2
ൠ ; (2. 17) 

|𝐋| =  ඥL(L + 1)ℏ, where L ∈ {0,1,2,3,4}. (2. 18)  

The value of the momenta is reliant on ℏ, the reduced Planck’s constant. 

All possible values for the dimensionless quantum number J, associated with the 

electron angular momentum can be found by taking integer steps in the range 

between |L − S|  and |L + S| . In the ground state, where  L =  0 , this means 

that  𝐽 =
ଵ

ଶ
 , for the first excited state  L =  1 , 𝐽  can take the values ଵ

ଶ
  and  

ଷ

ଶ
 . 

Transitions between the 𝐿 = 0 state and the two L = 1 states are known as the 

Dͱ (for the J =
ଵ

ଶ
 state) and DͲ (for the J =

ଷ

ଶ
 state) transitions. The wavelengths 

of the photons that need to be absorbed for these transitions to occur are 795 

and 780 𝑛𝑚 respectively. In QuSpin OPMs only Dͱ transitions are selected due 

to the 795 𝑛𝑚 laser. 

Further splitting of the fine structure states occurs due to the interaction 

between the total angular momenta of the electron (𝐉) and the nucleus (𝐈). This 

hyperfine structure splitting is defined by the quantum number F  which can 

take values from |I − J  to |I + J| , again in integer steps. The nuclear quantum 

number I  for 𝑅𝑏 
଼   is 3/2 , F  can therefore only take the values 1  or 2 . A final 

splitting of the hyperfine structure is called Zeeman splitting (Zeeman, ͱͷ) 

and occurs due to the interaction of the total angular momentum F with the 

applied magnetic field. The relevant component of the angular momentum falls 

along the laser beam axis and can be defined as F୪ୟୱୣ୰ = ℏm, where m can take 

any value (in integer steps) from – F to F. The full energy spectrum containing 

these levels can be seen in Figure Ͳ.. 
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The σା  circular polarisation of the laser light carries an angular momentum 

of +1. The absorption of 795 nm photons produced by the laser can therefore 

induce any Dͱ transition with a change in m of +1. Once an electron de-excites, 

a photon of the same wavelength is emitted, however with a random angular 

momentum m which can take the values −1, 0 or 1. Over time, this leads to an 

accumulation of atoms in the L = 0, F = 2 state. Given the selection rule Δm =

+1, no further Dͱ excitation is possible as there are no F = 3 levels in the L = 1 

state. This means that no further photons can be absorbed, rendering the gas 

transparent and leading to the maximum signal at the photo-diode. At this 

stage, the gas is highly polarised and produces a strong net magnetisation which 

experiences a torque due to any magnetic field components perpendicular to 

the laser beam axis and is therefore magnetically sensitive. 

 

Figure Ͷ.ͼ Energy level diagram for 𝑅𝑏 
଼ . A 795 𝑛𝑚 circularly polarised 

photon will cause a D͵ transition with a change in 𝑚 of +1. Over time, 
all atoms will accumulate in the 𝐿 = 0, 𝐹 = 2, 𝑚 = 2, state. 
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 Spin exchange relaxation 

Even with continuous pumping, the net polarisation of the gas is not permanent 

due to relaxation processes which cause a loss of sensitivity. Collisions with 

other atoms, the cell walls and field inhomogeneity (Happer, ͱͷͲ) are examples 

of such processes that can cause relaxation. Spin-exchange collisions are 

considered to be the dominant form of relaxation in high-density vapours, 

however. In such events, two Rubidium atoms collide leading to a potential 

exchange of spins. If one of the atoms involved in the collision changes its F-

level, the sign of its spin will flip, causing, in turn, a change in the gyromagnetic 

ratio γ which leads to rapid decoherence in the vapour as the atoms now precess 

out of phase. The relaxation rate due to spin-exchange R is given as R = (Tୗ)ିଵ 

where Tୗ  is the average time between collisions. Perhaps counterintuitively, 

this effect can be mitigated by increasing the vapour pressure (through heating 

for example), which increases the number of collisions and therefore R. If R ≫

γB, the spin-exchange collisions occur much faster than the natural precession 

frequency and a net precession is maintained (Happer and Tam, ͱͷͷ)—albeit 

at a slightly slower frequency. This average precession frequency in the spin-

exchange relaxation free (SERF) regime is given by 

Ωᇱ =
γB

Q
, (2. 19)  

where Q  is a slowing factor dependent on the fraction of polarisation in the 

system. The precession of the atoms in this regime is subject to statistical 

variation which depends on two factors, the external field B  and the spin-

exchange rate R. To achieve the highest possible polarisation, B must be kept as 

low as possible, which can be achieved using the on-board coils and external 

shielding (see section Ͳ.ͳ.ͳ.ͱ-ͳ). Additionally, the spin-exchange rate must be 

kept high by ensuring a high vapour density. In the Rubidium-based OPMs used 

in Chapter Ͷ this is done by heating the vapour-cells to ~150°𝐶  while in 

operation (Shah et al., ͲͰͰͷ). As mentioned in Ͳ.ͳ.Ͳ.ͱ, the outer surfaces of the 
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QuSpin OPM are not heated beyond body temperature, however, a large 

number of densely mounted OPMs without adequate dissipation of heat 

through the sensor helmet—for example—could cause discomfort. Appropriate 

design of the sensor helmet or mount is, therefore, crucial. Note that the 

temperature of operation cannot be decreased by increasing the cell’s internal 

pressure or by adding a larger quantity of Rubidium as this could result in the 

formation of Rb droplets, effectively decreasing the number of atom-photon 

interactions and potentially disrupting the optical path through the transparent 

cell walls. OPMs based on different alkali metals such as Caesium (Petrenko et 

al., ͲͰͲͱ) or He-ʹ OPMs (Labyt et al., ͲͰͱ), which can operate at significantly 

lower temperatures (~100°𝐶 and room-temperature respectively), have shown 

some promise, however, further optimisation of the sensitivity and size of such 

devices is needed before their use for OPM-MEG is viable. 

 The OPM signal 

The net polarisation 𝐏  achieved in the glass cell through optical pumping is 

sensitive to the magnetic field and its behaviour can be described by the Bloch 

equations (Bloch, ͱʹͶ): 

d𝐏

dt
=

1

Q
𝐏 × γ𝐁 − (𝐏 − Pzො)

1

T
൨ , (2. 20)  

where P is the equilibrium polarisation achieved by pumping when B =  0 and 

T is a time constant characterising the combination of relaxation and pumping 

rate of the system. 

In the steady-state, where d𝐏/dt = 0 , we can solve equation 2.20  which 

yields
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P୶ =

ా౯
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ା౮

ቀ
భ
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ି
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ቀ
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P =
ቀ

భ

ಋ
ቁ

మ
ା

మ

ቀ
భ

ಋ
ቁ

మ
ା౮

మା౯
మା

మ
P.

 

If we measure the field in the x-direction, for example, the sensor coils minimise 

the field in the y and z directions, allowing a simplification of equation 2.21 by 

setting B୷ = B = 0: 

P୶ = 0,
 

P୷ =
−γTB୶

1 + (γTB୶)ଶ
P, (2. 22)

P =
1

1 + (γTB୶)ଶ
.

 

Figure Ͳ. shows the polarisation in y  and z  due to changes in the field in x . 

Unfortunately, when measuring the polarisation along the laser axis (z ), the 

sensing curve follows a Lorentzian shape (also referred to as zero-field or Hanle 

resonance (Hanle, ͱͲ͵)) which does not give unique polarisation values for 

positive and negative fields of the same magnitude. If an external oscillating 

field is applied along the sensitive direction, this can be alleviated, however. 
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Assuming a modulation field along the x-axis of the form 

B୶
ᇱ = b୶cosω୫t, (2. 23) 

where b୶  is the modulation field magnitude and ω୫  is the modulation 

frequency (which is much larger than the Larmor frequency, in our case 

923 rad. Hzିଵ ), the polarisation can be described by 

d𝐏

dt
=

1

Q
𝐏 × γ[𝐁 + (b୶cosω୫t)𝐱ො] − (𝐏 − P𝐳ො)

1

T
൨ . (2. 24) 

While the steady-state assumption cannot be applied here, a solution for P was 

found by Cohen-Tannoudji et al. (ͱͷͰ). In the zero-field case where B୷ and B 

are nulled, the polarisation along the laser axis can be described by equation 

2.25: 

P =
γTB୶

1 + (γTB୶)ଶ
J ൬

γb୶

ω୫
൰ Jଵ ൬

γb୶

ω୫
൰ Psinω୫t. (2. 25)  

Figure Ͷ.ͽ Polarisation of an optically pumped vapour with magnetic field 
strength applied in x. The sensitive direction along the laser axis displays a 
Lorentzian relationship while the polarisation along y shows a dispersion 
curve. 
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The terms J୬ are Bessel functions of the first kind, and evaluate to a constant. 

Using a lock-in amplifier, the demodulated signal V can therefore be described 

as 

V(B୶) ∝  
γTB୶

1 + (γTB୶)ଶ
 (2. 26) 

This dispersion relationship means that positive and negative deflections from 

the zero-field point can be distinguished. Additionally, the response function is 

approximately linear in the near-zero field regime as is shown in Figure Ͳ.ͱͰ. 

 

2.3.3 Interference reduction in MEG recordings 

We have so far established that neuromagnetic signals are extremely weak but 

measurable by using highly sensitive devices such as a SQUID or OPM. The 

signals of interest are, however, dwarfed by fields due to environmental or 

Figure Ͷ.͵ʹ a) Plot of the dispersion relationship relating magnetic field with 
the voltage output for the QuSpin OPM. The magenta dotted line shows an 
approximate linear relationship in the limit of small B. b) inset of a showing the 
good correspondence of the dispersion curve with the linear approximation 
around 𝐵 = 0. 
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biological sources of magnetic noise. As shown in Figure Ͳ.ͱͱ, typical brain 

signals are drastically smaller than the Earth’s magnetic field, magnetic noise 

due to electronic equipment and signals generated by the heart. 

 

This presents a considerable challenge, as SQUIDS, as well as OPMs, need to 

operate at very low fields. In the case of SQUIDs, the environmental noise could 

fluctuate so far beyond the lock point as to make measurements of flux 

ambiguous2. The zero-field OPMs used in the work presented here also require 

a magnetically quiet environment which cannot be achieved using only a static 

compensation field from the onboard coils. In this section, I will describe 

equipment and methodologies used to remove or reduce environmental and 

unwanted biomagnetic noise that is common in SQUID and OPM-MEG 

recordings, such as passive and active shielding, gradiometers, and independent 

component analysis (ICA) for artefact removal in software. 

                                                 
2 For commercial SQUID MEG systems this is an oversimplification. CTF MEG systems such as 
the ones used in the experimental work for this thesis employ electronic means to extend the 
working range of the SQUID sensors. This does however not remove the need for the 
interference techniques described in this section. 

Figure Ͷ.͵͵ Typical amplitudes and spectral densities of environmental and 
biomagnetic noise (from Hamalainen et al., ͵ͽͽͷ). 
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 Magnetic shielding 

Maintaining a magnetically quiet environment has been crucial for the 

measurement of neuromagnetic signals since the very earliest MEG experiments 

(Cohen, ͱͶ; Hamalainen et al., ͱͳ). This can be achieved by exploiting the 

behaviour of magnetic fields at air-metal-boundaries. According to Ampere’s 

and Gauss’ laws, a static magnetic field must behave as shown in Figure Ͳ.ͱͲa 

(Celozzi et al., ͲͰͰ). Field lines must be perpendicular to the surface when 

entering into a material of higher relative permeability. For commonly used 

shielding materials with very high permeability such as mu-metal, fields can 

drastically change direction when entering the material and are ‘guided’ around 

the shielded area. This effect is only effective for quasi-constant fields, often 

referred to as DC fields which vary at frequencies of < 10 Hz. For high-frequency 

magnetic interference (AC fields) above 10 Hz,  we can utilise the effect 

described by Faraday’s law: in a conductor exposed to a time-varying magnetic 

field, an electric field is induced. The induced current due to this field will 

generate flux opposing the applied field leading to a shielding effect as shown 

Figure Ͷ.͵Ͷ Shielding mechanisms. a) Flux shunting in high permeability 
materials to shield from DC fields (usually <͵ʹ Hz) b) Shielding due to eddy 
currents for high frequency fields. Both fields represent cross-sections from a 
cylindrical field. Adapted from (Celozzi et al., Ͷʹʹͼ) 
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in Figure Ͳ.ͱͲb. Generally, high conductivity materials such as aluminium are 

used to achieve effective shielding of AC fields. Magnetically shielded rooms (or 

MSRs) for MEG are usually large cuboids, consisting of several layers of mu-

metal and aluminium, accessible via a door. However, some OPM-MEG setups 

have been reported that used human-size cylindrical shields (Borna et al., ͲͰͱͷ). 

2.3.3.1.1 Degaussing 

The mu-metal used in the construction of MSRs is a ferromagnetic alloy and can 

therefore be magnetised, leading to a background field inside the MSR which is 

undesirable, especially when using zero-field OPMs. Degaussing, a process that 

can be used to reduce such remnant fields, was originally developed to 

demagnetise the hulls of ships that were vulnerable to magnetically activated 

sea mines (Kelly, ͱʹͶ). A large, decaying sinusoidal oscillating current is 

applied to wires wrapped around the magnetised object, which gradually 

reduces the remnant magnetisation. In the work presented here, degaussing was 

only available in the OPM-based experiments. Ideally, degaussing should occur 

before each experiment or each time the door of the MSR is opened and closed. 

 Gradiometry 

In addition to the shielding provided by the MSR, the inherent geometry of the 

sensor arrangement can be used to reduce sources of interference. As 

established in section Ͳ.ͱ.ͳ, sources of neuromagnetic fields can be modelled as 

current dipoles, meaning that their magnetic field decays with distance (R) as 
ଵ

ୖమ
. We can deduce that their n-th order gradients, therefore, decay as ଵ

ୖమశ
. If we 

assume a distant source of interference that can be modelled as a dipolar field, 

we can show that the gradient due to the nearby neural field is much larger than 

the gradient due to a distant source. Measurements of the field gradients instead 

of the fields themselves can, therefore, greatly reduce the influence of distant 

sources of interference on the captured signal. Gradients can be measured 

directly by adding counter-wound coils to the flux transformer to form 
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gradiometer pickups. Several such coil configurations exist, the most common 

being first-order axial and planar gradiometers as shown in Figure Ͳ.ͱͳ. 

 

The CTF systems used in chapters ʹ  and ͵  employ first-order axial gradiometers. 

Second-order gradiometers can be produced using arrangements such as the 

one shown in Figure Ͳ.ͱͳd, however, their larger size reduces practicality. CTF 

systems, therefore, use an array of reference sensors distal to the pickup coils 

which measure three orthogonal field components and can be used to construct 

synthetic, ͳrd order gradiometers in software. 

Figure Ͷ.͵ͷ Pickup coil configurations. a) Magnetometer. b) First order axial 
gradiometer. c) Planar gradiometer d) Second order axial gradiometer. The red 
arrows depict the relative contributions of the dipolar field to the flux through 
each coil. 
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Gradiometers can also be constructed in OPM arrays, by subtracting the signals 

from adjacent sensors, however, this was not done in any of the experimental 

work presented here. 

 Active shielding for OPM arrays 

While passive shielding in combination with degaussing procedures and on-

board nulling coils can produce an adequate environment for the operation of 

OPM sensors, problems arise when scanned subjects are allowed to move 

through any remnant field. Even small translations and rotations can lead to 

large artefacts in OPM-MEG data (Boto et al., ͲͰͱ) or even prevent data 

collection altogether3. To reduce any remnant fields and field gradients, active 

shielding can be used. Holmes et al. showed that a set of bi-planar coils driven 

with fixed currents can be used to significantly reduce the background field 

strength and inhomogeneity (Holmes et al., ͲͰͱ, ͲͰͱ). This is achieved by 

measuring the field magnitude and gradients near the subject’s head before 

applying currents to the coils, minimising any unwanted fields at the reference 

sensors. In the experiment discussed in Chapter Ͷ, a set of ‘fingerprint coils’ 

(Holmes et al., ͲͰͱ) was used. The generated fields superpose to minimise the 

remnant field near a set of reference sensors (see Figure Ͳ.ͱͷ) which are placed 

by the subject’s head, again leading to a more favourable environment for OPM-

MEG. 

 Interference reduction using independent component analysis 

Environmental noise can be effectively reduced using the shielding techniques 

described above, however, signals from unwanted biomagnetic fields can still be 

present in the data. Signals due to eye movements and blinks (referred to as 

EOG artefacts after the electrooculogram) or the heartbeat (ECG artefacts after 

                                                 
3 In a conventional shielded room with background fields of tens of nT, even small rotations of 
less than ͵ degrees would lead to measured field changes larger than the operational range of 
the OPMs used in the work presented here (±1.5nT). Additionally, any field inhomogeneity or 
gradients in the background field would lead to artefacts from sensor translations. 
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the electro-cardiogram) are not as effectively reduced as more distant external 

interference due to their relative proximity to the gradiometers. It can therefore 

be advantageous to remove these unwanted signals in software before 

proceeding with further analysis of MEG data. A commonly used method in 

MEG, as well as EEG data analysis, is temporal Independent Component 

Analysis (tICA) (Barbati et al., ͲͰͰʹ; Jung et al., ͲͰͰͰ; Rong and Contreras-

Vidal, ͲͰͰͶ; Vigário, ͱͷ). ICA is a solution to the “cocktail party problem” 

which refers to the task of listening to a specific person in a crowded and noisy 

room. In the context of MEG, the goal of ICA is to find a set of independent time 

courses, weighted sums of which contribute to the total measured signal. Signals 

due to the heart and eyes can be assumed to have unique spatiotemporal 

characteristics and are represented by a small subset of components that can be 

removed. The data can be represented mathematically by an n×t  matrix 𝐗 , 

where n  is the number of sensors and t is the number of samples in the 

recording, where 

𝐗 = 𝐀𝐒. (2. 27) 

Here, 𝐒  is a nୡ×t  matrix, where  nୡ ≤  n , the rows of which are the linearly 

independent components. 𝐀 is an n × nୡ mixing matrix, the columns of which 

represent the field patterns of the independent components. Inspection of these 

field patterns alongside the time courses of activation can be useful in 

determining which components correspond to which type of artefact. Figure 

Ͳ.ͱʹ shows two example components extracted from MEG data recorded using 

a Ͳͷ͵ channel CTF MEG scanner at the University of Nottingham. Artefacts can 

be categorised by inspecting the topographies (columns of 𝐀) in conjunction 

with their corresponding time courses (rows of 𝐒). We can see a typical artefact 

due to eye blinks in Figure Ͳ.ͱʹa, with a characteristic topography showing large 

weights in sensors close to the eyes. Setting any row of 𝑺  to zero before 

multiplying with the mixing matrix will lead to the removal of the 
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corresponding component. An example of this is shown in Figure Ͳ.ͱ͵, where a 

short segment of data is shown before and after removing an EOG artefact. 

 

 

Figure Ͷ.͵ Example topographies and component time courses found using 
ICA on MEG data. The top row shows an EOG artefact. The component 
topography shows large weights near the eyes and the component time course 
contains short spiking events whenever a blink occurs. The bottom row shows 
an  ECG artefact. The time course contains a typical ECG pattern with narrow 
spikes (QRS complex) followed by a broader peak (T wave). 

Figure Ͷ.͵ Segment of raw MEG data from a frontal sensor containing 
artefacts due to eye blinks (grey line) and clean data from the same sensor after 
removing EOG artefacts using ICA decomposition. 
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 PERFORMING MEG EXPERIMENTS 

We have so far discussed the origin of the MEG signal and the sensor and 

interference reduction technology needed to measure it. In this final section, I 

will outline how these elements are incorporated into the full set of 

instrumentation needed to perform MEG experiments and describe the general 

procedure followed when collecting data. Lastly, I will describe two methods of 

coregistration—or alignment—of the MEG sensors with the anatomy of the 

scanned subject. 

Before a MEG experiment takes place, potential subjects are provided with all 

necessary information concerning the study so informed consent can be 

obtained. Subjects need to undergo safety screening to assess suitability for a 

MEG and MRI scan and are to remove all metal from their person. After 

providing any instructions or opportunities for practising a task performed 

during the acquisition, the subject can be prepared for the scan and positioned 

inside the scanner. 

2.4.1 Instrumentation and acquisition 

MEG scanner instrumentation contains a multitude of elements. As seen in 

section Ͳ.ͳ.ͳ, MEG sensors need to be housed in the magnetically quiet 

environment provided by a magnetically shielded room. Waveguides in the 

room’s walls are used to feed connections from the control room to the interior 

of the MSR to enable data acquisition and control of the sensors as well as 

stimulus equipment. Typically, a back-projection screen is used in conjunction 

with a projector outside the MSR which throws an image through a larger 

waveguide. Other types of peripheral equipment include speakers or MEG 

compatible earphones for auditory stimulation, eye tracking cameras and 

button boxes to allow patient responses during tasks. Figure Ͳ.ͱͶ and Figure Ͳ.ͱͷ 

show simplified schematics of SQUID-based and OPM-based MEG systems 

respectively. 
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 SQUID MEG setup 

The subject is positioned on the adjustable support in a sitting or supine 

position with their head inside a helmet-shaped cavity in the gantry (see Figure 

Ͳ.ͱͶa). To limit head movement and ensure subject comfort, padding is placed 

around the head. To allow observation of the subject and communication with 

the experimenter, an intercom and video system connects the MSR interior with 

the experimenter in the control room. During the acquisition, a dedicated 

electronics rack handles the SQUID measurements and analogue to digital 

conversion (ADC) before transferring the sensor data to the acquisition PC for 

storage and real-time visualisation. The acquisition PC also receives input from 

peripherals such as button boxes and eye-tracking equipment. A separate 

stimulus PC controls the presentation and timing of stimuli and sends 

additional signals to the acquisition PC. The timing of stimuli can therefore be 

matched with corresponding MEG signals. 

As shown in Figure Ͳ.ͱͶb, the SQUID sensors are housed in a cryogenic Dewar 

filled with liquid helium. The use of Helium at a temperature of ~4𝐾 bears the 

potential risk of cryogenic burns and asphyxiation due to the displacement of 

Oxygen by Helium gas in the unlikely case of a leak. Safety precautions include 

the continuous possibility of communication with the MEG operator via the 

intercom, Oxygen sensors with alarms measuring the Oଶ levels in the MSR and 

flow rate meters which would show abnormal evaporation of Helium from the 

Dewar. 
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 OPM-MEG setup 

The subject is positioned in the centre of the MSR (sitting), between two nulling 

coils as shown in Figure Ͳ.ͱͷ. An additively manufactured helmet holding an 

array of OPM sensors is worn by the participant and a chin strap is used to hold 

the helmet in place. Padding can be used to maximise comfort and prevent 

relative motion between the head and helmet. In the system used for the study 

in Chapter Ͷ, each OPM sensor is attached to the OPM control electronics via a 

Figure Ͷ.͵ͺ Instrumentation for SQUID-based MEG. a) Schematic showing an 
MSR housing a cryogenic MEG system. b) Interior layout of a MEG Dewar. 
Adapted from (Vrba and Robinson, ͲͰͰͱ). 
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separate cable. To prevent the weight of these cables from exerting forces on the 

connections to the sensor, the cables are bundled and attached to shoulder 

straps. This allows the participant to carry the cable weight like a backpack and 

increases freedom of motion. 

As mentioned in section Ͳ.ͳ.ͳ.ͳ, active magnetic field zeroing is used to reduce 

motion-related artefacts in OPM-MEG data. To achieve this, a set of reference 

sensors placed near the subject’s head are used to sample the background field 

and field gradients. A nulling algorithm is then used to apply currents to a set 

of nulling coils that generate equal and opposite fields, destructively interfering 

with unwanted background fields. This, as well as data acquisition, is controlled 

by the acquisition PC. A separate stimulus PC is responsible for controlling the 

presentation of audio or visual stimuli, as well as the acquisition of optional 

motion tracking data. A set of infrared cameras mounted at Ͷ locations in the 

room can be used to record the positions of infrared-reflective markers placed 

on the helmet, or the subject’s hand for example. This can be used to quantify 

head motion and to record subject interaction with the task, for example. The 

stimulus PC is also used to send trigger signals to the acquisition PC to provide 

temporal alignment of the stimuli with the recorded MEG data. 
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Figure Ͷ.͵ͻ Schematic of the OPM-MEG system at the University of 
Nottingham. 
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 Quality control 

Several steps can be taken to ensure the highest possible MEG data. Before 

running an experiment, it is advisable to record at least one minute of data 

without any subjects in the room. Inspecting the frequency distribution of such 

“empty-room-noise” data can reveal any new or known sources of interference 

and ensures that all sensors are working. A series of tests can be conducted (Eye 

blinks, deep breath, jaw clench) by the scanned subject to ensure that artefacts 

are not excessively large. After recording, data should be inspected in small 

segments; segments containing large artefacts should be marked and removed. 

For the CTF-MEG used in this work, one common artefact is the SQUID reset4 

which presents as a large spike in the data. Segments, where head position 

exceeds a predetermined threshold of a few millimetres, should also be 

discarded. Any sensors containing excessive noise or any signals indicating 

faults should be excluded from analysis in both MEG modalities. 

2.4.2 Coregistration 

While the analysis of MEG signals at the sensor level can provide useful 

information about the timing and approximate location of neurological 

processes, it is preferable to reconstruct the signal sources within the brain. As 

will become clear in Chapter ͳ, such source space analysis requires knowledge 

of the positions of the MEG sensors relative to the head. In most cases, this is 

done by the coregistration of an MRI image of the head with the geometry of 

                                                 
4  The periodic sensitivity function of SQUIDs (equation 2.12  in section Ͳ.ͳ.ͱ.Ͳ) inherently 
constrains the dynamic range of the sensors. If fluctuations in the signal exceed peak-to-peak 
amplitudes greater than half of the flux quantum, uniqueness of the measured flux values cannot 
be guaranteed. In CTF MEG scanners this limitation is circumvented via high frequency 
modulation of the flux, extending the range to ±Φ  relative to the lock point (Forgacs and 
Warnick, ͱͶͷ). In the case where the signal drift exceeds magnitudes greater than Φ a counter 
is incremented, the locking circuit is disengaged, then reengaged at a new operating point, thus 
extending the dynamic range further. Unfortunately, this resetting of the lock point causes a 
large transient artefact in the MEG signal. 
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the sensor array. In the work presented in this thesis, two distinct processes 

were used for coregistration, to accommodate the differing requirements of the 

cryogenic and wearable OPM-MEG systems. 

 CTF MEG systems 

For data collected using the CTF MEG scanner, electromagnetic fiducial coils 

were attached to the nasion and the preauricular points of the scanned subject. 

During the scan, the coils are continuously energised which allows for the 

localisation of the coils within the scanner. To establish the location of the 

fiducial coils relative to an individual’s anatomy, the subject’s head/face shape 

including the relative position of the fiducial coils was obtained using either a 

Polhemus FASTRAK ͳD digitiser or a ͳ-dimensional optical imaging system 

(Structure IO camera; Occipital Inc., San Francisco, CA, USA) in conjunction 

with the SKANECT software, which uses a combination of infrared depth 

sensing and visible light image acquisition (the latter was used during the 

COVID-ͱ pandemic to ensure a safe distance between subject and 

experimenter). The head shape was aligned to an MR image by extracting the 

scalp using edge detection techniques and using an automatic least-square-

distance registration algorithm. This provided information about the relative 

position of the fiducial coils and the brain. In cases where an anatomical MRI is 

not available, a template MRI can be aligned to the scalp digitisation with 

adequate source localisation results (Gohel et al., ͲͰͱͷ). Figure Ͳ.ͱ shows how 

the digitisation of the head shape and fiducial coil locations (panels a and b) are 

aligned with the scalp extracted from the MRI (panel c), yielding the fiducial 

positions relative to the subject’s anatomy (panel d). Note that head shapes 

generated using the Polhemus method are generally coarser than the one 

depicted in Figure Ͳ.ͱa, usually consisting of ͵ͰͰ-ͶͰͰ points. 
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 OPM-MEG systems 

Wearable MEG has additional requirements to enable source localisation. While 

sensor positions and orientations are fixed and known within the conventional 

system from the manufacturing of the scanner, the modular nature of OPM-

MEG means that the locations and orientations of each sensor need to be 

determined for each new configuration. To achieve this, an additively 

manufactured helmet was used to hold sensors at known relative positions and 

orientations (Hill et al., ͲͰͲͰ). The coregistration of the sensors with the 

scanned individual’s anatomy is done in several stages. First, digitisation of the 

head and face is achieved using the Structure IO camera while the subject is 

wearing a swimming cap (approximating the scalp surface). This “head-only” 

Figure Ͷ.͵ͼ Coregistration procedure for conventional MEG. Three fiducial coils 
(green dots), which are enegised during the recording and can thus be localised 
by the MEG scanner, are attached to the nasion and preauricular points. a) A 
scan using a ͷD optical imaging system, or head digitisation using a 
POLHEMUS digitiser is used to create a ͷD representation of the head shape 
and the relative positions of the fiducial coils (b). This shape is coregistered to 
the scalp (c)—extracted from an anatomical MRI—using an iterative closest 
point algorithm, yielding the positions of the fiducial markers relative to the 
brain anatomy as shown in (d). 
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digitisation is then aligned with the extracted scalp shape from an anatomical 

MR image using the MeshLab software (Cignoni et al., ͲͰͰ). A second 

digitisation is generated while the subject is wearing the helmet containing the 

sensors. By matching prominent features of the subject’s face (and/or markers 

placed on the face) in the “head-only” digitisation with this second “helmet-and-

face” model, the helmet location relative to the anatomy can be established. A 

ͳD model of the helmet can then be aligned with the “helmet-and-face” 

digitisation to obtain a final transformation between the anatomical MRI and 

the helmet coordinate systems which can be applied to the sensor locations and 

orientations which are known from the ͳD printing process of the helmet. 

Figure Ͳ.ͱ shows an example of the coregistration procedure for OPM-MEG 

performed for the investigation presented in Chapter Ͷ. 

 
Figure Ͷ.͵ͽ Coregistration procedure for OPM-MEG. 
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 SUMMARY 

In this chapter, I have outlined the origin of the MEG signal and how we can 

measure it even in the presence of interference that dwarfs neuromagnetic 

signals. In the next chapter, I will first outline the theoretical principles of source 

reconstruction, which allow us to generate three-dimensional maps of the 

neural currents underlying the MEG signal and subsequently introduce the 

mathematical framework of secondary analysis methods such as functional 

connectivity estimation and Hidden Markov Models.



 

Ͷͷ 

Chapter 3 MEG SIGNAL ANALYSIS 

The arrays of magnetic field sensors described in Chapter Ͳ allow us to sample 

and map the neuromagnetic fields near the surface of the head. While the 

resulting sensor space MEG data can yield useful information about the 

spectrotemporal makeup of electrical brain activity and the approximate area of 

activation (i.e. which hemisphere or lobe may contain the source of activity), a 

large number of sources may be producing fields at any point in time, a mixture 

of which will be measured by the sensors. Thus, it is preferable to estimate the 

current distribution inside the brain producing these fields—commonly 

referred to as source space reconstruction. Because we can assume sources to be 

dipolar, the approximate location of an active cortical source may be inferred 

from the observed field pattern. Given a dipolar source of known strength and 

orientation, the field pattern can be predicted by solving the forward problem. 

Unfortunately, the number, strength and orientations of sources can generally 

not be known. Additionally, constructive and destructive interference of 

magnetic fields means that any observed pattern could be generated by an 

infinite amount of magnetic source configurations. The task of estimating the 

current distribution in source space—termed the inverse problem—is, therefore, 

ill-posed. This chapter will outline the mathematical framework underlying the 

source space analysis of MEG data, describing solutions to the forward and 

inverse problems for neuromagnetism. Additionally, two secondary analysis 

methods applied to source space data will be discussed: functional connectivity 

analysis and Hidden Markov Model (HMM) analysis.
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 THE FORWARD PROBLEM 

We can calculate the expected magnetic field from a cortical dipolar source by 

following an approach described by (Sarvas, ͱͷ), where the head is modelled 

as a conductive volume G (bounded by the surface S) containing a source with 

a continuous current density 𝐉. The electromagnetic field generated by such a 

source is governed by Maxwell’s equations: 

∇ ⋅ 𝐄 =
ρ

ϵ
, (3. 1)

∇ ⋅ 𝐁 = 0, (3. 2)

∇ × 𝐄 =  −
∂𝐁

∂t
, (3. 3)

∇ × 𝐁 = μ ൬𝐉 +
∂𝐄

∂t
൰ , (3. 4)

 

where 𝜇 and 𝜖 are the magnetic permeability and electric permittivity, E and 𝐁 

are the electric and magnetic fields respectively and 𝛒 is the charge density. A 

quasi-static approximation can be made as the fields generated by the brain 

typically vary at frequencies less than 100 Hz . (Hamalainen et al., ͱͳ) This 

means that the time derivative terms vanish, yielding 

∇ × 𝐄 = 0; (3. 5)
∇ × 𝐁 = μ𝐉. (3. 6)

 

The field 𝐁  at a location 𝐫  outside a conductor, resulting from the current 

density 𝐉 at a position 𝐫′ inside the conductor, can be calculated using the Biot-

Savart law: 

𝐁(𝐫) =
μ

4𝜋
න 𝐉(𝐫ᇱ)

ୋ

𝑑𝜈 ×
𝐫 − 𝐫ᇱ

|𝐫 − 𝐫ᇱ|ଷ
, (3. 7) 

where 𝑑𝜈 is a volume element of the volume G. As shown in Chapter Ͳ, post-

synaptic currents consist of the primary and volume currents; we can therefore 

write 
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𝐉(𝐫ᇱ) = 𝐉𝐏(𝐫ᇱ) + 𝐉𝐕(𝐫ᇱ)

= 𝐉𝐏(𝐫ᇱ) − σ𝛁V(𝐫ᇱ), (3. 8)
 

where 𝐉𝐏 and 𝐉𝐕 are the primary and volume current densities. We also see that 

the volume current can be expressed via Ohm’s law in terms of the conductivity 

of the extracellular medium 𝜎—which we assume to be constant over 𝐺—and 

the electric potential V. Substituting ͳ. into ͳ.ͷ and defining 𝐚 = 𝐫 − 𝐫′, gives 

𝐁(𝐫) =
𝛍𝟎

4π
ቈ න 𝐉𝐏(𝐫ᇱ) ×

𝐚

|𝐚|ଷ
𝑑𝜈 

ୋ

– 𝜎 න 𝛁V(𝐫ᇱ) ×
𝐚

|𝐚|ଷ
𝑑𝜈 

ୋ

 . (3. 9) 

Using the vector calculus identity 𝛻𝑓 × 𝛻𝑔 = 𝛻 × (𝑓𝛻𝑔), and setting 𝑓 = V(𝐫ᇱ) 

and ∇𝑔 = 𝐚/ |𝐚|ଷ the integral term due to the volume current can be written as 

𝐁𝐕(𝐫) = −
𝛍𝟎

4π
ቈ 𝜎 න 𝛁 × V(𝐫ᇱ)

𝐚

|𝐚|ଷ
𝑑𝜈 

ୋ

 . (3. 10) 

From Stoke’s theorem, 𝐁𝐕(𝐫) can be expressed in terms of a surface integral: 

𝐁𝐕(𝐫) = −
𝛍𝟎

4π
ቈ 𝜎 න 𝐧ෝ × V(𝐫ᇱ)

𝐚

|𝐚|ଷ
𝑑𝑠 

ୗ

 (3. 11) 

where 𝐧ෝ is an outward-facing unit vector normal to the surface S at the surface 

element 𝑑𝑠. We can therefore rewrite equation ͳ. using ͳ.ͱͱ: 

𝐁(𝐫) =
𝛍𝟎

4π
ቈ න 𝐉𝐏(𝐫ᇱ) ×

𝐚

|𝐚|ଷ
𝑑𝜈 

ୋ

– 𝜎 න 𝐧ෝ(𝐫ᇱ) × V(𝐫ᇱ)
𝐚

|𝐚|ଷ
𝑑𝑠 

ୗ

 . (3. 12) 

Equation ͳ.ͱͲ is a simplified form of the Geselowitz formula (Geselowitz, ͱͷͰ). 

Multi-compartment models that take varying conductivities of the brain, skull, 

scalp etc. into account also exist. However, the true conductivities of the various 

types of tissue in vivo are generally not well known and a series of geometric 

simplifications can be made to yield a forward solution that is invariant to 

conductivity. The most basic approximation is the single-sphere model which is 

illustrated in Figure ͳ.ͱ. 
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If we assume the head to be a spherical volume of uniform conductance, and 

that the detector only measures the radial component of the field, we can 

consider the radial component of 𝐁(𝐫): 

𝐵(𝒓) = 𝑩(𝒓) ⋅ 𝒆ො𝒓; (3. 13) 

in full: 

B୰(𝐫) =
μ

4π
ቈ න 𝐉𝐏(𝐫ᇱ) ×

𝐚

|𝐚|ଷ
⋅ 𝒆ො𝒓𝑑𝜈 

ୋ

– 𝜎 න 𝐧ෝ(𝐫ᇱ) × V(𝐫ᇱ)
𝐚

|𝐚|ଷ
⋅ 𝒆ො𝒓𝑑𝑠 

ୗ

 , (3. 14) 

Figure ͷ.͵ Single sphere model for the biomagnetic forward solution. The head 
is approximated as a spherical volume 𝐺  bound by the surface 𝑆 . A current 
dipole 𝒒 is found at the location 𝒓𝒒. We consider fictitious currents at all points 
on the surface 𝒓’ generating the magnetic signal in the detector at r. 𝒆ො𝒓 is the 
radial unit vector and 𝒏ෝ  is the vector normal to the surface at the surface 
element 𝑑𝑠. 
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where 𝒆ො𝒓 is the radial unit vector, in this case, normal to the sensitive plane of 

the MEG sensor. Expanding 𝐚  and considering only the vector terms in the 

surface integral we can write 

𝐧ෝ(𝐫ᇱ) × V(𝐫ᇱ)
𝐚

|𝐚|ଷ
⋅ 𝐞ො𝐫 ∝ ൭𝐧ෝ(𝒓ᇱ) × 𝒓 − 𝐧ෝ(𝒓ᇱ) × 𝒓ᇱᇣᇧᇧᇤᇧᇧᇥ

ୀ 𝟎 𝒂𝒔 𝐧ෝ ∥𝒓ᇲ

൱ ⋅ 𝐞ො𝐫

=  𝐧ෝ(𝒓ᇱ) × 𝒓ᇣᇧᇧᇤᇧᇧᇥ
ୄ𝐞ො𝐫

⋅ 𝐞ො𝐫 (3. 15)

= 0.

 

This means that—for a spherical geometry—the volume current term vanishes, 

yielding 

B୰(𝐫) =
ஜబ

ସ
∫ 𝐉𝐏(𝐫ᇱ) ×

𝐚

|𝐚|య
⋅ 𝒆ො𝒓𝑑𝜈

ୋ
, (3. 16)

which, crucially, does not depend on the conductivity of the medium. 

So far, we have assumed that the primary current is distributed across the whole 

volume (i.e. at any position 𝐫’). However, we can approximate it as an equivalent 

current dipole 𝐪  at a single point in the volume (𝐫𝐪 ). Using the Dirac delta 

function 

𝛿(𝑥 − 𝑥ᇱ) =  ൜
+∞, 𝑥 = 𝑥ᇱ

0, 𝑥 ≠ 𝑥ᇱ 
(3. 17)

we can simplify equation ͳ.ͱͶ to 

B୰(𝐫) =
μ

4π
න 𝒒𝛿൫𝐫ᇱ − 𝐫𝐪൯ ×

𝐚

|𝐚|ଷ
⋅ 𝒆ො𝒓𝑑𝜈 

ୋ

=
μ

4π
𝒒(𝐫𝐪) ×

𝐚

|𝐚|ଷ
⋅ 𝒆ො𝒓. (3. 18)

 

To allow for arbitrary (i.e. non-radial) detector orientations we need to estimate 

the full magnetic field vector at  𝐫 . Using the assumption that there are no 

currents outside the head (𝐉 = 0 outside G) and 𝛁 × 𝐁 = 0, from equation ͳ.Ͷ we 

can express 𝐁(𝐫) in terms of the magnetic scalar potential U: 

𝐁(𝐫) =  −μ∇U(𝐫). (3. 19) 
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For a conservative field 5  𝐁 , the fundamental theorem of calculus for line 

integrals states that 

−
1

𝜇
න 𝐁 ⋅





𝑑𝑙 = 𝑈(𝑏) − 𝑈(𝑎), (3. 20) 

which means that the integral along any path between two points in the field is 

given by the difference in scalar potential. If we consider a line integral from 𝐫 

to infinity along a radial path we can substitute ͳ.ͱ into 3.20: 

𝑈(𝑙 = ∞) − 𝑈(𝑙 = 0) =  −
1

𝜇
න 𝐁(𝑙) ⋅ 𝒆ො ⋅

ஶ



d𝑙  

𝑈(𝑙 = ∞)ᇣᇧᇧᇤᇧᇧᇥ
ୀ

− 𝑈(𝑙 = 0) =  −
1

𝜇
න 𝐵(𝒓 + 𝑙𝒆ො) ⋅

ஶ



d𝑙  

𝑈(𝑙 = 0) = 𝑈(𝒓) =  
1

4𝜋
න

𝐪 × ൫𝒓 + 𝑙𝒆ො − 𝒓𝒒൯ ⋅ 𝒆ො ⋅ d𝑙

ห𝒓 + 𝑙𝒆ො − 𝒓𝒒ห
𝟑

ஶ



, (3. 21) 

where 𝑑𝑙  is the line segment at position 𝑙  relative to 𝒓 , and 𝑈  is assumed to 

vanish at infinity. Given that (𝒒 × 𝑙𝒆ො) ⋅ 𝒆ො = 0 by definition, equation ͳ.Ͳͱ can 

be simplified to 

𝑈(𝒓) =  
ଵ

ସగ
𝐪 × ൫𝒓 − 𝒓𝒒൯ ⋅ 𝒆ො ∫

ୢ

ห𝒓ା𝒆ොೝି𝒓𝒒ห
𝟑

ஶ


 , (3. 22)

which yields 

𝑈(𝒓) =  −
ଵ

ସగ

𝐪 × 𝒓𝒒 ⋅ 𝒓

ி
 , (3. 23)

with 𝐹 = |𝐚|(|𝐫||𝐚| + |𝐫|ଶ − (𝐫୯ ⋅ 𝐫))  and 𝐚 = 𝐫 − 𝐫୯ . If we recall equation ͳ.ͱ 

and evaluate the gradient of U we get the solution to the single sphere model 

from (Sarvas, ͱͷ): 

                                                 
5 This only applies outside the conductor volume where there are no charges and the curl of 𝐁 
is zero. 
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𝐁(𝐫) =
𝛍𝟎

ସమ
൫F𝐪 × 𝐫୯ − 𝐪 × 𝐫୯ ⋅ 𝐫𝛁F൯, (3. 24) 

with 𝛁F = ቀ
|𝐚|మ

|𝐫|
+

𝐚

|𝐚|
⋅ 𝐫 + 2|𝐚| +  2|𝐫|ቁ 𝐫 − ቀ|𝐚| +  2|𝐫| +

𝐚

|𝐚|
⋅ 𝐫ቁ 𝐫୯. 

While equation ͳ.Ͳʹ is not adequate at modelling activity from brain regions 

that are not represented by spherical geometry (Hamalainen et al., ͱͳ; Sarvas, 

ͱͷ), this expression presents an easily computed, analytic solution to the 

forward problem that allows us to understand the principles of forward-

modelling. 

More advanced solutions exist that address some of the shortcomings of the 

single sphere model: 

Boundary element methods (BEMs) estimate the forward field by discretising 

a subject’s anatomy and usually treat the head as a set of nested compartments 

with different conductivities (usually ͳ shells: brain, skull and scalp). BEM-

based forward solutions most accurately take into account individual brain 

geometry and can therefore be seen as the most accurate forward models. In 

practice, however, accurate segmentation of the head anatomy and the 

numerical forward solution comes at a higher computational cost. 

The multiple spheres model is an extension of the single sphere model 

developed by Huang et al. (ͱ). This head model is generated by defining a 

set of overlapping spheres which approximate the individual skull geometry 

local to each MEG sensor—usually extracted from and MRI. Applying the single 

sphere solution separately for each sphere and sensor can then be used to 

construct a full forward solution. Huang et al. showed that this method greatly 

improved the accuracy of the forward solution compared to a single sphere 

approach, with comparable performance to a BEM but greatly improved 

computational efficiency. For this reason, a multiple spheres model was used to 

produce the results in Chapter ʹ and Chapter ͵. 
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The single-shell model proposed by Nolte uses a correction term to the single 

sphere solution based on spherical harmonics to account for areas that deviate 

from spheroidal geometries. (Nolte, ͲͰͰͳ) The coefficients for a fixed number 

of harmonics in the basis set are found by minimising the error in the boundary 

condition that the forward field is tangential to the surface of the conductor. 

Increasing the model order and, therefore, the number of harmonics in the 

correction increases the model accuracy but at the cost of increased 

computational complexity. Still, a commonly used implementation of the 

single-shell model (Oostenveld et al., ͲͰͱͱ) has been shown to yield comparable 

results to a three shell BEM with a significantly reduced computation time 

(Stenroos et al., ͲͰͱʹ). 

 THE INVERSE PROBLEM 

The MEG signal measured at any point in time results from a summation of all 

the current dipole sources in the brain. We can formulate this statement 

mathematically via an integral over the brain volume 𝑉 as shown in equation 

3.25 

𝐛(t) =  න 𝐥𝛉q𝛉(t)𝑑𝑉


. (3. 25) 

Here, 𝐛(t)  is an 𝑛×1  vector of the magnetic field measurements at the 𝑛 

sensors, 𝐥𝛉  is the 𝑛×1  vector of fields that would be measured given a unit-

strength current dipole at 𝛉, which denotes the position and orientation vector 

(i.e ቀ𝒓𝒒,
𝒒

|𝒒|
ቁ  in Figure ͳ.ͱ) for each location in 𝑉 , assuming that the dipole 

orientation at each position is fixed. 𝑞𝜽 is the current dipole strength at 𝛉 and 

time t. 
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In general, the brain volume is divided into a set of M discrete locations or voxels 

with the assumption that each voxel contains one dipolar source6. Equation 3.25 

can be expressed as a sum over all voxels: 

𝐛(t) =  𝐥𝛉𝐪𝛉(t).

ெ

ୀଵ

(3. 26) 

We can then write down the generative model of all sources in matrix form: 

𝐛(t) = 𝐋𝐐(t), (3. 27) 

where 𝐋 is an n×M matrix containing the forward solutions for all M locations 

and Q is a vector containing the M dipole strengths for all voxels. The inverse 

problem can now be formulated using the terms in equation 3.27: 

How can we estimate the current distribution 𝑸  in the brain given a set of 

magnetic field measurements 𝒃? 

A naïve approach to the inverse problem might be the solving of the matrix 

equation in 3.27, however, this would require an inversion of 𝐋. Given that the 

number of possible sources M greatly exceeds the number of sensors n, 𝐋 is non-

square. Moreover, field spread can lead to linear dependencies between the 

columns of 𝐋 , making the inversion of 𝐋  a non-trivial problem. There exist a 

variety of methods to circumvent this issue by introducing additional 

assumptions. The method used in the experimental work presented in chapters 

ʹ-Ͷ is known as beamforming. 

3.2.1 Beamforming 

Initially developed for applications in communications, RADAR/SONAR, Geo- 

and Astrophysical exploration among others (Van Veen and Buckley, ͱ), 

                                                 
6 This simplified case can be expanded by assuming three orthogonal dipolar sources at each 
location such that arbitrary dipole orientations can be modelled. 
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beamforming is a popular spatial filtering technique for EEG and MEG source 

localisation (Robinson and Vrba, ͱ; Van Veen et al., ͱͷ). The goal of spatial 

filtering is to reconstruct a signal at a pre-specified location and orientation 𝛉 

while rejecting signals that originate elsewhere. This is illustrated in Figure ͳ.Ͳ: 

the brain volume of a subject is discretised into voxels, one of which is chosen 

as the source location of interest. A set of weights 𝑤  is chosen such that a 

weighted sum of the sensor signals gives an estimate 𝐪ෝ𝛉 of the true signal at 𝛉. 

Mathematically, 

𝒒ෝ𝜽(𝑡) = 𝑤𝜽ଵ𝑏ଵ(𝑡) + 𝑤𝜽ଶ𝑏ଶ(𝑡) + ⋯ + 𝑤𝜽ே𝑏ே(𝑡)

= 𝒘𝜽
𝑻𝒃(𝒕), (3. 28)

 

which is the general formulation of a spatial filter. Beamforming uses variance 

(or power) minimisation to determine the filter 𝒘𝜽, with the constraint that the 

power at  𝛉  is unchanged. Each filter, therefore, attenuates all signals from 

unwanted locations while preserving the signal of interest. This constrained 

minimisation problem is formulated in equation 3.29: 

min
𝐰𝛉

(σෝଶ),   subject to 𝐰𝛉
𝐥𝛉 = 1 (3. 29) 

where

σෝଶ = 〈𝒒ෝ𝜽
ଶ(𝑡)〉. (3. 30) 

Here, σෝଶ is the variance of the estimated source signal 𝒒ෝ𝜽. Substituting equation 

3.28 into 3.30 we obtain 

σෝଶ = ർቀ𝐰𝛉
𝐛(t)ቁ ቀ𝐰𝛉

𝐛(t)ቁ




= 𝐰𝛉
⟨𝐛(t)𝐛(t)⟩𝐰𝛉 

= 𝐰𝛉
𝐂𝐰𝛉 (3. 31)

 

where 𝐂 is the covariance matrix of the sensor data 𝐛. 
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The constrained minimisation problem in equation 3.29 can be solved using a 

Lagrange multiplier. To find the minimum of a function 𝑓(𝑥) with an additional 

constraint 𝑔(𝑥) = 0, we can define the Lagrangian 

𝓛(𝑥, 𝜆) = 𝑓(𝑥) + 𝜆𝑔(𝑥), (3. 32) 

where 𝜆 is the Lagrange multiplier. If we let 𝑓(𝑥) = σෝଶ, and 

𝑔(𝑥) =  0 =  𝐰
𝐥 − 1 (3. 33) 

given the constraint from 3.29, we get 

𝓛(𝐰, 𝜆) = 𝐰𝛉
𝐂𝐰𝛉 + 𝜆൫𝐰𝛉

𝐥𝛉 − 1൯. (3. 34) 

The minimum can then be found by solving  

Figure ͷ.Ͷ Spatial Filtering. For each location  𝑞ఏ , a set of weights 
[𝑤ଵ, 𝑤ଶ, … 𝑤ே] are chosen such that a weighted sum of the signals measured by 
the N sensors gives an estimate of the signal at a pre-selected location. In this 
schematic, weights are represented by the arrows, the thickness of which 
represents the size of the weight. As an example, sensors close to the chosen 
source location have larger weights.  
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𝜕𝓛(𝐰𝛉, 𝜆)

𝜕𝐰𝛉
= 0

𝜕𝓛(𝐰𝛉, 𝜆)

𝜕𝐰𝛉
= 2𝐂𝐰𝛉 + 𝜆𝐥𝛉 = 0 (3. 35)

 

Equating 3.35  with the constraint in 3.33  we obtain the Lagrange multiplier 

λ = −
2

𝐥𝛉
𝐂ିଵ𝐥𝛉

. (3. 36) 

Rearranging 3.35 to 

𝐰𝛉 = −
λ𝐂ିଵ𝐥𝛉

2
(3. 37) 

and substituting 3.36 we obtain the solution for the beamformer weights: 

𝐰𝛉
 =

𝐥𝛉
𝐂ିଵ

𝐥𝛉
𝐓𝐂ିଵ𝐥𝛉

. (3. 38) 

Issues arise if the sensor covariance matrix 𝐂  is singular or close to singular. 

Singular matrices have a zero determinant leading to instabilities in the inverse. 

In MEG, a common method to alleviate this is Tikhonov regularisation (e.g. 

Brookes et al., ͲͰͰ). The regularised covariance matrix 𝐂𝐫 is defined as 

𝐂𝒓 = 𝐂 + μ𝐈, (3. 39) 

where 𝐈 is the identity matrix and μ is a positive, scalar regularisation parameter. 

Tikhonov regularisation adds μ to all elements of the diagonal, ensuring that 

none of the eigenvalues is close to zero. Typically, μ  is chosen to be a small 

fraction of the maximum singular value of 𝐂. 

 Estimating source orientation 

In practice, the assumption that both the source location and orientations are 

known is not valid. While the possible source locations are pre-determined by 

the discretisation of the brain volume, the orientations are usually unknown. 
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Based on the principle that the ideal source orientation is the one yielding the 

highest SNR, there are two approaches to determining source orientation: 

3.2.1.1.1 Exhaustive search 

Forward modelling has shown that MEG signals likely arise from sources 

tangential to the surface of the brain with little to no contribution from radial 

sources. We can thus constrain the possible source orientation to the tangential 

plane. By modelling multiple dipoles with a range of azimuthal angles 𝜙 

between 0  and  𝜋 , we can estimate the corresponding spatial filters 𝐰ம  and 

calculate the SNR using a pseudo-Z statistic 𝒵థ: 

𝓩𝝓 =
𝐰𝝓

𝐂𝐰𝝓

𝐰𝝓
σ୬

ଶ𝐈𝐰𝝓

, (3. 40) 

where σ୬
ଶ  is the variance of the uncorrelated noise, assumed to be the same for 

each sensor. The final set of chosen weights are those corresponding to the 

maximum value of 𝓩𝝓. 

3.2.1.1.2 Singular value decomposition 

A second method to determine optimal source orientation was proposed by 

Sekihara et al. (Sekihara et al., ͲͰͰʹ). Beamformer weights and the 

corresponding source time courses are calculated for three orthogonally 

oriented dipoles. Singular value decomposition of the 3×𝑁௧ matrix containing 

the three time courses with 𝑁௧ time points yields a set of three orthogonal time 

courses or principal components. The component corresponding to the largest 

singular value and therefore the direction of maximum variance is equivalent to 

𝐪ෝ at the optimum orientation. 
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 Beamforming in practice 

Recalling Section Ͳ.Ͳ, the various types of activity observed require different 

types of source statistics. For intrinsic signals, information about source power 

and the locations of maximum activation can be found by generating a map of 

power values σෝଶ  using equation 3.31  ( σෝଶ = 𝐰்𝐂𝐰 ). One issue with this 

approach is a bias towards the centre of the brain introduced by the 

beamformer. As SNR decreases with distance to the sensor, weights for deeper 

sources tend to be increased to compensate for this reduction in signal leading 

to an increased source variance (Hall et al., ͲͰͱͳ). Bias correction techniques 

usually involve the scaling of weights by their norm: 

𝐰ୡ୭୰୰ୣୡ୲ୣୢ =
𝐰

‖𝐰‖
. (3. 41) 

The resulting source maps are related to the pseudo-Z statistic (equation 3.40) 

𝓩 =
𝐰𝐂𝐰

𝐰𝚺𝐰
, (3. 42) 

where 𝚺 is a diagonal matrix that determines the type of scaling and can be set 

to the identity matrix in the most basic case. Beamformer images can reveal 

patterns of activation for a given condition, however, care must be given when 

comparing scaled source maps from multiple recordings. Luckhoo et al. showed 

that the scaling of weights can introduce strong confounds that may reverse the 

sign of an effect when comparing multi-session recordings in different 

conditions (Luckhoo et al., ͲͰͱʹ). This is of great importance when comparing 

the intrinsic activity of two different subject cohorts like a patient and control 

group for example. 

When studying stimulus-related, induced activity, it is useful to compare an 

active condition with a rest or control condition to obtain the brain regions 
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which are relevant to the stimulus. A common contrast used to achieve this is 

the pseudo-T statistic, defined as 

𝓣𝜽 =
𝐰𝛉

𝐂𝐚𝐰𝛉 − 𝐰𝛉
𝐂𝐜𝐰𝛉

𝟐(𝐰𝛉
𝐂𝐜𝐰𝛉)

, (3. 43) 

where 𝐂𝐚  and 𝐂𝐜  are the data covariance matrices for the active and control 

periods within a single scan. 

Source maps, generated using a Z- or T-statistic, provide spatial information 

about active regions in the brain but do not fully exploit the temporal resolution 

of MEG. To extract the full wealth of spectro-temporal information of the MEG 

signal virtual electrodes, or VEs can be constructed for any location of interest 𝛉: 

VE =  𝐪ෝ (t) = 𝐰𝐛(t). (3. 44) 

Fourier and time-frequency analyses of VEs give insight into the spectral make-

up of the MEG signal and allow us to assess task-based changes in the whole 

spectrum of brain activity. In the following sections, I will outline the basic 

principles of two additional classes of analysis techniques that can be applied to 

source reconstructed time courses and that were used in the research presented 

in this thesis: Functional connectivity analysis and Hidden Markov Modelling. 

 FUNCTIONAL CONNECTIVITY 

As discussed in Chapter Ͳ (section Ͳ.Ͳ.ʹ), brain regions that are separated in 

space but exhibit a statistical dependency between their activation patterns are 

said to be functionally connected. Much of the early literature concerning 

functional connectivity was not based on electrophysiology but relied on 

functional MRI. Here, FC became synonymous with the correlation between the 

BOLD signal time courses extracted from separate brain regions. Biswal and 

colleagues reported that low-frequency fluctuations in the BOLD signal from 

the motor cortices were correlated within and between the hemispheres in the 



CHAPTER 3 | MEG SIGNAL ANALYSIS 

3.3 FUNCTIONAL CONNECTIVITY 

Ͳ 

absence of a task, providing initial evidence that the formation of functional 

networks is a phenomenon intrinsic to brain activity (Biswal et al., ͱ͵). Since 

then, several networks related to sensory processing and cognitive functioning 

have been described and shown to be highly consistent across subjects (e.g. 

visual, motor and the default mode networks; see van den Heuvel and Hulshoff 

Pol (ͲͰͱͰ) for a review). The spatial congruity of these fMRI-derived functional 

networks with the distinctive patterns observed when mapping the power of 

band-limited electrophysiological oscillations (e.g. (Brookes et al., ͲͰͱͱa, ͲͰͱͱb); 

see the review by Hall et al. (ͲͰͱʹ)) inspired further research into the statistical 

relationships between MEG signals from distal brain regions. 

Given that the BOLD signal is an indirect measure of neuronal function and is 

limited by the time scale of the BOLD effect which is on the order of seconds, 

the high sampling rates of electrophysiological measurements can offer 

additional insights into the dynamics of functional integration between brain 

regions. The wealth of information contained in the MEG signal, however, does 

not limit us to a definition of a single measure of FC. 

3.3.1 Overview of connectivity measures 

Unlike for BOLD fMRI, no simple definition of FC exists for MEG-derived 

signals. Instead, oscillations limited to the classical frequency bands are 

commonly considered, allowing for within-band (see Bastos and Schoffelen 

(ͲͰͱͶ) for a review) and between-band FC measures (for example coupling 

between theta and gamma oscillations (Jensen and Colgin, ͲͰͰͷ)). Most FC 

measures quantify either the amplitude to amplitude or phase to phase coupling 

of bandlimited signals (see Figure ͳ.ͱ for an illustration). However, phase-

amplitude coupling measures are available (e.g. Seymour et al., ͲͰͱͷ). 
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In most cases, source reconstructed signals are filtered to a frequency band of 

choice and the amplitude and/or phase information are extracted (see Figure 

ͳ.Ͳ). Given the methods used in the experimental part of this thesis, I will focus 

on within-band FC measures. 

Amplitude coupling measures can be calculated using the Pearson correlation 

between the amplitudes of two signals—commonly referred to as amplitude 

envelope correlation (AEC; O’Neill et al., ͲͰͱ͵b). For AEC, spurious connectivity 

Figure ͷ.͵ Illustration of connectivity measures. a) Two signals from sources A 
and B exhibit amplitude coupling if their envelopes (black lines) are correlated 
over time. Note that the signals need not be of the same frequency or frequency 
band. b) Two signals from sources A and B are phase coupled if their phase 
difference is constant. In this case there is a phase difference of 𝜋/2 between 
the signals. 

Figure ͷ.Ͷ Illustration of the amplitude (top) and phase (bottom) of a signal 
(red) evolving in time. 
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can arise due to spatial leakage. It is advised to apply corrections to reduce this 

effect (Sadaghiani et al., ͲͰͲͱ); a popular technique to achieve this is described 

in section ͳ.ͳ.Ͳ. 

Phase coupling techniques generally quantify the stability of the difference 

between the phases of two signals over time. Widely used measures are 

coherence, the phase difference derivative and the phase-locking value 

(Lachaux et al., ͱ), phase lag index (Stam et al., ͲͰͰͷ) and imaginary 

coherence (Nolte et al., ͲͰͰʹ). While leakage also should be taken into account 

for phase-based measures, phase lag index and imaginary coherence are less 

affected by leakage as they remove instantaneous interactions between signals 

by default. 

Various methods exist to estimate the amplitude and phase evolution of a signal 

(e.g. Hilbert transform and wavelet transform). In the work presented here, a 

method based on the Hilbert transform was used for its popularity and ease of 

implementation. 

Equation 3.45  is an expression for the complex analytical signal �̂�(𝑡)  derived 

from the signal vector 𝑞ො(𝑡), where 𝐻 is the Hilbert transform: 

�̂�(𝑡) = 𝑞ො(𝑡) + 𝑖𝐻[𝑞ො(𝑡)]. (3. 45) 

𝐻 is a convolution operation on the signal which can be expressed as shown in 

equation 3.46: 

𝐻[𝑞ො(𝑡)] = 𝑃 ቈ
1

𝜋
 න

𝑞ො(τ)

t − τ

ିஶ

ିஶ

𝑑𝜏 , (3. 46) 

where 𝑃[ ] denotes the Cauchy principal value of the integral. This avoids any 

issues caused by the singularity which arises when 𝑡 = τ. 
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The complex analytical signal contains the amplitude and phase information at 

each time point which can be calculated as shown in equations 3.47 and 3.48 

respectively: 

Envelope = ห|�̂�|ห = ට൫𝑞ො(𝑡)൯
ଶ

+ (𝐻[𝑞ො(𝑡)])ଶ (3. 47) 

𝜙(𝑡) = tanିଵ ቆ
𝐻[𝑞ො(𝑡)]

𝑞ො(𝑡)
ቇ (3. 48) 

3.3.2 Leakage correction 

The ill-posed nature of MEG source reconstruction has the undesirable 

consequence that time-courses in source space are not independent, leading to 

spatial leakage and spurious connectivity for a variety of FC measures 

(Schoffelen and Gross, ͲͰͰ). Several methods have been developed to correct 

for this effect before connectivity measures are calculated (Brookes et al., ͲͰͱͲ; 

Colclough et al., ͲͰͱ͵; Hipp et al., ͲͰͱͲ; O’Neill et al., ͲͰͱ͵a). In general, most 

methods aim to remove any leakage confound from the data by assuming that 

it presents as interaction with no time lag between sources; true connectivity is 

assumed to involve a time delay (although we know from invasive recordings 

that this is not true in all cases (Vicente et al., ͲͰͰ)). For the work reported in 

Chapters ʹ and ͵, symmetric orthogonalisation (Löwdin, ͱ͵Ͱ) was used to 

remove the effect of leakage. Introduced by Colclough et al. (ͲͰͱ͵) for 

application to MEG connectivity analyses, this technique aims to adjust the full 

set of reconstructed time-courses, usually corresponding to a set of regions in a 

brain atlas parcellation, to achieve orthogonality between all of them. Figure ͳ.ͳ 

shows a ͲD analogue where two vectors (black) are rotated by the same amount 

to achieve a right angle between them (blue). 
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Mathematically, this leakage correction method is based on singular value 

decomposition. An 𝑠×𝑇 matrix 𝑫 of virtual sensor time courses, where 𝑠 is the 

number of virtual sensors and 𝑇 is the number of time points can be factorized 

to obtain 

𝑫 = 𝑼𝑺𝑽், (3. 49) 

where 𝑼  and 𝑽  are matrices containing the eigenvectors of 𝑫𝑫்  and 𝑫்𝑫 

respectively, while S contains the square root of the eigenvalues shared between 

𝑼 and 𝑽. The matrix of leakage corrected data 𝑫  can be calculated using 

𝑫 = 𝑼𝑽் . (3. 50) 

One limitation of this method is that the number of simultaneous time courses 

that can be orthogonalised must be less than or equal to the rank of the data. 

For MEG data this depends on the number of sensors and whether any 

dimensionality reduction techniques were used during pre-processing. As an 

example, raw MEG data will generally have a rank equal to the number of 

sensors, however, removing components using ICA could reduce the rank. The 

brain parcellations used in this work had a region count (78) much smaller than 

the number of sensors in the conventional MEG systems (~270). The relatively 

smaller array of OPM sensors used in Chapter Ͷ, however, would not provide 

enough information to correct for leakage using symmetric orthogonalisation 

Figure ͷ.ͷ Illustration of leakage correction via symmetric orthogonalisation 
in ͶD. Two vectors (black) representing the time-courses to be corrected are 
adjusted by the same angle to result in orthogonal vectors(blue). 
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whilst using the same parcellation. To overcome this, we opted to use a pairwise 

orthogonalisation (Brookes et al., ͲͰͱͲ). Briefly, if two time courses 𝒚  and 𝒙 , 

reconstructed for a seed (𝒚 ) and test (𝒙 ) location in the brain, are used to 

calculate a measure of functional connectivity, any leakage from the test 

location towards the seed location will be reflected as a zero-lag contribution to 

the seed signal. This contribution can be expressed as a linear projection of the 

signal in 𝒙 onto the signal 𝒚: 

𝛽 = 𝒙ற𝒚, (3. 51) 

where 𝒙ற  denotes the pseudo-inverse of 𝒙 . The leakage corrected seed time 

course 𝒚ᇱ can then be estimated using 

𝒚ᇱ = 𝒚 − 𝒙𝛽. (3. 52) 

Connectivity measures can then be calculated using 𝒙 and 𝒚ᇱ. 

 HIDDEN MARKOV MODEL ANALYSIS 

3.4.1 From oscillations to transient events 

Conventional analyses of the spectral properties of MEG signals typically involve 

Fourier-based estimation of frequency content—e.g. short-time Fourier or 

wavelet transforms—using the assumption of stationarity over a time window 

of interest, and averaging over time or trials. Recent work exploring non-

averaged signals, however, found that this approach might be flawed as it may 

misrepresent the true dynamics underlying the estimated spectra (Jones, ͲͰͱͶ; 

Little et al., ͲͰͱ; Quinn et al., ͲͰͱ; Sherman et al., ͲͰͱͶ; van Ede et al., ͲͰͱ; 

Zich et al., ͲͰͲͰ). An example is shown in Figure ͳ.ʹ, where smoothly varying 

beta activity appears to be the result of short bursts of high amplitude at the 

single-trial level. 
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Figure ͷ. Evidence for burst activity (adapted from (Little et al., Ͷʹ͵ͽ)). Panel 
A shows the average time-frequency spectrogram (right) and evolution of beta-
band activity (left) throughout the trials of a motor task. When inspecting the 
unaveraged signals for individual trials (panel B), we see short periods of high-
amplitude activity instead of the continuous band observed in A. 

Figure ͳ.͵ shows an example of two signals with equivalent spectra even though 

the underlying dynamics are very different. Using an approach adapted from 

(Quinn et al., ͲͰͱ) two possible models of brain activity were employed to 

illustrate this. First, characteristic brain ‘noise’ was simulated by generating 

pseudo-random Gaussian noise and filtering to obtain the characteristic ଵ


 

spectrum. For the burst time-course, short sinusoids of constant amplitude and 

a frequency of ͲͲ.͵ Hz (centre of the beta band) were generated and windowed 

using a tapered cosine function to remove any sharp edges. This burst signal was 

added to the ͱ/f-noise. The sustained beta time-course was generated by 
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amplitude modulation. Gaussian noise was limited to ͳ% of its bandwidth by 

setting all higher frequencies to 0 in the frequency domain and performing an 

inverse Fourier transform to yield a modulation time-course. This time-course 

was used to modulate a ͲͲ.͵ Hz sinusoid which was added to a second vector 

containing ͱ/f-noise. Power spectra for both signals were estimated using 

Welch’s method, averaging over all non-overlapping windows of length 0.5𝑠. 

We can see that the averaged spectra are virtually equivalent, showing the 

expected peak in the beta band (at the chosen frequency of ͲͲ.͵ Hz). 

As demonstrated in Figure ͳ.͵, time-averaging of MEG signals could deprive us 

of important information regarding the underlying dynamics of brain data. The 

common use of differences in spectral power when distinguishing experimental 

conditions or patient groups from controls might yield an incomplete picture. 

As an example, one might ask whether any difference in beta band power in a 

patient group stems from a change in the number of bursts per unit time, the 

duration of bursts, the amplitude of the bursts, or indeed a combination of these 

factors. For task data, burst measures may provide a baseline-free method of 

investigating patterns of activation. Recent work by Seedat et al. (ͲͰͲͰ) first 

Figure ͷ.: Differing generative models of MEG time-courses can result in 
equivalent spectral profiles. Note that the noise for each signal was generated 
separately 
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demonstrated that transient bursts also played an important role in functional 

connectivity. Functional network patterns reconstructed using AEC also 

emerged when assessing the temporal coincidence of burst events in separate 

brain regions. 

In chapters ʹ and ͵, we used a Hidden Markov model or HMM to achieve the 

segmentation of MEG time courses. In the following sections, I will introduce 

the HMM and outline the principles of variational inference which are used to 

estimate the model parameters. 

 Hidden Markov models for bursts extraction 

3.4.1.1.1 Markov chains 

Systems that evolve in time by transitioning probabilistically between a set of 

reoccurring states can be mathematically described using a Markov chain. A 

graphical model of such a system with two states is shown in Figure ͳ.Ͷ. Given 

a starting state, a chain of states can be sampled by choosing the next state only 

using the outgoing probabilities of the previous state. This concept is known as 

the Markov property and can be mathematically formulated as 

𝑃(𝑋௧) = 𝑃(𝑋௧|𝑋௧ିଵ) (3. 53) 

where 𝑡 indicates the current time-point. 

The graphical Markov model in Figure ͳ.Ͷ can be described using a transition 

matrix 

𝑇 = ቂ
0.7 0.3
0.2 0.8

ቃ (3. 54) 

where each row indicates the transition probabilities from one state. Each 

element 𝑇 (where 𝑖 ≠ 𝑗), in this matrix gives the probability of changing from 

state 𝑖 to state 𝑗, while the diagonal elements denote the likelihood of staying in 
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the same state. Note that the values contained in the rows are probability 

distributions and sum to 1. 

Markov models can be used when the investigated system has pre-defined, 

discrete and knowable states. In many cases, however, the exact states 

underlying a sequence of measurements might not be known and could be 

corrupted by noise or other nuisance signals (Rabiner, ͱ). For our desired 

application of finding burst states (versus non-burst states) in noisy 

neuroimaging data, both of these factors are true. Thus an extension to the 

simple Markov Model is needed to account for this added signal corruption. 

3.4.1.1.2 The Hidden Markov Model 

The graphical signal model for an HMM with two hidden states and two possible 

observations is shown in Figure ͳ.ͷ. Here the transitions between the now 

hidden states 𝑋 are described by the same matrix 𝑇 as in section ͳ.ʹ.ͱ.ͱ.ͱ. The 

model observations 𝑌 are related to the underlying hidden states via a set of 

emission probabilities, shown in red in Figure ͳ.ͷ. 

Figure ͷ.ͺ Markov Model with two states 𝑋ଵ and 𝑋ଶ. The arrows and numbers 
indicate the possible transitions and the corresponding probabilities. 
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The emission probabilities can be mathematically written in matrix form 

𝑬 = ቂ
0.75 0.25
0.05 0.95

ቃ (3. 55) 

where each element 𝐸 describes the likelihood of making a measurement 𝑌 if 

the currently active state is 𝑋 . A toy example of such a system could be 

described as follows: 

Let’s consider our friend Mark, who is prone to weather-related mood swings. 

On any given day Mark is either happy (𝑌ଵ) or sad (𝑌ଶ). If the weather is sunny 

(𝑋ଵ) Mark is more likely to be happy (75% chance), while a cloudy day is highly 

likely to put him in a bad mood (95% chance). Where Mark lives, the weather 

is relatively stable, meaning that it is more likely to stay the same than change 

from one day to the next, i.e. the transition probabilities on the diagonals of 𝑇 

are larger than the off-diagonal transitions which indicate a change of state. 

Figure ͷ.ͻ Graphical representation of a Hidden Markov Model. Blue arrows 
and values denote the transition probabilities between the hidden states 𝑋; red 
arrows denote the emission probabilities of observing states 𝑌  given each 
hidden state. 
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If we contact Mark on three consecutive days to ask him about his mood, we 

can attempt to infer the weather on those days using information contained in 

the transmission and emission matrices. We can do this by considering the 

probability of a sequence 𝑋 =  𝑋௧, 𝑋௧ଵ, 𝑋௧ଶ  given the sequence of 

observations  𝑌 = 𝑌௧, 𝑌௧ଵ, 𝑌௧ଶ —or 𝑃(𝑋|𝑌) —and taking the sequence 𝑋  which 

maximises 𝑃(𝑋|𝑌). A possible sequence is shown in Figure ͳ.. 

To estimate 𝑃(𝑋|𝑌) , we need to find an alternative expression using Bayes’ 

theorem: 

𝑃(𝑋|𝑌) =
𝑃(𝑌|𝑋)𝑃(𝑋)

𝑃(𝑌)
. (3. 56) 

The Markov property (equation 3.53) applies to the sequence of hidden states 

which only depend on the respective previous time-point. 𝑃(𝑋) can therefore be 

written as the product of the transition probabilities of each step from 𝑡 to 𝑡ାଵ  

and the probability of the first hidden state visited in the sequence (as we don’t 

know past states before the observed sequence). Mathematically 

𝑃(𝑋) = 𝑃(𝑋௧)𝑃(𝑋௧ଵ|𝑋௧)𝑃(𝑋௧ଶ|𝑋௧ଵ)

= 𝑃(𝑋௧) ෑ 𝑃(𝑋௧|𝑋௧ିଵ)
௧ିଵ

ୀ௧ଵ
, (3. 57)

 

Figure ͷ.ͼ One possible sequence of weather states given a measured sequence 
of moods. 
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where the terms after the product operator are the elements of the transition 

matrix and 𝑛 is the number of time steps. The first term is not explicitly stated 

but can be estimated from the transition matrix. The probability of the initial 

state is the likelihood of the state occurring given an infinite sequence, which is 

defined by the stationary distribution. In our example sequence shown in Figure 

ͳ., it is the overall chance of a sunny day.  

It is possible to estimate the stationary distribution—often written as 𝝅𝟎—by 

calculating the left eigenvector of the transition matrix, or solving 

𝝅𝟎𝑻 =  𝝅𝟎. (3. 58) 

In this example 𝝅𝟎 = [0.4, 0.6], meaning that we can expect a sunny day 40% of 

the time. Finally, we can write down an expression for 𝑃(𝑌|𝑋). The probability 

of observing any 𝑌 given the underlying state 𝑋 only depends on the emission 

probabilities. Hence, for any sequence 

𝑃(𝑌|𝑋) = ෑ 𝑃(𝑌|𝑋)



. (3. 59) 

Substituting equations 3.57 and 3.59 into the numerator7 of 3.56 we can get the 

expression for the probability of a given sequence 

𝑃(𝑋, 𝑌) = 𝑃(𝑌|𝑋)𝑃(𝑋)

= 𝑃(𝑋௧) ෑ 𝑃(𝑋௧|𝑋௧ିଵ)
௧ିଵ

ୀ௧ଵ
 ෑ 𝑃(𝑌|𝑋)

௧ିଵ

ୀ௧
. (3. 60)

 

The likelihood of our example sequence in Figure ͳ. is, therefore: 

𝑃([☀,☀,☁], [☹,😊,😊]) = 0.4 × (0.7 × 0.3) × (0.75 × 0.25 × 0.05)

≅  0.00079 (3. 61)
 

                                                 
7 Given that we want to maximise the fraction with respect to X, which does not feature in the 
denominator, we can focus on the numerator of P(Y|X). This quantity is often referred to as the 
joint posterior probability: a distribution over all hidden parameters and observed variables 
combined. 
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Maximising equation 3.60  with respect to the sequence of hidden states will 

yield the most likely sequence 𝑋 given our observations 𝑌. A naïve approach to 

finding this sequence would be to calculate 𝑃(𝑋, 𝑌) for every possible sequence 

𝑋, this, however, becomes intractable for long sequences like the ones we might 

expect when analysing neuromagnetic signals. Additionally, the parameters 

governing our underlying signal generator—the transition matrix—as well as 

the variables governing our observations—the observation model or emission 

matrix in our example—are usually unknown. Indeed, the number of possible 

hidden states 𝐾, which determines the size of the 𝐾×𝐾 transition matrix might 

not be known. 

For this thesis, our goal is to segment MEG time-series into short-lived states, 

but importantly without having access to precise knowledge about any 

underlying brain states or the exact processes of signal generation. We aim to 

learn all these parameters—state transition probabilities and the variables 

governing our observations—from the data itself and some assumptions about 

the properties of our data. Following a similar notation to Woolrich et al. (ͲͰͱͳ), 

we can express the distribution over these parameters, for an HMM of length in 

time 𝑇, given our data as 

𝑃(𝑠, 𝜃, 𝜋|𝑦), (3. 62) 

where 𝑠 = {𝑠ଵ, … 𝑠்}  is the set of hidden state variables, 𝜃  is the set of 

parameters which define our observation model, 𝜋  is the set of transition 

probabilities, a 𝐾×𝐾 matrix for a model with 𝐾 states, and 𝑦 = {𝑦ଵ, … 𝑦்} is our 

dataset. Applying Bayes’ rule (equation 3.56), the Markov property (equation 

3.53), and the relation between observations and hidden states defined by the 

HMM we can write down the joint probability distribution over all parameters 

and variables: 
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𝑃(𝑠, 𝜃, 𝜋|𝑦) =
𝑃(𝑠|𝜋) ∏ 𝑃(𝑠௧|𝑠௧ିଵ, 𝜋)𝑃(𝑦௧|𝑠௧, 𝜃)𝑃(𝜃)𝑃(𝜋)௧

𝑃(𝑌)
 
 

∴ 𝑃(𝑦, 𝑠, 𝜃, 𝜋) = 𝑃(𝑠|𝜋) ෑ 𝑃(𝑠௧|𝑠௧ିଵ, 𝜋)

௧ᇣᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇥ
ெ௩ 

𝑃(𝑦௧|𝑠௧, 𝜃)ᇣᇧᇧᇤᇧᇧᇥ
ை௦௩௧

ௌ

𝑃(𝜃)𝑃(𝜋)ᇣᇧᇧᇤᇧᇧᇥ
 ௦

. (3. 63)
 

Here, 𝑃(𝜃) and 𝑃(𝜋) are non-informative priors for the distributions over the 

transition probabilities and observation model parameters (Woolrich et al., 

ͲͰͱͳ). Having obtained an expression for 𝑃(𝑦, 𝑠, 𝜃, 𝜋) we are now tasked with 

finding the set of hidden variables {𝑠, 𝜃, 𝜋}—we will call 𝐻—which optimally fits 

our data and describes our system. Optimising the vast number of variables 

needed for such a system is intractable, especially for large datasets such as MEG 

recordings. To alleviate this issue we can use variational inference. 

3.4.1.1.3 Variational Bayesian Inference 

In the previous section, we concluded that estimating all of our unknown model 

parameters and variables for the joint distribution over all hidden variables 𝐻 

and the observed data 𝑦 is likely to be intractable. In such situations, it is often 

possible to approximate our distribution via a simpler surrogate distribution. An 

example of this is illustrated in Figure ͳ., where a complex distribution P with 

multiple modes is approximated by a Gaussian distribution 𝑄  over the same 

space 𝐻 . Our goal is to find 𝑄(𝐻)  that closely approximates 𝑃(𝐻|𝑦) . To solve 

this problem we can employ the principles of variational inference which allow 

us to define a cost function based on the Kullback-Leibler divergence or KL 

divergence, the optimisation of which will yield an approximation of our desired 

distribution (Bishop, ͲͰͰͶ). 
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The KL divergence (𝐷 ) is defined as the expected value of the logarithmic 

difference between two distributions which we can rewrite in terms of our 

known joint distribution in equation 3.63: 

𝐷൫𝑄(𝐻) ∥ 𝑃(𝐻|𝑦)൯ = න 𝑄(𝐻)log ቆ
𝑄(𝐻)

𝑃(𝐻|𝑦)
ቇ 𝑑𝐻

 
 

= න 𝑄(𝐻)log ቆ
𝑄(𝐻)𝑃(𝑦)

𝑃(𝑦, 𝐻)
ቇ 𝑑𝐻

 
 

= න 𝑄(𝐻)log ቆ
𝑄(𝐻)

𝑃(𝑦, 𝐻)
ቇ 𝑑𝐻 + log൫𝑃(𝑦)൯ . (3. 64)

 

Note that the second integral vanishes as the distribution over the already 

observed data 𝑃(𝑦) does not depend on the hidden variables and the integral 

over the probability distribution 𝑄(𝐻) is by definition 1. Inspecting 3.64 we see 

that minimising 𝐷 amounts to maximising the integral term, as the logarithm 

of 𝑃(𝑦)  is a negative constant. It is common to refer to this as free energy 

minimisation, where the free energy ℱ is defined as 

ℱ =  − න 𝑄(𝐻)log ቆ
𝑃(𝑦, 𝐻)

𝑄(𝐻)
ቇ 𝑑𝐻 . (3. 65) 

Figure ͷ.ͽ A complicated distribution over a set of hidden variables H given a 
set of observations Y might be intractable to estimate. Variational inference 
can be used to estimate a surrogate distribution Q which approximates P and 
can be used to find parameters H given the observed data. 
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I will now outline additional assumptions that are made to allow for the 

estimation of our hidden variables. 

An important assumption of the approximate distribution 𝑄 is that the hidden 

variables are independent of each other (mean-field assumption (Haft et al., 

ͱ)), which means that 𝑄 can be factorised into separate distributions 𝑄 for 

each variable 𝐻: 

𝑄(𝐻) =  ෑ 𝑄(𝐻)



. (3. 66) 

Note that each 𝑄 is a probability distribution, hence the additional constraint 

∫ 𝑄(𝐻)𝑑𝐻 = 1. (3. 67) 

Crucially, the set of all 𝐻  contains the hidden state variables and the model 

parameters, which means that minimising ℱ  separately, with respect to the 

distributions 𝑄(𝐻) gives the update formulae for these parameters, allowing us 

to compute the observation model parameters, state variables and transition 

probabilities (Haft et al., ͱ). Sequentially improving the estimates of 𝑄(𝐻), 

optimises the overall estimate of 𝑄. As described by (Haft et al., ͱ; Rezek and 

Roberts, ͲͰͰ͵), the update equations for 𝑄 can be derived in a general form, 

regardless of the type of observation model: 

log൫𝑄(𝐻)൯ = න 𝑄∖൫𝐻∖൯log൫𝑃(𝑦, 𝐻)൯ 𝑑𝐻∖ . (3. 68) 

Here, ‘𝑗 ∖ 𝑖’ indicates the set of all 𝑗 except 𝑖, which can be interpreted as fixing 

all variables except 𝐻. We can therefore improve the estimate of 𝑄, which in 

turn optimises  𝑄 . The entire optimisation procedure involves repeating this 

process, cycling through all 𝑄(𝐻), until a convergence criterion is reached.  

The general applicability of equation 3.68  provides great flexibility when 

applying HMMs, as the observation model can be tailored to the problem and 
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data at hand. The next section will outline the choice of observation model used 

throughout this thesis. 

3.4.1.1.4 Choice of observation model 

In the basic case described in section ͳ.ʹ.ͱ.ͱ.Ͳ, the observation model was 

referred to as the emission matrix. For applications such as modelling 

electrophysiological signals, more complex distributions need to be chosen. A 

relatively simple example would be a Gaussian observation model, where each 

state is assumed to generate observations drawn from a normal distribution 

with the mean and variance as parameters unique to the state. One drawback of 

such a model is that the Markov property constrains each observation to only 

be dependent on the previous time-point. This is likely not the case for signals 

originating in the brain. An elegant solution to include more temporal context 

is the time-delay-embedded HMM, or TDE-HMM, first introduced by Vidaurre 

et al. (ͲͰͱ). Here, the observation model is constructed using the 

autocovariance of the modelled signal over a set of embedded lags, or time-

points around the time point of interest. The TDE-HMM effectively models each 

state based on the spectral content in a pre-defined window around each time 

point. The experimental work in Chapters ʹ and ͵ was conducted by using a 

TDE-HMM. 

3.4.1.1.5 Practical considerations 

When implementing an HMM, a series of choices ought to be made to ensure 

successful and consistent inference. This includes defining the complexity of the 

model, hyper-parameters for the observation model, and the structure of the 

input data. As is the case with Bayesian inference, appropriate priors will have 

to be chosen. This section will cover these concerns as well as briefly describe 

the model outputs provided by the HMM implementation used in subsequent 

chapters. 
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3.4.1.1.5.1 Model size 

A primary concern with HMM analysis of MEG signals is the lack of knowledge 

about the number of underlying states generating the observed MEG signal. It 

is necessary for us to pre-specify the number of Hidden states, however, an 

excessively large number of states may lead to overfitting. We relied on two 

factors when choosing the number of states: 

ͱ. What can be considered a useful number of states for the 

experiment? 

Ͳ. Are any states redundant? 

Firstly—reminding ourselves of the transient burst model of brain activity from 

Figure ͳ.͵—we should note that our primary interest was to detect reoccurring, 

transient bursting activity in MEG time courses. Assuming that this activity is 

present in one of the model states, the number of additional states becomes 

secondary. We, therefore, base our chosen state dimensionality on previous 

work (Seedat et al., ͲͰͲͰ): 

Briefly, Seedat and colleagues showed that choosing three, six or ten states still 

results in a single state with a high positive correlation to the beta-band 

envelope and—crucially—with spectral content invariant to the number of 

states. This suggests that our state of interest is not a result of under-fitting and 

cannot be consistently split into two or more states by simply increasing the 

model size. We therefore consider choosing more than three states unnecessary. 

Secondly, we utilised a functionality of the model implementation which allows 

for states to be automatically removed at the training stage, provided they make 

up only a small proportion of the modelled signal, allowing for those time-points 

to be absorbed into the remaining states. Note that this never occurred during 

the analyses presented in Chapters ʹ and ͵ suggesting that three states are 

adequate. 
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For TDE-HMMs an additional parameter is the range of time-lags that are used 

to define the observation model. Wider time windows will allow for better 

estimation of low-frequency components in the signal, while short windows will 

cause the model to focus on higher frequency information. 

3.4.1.1.5.2 Data structure and model output 

HMMs can be applied to time series of any form. This means that investigators 

must make decisions with regards to any pre-processing of the MEG data passed 

to the HMM; narrow or broadband filtering, channel or source-level data, raw 

data or envelope time-courses are all aspects to be considered. Depending on 

the research question, the HMM can be applied in a multivariate manner where 

all channels or brain locations are modelled simultaneously. In the work 

presented here, however, univariate modelling was used exclusively. Given that 

electrophysiological data have a high temporal resolution, downsampling 

should be used to reduce the space of hidden states and improve computational 

efficiency. 

For our purposes, the most important result produced by a TDE-HMM is the set 

of time courses describing the likelihood of each state being occupied at every 

point in time. Other features like the transition matrix and the autocovariance 

matrices of each state were not used for the experimental work presented here. 

 SUMMARY 

In this chapter, the theoretical framework behind source reconstruction—

beamforming in particular—was discussed. I described analysis methods that 

allow us to investigate different aspects of brain function such as synchrony and 

information exchange between separate brain regions via functional 

connectivity, or interesting dynamic activity when applying HMMs. Equipped 

with this toolbox of techniques and the instrumentation described in Chapter 
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Ͳ, we set out to use MEG to capture signals characteristic of mTBI and develop 

new experimental paradigms to be used in future mTBI research.



 

ͱͰͳ 

Chapter 4 TRANSIENT BURSTS IN MTBI 

The excellent sensitivity of MEG in probing neural function makes it a 

promising tool for assessing mTBI with numerous studies proposing abnormal 

neural oscillations as a potential biomarker (for a systematic review see (Allen 

et al., ͲͰͲͱ) and Chapter ͱ for a summary). However, growing evidence suggests 

that neural dynamics are (in part) driven by transient, pan-spectral bursting 

events. Using this model to investigate mTBI, we applied an HMM to resting-

state and motor-task MEG data, to show that previously reported findings of 

diminished intrinsic beta amplitude and connectivity in individuals with mTBI 

can be explained by changes in the beta band spectral content of bursts and a 

loss in the temporal coincidence of bursts respectively. In the motor task, mTBI 

resulted in reduced burst amplitude, altered modulation of burst probability 

during movement and decreased connectivity in the motor network. The work 

presented in this chapter suggests that mTBI impairs the coordination of neural 

activity across the brain and proposes a potent new method for understanding 

mTBI. 

The work presented in this chapter was previously published in NeuroImage: 

Clinical (Rier et al., ͲͰͲͱ).
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 INTRODUCTION 

As laid out in Chapter ͱ, mTBI contributes substantially to the burden on health 

services (Cassidy et al., ͲͰͰʹ; James et al., ͲͰͱ), yet objective diagnoses and 

predictors of outcome after mTBI are lacking. Whilst most individuals with 

mTBI are expected to recover quickly and spontaneously, some studies report 

that up to ͵Ͱ% of patients continue to experience persistent and debilitating 

symptoms which—despite the ‘mild’ description—can severely impact quality 

of life (McInnes et al., ͲͰͱͷ; Nelson et al., ͲͰͱ; Wilson et al., ͲͰͲͱ). By some 

definitions, mTBI is not associated with demonstrable abnormalities on routine 

clinical imaging with CT or MRI. Yet neurocognitive sequelae and symptoms 

suggest that neural dysfunction can persist after injury. Consequently, new, 

objective means to understand the neuropathology of mTBI, prognosticate, and 

inform intervention, are required. 

Electrophysiological imaging provides a potentially potent approach to 

understanding the functional consequence and impairment after mTBI. MEG 

allows for sensitive imaging of neural activity and dynamics, allowing direct 

access to brain electrophysiology. Further, as we have seen, inverse modelling 

yields ͳD images of brain electrophysiology, with unmatched non-invasive 

insight into micro-, meso- and macroscopic neural circuits that dynamically 

form and dissolve to underpin cognition. As described in Chapter Ͳ, the MEG 

signal is dominated by ‘neural oscillations’ (rhythmic electrical activity 

generated by neural assemblies) which are traditionally divided into canonical 

frequency bands (delta (1 -4 𝐻𝑧 ), theta (4 -8 𝐻𝑧 ), alpha (8 -13 𝐻𝑧 ) beta (13 -

30 𝐻𝑧) and gamma (30 + 𝐻𝑧). Abnormalities in these signals are an indication 

of pathology, and several putative atypical oscillatory signatures of mTBI have 

been reported. 

Much of the literature has focused on the “pathological slowing” of rhythmic 

brain activity, including elevated low-frequency power, in particular the delta 
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band (Huang et al., ͲͰͱʹ; Lewine et al., ͱ; Proskovec et al., ͲͰͲͰ). These 

observations are consistent with animal studies where increased slow-wave 

activity was observed following the controlled induction of white-matter lesions 

(Gloor et al., ͱͷͷ), suggesting abnormal delta is a consequence of white matter 

damage. More recent work suggests high-frequency dysfunction: for example, 

Huang and colleagues reported abnormal resting-state gamma activity in 

subjects with combat-related mTBI (Huang et al., ͲͰͲͰ) and Zhang et al. 

demonstrated a decrease in beta amplitude in mTBI patients (Zhang et al., 

ͲͰͲͰ). These high-frequency signals are driven by distinct neurophysiological 

processes and open new routes to understanding the pathology of mTBI. 

The heterogeneity of sequelae of mTBI is thought to be driven by diffuse yet 

subtle white matter damage, particularly around the corpus callosum (Aoki et 

al., ͲͰͱͲ), affecting communication between distal, functionally specific regions. 

The degree of communication between regions can be tested directly using 

functional connectivity assessment. For MEG, this tends to mean assessment of 

either coherence, phase synchrony, or amplitude envelope correlation, between 

oscillations in frequency bands of interest (O’Neill et al., ͲͰͱ͵a). The beta band 

is of particular interest since it appears crucial in the establishment of canonical 

resting-state networks (Brookes et al., ͲͰͱͱa; Hipp et al., ͲͰͱͲ) as well as the 

dynamic orchestration of neural activity (Little et al., ͲͰͱ; Sherman et al., 

ͲͰͱͶ). Given the presumed diffuse nature of the disruptions caused by mTBI, 

the beta band is, therefore, a good candidate to assess this brain injury. In 

support of this, Zhang et al. showed that machine learning can classify injured 

subjects with high accuracy and that beta connectivity was an important feature 

for classification, showing that dysfunctional beta connectivity is an important 

marker of mTBI (Zhang et al., ͲͰͲͰ). 

All of the above assumes the “classical” view that oscillatory brain function is 

largely smoothly modulating rhythmic activity. However, recent findings 

suggest that this view is impoverished (as laid out in Chapter ͳ). Paradigm-
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shifting work now shows that transient, dynamic burst states are a fundamental 

mode of neural functioning (van Ede et al., ͲͰͱ). “Oscillatory” power does not 

stem from oscillations per se, but rather it results, at least in part, from transient 

events of high amplitude, the spectral content of which intersects canonical 

frequency ranges, particularly the beta band (Jones, ͲͰͱͶ; Little et al., ͲͰͱ; 

Sherman et al., ͲͰͱͶ; Zich et al., ͲͰͲͰ). When averaging across trials, these 

events sum to give the impression of slowly modulating oscillations—when, in 

fact, apparently sustained beta activity around motor events results from pan-

spectral bursts whose probability of occurrence changes throughout the task, 

for example (Little et al., ͲͰͱ; Seedat et al., ͲͰͲͰ). 

This evolution in the understanding of neural dynamics shows that classical 

measures of oscillatory amplitude should also be supplemented with nascent 

metrics like “burst likelihood” and “burst duration”, as they may be driving the 

‘classic’ amplitude metrics. The burst model also offers a novel means of 

calculating communication and connectivity. Seedat et al. used a Hidden 

Markov Model (HMM) to identify bursts and showed that the beta band 

connectome can be explained by the temporal coincidence of bursting (Seedat 

et al., ͲͰͲͰ). Using a similar technique, Gascoyne et al. (ͲͰͲͱ) showed that 

previously reported beta abnormalities in schizophrenia can be explained using 

the burst model. The neurobiological origins of the beta burst have been studied 

through neural modelling (Jones, ͲͰͱͶ; Sherman et al., ͲͰͱͶ), which could 

provide a deeper understanding of the origin of signal abnormalities within the 

cortex and suggests that important features of these transient neural signals can 

be lost through averaging data from many epochs or trials. The use of these 

methods in mTBI would reveal novel information about the neural impairment 

underlying mTBI sequelae. 

In this chapter, we analysed MEG recordings in 52 subjects (29 mTBI subjects 

and 23  healthy controls)—a subset ( 50  subjects) of which was previously 

presented by Zhang et al.—using a burst framework. Zhang and colleagues 
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showed that there were intrinsic deficiencies in both spontaneous beta power 

and connectivity (Zhang et al., ͲͰͲͰ). Here, using an HMM approach, we tested 

the hypothesis that the previous observation of abnormal beta activity can be 

explained by deficits in burst parameters (specifically, low beta burst amplitude). 

In the same resting-state data we hypothesised that abnormalities in 

connectivity can be explained by the lack of temporal coordination between bursts 

in spatially separate brain regions. We further used a machine learning (ML) 

approach to determine the characteristic connections that are disrupted in 

mTBI and to evaluate the utility of burst connectivity measures in ML-based 

mTBI diagnosis. We also present a novel analysis of (previously unpublished) 

motor task data acquired in the same subjects to test a hypothesis of abnormal 

connectivity during the well-known post-movement beta rebound (PMBR)—a 

marker for interhemispheric recalibration of the motor system, and by 

extension, an index of corpus callosum integrity (Tewarie et al., ͲͰͱ). Assuming 

that mTBI disrupts white matter integrity, particularly around the corpus 

callosum, we hypothesised that the coincident bursts in the motor cortex which 

drive the measurable PMBR and connectivity will be in relative deficit in mTBI 

subjects. 

 METHODS 

In total 52  subjects were recruited to the study; 29  mTBI patients and 23 

healthy controls. All subjects underwent two MEG recordings: a resting state 

and a motor task. A flow chart showing subject inclusion is given in Figure ʹ.ͱ. 

Groups were matched for age, sex and handedness. All subjects gave written 

informed consent to take part in the study, which had been approved by the 

Research Ethics board of the Hospital for Sick Children, Toronto, Canada. All 

subjects in the mTBI group were scanned within Ͱ days of their injury (e.g. 

acute-subacute phase of injury; 39 ±  21  days (mean ±  standard deviation 

(SD)), range: 7-88 days); mTBI subjects had undergone investigation by MRI (Tͱ 

weighted anatomical; for acquisition parameters, see Appendix A) and no 
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positive clinical indications were found following review by a neuro-radiologist. 

In addition to MEG data acquisition, subjects were assessed for symptom 

severity using the Sport Concussion Assessment Tool Ͳ (SCATͲ) on the day of 

scanning. The symptom evaluation contained in the SCATͲ battery of 

assessments asked subjects to subjectively rate the severity of ͲͲ symptoms 

which span a range of clinical domains such as somatic (e.g. headache, neck 

pain), cognitive (e.g. feeling “in a fog”, difficulty concentrating), emotional and 

behavioural changes (e.g. more emotional, irritability), and sleep disturbance 

(e.g. drowsiness, Trouble falling asleep) (McCrory et al., ͲͰͰ). 

 

 

Figure .͵ Patient enrolment flow chart 
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4.2.1 Paradigms 

Data were recorded during two separate paradigms: 

Resting-state: Subjects were asked to lie still, with their head in the MEG 

helmet, whilst 300 𝑠 of resting-state data were collected. Participants were in 

the supine position and were instructed to keep their eyes open. 23 individuals 

with mTBI (all male, aged 30 ±  7  (mean ± SD)) were included in the study 

alongside ͲͰ healthy controls (all male, aged 28 ±  5 (mean ± SD)). (These data 

were previously presented by (Zhang et al., ͲͰͲͰ)) 

Motor task: We used a stimulus matching task with a Ͳ-alternate forced-choice 

design that requires bilateral motor responses, previously described by Oh et al. 

(ͲͰͱʹ). Subjects were simultaneously presented with three images—two stimuli 

on the upper left and right of a central fixation point and a third target image 

immediately below the fixation point. The subjects were asked to match one of 

the two stimuli presented in the upper visual field with the third target stimulus 

in the lower field, on either the colour or shape dimension, and indicate which 

of the stimuli matched the target by pressing a button with the corresponding 

left or right hand. Stimuli presentations lasted until a response was given (up to 

a maximum of 4𝑠 ) with a jittered inter-stimulus interval of 800 - 1200 

milliseconds. Recordings lasted for 370  trials. 26  individuals with mTBI (all 

male, aged 30 ±  7 years (mean ± SD)) were included in the study alongside ͲͲ 

healthy controls (all male, aged 28 ±  5  (mean ± SD)). A diagram depicting 

example stimuli is shown in Figure ʹ.Ͳ. 
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4.2.2 Data collection 

All MEG data were collected using a 151 -channel whole-head MEG system 

(CTF, Coquitlam, Vancouver, Canada) operating in a third-order gradiometer 

configuration, at a sampling frequency of 600 𝐻𝑧. Before entering the scanner, 

three fiducial markers were placed on the subject’s head (left and right 

Figure .Ͷ Stimulus matching task. In each trial, subjects were presented with 
three shapes displayed within grey squares on a black background (see inset): 
a centrally placed target shape, and two stimulus shapes on the left and right 
of the target. Subjects were asked to press a button with their left or right index 
finger to indicate a match between the target and the left or right stimulus 
shape respectively; the hand symbols below each of the examples indicate the 
correct response for the examples given. The target and stimuli could either 
match in shape or in colour and were pseudo-randomly selected to prevent 
ambiguous trials where shape and colour could be matched. After at least three 
consecutive trials with the same target stimulus and the same matching rule 
(“shape” or “colour”) a switch trial occurred which would entail either an 
intradimensional (ID) shift (same matching dimension i.e. shape matching but 
to a different shape) or an extradimensional (ED) shift (different matching 
dimension i.e. shape to colour). A white fixation cross was displayed between 
each trial. 
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preauricular and nasion). These coils were energised to enable continuous 

tracking of the head position throughout the scan, and consequently, enabled 

estimation of head movement. 

Note that data acquisition, pre-processing and source localisation were not 

performed by the author. 

4.2.3 Pre-processing 

The MEG data were filtered using a ʹth order Butterworth band-pass filter 

between 1 -150 𝐻𝑧  and notch filters at 60 𝐻𝑧  (mains interference) and 120 𝐻𝑧 

(harmonic). The continuous head motion information was used to define 

epochs in which the head position was maintained within 5 𝑚𝑚 of its starting 

location, and head velocity was less than 5𝑚𝑚/𝑠; other epoch exclusion criteria 

were: SQUID resets in the MEG signal (see section Ͳ.ʹ.ͱ.ͳ, footnote ʹ) and/or 

signal discontinuities exceeding ±2𝑝𝑇 . Each epoch was visually assessed for 

adequate quality by a trained MEG expert. Epochs not meeting these criteria 

were rejected. Independent component analysis (ICA) was applied to attenuate 

ocular (EOG) and cardiac (ECG) related artefacts. Identified components were 

removed manually following visual inspection. 

For the Resting-state data, the post-ICA artefact-free recordings were 

segmented into ͱͰs epochs and only subjects with >  200𝑠 (20 epochs) of clean 

data were included in the final analyses. The mean and standard deviation of 

available epochs for the resting state paradigm was 24.1 ±  0.6  for the mTBI 

group and 23.9 ±  0.6 for the control group. 

The task data were epoched into 6𝑠 segments; 3𝑠 before and 3𝑠 after a button 

press. Trials containing artefacts, or incorrect responses were excluded and only 

set-shift trials were used. For the task, an average (mean ± SD) of 175 ±  49 and 

172 ±  33 epochs was included for the mTBI and control groups respectively. 

For the mTBI group, this included 88 ±  29  left button presses and 88 ±
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 23 right button presses. For the control group, there were 87 ±  21 left button 

presses and 85 ±  19 right button presses. There were no significant differences 

in trial count between groups as assessed by a Ͳ-sided T-test. Note also that 

reaction time did not differ significantly between groups. For left button presses, 

reaction times were 0.50 ±  0.12 𝑠 for controls and 0.55 ±  0.08 for mTBI (𝑝 =

 0.11 using a two-sided T-test). For right button presses, reaction times were 

0.54 ±  0.10 𝑠 for controls and 0.53 ±  0.07 for mTBI (𝑝 =  0.82 using a Ͳ-sided 

T-test). 

4.2.4 Data analysis 

Following collection and pre-processing, the data analysis pipeline was similar 

to that introduced by Seedat et al. (ͲͰͲͰ). 

 Source localisation:  

We characterised brain activity in 78  cortical regions (Gong et al., ͲͰͰ) 

defined according to the Automated Anatomical Labelling Atlas (AAL) 

(Tzourio-Mazoyer et al., ͲͰͰͲ). To this end, we used a linearly constrained 

minimum variance (LCMV) beamformer (Van Veen et al., ͱͷ) implemented 

in FieldTrip (Oostenveld et al., ͲͰͱͱ), which estimates electrophysiological 

activity at a predefined location/orientation in the brain, whilst minimising 

contributions from all other sources—both in the brain and environmental 

interference (see section ͳ.Ͳ.ͱ). These estimates are known as virtual sensor time 

series. A single virtual sensor was placed at the centre of mass of each of the 78 

AAL regions. A single shell head model (Nolte, ͲͰͰͳ) was used to construct the 

forward solution for each participant by co-registering the MEG sensor locations 

onto an anatomical Tͱ-weighted, age-appropriate MRI template (MNIͱ͵Ͳ) using 

SPMͱͲ through FieldTrip. A common spatial filter was computed for each 

region, using all artefact-free trials to generate a covariance matrix. The 

covariance matrix was regularised with 5%  Tikhonov regularisation. The 

beamformer was applied to reconstruct the broadband time series for the 



CHAPTER 4 | TRANSIENT BURSTS IN MTBI 

4.2 METHODS 

ͱͱͳ 

centroid of each of the AAL regions. Sources were projected to the dominant 

orientation by taking the eigenvector of the source covariance with the largest 

eigenvalue (Sekihara et al., ͲͰͰʹ). The reconstructed virtual time series were 

filtered between 1  and  48 𝐻𝑧 . The resulting data comprised 78  regional 

electrophysiological time courses, per subject. 

As mentioned in Chapter ͳ one significant challenge in MEG connectivity 

estimation is that the ill-posed nature of the MEG inverse problem causes 

“leakage” of signal between virtual sensors at separate locations (Brookes et al., 

ͲͰͱͲ). This leakage manifests as a zero-time lag linear summation of activity 

from other regions and, for this reason, orthogonalisation of virtual sensors 

before connectivity calculation results in a marked reduction of leakage, albeit 

at the cost of true zero-phase-lag connectivity (O’Neill et al., ͲͰͱ͵a). Here, we 

employed multivariate symmetric orthogonalisation as described in Chapter ͳ 

(Colclough et al., ͲͰͱ͵): To recap briefly, a set of orthonormal time-courses that 

are closest to the virtual sensor data, and for which there is a simple analytic 

solution, is found. Secondly, the solution is finessed by iteratively adjusting the 

lengths of the orthogonal vectors until the solution is as close as possible to the 

uncorrected time courses. The resulting data contain the 78  orthogonalised 

virtual sensor time series. Following the application of this procedure, the time 

courses were downsampled to a 100 𝐻𝑧  sampling rate, mean centred, and 

variance normalised. 

 Hidden Markov Model: 

All 78  regional time courses for each subject were processed independently 

using a univariate time-delay embedded HMM. The details of the HMM have 

been described extensively in section ͳ.ʹ and will not be repeated here. Briefly, 

the HMM assumes that a series of mutually exclusive hidden “states” governs 

each electrophysiological time course. This means that for every brain region, 

each time point is associated with a single state. Here, we used an HMM with 

time-delay embedding (Vidaurre et al., ͲͰͱ) where each state is characterised 
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by a different autocovariance pattern defined over a specified time window (of 

duration ͲͳͰms). These state autocovariance patterns contain the spectral 

information of the signal when a particular state is active and consequently 

states are derived based upon specific repeating spectro-temporal patterns of 

activity. Previous work has shown that using the HMM in this way enables 

accurate identification of the pattern associated with the pan-spectral bursts 

that underlie the beta oscillatory signal (Seedat et al., ͲͰͲͰ). 

The same HMM was applied as described by Seedat et al. (ͲͰͲͰ). Specifically, 

model training was undertaken using variational Bayesian inference as 

described in Chapter ͳ. For each of the 78 time courses, we assumed ͳ states, 

and so the model output was a set of 3 time courses representing the probability 

of each state being active over all time. To identify which of the three states 

corresponded to the pan-spectral bursts of interest (henceforth termed the 

“burst state”), we measured the correlation between the state probability and 

the amplitude of beta oscillations (defined by the application of a (Morlet-

based) continuous wavelet transform to the regional time course and extracting 

those values corresponding to the 13-30𝐻𝑧 frequency band). The state whose 

probability time course correlated highest with the beta envelope was taken as 

the burst state while the remaining 2 states were defined to be non-burst states. 

The probability time courses for each state were subsequently binarised by 

assuming that if the probability exceeded two thirds, then the given state had 

been entered. These binary time courses enabled the identification of bursts and 

post-hoc analysis allowed measurements such as burst (and non-burst) state 

duration, burst amplitude, and coincidence. This method was applied to each of 

the 78 time courses independently, for all subjects and tasks. 

 Summary metrics for resting-state data:  

For the resting-state data, we aimed to use the HMM output to investigate 

whether the previously observed (Zhang et al., ͲͰͲͰ) beta deficits in power and 
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connectivity could be explained in terms of our burst framework. We calculated 

the following features from the HMM output:  

 Burst amplitude: The maximum value of the beta envelope during each 

visit to the burst state. 

 Total burst time: The proportion of time spent in the burst state 

throughout the resting state recording. (Calculated as the total time burst 

state was active, divided by the total experimental duration.) 

 Burst duration: The average time spent in the burst state, on each visit.  

 Burst count:  The number of visits to the burst state per second, 

calculated by counting the total number of visits in a recording and 

dividing by the total length of the recording. 

 Functional connectivity: Here we define functional connectivity as the 

temporal coincidence between bursts in two regions. Burst coincidence 

between regions i and j was measured using the Jaccard index, J୧,୨—a ratio 

of the intersection over the union of two binary state time-courses. This 

yields a value between 0 and 1; 1 means perfect coincidence; 0 means no 

coincidence. Mathematically, 

 J୧,୨  =  ൫𝐵௧
 ∧ 𝐵௧


൯

ே

௧
 ൫𝐵௧

 ∨ 𝐵௧

൯

ே

௧
൘ , (4. 1) 

where B୲
୧ indicates whether the burst state was occupied in region i at time 

point t (1 indicating burst, 0 indicating non-burst). 𝑁௧ is the number of 

samples, and ∧ and ∨ are the logical AND and OR operators respectively. 

Figure ʹ.ͳ shows a schematic representation of this measure. 
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 Machine learning analysis of burst coincidence connectomes 

The burst coincidence connectomes derived from the resting state recordings 

were further analysed using a machine learning pipeline with the aim of 

determining their utility in distinguishing subjects with mTBI from healthy 

subjects. The pipeline included recursive Random Forest Feature Selection (rRF-

FS) and binary classification using a support vector machine (SVM) model. All 

possible, unique connections between the 78  regions of the AAL atlas 

((78×77)/2 = 3003  connections) were used as input features. Using ͱͰ-fold 

cross-validation to evaluate classification performance, the rRF-FS was used to 

select the most important connections via a variable importance threshold, and 

consensus voting procedure (Zhang et al., ͲͰͲͰ, ͲͰͱͶ) (see Appendix B for more 

details), before SVM classification (Appendix C). Model performance was 

measured via the mean area under the receiver operating characteristic curve 

(ROC-AUC) after each cross-validation iteration. The statistical significance of 

the SVM model was tested by repeating the SVM training and classification ͱͰͰ 

times, randomly permuting the sample group labels. Making use of the excellent 

interpretability of Random Forest Feature Selection, we assessed whether the 

Figure .ͷ Illustration of the burst connectivity metric. The intersection and 
union of the binarised time-courses from two brain regions are used to 
calculate the Jaccard Index (J) 
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chosen connections are among those driving the global reduction in burst 

connectivity. 

 Summary metrics for task data:  

For the task data, we used a similar approach, again measuring burst 

characteristics and connectivity, but this time in the context of task timing and 

the well-known beta band features (the movement-related beta decrease 

(MRBD) and the post-movement beta rebound (PMBR)). We calculated the 

following: 

 Burst probability time courses: For a single region, binary burst time 

courses were reshaped into a matrix of time (within a trial) by the number 

of trials. For each trial timepoint, we assessed the probability (across trials) 

that a burst occurred. This was calculated as simply the sum of the total 

number of trials showing a burst at time t, divided by the total number of 

trials. These probability time courses were calculated within each subject 

and then averaged across subjects. We expected to see a decrease in burst 

probability during movement (corresponding to the MRBD) and an 

increase upon movement cessation (delineating the PMBR). 

 Burst statistics during PMBR window: The PMBR window was defined 

from 𝟎. 𝟒𝟓𝒔 to 𝟎. 𝟖𝟓𝒔 relative to the button press (Pfurtscheller et al., ͱͶ). 

For each trial in every subject, burst amplitude and duration were 

calculated for each burst which fell within, began, or ended during the 

PMBR window. These values were averaged within each trial, and 

subsequently across trials and subjects.  

 Burst coincidence time courses: The time evolution of the burst 

coincidence was generated by expanding on the Jaccard index method. For 

every pair of regions, the binary burst time courses for both regions were 

reshaped into a matrix of time within a trial, by the number of trials. The 

Jaccard index was then calculated for each time point, t, within a trial (i.e. 
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rather than calculating the Jaccard index over all time as was done above in 

the functional connectivity section, we calculated it over all trials for each 

time point within a trial). This enabled us to define a time course of burst 

coincidence probability.  

4.2.5  Statistical testing: 

 Resting-state data 

The resting-state HMM yielded 78  values of burst amplitude, non-burst 

amplitude, and total burst time. To avoid a-priori assumptions on the brain 

regions or connections implicated in mTBI (which may differ between subjects) 

we collapsed these metrics across all regions/connections. This left a single 

global mean value for each metric. We then computed the difference between 

groups (mTBI and controls) and assessed statistical significance using a non-

parametric Wilcoxon rank-sum test, corrected for multiple comparisons across 

the three measures using the Benjamini-Hochberg procedure (Benjamini and 

Hochberg, ͱ͵). This enabled direct testing of the hypothesis that previous 

findings of abnormal beta activity can be explained by abnormalities in burst 

amplitude. 

Independently, our connectivity analyses generated 3003 values of connectivity 

(i.e. one value for each connection, between all possible pairs of the 78  AAL 

regions). Again, to avoid a-priori assumptions on the most prominent 

connections affected by mTBI, values were collapsed across all connections, and 

the global mean connectivity was calculated. This was done for all subjects and 

a Wilcoxon rank-sum test was used to test significance. This allowed us to test 

the hypothesis that abnormalities in connectivity can be explained by a lack of 

coordination between bursts in spatially separate brain regions. 
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 Motor task data 

For the task paradigm, we first focused on the PMBR as this has been shown to 

be a sensitive marker of network communication and connectivity. We set out 

to test the hypothesis that interhemispheric connectivity would be disrupted in 

mTBI (i.e. by damage to white matter tracts in the corpus callosum). Specifically, 

we expected burst structure to be deficient during the PMBR, manifesting in 

changes in the burst features as well as synchrony between bursts. 

We calculated the mean burst probability and burst amplitude during the 

PMBR. This was done separately for the left and right motor cortices, and left 

button press and right button press—yielding a total of  measurements. For 

completeness, we also measured the overall modulation of burst probability (i.e. 

the difference in burst probability between the PMBR and the MRBD windows). 

In all cases, a Wilcoxon rank-sum test was used to test for significant differences 

between groups (𝑝 <  0.05) and FDR correction was used to correct for multiple 

comparisons across the ͱͲ separate tests (left/right cortex; left/right button 

press; 3 separate metrics). This allowed for testing of the hypothesis that the 

bursts which drive the measurable PMBR will be altered in individuals with 

mTBI. 

To test our hypothesis that connectivity between motor regions during the 

PMBR will be diminished in the patient cohort, the group difference in the mean 

connectivity between the left and right motor cortices during the PMBR window 

was calculated, and statistical significance was assigned using a Wilcoxon rank-

sum test. Here, an average was calculated over both trial conditions. 

 Relationship with symptoms 

Finally, the relationships between symptom severity—as measured via the 

SCATͲ—and MEG derived metrics (global burst amplitude, and burst 

connectivity) in the resting state, were assessed using Spearman correlation. We 
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reasoned that burst amplitude and connectivity might have a monotonically 

decreasing relationship with symptom severity (i.e., those with more severe 

symptoms would have diminished burst amplitude and connectivity). To test 

this, within the mTBI group only, we calculated the correlation between 

symptom severity and MEG measures. 𝑃 <  0.05 and FDR correction was used 

to determine statistical significance. The association between symptom severity 

and the mean connectivity of the connections selected via the rRF-FS procedure 

was also measured using Spearman correlation, to determine whether the 

subset of features would show a stronger relationship than the whole brain 

measure of connectivity. In addition, we also tested the same correlation across 

the combined group of subjects (i.e., patients and controls). Note that this 

combined measure doesn’t suggest a relationship between symptoms and MEG 

measures at an individual level. Rather, a significant correlation would be likely 

to be driven solely by a group difference. For this reason, the combined 

Spearman correlations were only used to support the group observations 

described above. 

 RESULTS 

4.3.1 Spontaneous beta bursts are abnormal in mTBI 

Figure ʹ .ʹ shows the burst statistics captured during the resting state recording. 

In Figure ʹ.ʹa, the upper panel shows the spatial distribution of beta amplitude 

during the bursts identified by the HMM. In agreement with previous work 

(Seedat et al., ͲͰͲͰ), in control subjects, the amplitude is maximal over the 

posterior frontal and parietal lobe, in particular the sensorimotor cortices. This 

amplitude appears diminished in the mTBI group although the spatial pattern 

is similar. The lower panel of Figure ʹ.ʹa shows beta amplitude during the non-

burst states. Here, the overall amplitude is much lower (as expected) and the 

spatial pattern is no longer apparent. Figure ʹ.ʹb shows the corresponding 



CHAPTER 4 | TRANSIENT BURSTS IN MTBI 

4.3 RESULTS 

ͱͲͱ 

spatial distributions of the differences in the burst (upper plot) and non-burst 

(lower plot) beta amplitude between the two groups. 

In Figure ʹ.ʹc, the violin plots show the distribution (across subjects) of whole-

brain burst and non-burst amplitudes; the plot on the left shows burst 

amplitude; the plot on the right shows the amplitude during the non-burst 

periods. Note that, in agreement with our hypothesis, during bursts, there is a 

significant ( 𝑝 =  0.0165 ; Wilcoxon sum rank test) drop in amplitude for 

patients relative to controls. However, here there is no such measurable 

difference in the non-burst windows. This demonstrates an important point: in 

(Zhang et al., ͲͰͲͰ) the authors showed diminished resting-state beta 

amplitude; here we extend this finding to show that this reduction is driven 

largely by the spectral content of the bursts, and specifically that the amplitude 

of the beta component is reduced. Figure ʹ.ʹd contains violin plots showing the 

average time spent in the burst state. Note that there is no significant difference 

between patients and controls; further suggesting that the beta deficit in 

patients stems from a reduction in burst amplitude and not a reduction in the 

number or density of occurrence of the bursts. Finally, Figure ʹ.ʹe shows a 

scatter plot of global burst amplitude versus SCAT-Ͳ symptom severity. 

Spearman correlation for the combined data points (patients and controls) 

gave  𝑅 =  −0.399;  𝑝 =  0.0088 , which is likely driven by the difference 

between groups. However, for the patients only, we found no evidence (𝑅 =

 −0.189;  𝑝 =  0.387 , Spearman Correlation) of a direct correlation between 

global burst amplitude and symptom severity. Note that we also tested the 

correlation between our burst metric and a more traditional approach to 

measuring beta amplitude. In the latter, a Morlet-wavelet transform was applied 

to the beamformer reconstructed data and values corresponding to the 

canonical beta band ( 13 - 30𝐻𝑧 ) were extracted to obtain the amplitude 

envelope. The mean envelope value was then computed (over the entire 

experimental duration) and averaged across brain regions. We found a 

significant correlation ( 𝑅 =  0.93;  𝑝 =  5𝑥10 − 20 ; Pearson correlation) 
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between burst amplitude and beta amplitude (over all time), demonstrating 

clearly that the traditional beta metric (collapsed over all time) is at least partly 

driven by the beta amplitude during the burst windows (which only account for 

~30% of the overall experimental duration). 
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Figure . Resting-state burst statistics. a) The upper panel shows the spatial 
distribution of beta amplitude during bursts. The lower panel shows beta 
amplitude in the non-burst windows. In both cases, patients are shown on the 
left and controls on the right. b) Spatial signature of the differences in beta 
amplitude during bursts (top) and non-burst periods (bottom) (i.e. the 
difference between patients and controls, left and right in a) respectively) c) 
The left panel shows average burst amplitude, the right panel shows beta 
amplitude in the non-burst states, demonstrating no significant difference 
between patients and controls. In both cases, results are collapsed across 
78  brain regions and each data point represents an individual subject. Note 
that burst beta amplitude is significantly (𝑝 =  0.016; Wilcoxon sum rank test) 
diminished in patients. d) Violin plot showing the average time spent in the 
burst state (no significant difference between groups) e) Scatter plot of global 
burst amplitude versus SCAT-Ͷ symptom severity. Spearman correlation for 
the combined data points (patients and controls) gave 𝑅 =  −0.399;  𝑝 =
 0.0088. For the patients only, we found 𝑅 =  −0.189;  𝑝 =  0.387. 
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Figure ʹ.͵ shows the results of functional connectivity assessment in resting-

state data. Figure ʹ.͵a shows connectome matrices calculated via assessment of 

burst coincidence in patients (upper left panel) and controls (lower left panel). 

The corresponding upper and lower right panels show the spatial distribution 

of the 5%  of connections (i.e. the 3003 × 0.05 ≈ 150  connections) with the 

highest Jaccard index, plotted on a glass brain. The result for controls mirrors 

previous findings (both calculated using burst coincidence (Seedat et al., ͲͰͲͰ) 

and the more widely used amplitude correlation metrics (e.g. Hunt et al., ͲͰͱͶ); 

the largest connectivity tends to be found between homologous regions of the 

occipital, motor, sensory, and posterior parietal cortices. Interestingly, the 

overall connectivity pattern was maintained in patients, but the absolute values 

of connectivity are diminished. 

Figure ʹ.͵b shows the spatial signature of the differences in connectivity 

between patients and controls. Here we plot the 2%  of connections with the 

highest differences between groups. The spatial signature shows that the largest 

resting-state connectivity differences are between posterior parietal regions. 

Note again that these findings extend previous work; Zhang et al. demonstrated 

using ‘classical’ methods that beta connectivity is diminished in mTBI. Here, 

using the same data, we show that these differences can be explained through 

an assessment of burst coincidence between brain regions. 

This effect is formalised in the violin plot in Figure ʹ.͵c. Here, each data point 

represents the mean strength of all connections in a single subject, and we note 

that connectivity is diminished significantly (𝑝 =  0.031; Wilcoxon rank sum 

test) in the mTBI group relative to controls. A significant correlation between 

symptom severity and global burst connectivity was also found (correlation 

derived using data from the mTBI group and controls combined) further 

verifying this measure (Spearman 𝑅 = −0.39; 𝑝 = 0.01). However, when taking 

into account individuals with mTBI only, the correlation with symptomology 
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was not significant (Spearman 𝑅 = −0.327; 𝑝 = 0.128). See the Appendix D for 

a scatter plot of global burst connectivity against severity. 

The glass brain plot in Figure ʹ .͵d shows the connections which most accurately 

separate patients and controls, as selected using the data-driven rRF-FS 

approach. The violin plot shows the mean connectivity over the selected 

features (connections) for each subject. Note that the separation between the 

groups is greatly improved compared to the global measure, as would be 

expected from this type of ML approach. Interestingly, many of the connections 

which distinguish patients are interhemispheric, potentially implicating 

damage in the corpus callosum. The average ROC-AUC classification accuracy 

across the ten cross-validation folds was  0.98  with a SD of  0.08 . Finally, we 

measured a significant correlation between symptom severity and the average 

burst coincidence of the rRF-FS features; for the combined mTBI and control 

groups we found (𝑅 = −0.72;  𝑝 = 8 × 10ି଼; Spearman Correlation). However, 

we note that this is influenced by the ML approach which yields features that 

best differentiate the groups and might therefore inflate the value of the 

calculated Spearman correlation. More interestingly, we found that for the 

mTBI group only, there was a significant correlation between connectivity and 

symptom severity (𝑅 = −0.45; 𝑝 = 0.03 ; Spearman Correlation) which could 

not have been driven by the ML approach. A scatter plot of symptom severity 

against rRF-FS selected burst connectivity is shown in Figure ʹ.͵e. 
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Figure . Resting-state functional connectivity. a) Resting-state connectome 
matrices for patients (upper panel) and controls (lower panel). In both cases, 
connectivity is calculated via the assessment of burst coincidence between 
regions. The glass brains show the spatial structure of the information in the 
corresponding connectome matrices. The red lines show 5%  of connections 
with the highest functional connectivity value. b) The glass brain plot shows 
the Ͷ% of connections with the largest difference between patients and 
controls. c) Whole-brain functional connectivity assessment in patients and 
controls. Each data point represents the average connectivity across all 
connections, for a single individual (i.e. the overall sum of all of the matrix 
elements in the connectomes shown in (a) divided by the number of 
connections). Whole head connectivity – computed via assessment of burst 
coincidence – is significantly (𝑝 =  0.031; Wilcoxon sum rank test) diminished 
in patients. d) Glass brain showing the connections selected using recursive 
Random Forest Feature selection and violin plot showing the average 
connectivity for those connections in both groups. e) Scatter plot showing the 
relationship between symptom severity and burst connectivity in the rRF-FS 
selected connections. Spearman correlation for the combined data points 
gave 𝑅 =  −0.72;  𝑝 =  8𝑥10 − 8 . Spearman correlation for the mTBI group 
only gave 𝑅 =  −0.45;  𝑝 =  0.03. 
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4.3.2 MTBI disrupts the dynamic neural repertoire of the motor system 

Figure ʹ.Ͷ shows burst statistics during the motor task. Note that the task 

contained both left and right finger movements and these have been analysed 

separately. We also examine effects in both contra- and ipsilateral cortices. 

(Statistical analyses employed FDR correction to account for multiple 

comparisons). Figure ʹ.Ͷa shows the temporal evolution of burst probability 

throughout the task. The upper two plots show burst probability in the left 

motor cortex, for left (left) and right (right) button presses. The lower two plots 

show burst probability in the right motor cortex, for right (left) and left (right) 

button presses. In all cases, the green trace shows the patients and the blue trace 

shows healthy controls. The solid lines show the mean across subjects and the 

shaded regions show the standard error across subjects. Notice that a 

characteristic response is seen in both regions and all conditions, whereby the 

burst probability is diminished during the movement itself (i.e. around time 𝑡 =

0) and is enhanced immediately following the movement. Previous work (Little 

et al., ͲͰͱ) has shown that this change represents the basis of the MRBD and 

PMBR. There does appear to be a systematic effect in the contralateral cortex 

whereby the modulation of the burst probability is lower in patients. 

In testing the burst probability during the rebound window, we found a 

significantly diminished likelihood of bursts in contralateral cortices (Right 

motor, left button 𝑝 = 0.0099 *; Left motor, right button 𝑝 =  0.0248 *; 

Wilcoxon Rank Sum test) but not ipsilateral cortex (* indicates significance 

following FDR correction). The overall modulation of burst probability—as 

measured by the difference in probability in the rebound and desynchronization 

periods—was also significantly different in both conditions in the contralateral 

cortex; (left motor cortex, right press: 𝑝 = 0.024*; right motor cortex, left press: 

𝑝 = 0.0047*; Wilcoxon Rank Sum test). In the ipsilateral cortex, the modulation 

of burst probability was not significant following multiple comparison 

correction. 
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Figure ʹ.Ͷb shows the amplitude during the HMM identified bursts during the 

rebound window. Here, we find significantly reduced beta burst amplitude in 

both left and right motor cortex during left button presses: (left-hand 

movement; left motor cortex, 𝑝 = 0.007 *. Left-hand movement; right motor 

cortex, 𝑝 = 0.005*; Wilcoxon Rank Sum test). Similar trends were also observed 

for right-hand button presses but this was only significant in the right motor 

cortex (𝑝 = 0.0003*; Wilcoxon Rank Sum test). 

Overall, these results support our previous findings shown in Figure ʹ.ʹ, 

demonstrating significantly reduced burst amplitude in the beta frequency 

band. Correlation analysis of symptom severity with burst amplitude in the 

contralateral and ipsilateral motor cortices found no significant relationship 

after correcting for multiple comparisons. 
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Figure .ͺ Burst statistics during a motor task. a) Time courses showing the 
probability of bursts throughout a button press. The upper panel shows the 
case for the left primary motor cortex during a left hand (left) and right hand 
(right) movement. The lower panel shows the case for the right primary motor 
cortex during a right hand (left) and left hand (right) movement.  b) Burst 
amplitude in the beta band during the post-movement beta rebound. Left-hand 
plots show contralateral and ipsilateral cortices during a left-hand button 
press. Right-hand plots show ipsilateral and contralateral cortices during a 
right-hand button press. * indicates statistical significance ( 𝑝 <  0.05 , 
Wilcoxon Rank Sum test) following FDR correction for multiple comparisons. 
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Figure ʹ.ͷ shows transient functional network patterns during finger 

movement. Figure ʹ.ͷa shows the temporal evolution of burst coincidence 

between the left and right primary motor cortex, during the task. The green 

trace shows the patients and the blue trace shows healthy controls. In 

agreement with previous work (O’Neill et al., ͲͰͱ͵b), we observe lower 

connectivity during unilateral movement, followed by an increase on movement 

cessation; this supports the theory that the PMBR is a time of elevated 

connectivity between primary cortices and other regions (Tewarie et al., ͲͰͱ), 

and carries a top-down inhibitory influence. The largest difference between 

patients and controls, in terms of connectivity, occurs during the post-

movement rebound period. To test this statistically, the violin plot on the right-

hand side shows connectivity estimated during the rebound window, 

demonstrating a significant (𝑝 = 0.021; Wilcoxon rank sum test) reduction.  

Finally, Figure ʹ.ͷb shows the spatial signature of the dominant 2%  of 

functional connections at 4 selected time points during the task. It is interesting 

to note how this spatial pattern changes considerably during the task with 

posterior parietal and sensorimotor connections, apparent at the start, giving 

way to frontal connectivity, which then, in turn, gives way to dominant 

interhemispheric motor network connectivity during the rebound window. The 

upper set of images in Figure ʹ.ͷb show the case for patients, the middle set for 

controls, and the lower set show the highest 2% of differences between the two 

groups. Note that these differences map out a clear motor network around the 

time of the post-movement rebound, showing a clear and significant reduction 

in burst coordination within this time window. No significant correlation 

between symptom severity and PMBR connectivity (between the motor 

cortices) was found (combined groups: 𝑅 = −0.296;  𝑝 = 0.043, patients only: 

𝑅 = −0.005;  𝑝 = 0.98 ; Spearman Correlation. See Appendix D for a scatter 

plot). 



CHAPTER 4 | TRANSIENT BURSTS IN MTBI 

4.3 RESULTS 

ͱͳͱ 

 

Figure .ͻ Functional connectivity during a motor task. a) Time course 
showing the temporal evolution of burst coincidence throughout finger 
movement. Note that burst coincidence is significantly (𝑝 =  0.021; Wilcoxon 
rank sum test) less likely during the beta rebound window, in patients relative 
to controls. b) The spatial distribution of dominant connections at 4  time 
points during the task. The upper set shows the case for patients. The centre 
set shows the case for controls, and the lower set shows the dominant 
differences. In all cases, the  2%  of connections with the highest values are 
shown. Notice that during the rebound window, the dominant differences are 
between bilateral motor regions. See the online supplementary materials for 
(Rier et al., ͶʹͶ͵) for a video showing the whole time evolution of the functional 
connections. 
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 DISCUSSION 

4.4.1 A summary of findings: 

Our resting-state findings demonstrated abnormalities in both beta burst 

amplitude and the coincident bursting that mediates connectivity. In Figure ʹ .ʹ, 

results show clearly that the diminishment of beta amplitude in patients is not 

general over all time; rather it is mostly a property of bursts. Indeed, when the 

burst state was active, significant differences between patients and controls 

could be found which were not mirrored during non-burst windows; this means 

that lower beta amplitude is occurring, approximately one-third of the time. It 

is important to note that the null result in the non-burst windows does not 

necessarily imply that there is no information of interest outside the bursts; 

indeed, a more subtle analysis, perhaps looking at individual brain regions, may 

well demonstrate significant differences between patients and controls. 

Nevertheless, at least at the whole-brain level, our results suggest that the 

largest difference in beta amplitude between patients and controls occurs 

during the active burst state. 

Again, using resting-state data, we were able to show that the previous findings 

of reduced connectivity (Zhang et al., ͲͰͲͰ)—as measured by amplitude 

envelope correlation—are driven by a drop in burst coordination across the 

brain (see Figure ʹ.͵). Whilst we showed that connectivity over the whole brain 

was diminished in mTBI, post hoc analyses suggested that the most affected 

connections were interhemispheric, between regions of polymodal parietal 

cortices. These regions are well-known foci of sensorimotor integration and 

contain dense connections with numerous brain areas (Whitlock, ͲͰͱͷ). We saw 

a significant correlation between connectivity and symptom severity in patients, 

following the selection of a subset of connections using the rRF approach. This 

demonstrates the utility of this data-driven method to determine which 

connections are most affected. This result should be used to inform the 

hypotheses of future studies, potentially leading to stronger results. 
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In our task data, we probed more specific hypotheses relating to the MRBD and 

PMBR. These effects have been observed in electrophysiological imaging data 

for many years and are one of the most robust findings in neuroscience. Recent 

work (Tewarie et al., ͲͰͱ) has linked the PMBR to a period of enhanced 

connectivity within a wider network encompassing primary motor and motor 

planning regions, with the implication that this network provides top-down 

inhibitory influence to “shut down” and recalibrate the motor cortex post-

movement. Given the global and inter-hemispheric nature of this network, we 

hypothesised that diffuse white matter damage might make the PMBR 

abnormal in mTBI patients. Results supported these hypotheses, showing 

diminished modulation of burst probability, lower amplitude, and a deficit in 

coincident bursts, during the PMBR in patients. Whilst it remains a possibility 

that this effect was due to the way in which the task was performed (e.g., it’s 

conceivable that patients and controls may move differently), there was no 

measurable difference in reaction times between groups and so it’s likely that 

the observed deficit is a fundamental feature of mTBI. Interestingly these 

motor-specific findings did not correlate significantly with overall symptom 

severity, however, this may be because our symptom scores are global, and we 

did not correlate them with an objective assessment of motor function 

specifically. Previously, mTBI sequelae have been demonstrated to include 

motor deficits (Pearce et al., ͲͰͱ), and these findings represent a putative 

mechanism.  

4.4.2 Mechanistic interpretations: the importance of beta-band phenomena 

Despite the unmet clinical need for rapid and reliable biomarkers for mTBI, 

imaging signatures for concussive injuries are difficult to establish given the 

heterogeneity of mechanism, injury, symptoms, and long-term outcome. 

Neurophysiological indices derived from MEG have shown significant promise 

in their sensitivity and specificity in the assessment of mTBI. Previous work 

(Huang et al., ͲͰͱʹ) has demonstrated that abnormal neural oscillations, 
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particularly in the low-frequency delta band, can be used to successfully 

distinguish mTBI patients from healthy controls. More recent works (Huang et 

al., ͲͰͲͰ; Zhang et al., ͲͰͲͰ) show that higher frequency oscillations (beta and 

gamma) can also be reliable markers; as well as emerging measures of 

electrophysiological dynamics including functional connectivity. However, 

these previous measures have assumed the ‘classical’ picture that oscillations 

apparent in time-averaged brain signals represent ongoing rhythmic processes. 

In this chapter, we used the emerging theory of pan-spectral bursts—transient, 

temporally discrete brain dynamics—elucidated using a Hidden Markov Model, 

to further this field and show the multiscale, multiterminal impact of a single 

mTBI on dynamic neural activity. Our results, which show diminished intrinsic 

and spontaneous bursting dynamics in the beta range, suggest that the neuronal 

assemblies responsible for generating transient beta events are affected by 

mTBI. This finding mirrors, in part, recent findings in fMRI which report altered 

dynamics and signal complexity after mTBI (Churchill et al., ͲͰͲͰ). A decrease 

in burst amplitude might be caused by a reduction in excitatory drive from the 

thalamus (Sherman et al., ͲͰͱͶ) which would support the notion that long-

range connections to the cortex are affected by concussive events. Our finding 

that diminished beta band connectivity in mTBI is due to a lack of burst 

coordination in long-range networks (at rest and during a task), particularly 

within inter-hemispheric connections in the parietal lobes, could be explained 

by a variety of mechanisms. These could include axonal damage with possible 

subsequent Wallerian degeneration, reduced myelination and other forms of 

neurodegeneration affecting neural synchrony. 

Changes in beta band power and disruption of beta band connectivity at rest, as 

well as beta abnormalities during motor tasks, have been reported in patients 

with neurodegenerative disease such as Parkinson’s disease (Bosboom et al., 

ͲͰͰͶ; Heinrichs-Graham et al., ͲͰͱʹ; McColgan et al., ͲͰͲͰ; Stoffers et al., 

ͲͰͰͷ). Recent reports on a cohort of subjects with repeated sports-related mTBI 

provide evidence of increased inflammation and accumulation of Tau protein 
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(which is thought to contribute to the development of neurodegenerative 

diseases) (Marklund et al., ͲͰͲͱ). Given the likely connection between mTBI and 

chronic neurodegenerative disease (Gardner and Yaffe, ͲͰͱ͵) the beta band is of 

particular relevance to mTBI. This relevance is further implied by studies (e.g. 

Brookes et al., ͲͰͱͱ; Hipp et al., ͲͰͱͲ) demonstrating that canonical brain 

networks—including those associated with sensory/motor function, and the 

higher-order attentional networks—can be elucidated via an analysis of beta-

band oscillations. These findings are in broad agreement with other emerging 

theories that beta oscillations carry top-down inhibitory influence on primary 

cortices. They also agree with a predictive coding model which suggests that 

beta oscillations carry internal forward models (whilst gamma oscillations 

reflect prediction errors for example (see e.g. Bastos et al., ͲͰͱ͵; Buschman and 

Miller, ͲͰͰͷ; Kopell et al., ͲͰͰͰ). Taken together, we propose that beta-band 

processes support, and offer a sensitive measure of, long-range communication 

and connectivity. In mTBI, it is hypothesised that diffuse axonal injury (DAI) 

(Gazdzinski et al., ͲͰͲͰ) and in particular disruption of the white matter around 

the corpus callosum, is one of the main drivers of neuropathology. This being 

the case it is likely that the long-range networks (particularly interhemispheric) 

mediated by beta oscillations would be disrupted by injury. It is therefore likely 

that assessment of beta-band phenomena would provide a marker of mTBI. 

Indeed, such a marker would reflect the disruption of the connectome (either 

localised coup- and countercoup injury or diffuse injury) which is likely to exist 

in mTBI (Browne et al., ͲͰͱͱ; Kirov et al., ͲͰͱͳ) but is too subtle to be measured 

reliably using clinically available structural imaging. 

Additionally, mTBI can cause a plethora of neurochemical changes, impact 

neurotransmission, and cause long-lasting metabolic impairment (see 

MacFarlane and Glenn (ͲͰͱ͵) for a review), which could disturb the effective 

generation of burst activity. Again, this is measurable using functional imaging 

but will escape detection in structural imaging. An important consideration 

here is time post-injury; neurochemical and neurometabolic changes, and their 
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recovery to normal levels, vary in time scales, with some hyperacute effects 

resolving within minutes (e.g. 𝐾ା ion efflux and altered glutamate levels) and 

others remaining altered for several days (e.g. 𝐶𝑎ଶା accumulation; Churchill et 

al., ͲͰͲͰ; Giza and Hovda, ͲͰͱʹ; Jamjoom et al., ͲͰͲͱ; MacFarlane and Glenn, 

ͲͰͱ͵). In the long term, inflammation and glial activation in the subcortical 

white matter but also changes in myelination, Wallerian degeneration, or 

oedema, might disrupt functional connectivity. Longitudinal, multimodal 

studies covering time points soon after injury are required to produce a clear 

picture of how electrophysiological signals are altered during recovery. 

The burst model of beta band activity has gained traction in the neuroscientific 

community in recent years, not only as a conceptual model but moreover 

because it has spawned some of the first mathematical models suggesting how 

beta oscillations might be generated physiologically (Sherman et al., ͲͰͱͶ). This, 

therefore, affords the possibility that, in time, we can link the putative beta band 

markers of mTBI to a neurophysiological model. One consequence of the 

bursting hypothesis is that beta effects, whilst typically thought to be ongoing 

over all time, only occur for a small percentage of the overall duration of a MEG 

scan. It is with this in mind that we might expect a bursting framework to offer 

a more sensitive measure than classical analyses, where the effects sought might 

become averaged out over time. 

It is worth noting that while the selection process used to define our burst state 

depends on beta band activity, the rich spectral information offered by our 

HMM shows that lower frequencies are dominant in the burst state spectrum 

(see Appendix E for example spectra), although group differences are most 

prominent in the beta range. 

4.4.3 Clinical perspective 

Previous papers have tended to focus on differentiation between individuals 

with mTBI and controls, with recent findings offering between 80  and 100% 
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classification accuracy using ML. In the current work, we have also employed an 

ML approach—applied only to the connectivity data—which shows a 

reasonably high classification accuracy. This shows that the putative biomarkers 

of mTBI outlined here might also offer diagnostic capability. However, mTBI 

remains a diagnosis based on clinical history, patient experience and self-

reported symptoms, and is ultimately delivered by medically qualified 

clinicians. A brain scan, however accurate, that adds nothing other than to 

confirm the diagnosis, is of little practical help when determining a treatment 

pathway. Instead, we would argue that ͱ) the ability to understand the sequelae 

of mTBI using hypothesis-driven, objective assessment and Ͳ) the ability of an 

imaging modality to be able to predict patient outcome or rehabilitation needs 

are significantly more important. MEG holds some promise in this area, but to 

realise its potential, we must employ the most sensitive markers of illness in a 

multivariate framework. While it is difficult to prevent overfitting of classifiers 

trained on relatively small datasets, employing feature selection techniques, 

such as the random forest approach outlined in this study, will be crucial in 

selecting candidate markers and will also aid hypothesis generation for future 

research. 

4.4.4 Limitations 

There are several limitations to the current study which should be expounded. 

In terms of methodology, source localisation is impacted by the ill-posed nature 

of the MEG inverse problem. Brain regions, particularly those in close proximity, 

can exhibit signal leakage which will artificially inflate connectivity measures. 

To mitigate this, we applied orthogonalisation which eliminates zero phase lag 

effects; this is known to reduce artefactual connectivity but at the expense of 

real zero-phase-lag interactions (Brookes et al., ͲͰͱͲ). This means that, whilst 

the long-range connections that we observe to differ between groups are real, 

there may be other (particularly short-range) connections that have been 

missed in this study due to this methodological limitation. A second technical 
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limitation relates to the identification of the beta burst state. The method uses 

a univariate HMM in which three states are identified for each brain region. 

Following this, the state whose temporal occurrence most strongly correlates 

with high beta power is designated the burst state. This means that, 

hypothetically, if a brain region was dominated by noise, a burst state would still 

be selected (i.e., as the one most strongly correlated with the beta envelope, 

even if that correlation was weak) and could be meaningless. Related, two 

regions exhibiting a coincident burst may not necessarily be exhibiting a 

functional connection. This is a fundamental limitation of the univariate nature 

of the method, however, we note that this same methodology has been applied 

successfully in previous papers (Gascoyne et al., ͲͰͲͱ; Seedat et al., ͲͰͲͰ). It is 

known to reliably extract connectome metrics (based on burst coincidence), and 

coincident bursts have been demonstrated to occur during periods of increased 

phase locking. For these reasons, it remains likely that the method offers a true 

picture of oscillatory dynamics and connectomics. 

Additionally, two experimental limitations should be mentioned. Firstly, our 

motor task employed relatively short inter-stimulus intervals. The beta rebound 

is known to last for more than 7𝑠, and so the rebound following a trial will not 

be given a chance to fully relax before the following trial begins (Fry et al., ͲͰͱͶ; 

Pakenham et al., ͲͰͲͰ). We note that to gain a sufficient signal to noise ratio, a 

large trial count is desirable, however, maintaining a large trial count whilst also 

allowing the rebound to fully relax between trials would lead to an experiment 

that was too long for patients to tolerate. Consequently, the experimental design 

used, whilst potentially cofounded, is practical. For future work, optimisation of 

this paradigm or a more suitable task for the investigation of motor function 

should be considered.  

A further limitation was the sample size used in our ML analysis. Using large 

numbers of features and small sample size, it is conceivable that overfitting 

might occur when applying ML techniques such as the ones we have presented 
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here. However, high classification accuracy does not imply overfitting in every 

case. As demonstrated in previous work which used a similar ML pipeline and 

sample size (Zhang et al., ͲͰͱͶ), the combination of feature reduction and 10-

fold cross-validation allowed us to train SVMs that correctly classified the 

testing samples. Importantly, there was no information leakage between 

training and testing samples during 10-fold cross-validation as feature selection 

and reduction were conducted without including the testing samples during 

each of the folds. We are confident that the high classification accuracy is 

representative of what could be achieved in a larger study. However, we 

acknowledge that the relatively small sample size studied here remains a 

limitation; further samples are needed to ultimately validate this, and indeed all 

mTBI MEG findings. Our study was also limited by the behavioural measures 

that were acquired. Specifically, the SCATͲ is a generic questionnaire-based 

assessment that covers many symptom domains. It remains a useful measure of 

symptomology but is not specific. This is likely why within-group correlations 

between MEG derived metrics were weak (in the case of connectivity), or absent 

(in all other cases). In the task, it is very unlikely that such a broad and general 

symptom score would correlate with the subtle MEG metrics that only relate to 

a single brain network. In future studies, behaviour should be more accurately 

assessed, potentially using motor specific tasks/questionnaires to better assess 

the relationships between neural measures and symptoms. 

Finally, the choice of study participants should be considered. As laid out in 

Chapter ͱ, the majority of studies investigating the neural activity of subjects 

with exposure to mTBI focus on chronically symptomatic cases, with MEG data 

acquired several months after the initial injury. While the present study did not 

exclude subjects based on the presence or absence of symptoms, the majority of 

MEG data for the mTBI group were collected in the subacute phase of injury 

(several weeks to a few months post mTBI) from subjects with persistently more 

severe symptoms than the healthy controls. Given the moderate sample size and 

the wide range of time post-injury, it is difficult to generalise these results to 
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other mTBI populations. It is unclear at which phase these abnormalities 

develop. Given the dearth of high-quality longitudinal research, studies at time 

points in the acute regime are needed to elucidate the evolution of pathology 

post mTBI. The study in Chapter ͵ will address some of these weak points.  

 CONCLUSION 

We show that fundamental and mechanistically plausible neural bursting 

phenomena in the brain are disrupted by a single mTBI in the sub-acute phase 

following injury when structural MRI is normal. This dysregulated neural 

repertoire exists intrinsically and during dynamic recalibration of the motor 

system after behavioural output. These results point towards a mechanism 

whereby white matter damage disrupts network function; whilst the damage 

itself may be too subtle for structural imaging to see, its functional 

consequences are accessible using MEG.
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Chapter 5 THE MEGABIT STUDY 

As laid out in Chapter ʹ, the transient burst framework offers an exciting new 

way to investigate potential signatures of mTBI in the MEG signal. However, the 

choice and size of the study cohort leave common shortfalls in the mTBI-MEG 

literature identified by Allen et al. (ͲͰͲͱ) unaddressed. Firstly, subjects are 

typically scanned a long time after injury and, secondly, by contrasting the 

patient cohort with healthy controls, most studies do not account for a potential 

non-specific trauma effect. Here, we present “The role of MEG in Assessment 

and diagnosis in mTBI” (MEGAbIT), an observational study of subjects either 

exposed to mTBI or non-specific orthopaedic trauma in the acute phase—less 

than 14 days post-injury—as well as a group of healthy controls from an existing 

normative dataset. Using resting-state MEG data, we applied our HMM-based 

analyses to explore whether our previous findings of reduced burst amplitude 

and burst coincidence connectivity would also hold in the acute regime, and be 

specific to mTBI rather than non-specific orthopaedic trauma. We found that 

burst statistics are stable for both studies—even though data were acquired at 

different sites, using different scanners—and replicated our finding of reduced 

burst connectivity. Our analyses did not reveal the previously reported 

abnormalities in burst amplitude. In addition, we also employed a more 

conventional analysis of delta power. Although excess low-frequency power 

appears to be a promising candidate marker for persistently symptomatic mTBI, 

insufficient data exist to confirm this pattern in acute mTBI. We found 

abnormally high delta power to be a sensitive measure for discriminating mTBI 

subjects from healthy controls, however, similarly elevated delta amplitude was 

found in a cohort with orthopaedic trauma, suggesting that excess delta may 

not be specific to head trauma, at least in the acute stage of injury.
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 INTRODUCTION 

The current literature concerning potential MEG-based markers for mTBI can 

be separated into two overarching themes: Abnormal low-frequency 

oscillations, and abnormal functional connectivity (Allen et al., ͲͰͲͱ), with the 

majority of studies focusing on resting-state data. Low-frequency abnormalities 

such as increased delta-band power appear to be the most commonly studied, 

however, the methods used to reconstruct source-space signals and/or to 

extract power, as well as the choice of inclusion criteria vary widely between 

research groups. A similar phenomenon is apparent in the connectivity 

literature where a variety of functional connectivity metrics and graph 

theoretical measures have been reported. Allen et al. also show that many 

studies utilised small sample sizes (see Chapter ͱ) and were subject to a 

moderate to high risk of bias. The majority of published results were collected 

long after exposure to mTBI and—given the lack of longitudinal data—leave the 

full evolution of pathology after mTBI unexplored. 

As discussed in Chapter ͳ (section ͳ.ʹ) and Chapter ʹ, HMMs can give us 

additional insights into the temporal dynamics of the MEG signal that are 

ignored in conventional analyses. Not only do we gain information about the 

amplitudes of punctate events but changes in their probability of occurrence 

and duration can also be measured; their temporal coincidence can be used as 

a measure of functional connectivity. In Chapter ʹ we showed that burst 

measures derived from our HMM analysis reveal abnormalities in a cohort of 

mTBI patients in the subacute stage of injury (up to three months post-injury), 

adding a further functional connectivity metric to the plethora of existing 

measures in need of replication. 

From (Allen et al., ͲͰͲͱ) we can conclude that while low-frequency power and 

functional connectivity appear to be the most commonly studied potential MEG 

markers of mTBI, two important questions are left unanswered: 
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ͱ. Are there measurable brain changes in the acute to subacute stage 

(less than ͱʹ days post-injury), before long-term symptoms can be 

reported? 

Ͳ. Given that most studies use healthy individuals as controls, are 

these changes due to non-specific trauma, i.e. the secondary effects 

of any injury, not just mTBI? 

To address these questions, here we aimed to reproduce our previous findings 

of abnormal burst connectivity (Chapter ʹ) and replicate previously reported 

abnormal delta power in a new dataset collected from subjects scanned in the 

acute phase of injury—within two weeks of presentation to the emergency 

department with mTBI. 

Using resting-state MEG data recorded as part of the MEGAbIT study, as well as 

a normative dataset of age-matched healthy controls from previous resting-state 

studies, we performed two main types of analysis: 

 Hidden Markov modelling—as performed in Chapter ʹ—to assess whether 

abnormal resting-state bursting metrics can be also observed in the acute 

stage. 

 “Conventional” measurement of delta-band power in source reconstructed 

MEG data and analysis using a maximum Z-score method described by 

Huang et al. (ͲͰͱʹ). 

5.1.1 Chapter outline 

The following section will give methodological details on the design of the 

MEGAbIT study, data acquisition and preprocessing steps that were common to 

both the HMM and delta-power analysis pipelines. This will be followed by a 

description of the HMM analysis pipeline and discussion of results (section ͵.ͳ) 

before section ͵.ʹ will outline the methods, and discuss the results, of the delta-

power analysis. 
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 METHOD 

5.2.1 The Role of MEG in Assessment and Diagnosis In mTBI (MEGAbIT) 

MEGAbIT is a single site, case-control observational study, aimed to 

characterize the clinical utility of functional and structural brain imaging 

measures, including task and resting-state MEG and several MR imaging 

sequences. 

 Study design 

Two groups of participants were recruited from the Queens Medical Centre 

Emergency Department in Nottingham: 

mTBI: 

 Adult subjects who have suffered an mTBI (ʹͰ participants planned) 

Trauma Controls (TC): 

 Age and sex-matched non-head trauma controls who have 

suffered injuries requiring hospitalisation for less than Ͳʹ hrs 

(ͲͰ participants planned). 

All volunteers attended a single session at the Sir Peter Mansfield Imaging 

Centre in the acute stage of injury ( < 14  Days post-injury). To minimise 

potential incidental MR findings and to ensure homogeneity of the MEG data, 

an upper age limit of ͳ͵ years was chosen. Table ͳ contains the full inclusion 

and exclusion criteria for recruitment. 

Inclusion 

Criteria 

The volunteer is willing and able to give informed consent to 

participate in the study. 

Age 18-35. 
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Diagnosed in ED with mTBI(no abnormality on clinical structural 

imaging, Loss of consciousness (LOC) < 30𝑚𝑖𝑛 , amnesia for <

24 ℎ𝑟𝑠 , Glasgow Coma Scale (GCS) ≥ 13  at all times and 15 

within 24 ℎ𝑟𝑠. 

OR 

Diagnosed in the Emergency Department (ED) with non-head 

trauma, matched for age and sex with mTBI group. 

Exclusion 

Criteria 

The patient requires > 24 ℎ𝑟𝑠 hospitalisation. 

The participant has a contraindication to undergo ͷT MRI. 

The participant is unable to read text on a PC screen at ~ 1𝑚 

without glasses.  

Pregnancy. 

Any neurological, developmental or psychiatric disorders e.g. 

brain tumour, stroke, epilepsy, Alzheimer’s disease, 

schizophrenia, post-traumatic stress disorder, major depressive 

disorder, bipolar disorder or history of learning disability. 

Previous hospital attendance with a traumatic brain injury. 

Substance or alcohol abuse within six months of enrolment. 

Taking of medications that could alter MEG signals: opioids and 

synthetic opioids (excluding codeine and dihydrocodeine), anti-

epileptic drugs, sedatives, neuroleptics, and hypnotics. 

Extensive metal dental hardware e.g. braces and large metal 

dentures (excluding fillings), implanted medical devices or other 

metal objects in the head, neck, or face areas that although they 
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hold no risk to participants during a MEG recording may cause 

non-removable artefacts in the MEG data. 

Participants who have participated in another research study 

involving an investigational product in the past ͱͲ weeks. 

Any other significant disease or disorder, which, in the opinion 

of the Investigator, may put the participants at risk because of 

participation in the study, or may influence the result of the 

study, or the participant’s ability to participate in the study. 

Additional 

exclusion 

criteria due to 

the COVID-ͱ 

pandemic 

Diagnosed or suspected COVID-ͱ infection (any symptoms of 

COVID-ͱ infection prior to the SPMIC visit). 

Participants requiring to self-isolate due to COVID-ͱ related 

government regulations 

Table ͷ: Inclusion and exclusion criteria for the MEGAbIT study 

 MEGAbIT Study Protocol 

Informed consent to study participation was ensured for all volunteers. 

Participants were screened for any contraindications to MEG or MRI scanning. 

Prior to any neuroimaging, participants were asked to complete a set of 

questionnaires to assess symptoms. The neurobehavioural symptom inventory 

(NSI) was used to get an estimate of the severity of impairment following the 

injury (Vanderploeg et al., ͲͰͱ͵). This measure consists of 22  questions 

assessing affective, somatosensory, cognitive and vestibular symptoms 

(Meterko et al., ͲͰͱͲ), each scored from Ͱ to ʹ. The sum of scores yields a 

severity score ranging from 0  (no symptoms) to 88  (maximum severity in all 

symptoms). Other questionnaires completed but not reported in this thesis 

include a depression checklist (PHQ-, Kroenke et al., ͲͰͰͱ), an assessment for 
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anxiety (GAD-ͷ, Spitzer et al., ͲͰͰͶ) and a checklist for post-traumatic stress 

(PCL-C, Ruggiero et al., ͲͰͰͳ). 

Cognitive impairment was assessed using a battery of neuropsychological 

measures which are laid out in Table ʹ. Results from these assessments are not 

included in this thesis. 

We also assessed recovery to normal life using the Glasgow Outcome Scale – 

Extended (GOSE, Wilson et al., ͱ) and a questionnaire on healthcare 

utilisation. 

Subjects performed three tasks while MEG data were acquired using a Ͳͷ͵-

channel CTF MEG. These included a ͱͰ-minute resting-state scan (eyes open), 

a Ͳ-back working memory task (Huang et al., ͲͰͱ), and a covert attention 

 Assessment Measured variable 

(Rey, ͱ͵) RAVLT  

(Rey Auditory Verbal 

Learning Test) 

Verbal episodic memory 

(Wechsler, 

ͲͰͰ, ͱʹʹ) 

WAIS-IV 

(Wechsler Adult Intelligence 

Scale IV) 

Processing speed 

(Reitan, ͱͷͱ) Trail Making Test Executive functioning 

Table : Battery of tests to assess cognitive impairment. 
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switching task (Bauer et al., ͲͰͱʹ; Hoogenboom et al., ͲͰͰͶ). Only resting-state 

data were used for this thesis. 

MR imaging was performed after the MEG recording using a ͷT Phillips Achieva. 

Sequences acquired included a Tͱ-weighted MPRAGE ( 1𝑚𝑚  isotropic 

resolution) which was used for MEG source reconstruction, susceptibility-

weighted imaging (SWI), diffusion tensor imaging (DTI), and fluid-attenuated 

inverse recovery imaging (FLAIR) for a subset of participants. For this thesis, 

only MPRAGE anatomicals were used. 

Secondary outcome measures to assess recovery included a ͳ and Ͷ-month 

online assessment of self-reported symptoms and Ͳ-back performance in an 

online experiment. 

5.2.2 Data availability 

At the time of writing, ʹͱ participants have been recruited into the MEGAbIT 

study (31 mTBI and 10 orthopaedic trauma controls, henceforth denoted TC). 

No scans were acquired for 1 mTBI subject (who could not remove all jewellery); 

a further ͳ participants with available data were excluded (see Figure ͵.ͱ). 

Recruitment was significantly disrupted during the COVID-ͱ pandemic, 

leading to reduced subject counts compared to the original goal set out in the 

study protocol. Recruitment of mTBI patients posed a considerable challenge 

even after the partial lifting of pandemic-related restrictions. 

To produce an example of the challenges in recruiting this demographic: during 

three months of recruitment, 821  patients attending the Queens Medical 

Centre Emergency Department (Nottingham) were screened for possible mTBI. 

Out of 205  mTBI cases, 60  patients expressed interest in participating in the 

study, however, only seven subjects were successfully recruited during this 

period. 
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Given the availability of normative resting-state data from healthy controls 

(HC), data were analysed despite the small number of TC subjects available. The 

available HC datasets were sourced from two previous studies conducted using 

the CTF MEG scanner at the University of Nottingham: 

The UK MEG partnership (UKMP) dataset: Sixty healthy subjects were 

scanned as part of an MRC funded initiative to amass a large normative database 

of resting-state MEG data (Hunt et al., ͲͰͱͶ) (33  female, age 42 ± 12  years 

(mean ±  std. deviation)). The Neurodevelopment dataset: A further ͳͶ 

datasets from healthy volunteers were collected in a previous study conducted 

by (Brookes et al., ͲͰͱ) (17 Female, age 22 ± 2 years).  

Given the relatively wide age range present in the normative data (i.e. 9 to 67 

years), a subset of these data was selected to provide an age- and sex-matched 

sample for the mTBI cohort included in the MEGAbIT study. The following 

procedure was used to choose an optimal set of controls: 

First, any control subjects falling outside the age range of ͱͶ-ʹͰ were excluded. 

A cost matrix 𝐶 was then constructed (number of mTBI subjects × number of 

normative datasets), setting each element 𝑖𝑗 to a cost value 𝐶 associated with 

assigning a control 𝑗 to mTBI subject 𝑖. The cost values were chosen as follows: 

𝐶 = ൞

หΔ𝐴𝑔𝑒ห, 𝑆𝑒𝑥 = 𝑆𝑒𝑥

∞, หΔ𝐴𝑔𝑒ห > 5

หΔ𝐴𝑔𝑒ห + 1000, 𝑆𝑒𝑥 ≠ 𝑆𝑒𝑥

 (5. 1) 

Here, ∞ was used to prevent large age differences between mTBI subjects and 

their assigned controls. A penalty of 1000 in addition to the age difference was 

chosen in cases where a potential control was not sex-matched. This was done 

to ensure sex matching for the majority of subjects while limiting age differences 

more strictly. When assigning a value of ∞ where there was no sex matching, 

no complete set of controls could be found within the chosen age constraints. 
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Using the cost matrix 𝐶, an optimal selection of healthy controls (HC) was found 

using the Hungarian algorithm (Kuhn, ͱ͵͵) which minimises the total cost of 

assignment, or 

min
ோ,

(𝑇𝑟𝑎𝑐𝑒(𝑅𝐶𝐿)) , (5. 2) 

where 𝑅 and 𝐿 are permutation matrices for a particular assignment. Figure ͵.Ͳ 

shows the age and sex distributions for all three cohorts. The final number of 

subjects retained in the studies and details on age, sex and exclusions are shown 

as a flow diagram in Figure ͵.ͱ. 

 

Figure .͵ Flow chart showing group compositon and details about age and sex 
information as well as exclusions. Ages are given as mean ±  standard 
deviation. 
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5.2.3 Scanning protocols 

The resting-state scans for the MEGAbIT cohort lasted for 10 minutes. Subjects 

were sitting upright and with their eyes open. A fixation point in form of a red 

dot on a grey background was shown on a back-projection screen. Recordings 

were sampled at 600 𝐻𝑧 and a 150 𝐻𝑧 anti-aliasing filter was applied. For the 

UKMP dataset, subjects underwent a 5 -minute resting-state recording, also 

sitting upright and with their eyes open, fixating on a red fixation dot on a grey 

background. The recordings were sampled at 1200 𝐻𝑧  with an anti-aliasing 

filter applied at  300 𝐻𝑧 . For the Neurodevelopment dataset subjects were 

scanned for ͵ minutes (eyes open, supine) fixating on a marker, at a sampling 

rate of  600 𝐻𝑧 . Anti-aliasing at 150 𝐻𝑧  was applied here. Continuous head 

localisation data was available for all datasets. Note that all data was acquired 

on the same scanner, a 275-channel whole-head MEG system (CTF, Coquitlam, 

Vancouver, Canada). 

Figure .Ͷ Age (left) and sex (right) distributions for each cohort included in 
the study. HC and TC denote the healthy controls from the normative dataset 
and TC the orthopaedic trauma controls recruited as part of the MEGAbIT 
study. 
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5.2.4 Preprocessing 

Where necessary, datasets were resampled to 600 𝐻𝑧. The raw MEG data were 

pre-processed by applying the ͳrd order synthetic gradiometer configuration 

(see section Ͳ.ͳ.ͳ.Ͳ), mean correction over the entire recording, and a 4௧ order 

Butterworth band-pass filter between 1 and 150 𝐻𝑧. After splitting the data into 

10𝑠-long epochs, each recording was inspected and epochs with large artefacts 

like squid resets (section Ͳ.ʹ.ͱ.ͳ) were removed. Automatic head-movement 

rejection followed, removing trials containing movements > 7𝑚𝑚  from the 

average head position. The mean (±std. deviation) length of data retained was 

524 ± 76𝑠 for the mTBI group, 552 ± 46𝑠 for the TC group, and 286 ± 22𝑠 for 

the HC group. 

5.2.5 Coregistration 

In order to allow for source reconstruction, the position of each subject’s head 

relative to the sensor array was found by recording the location of three fiducial 

coils—placed on the nasion and two preauricular points—which were energised 

continuously throughout the MEG recording. To find the positions of the 

fiducial coils relative to the individual subject’s anatomy a Polhemus ISOTRAK 

was used to create a ͳD digitisation of the head and face shape including the 

fiducial location. A Tͱ-weighted anatomical MRI (MPRAGE sequence, 1𝑚𝑚 

isotropic resolution) was available for each subject from which the scalp was 

extracted and aligned with the head digitisation (see Chapter Ͳ, section Ͳ.ʹ.Ͳ). 

This resulted in the positions of the fiducial points in anatomical space which 

could be used for source localisation. 

During the COVID-ͱ pandemic, physical distancing and general hygiene 

guidelines made head digitisation using the Polhemus ISOTRAK impractical. 

For this reason, an alternative method was used for a subset of the individuals 

scanned during the MEGAbIT study. As described in Chapter Ͳ (section Ͳ.ʹ.Ͳ) a 

Structure IO camera was used to acquire a head digitisation at a distance while 
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the subject was wearing a swimming cap to obtain an approximate shape of the 

scalp surface. Coloured markers were attached to the fiducial coils to obtain a 

head digitisation including the fiducial positions. By extracting the points in the 

digitisation containing the coloured markers the fiducial locations were 

extracted and a digitisation file was generated to match the output from 

Polhemus-based digitisation using an in-house MATLAB script. Coregistration 

with the anatomical MR images proceeded as above with an automatic 

alignment of the digitisation with the scalp shape extracted from the anatomical 

MRIs. 

5.2.6 Head motion assessment 

Given the methodological difference between some HC subjects, which were 

scanned in a supine position, and the MEGAbIT cohort, which were sitting 

upright, we assessed whether HC displayed less head movement. This was 

especially relevant for the analysis of delta-band power in section ͵.ʹ, as head 

motion is likely to fall within or intersect with this frequency band. 

For each subject, position data was extracted for each head-localisation coil and 

the magnitude of their displacement was calculated via the Euclidian distance 

from the position recorded at the beginning of the scan. Each displacement 

time-course was mean centred, linear trends were removed and a bandpass filter 

for the delta band was applied. We calculated the variance remaining in the 

filtered time-courses as a proxy for the delta power component in the motion 

data and averaged over the three head localisation coils. 
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 HIDDEN MARKOV MODELLING 

5.3.1 Analysis 

 Pre-processing and source reconstruction 

Our HMM-based set of analyses was conducted on the resting-state data 

described above. Preprocessing, artefact rejection and removal of data segments 

with excessive motion were done as described in section ͵ .Ͳ.ʹ. Artefact free data 

were notch filtered to suppress mains line noise and two harmonics using a 

hamming windowed sinc FIR filter (bandwidth 2𝐻𝑧) implemented in EEGLAB 

(version ͲͰͱ_ͱ (Delorme and Makeig, ͲͰͰʹ)). Source reconstruction was done 

using a multiple spheres head model (Huang et al., ͱ) and the previously 

described beamformer with source orientation estimation via exhaustive search 

(see Chapter ͳ section ͳ.Ͳ.ͱ.ͱ). As described in Chapter ʹ, 78 source locations 

were chosen based on the AAL Atlas (Gong et al., ͲͰͰ; Tzourio-Mazoyer et al., 

ͲͰͰͲ). Brains were extracted from each anatomical MRI using FSL BET (Smith, 

ͲͰͰͲ), and aligned to the MNIͱ͵Ͳ template brain (Evans et al., ͲͰͱͲ) using FSL 

FLIRT (Jenkinson and Smith, ͲͰͰͱ). The inverse transformation matrices from 

this registration were used to transform the coordinates of the centroids for each 

region in the atlas (in MNIͱ͵Ͳ space) into the corresponding locations in each 

subject’s brain. The beamformer was used to reconstruct data at each of these 

78  locations. Wide-band data (1 -150𝐻𝑧 )—all concatenated, clean epochs—

were used to construct the covariance matrices needed for the beamformer 

which was implemented without regularisation. The resulting beamformer 

weights were used to calculate virtual time-courses at each atlas location using 

equation (3.28): 

𝒒ෝ(𝑡) = 𝒘்𝑩(𝑡),  

where 𝒒ෝ(𝑡) is the reconstructed source time-course, 𝒘 contains the beamformer 

weights and 𝑩(𝑡) is the data matrix. In line with Chapter ʹ—and (Rier et al., 
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ͲͰͲͱ; Seedat et al., ͲͰͲͰ)—source time-courses were band-pass filtered to 1-

48𝐻𝑧  and symmetric orthogonalisation was employed to correct for source 

leakage (Colclough et al., ͲͰͱ͵). 

 HMM and secondary analyses 

The HMM analysis pipeline described in Chapter ʹ was applied. Briefly, using a 

time-delay embedded (TDE) observation model, a ͳ-state HMM was 

constructed separately for each subject and atlas region. Parameters were found 

using variational Bayesian inference. We classify one burst state by measuring 

the correlation between the time-courses of state probability and beta band 

amplitude (found using a continuous Morlet-wavelet transform). The remaining 

two states were classed as non-burst states. Binary time-courses were generated 

for each state by thresholding the state probability time-courses at 2/3  such 

that a value of 1 in a particular time-course coded for that state being active. 

 Burst summary metrics 

From the HMM output, we generated the set of features described in Chapter 

ʹ, briefly:  

 Burst amplitude: The maximum of the beta envelope during each visit to 

the state 

 Total burst time: Time spent in the burst state per unit of time 

 Burst coincidence connectivity: Functional connectivity was measured 

via the Jaccard index. 

We examined whether the topographies of burst (and non-burst) amplitude and 

patterns of connectivity were qualitatively comparable with the results shown 

in Chapter ʹ (and (Rier et al., ͲͰͲͱ)), and measured group differences, aiming 

to establish whether the previously found deficit in amplitude and connectivity 

in sub-acute individuals with mTBI still applies in the acute stage, and to a 

cohort not restricted to exclusively male subjects. Additionally, we assessed 
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whether any abnormalities relative to healthy controls (HC) were specific to 

individuals with mTBI by comparing with the summary metrics of our 

orthopaedic trauma control group (TC). 

 Feature selection and classification 

The connectivity matrices produced using our burst coincidence metric were 

analysed using the same machine learning pipeline described in Chapter ʹ . First, 

Recursive Random Forest Feature Selection (rRF-FS (Zhang et al., ͲͰͲͰ), 

Appendix B) was used to determine the subset of functional connections which 

best distinguish subjects with mTBI from healthy controls. Second, a support 

vector machine (SVM) was trained for binary classification between groups to 

evaluate the utility of the features chosen by the rRF-FS algorithm to distinguish 

mTBI and HC subjects (see Appendix C). We repeated the approach from 

Chapter ʹ and trained our ML models only using mTBI and HC subjects, 

excluding the TC group. As before we assessed whether the selected features 

improve differentiability between mTBI and HC by comparing the mean 

connectivity over the selected features. Additionally, we explored whether this 

measure would also better distinguish mTBI from the unseen TC subjects, 

aiming to gain information about the generalisability of the feature selection 

algorithm to unseen data. 

 Statistical testing 

As described in Chapter ʹ, no a-priori assumptions were made about which 

brain regions or connections may be implicated in the injury sustained by each 

individual as sufficient reliable data about the site of impact was rarely available. 

We, therefore, averaged the burst amplitude, non-burst amplitude, and time 

spent in burst metrics across all 78  atlas regions; connectivity values were 

averaged across all unique pairs of regions. Group differences were calculated 

(mTBI vs TC, mTBI vs HC, TC vs HC) and assessed for statistical significance 

using the non-parametric Wilcoxon rank-sum test, corrected for multiple 
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comparisons using the Benjamini-Hochberg procedure (Benjamini and 

Hochberg, ͱ͵). The amplitude measures were corrected for six measures 

(three pairs of groups over two measurements—burst and non-burst 

amplitude). The connectivity measures were also corrected for Ͷ comparisons 

(three pairs of groups comparing global connectivity and average connectivity 

over RF-FS connections only). 

5.3.2 Results 

 Burst statistics 

Figure ͵.ͳa shows the spatial topography of the beta amplitude for the burst 

state and non-burst states in the upper and lower row of panels, respectively. 

The burst state plots show the familiar pattern of increased amplitude adjacent 

to the central sulcus in all three groups. Note that the range of values observed 

is comparable to the amplitudes measured in Chapter ʹ. As expected, the 

average beta amplitude was comparatively lower in the non-burst states. The 

violin plots in Figure ͵.ͳb show the proportion of time spent in the burst state 

for all three groups which appear comparable between groups as well as with 

the previous results in Chapter ʹ. Statistical testing between each pair of groups 

via Wilcoxon rank-sum tests yielded no significant differences. 
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Figure ͵.ʹ shows group comparisons of burst and non-burst amplitude. The 

violin plots in panel a show the global mean amplitude for burst and non-burst 

states. No significant difference between groups was found for the burst state 

(Wilcoxon rank-sum test), contrary to the hypothesis of finding reduced burst 

amplitude as seen in the subacute group (Chapter ʹ). After correcting for 

multiple comparisons, the mTBI group showed increased non-burst amplitude 

compared to healthy controls (Wilcoxon rank-sum test, 𝑍 = 3.35;  𝑝 = 0.0008). 

Panel b of Figure ͵.ʹ shows the distribution of differences between mTBI and 

TC (left column) and mTBI and HC (right column) for the burst state (top row) 

and non-burst states (bottom row). 

Figure .ͷ Burst statistics. a) Brain plots showing the spatial distribution of the 
burst (top) and non-burst (bottom) amplitude—the maximum amplitude of 
the beta band envelope averaged over the burst and non-burst state visits. b) 
Violin plot showing the proportion of time spent in the burst state for all three 
groups. No significant differences were found after performing a Wilcoxon 
rank-sum test between each pair of groups. 
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Figure . Group comparisons of burst and non-burst amplitudes. a) Violin 
plots showing global mean burst amplitude (left) and non-burst amplitude 
(right). Wilcoxon rank-sum testing showed a significant difference between 
non-burst amplitude in mTBI vs HC (Wilcoxon rank sum test, 𝑍 = 3.35;  𝑝 =
0.0008*). b) Distribution of differences between mTBI and TC (left column) and 
mTBI and HC (right column) for the burst state (top row) and non-burst states 
(bottom row). 
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 Burst Coincidence Connectivity 

Figure ͵.͵a shows the connectivity matrices obtained using the burst 

coincidence Jaccard index, as well as the corresponding glass brain plots 

showing the top ͵ % of strongest connections. The network patterns in all groups 

match the ones previously described in Chapter ʹ and published work by 

(Seedat et al., ͲͰͲͰ), with the strongest connections being concentrated in the 

occipital, parietal and motor-sensory cortices. Similar to the observations made 

in the subacute mTBI cohort investigated in Chapter ʹ, connectivity strength is 

reduced in mTBI compared to controls. Figure ͵ .͵b shows the Ͳ% of connections 

with the largest absolute difference between mTBI and the two control groups. 

Figure ͵.͵c demonstrates this via a violin plot of the global mean connectivity 

for all subjects. We observe a statistically significant reduction in connectivity 

in mTBI compared to healthy controls (Wilcoxon rank-sum test, 𝑍 =

 −2.34; 𝑝 = 0.020*). 
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Figure . Burst coincidence connectivity. a) Average connectivity matrices for 
all three groups and corresponding glass brain plots showing the largest 5% of 
connections. b) Glass brain plots showing the top 2%  of differences in 
connection strength when comparing mTBI subjects with each control group. 
c) Violin plots showing global burst coincidence connectivity for all three 
groups. Wilcoxon rank-sum tests between all pairs of groups showed 
statistically significant reduction in connectivity in mTBI compared to HC 
controls only (Wilcoxon rank-sum test; 𝑍 = −2.34;  𝑝 = 0.020*). 
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Figure ͵.Ͷa contains a glass brain plot with differences in burst connectivity 

between mTBI and HC for those connections chosen as relevant features by the 

rRF-FS algorithm. The majority of chosen edges show reduced connection 

strengths in mTBI as expected and connect nodes in the posterior parietal, 

occipital and temporal lobes. Figure ͵.Ͷb shows the mean connection strengths 

over the chosen features for all three groups. Mirroring the findings from 

Chapter ʹ, mTBI subjects display significantly reduced connectivity compared 

to healthy controls (Wilcoxon rank-sum test,  𝑍 = −5.07;  𝑝 = 3.9 × 10ି* ) 

showing improved differentiability between the groups. Comparing mTBI to the 

TC group, using the same set of features, also yielded a significant difference 

(Wilcoxon rank-sum test, 𝑍 = −2.7;  𝑝 = 0.0068* ). TC subjects did not differ 

significantly from the HC group (Wilcoxon rank-sum test,  𝑍 = −2.07;  𝑝 =

0.038). Finally we assessed whether the symptom severity metric derived from 

the NSI (see section ͵.Ͳ.ͱ.Ͳ) was related to the burst connectivity measure 

similar to the result reported in Chapter ʹ 8  via Spearman correlation. No 

significant relationship was found—neither for the combined mTBI and TC 

group nor for the mTBI group only. Figure ͵.Ͷc shows scatterplots of symptom 

severity—at baseline and ͳ months post-injury—against mean burst 

connectivity (over rRF-FS selected connections). As HC data were not collected 

as part of the MEGAbIT study, severity values were not available. 

The average ROC-AUC classification accuracy (mean ± standard deviation) for 

the SVMs trained across the ten cross-validation folds was 0.88 ±  0.18. Note 

here that training and classification were only done using mTBI and HC 

subjects. 

                                                 
8 It is worth noting that the severity measures acquired in MEGAbIT are not equivalent to the 
ones reported in Chapter ʹ or Rier et al. (ͲͰͲͱ). The questionnaires used do not completely 
overlap in terms of assessed symptoms and are scored on different Likert scales. 



CHAPTER 5 | THE MEGABIT STUDY 

5.3 HIDDEN MARKOV MODELLING | RESULTS 

ͱͶͳ 

 

Figure .ͺ Burst connectivity for selected features. a) Connections chosen using 
random forest feature selection. The edge strengths are derived from the 
difference between mTBI and HC subjects. b) Violin plot showing the mean 
connection strength over the selected features shown in a) for all subjects. 
mTBI subjects show significantly reduced connectivity compared to healthy 
controls (Wilcoxon rank-sum test, 𝑍 = −5.07;  𝑝 = 3.94 × 10ି* ). The same 
set of features yielded a significant difference between mTBI and TC subjects 
(Wilcoxon rank-sum test, 𝑍 = −2.71;  𝑝 = 0.0067*). TC subjects did not differ 
significantly from the HC group (Wilcoxon rank-sum test, 𝑍 = −2.07;  𝑝 =
0.038 ). c) Scatter plots of symptom severity (derived from the 
Neurobehavioural Symptom Inventory) at baseline and at ͷ months post injury, 
against mean connectivity over the selected features. Crosses indicate data 
from subjects retained in the “ͷ months” plot. 
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5.3.3 Discussion 

The primary aim of MEGAbIT was to address the sparsity of research done at 

the acute stage of injury and the use of potentially inadequate controls by 

recruiting a control group of subjects exposed to non-specific orthopaedic 

trauma in addition to the mTBI cohort—both scanned within ͱʹ days of injury. 

Additionally, we aimed to assess whether the resting-state findings described in 

Chapter ʹ  and Rier et al. (ͲͰͲͱ) could be replicated in our cohort while retaining 

sufficient specificity to distinguish mTBI from orthopaedic trauma as well as 

healthy controls. 

 A summary of findings 

5.3.3.1.1 Burst and non-burst amplitude 

Qualitatively, the measurement of the burst amplitude was comparable with 

those described in chapter ʹ and previous work by (Seedat et al., ͲͰͲͰ). As seen 

in Figure ͵.ͳ (and for comparison Figure ʹ.ʹ) the characteristic pattern of 

increased burst amplitude around the central sulcus is preserved in all three 

groups with the amplitude values falling within ranges expected from previous 

work (Rier et al., ͲͰͲͱ; Seedat et al., ͲͰͲͰ). Similarly, the time spent in the burst 

state was comparable, with the median values for the mTBI and HC groups 

falling between 300𝑚𝑠  and 310𝑚𝑠 —as seen previously in Chapter ʹ. The 

median for TC subjects was measured to be slightly smaller than this range 

although no significant difference was found between any of the groups. The 

stability of these measures is of great importance. Given that most research 

groups are limited to using small sample sizes and often use a variety of 

equipment, MEG-derived measures need to be comparable across sites to 

maximise the potential for data aggregation, improve hypothesis generation for 

future studies, and enable high quality multi-centre studies. 

Repeating the previous measurements of global mean burst and non-burst 

amplitudes, we did not observe the expected reduction in mTBI relative to 
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healthy or trauma controls (see Figure ͵.ʹ). Inspection of the state spectra (see 

Appendix E) reveals more drastic between-group variability, especially in the 

lower frequencies (<10Hz) and the beta band compared to the data presented 

in Chapter ʹ, with no significant reduction in the beta band of the mTBI group. 

Additionally, both the mTBI and TC groups appeared to show an increase in 

median burst amplitude (non-significant) as well as a larger variance in 

amplitudes compared to controls. A similar effect was seen in the non-burst 

amplitude, where mTBI subjects showed a statistically significant increase 

compared to HC. This was in contrast to our observations in the population 

studied in Chapter ʹ where no significant effects emerged in the non-burst 

amplitudes. Given that the non-burst states are defined as any remaining states 

left after classifying our burst state, it is not possible to ascribe mechanistic 

meaning to the non-“bursts”. It is likely that non-burst states are more strongly 

affected by noise, however: 

HMMs can be interpreted as a form of blind source separation, where each 

observed state corresponds to a putative source emitting a reoccurring signal 

characterised by its observation model. Our burst state mostly contains periods 

of high SNR in the beta band which is the source of our amplitude metric. On 

the other hand, non-burst states may be more likely to contain reoccurring 

patterns of noise—signals stemming from heartbeats or periodic head 

movements due to heartbeats and breathing for example. These are less likely 

to produce intermittent peaks of beta activity but would lead to temporary 

increases in the noise floor, hence increasing the non-burst beta-amplitude 

during those periods. While our mass univariate approach to the HMM—

analysing each subject and region separately—allows for greater flexibility when 

finding individual burst states, it is challenging to systematically investigate 

whether any of the non-burst states are related to the aforementioned nuisance 

signals, as the non-burst states are not directly comparable between subjects or 

regions. It is however plausible that the non-burst amplitudes diverge due to a 
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difference in head motion between subjects from the MEGAbIT study and our 

normative data (see section ͵.Ͳ.Ͷ). This will be expounded in section ͵.ʹ.ͳ. 

5.3.3.1.2 Burst coincidence connectivity 

Measurements of burst connectivity appeared to be robust across Chapter ʹ  and 

the current finding. The most prominent cluster of connections and nodes was 

found in the occipital and parietal lobes (see Figure ͵.͵). The previously 

observed trend of reduced burst connectivity in mTBI was reproduced for our 

acute cohort, although a statistically significant difference was only found 

comparing the global mean burst connectivity of mTBI and HC subjects. While 

statistical comparisons with the TC cohort are hampered by the small available 

sample size, burst connectivity values appear numerically stable between 

scanning sites and different experimental cohorts. Figure ͵ .ͷ repeats violin plots 

of global burst connectivity from Chapter ʹ (Figure ʹ.͵c) alongside the results 

displayed in Figure ͵.͵c, demonstrating their comparability. This suggests that 

burst coincidence connectivity could be a good candidate for longitudinal 

studies tracking recovery, or comparing pre- and post-mTBI MEG recordings in 

athletes. Future work should include test-retest characterisation of this measure 

to accurately assess the intra-subject repeatability and estimate the minimum 

effect sizes needed to show abnormal connectivity in single subjects. 
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The random-forest-based feature selection pipeline yielded a subset of 

functional connections which best differentiate mTBI subjects from healthy 

controls. We calculated the mean burst coincidence connectivity across the 

selected connections for all three groups to investigate whether they would 

display a more pronounced reduction in mTBI compared to HC subjects, similar 

to the results presented in Chapter ʹ (Figure ʹ.͵). An important detail here is 

that feature selection and classification were only performed using mTBI and 

HC subjects. In part, this was due to the pipeline implementation which was 

designed as a binary classifier (Zhang et al., ͲͰͲͰ, ͲͰͱͶ). In addition, the small 

number of available samples in the TC group was not sufficient to warrant 

training and validation of a classifier with three output classes or a second 

binary classifier between mTBI and TC. However, excluding TC subjects from 

the training process is advantageous when assessing the generalisability of the 

ML algorithm. By keeping the rRF-FS process naïve towards TC data, we showed 

that the connectivity measure derived from selected features would not only 

Figure .ͻ Comparison of global burst connectivity with results from chapter  
(indicated by subscript Ͷ). The horizontal black lines indicate sample medians 
for each group. Despite differing scanner types, values appear numerically 
stable. 
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improve the distinction between mTBI and HC but also between mTBI and TC 

subjects. This provides evidence that the selected features were less likely to be 

a result of overfitting. 

Only two functional connections selected here were among the features found 

in Chapter ʹ (left supramarginal to right postcentral gyrus and right Heschl’s 

gyrus to the orbital part of the right middle frontal gyrus). This highlights 

several important points. Firstly, the patient populations studied here and in 

(Rier et al., ͲͰͲͱ; Zhang et al., ͲͰͲͰ) are not equivalent. Not only were data 

acquired at different times after injury—mechanisms of injury and presentation 

of symptoms can vary widely. Additionally, patient demographics differed, with 

a male-only population studied in Chapter ʹ . We can, therefore, not assume that 

the same functional connections would be disrupted and that features selected 

from small populations can be directly applied to unseen data. The lack of 

generalisability of the selected features may also raise concerns about 

overfitting, especially given the small sample sizes and large number of features. 

However, while sample size is one of the main limitations of this study, the use 

of ’bagging’ (see Appendix B) greatly reduces the likelihood of overfitting the 

random forest classifier. Briefly, each decision tree in the ensemble is trained 

using a small, randomly chosen subset of features and subjects. This random 

sampling with replacement—which yields the feature importance measure via 

internal cross-validation—increases the stability of the random forest classifier 

and reduces the likelihood of overfitting in the final classification step by 

offering a systematic means of reducing the feature set. 

SVM classification yielded good ROC-AUC accuracy (similar to Chapter ʹ), 

showing that our burst connectivity measure allows for adequate separation 

between mTBI and HC subjects. This result should, however, be interpreted 

with caution. Overfitting can arise when training SVMs on high-dimensional 

data in combination with small sample sizes. To combat this, we used the RF-

FS process to systematically extract the most important features and 10 -fold 
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cross-validation to assess the robustness of the SVM classifier via the standard 

deviation of the classification accuracy over the 10 folds. While we found the 

classifier to be reliable across the cross-validation steps, it does not follow that 

this method could be used as a diagnostic tool with similar classification 

accuracy. The classification accuracy does, however, provide a useful summary 

measure to confirm the utility of burst coincidence connectivity in studying 

mTBI. Future work should either combine data from several studies for a more 

robust and generalizable classifier or use demographic data, time post-injury 

and similar details to assess the utility of classifiers trained on homogeneous 

samples. 

Given that the RF-FS procedure mainly selected connections with a connectivity 

deficit, mirroring the results presented in Chapter ʹ , and that these connections 

differ significantly between the TC and mTBI groups, our burst connectivity 

measure shows great promise. 

 Mechanistic interpretations and clinical relevance—an update to Chapter 4 

By making use of the burst model of neural activity, we can go beyond the 

classical assumption of continuously and smoothly varying oscillations and gain 

further insight into those aspects of neural dynamics that drive potential 

abnormalities in mTBI. As laid out in Chapter ʹ (section ʹ.ʹ.Ͳ), there exist a 

number of plausible mechanisms that may be responsible for those 

abnormalities. In this chapter, we aimed to test whether the same abnormalities 

could also be found in the acute phase of injury, and included a non-head 

trauma control group to assess whether abnormalities were specific to mTBI. 

In the subacute mTBI group, we observed altered spontaneous bursting in the 

form of reduced beta amplitudes during the bursts as well as disruption of burst 

coincidence connectivity. We postulated that the amplitude reduction could 

arise from a disruption of thalamocortical connections (Sherman et al., ͲͰͱͶ) 

which are likely candidates for deformation in a concussive event. The absence 
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of this amplitude reduction, in this cohort, as well as the subtle differences in 

the state spectra of the investigated groups (see Appendix E), raises two 

questions: Are our two mTBI groups comparable enough to suggest that the 

previously observed significant reduction in amplitude was a statistical 

anomaly? Or are we observing truly different stages of recovery, which manifest 

in different signals? While it is possible that the groups we have thus far referred 

to as acute and subacute are—to a degree—interchangeable, further research is 

necessary to expand our knowledge about the evolution of the MEG signal 

during recovery from mTBI. 

Current understanding of pathology after TBI (predominantly based on non-

human research) suggests a variety of secondary processes that occur after 

injury that display different profiles of evolution. The initial deformation of 

tissue causes a cascade of neurochemical and metabolic changes (MacFarlane 

and Glenn, ͲͰͱ͵); the disruption of the blood-brain-barrier is followed by a 

variety of neuroinflammatory processes such as activation of microglia and 

astrocytes and other imbalances can last for more than a week—albeit with 

varying recovery timescales (see Simon et al. (ͲͰͱͷ) for a review). Excitotoxicity 

has been observed in TBI in the first week post-injury (Jamjoom et al., ͲͰͲͱ; 

Ruppel et al., ͲͰͰͱ; Vespa et al., ͱ). The majority of these processes are 

thought to resolve on the timescale of our acute window. However, pathological 

Tau protein accumulation and neuroinflammation have been reported at later 

stages of injury (Jamjoom et al., ͲͰͲͱ). Based on the timescales of these 

processes the decrease in burst amplitude in subacute mTBI may be due to long-

term pathology that is not yet present in the acute phase or offset by other 

effects such as excitotoxic hyperexcitability. Longitudinal studies combining 

MEG with non-imaging markers of neurometabolism and inflammation may be 

needed to confirm this. 

Neuropathology following an mTBI is widely attributed to diffuse axonal injury 

(DAI) with the white matter around the corpus callosum being particularly 
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vulnerable (Gazdzinski et al., ͲͰͲͰ). Given the potential disruption of neural 

connections (Browne et al., ͲͰͱͱ; Kirov et al., ͲͰͱͳ) we can plausibly expect a 

reduction in the synchrony between brain regions. Both acute and subacute 

mTBI groups show reduced burst coincidence connectivity. While this result 

validates our previous findings, the inclusion of our orthopaedic trauma 

controls calls the specificity of our measure in identifying head injury into 

question. Our observation of reduced connectivity in TC subjects compared to 

healthy subjects may point towards a systemic trauma-related effect. However, 

another possibility is that TC subjects were not subject to purely peripheral 

trauma. While all TC subjects attended the emergency department without 

mTBI-related loss of consciousness, the mechanism of injury for a number of 

subjects may have included acceleration/deceleration of the head, and hence a 

potential subconcussive event (see Appendix F for more details about the 

recorded injury mechanisms). While the effects of subconcussive events are 

poorly understood, several (non-MEG) neuroimaging studies have shown 

abnormalities resulting from subconcussive events, especially when subjects 

were exposed to reoccurring impacts (e.g. over a season of playing contact 

sports). While MEG studies focusing on subconcussive events are lacking, our 

findings may be of interest here. It is important to note that our limited sample 

size for the TC group impedes the formulation of strong conclusions. Our 

results, nonetheless, highlight the importance of adequate control groups in 

mTBI studies. 

5.3.4 Conclusion 

In this study, we replicate our previous finding of reduced resting-state burst 

coincidence connectivity in mTBI and show that this abnormality can be 

observed in the acute phase of injury. By including a group of controls exposed 

to non-head orthopaedic trauma, we explored whether any observed 

abnormalities would be due to a non-specific trauma effect. While our 

connectivity metric significantly differed between mTBI and trauma controls—
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mirroring previous findings—burst amplitude did not differ between groups. 

This may point towards an evolution of pathology post injury that should be 

assessed in future longitudinal studies of mTBI with MEG. By investigating 

mTBI subjects soon after injury, our findings contribute to a more complete 

picture of brain changes following head trauma. 
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 DELTA POWER 

5.4.1 Analysis 

 Source Reconstruction 

The coregistered, 𝑇ଵ-weighted anatomical MRIs (ͱmm isotropic resolution) for 

each subject were downsampled to ʹmm isotropic resolution and brain 

extraction using FSL BET (Smith, ͲͰͰͲ),  yielded the anatomical space used for 

source reconstruction. A multiple spheres head model (Huang et al., ͱ) was 

used for source reconstruction via an LCMV beamformer. For each voxel 

location in the downsampled brain, the source orientation was found via an 

exhaustive search (see Chapter ͳ) yielding weights corresponding to the 

orientation with the highest SNR. Using these beamformer weights 𝒘 , the 

source power 𝑝 was estimated for each voxel using equation 3.31 

𝑝 = 𝜎ොଶ = 𝒘்𝑪𝒘,  

𝒘 contains the beamformer weights and 𝑪 is the covariance matrix generated 

from the band-limited data (band-pass filtered to the delta band; 1 − 4 𝐻𝑧). No 

regularisation was applied to minimise leakage and maximise the interference 

reduction properties of the beamformer. In order to prevent the possible 

confound introduced via weights normalisation (Luckhoo et al., ͲͰͱʹ), non-

normalised beamformer weights were used. We assumed that the depth bias 

particular to beamforming will be accounted for when producing statistical 

images from the different subject groups. All maps of delta-power were 

transformed into a common space using FSL FLIRT (Jenkinson and Smith, 

ͲͰͰͱ): each anatomical was aligned to the MNIͱ͵Ͳ template brain (Evans et al., 

ͲͰͱͲ), yielding the transformation matrices needed to align each functional map 

to the template. 
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 Metrics derived from source reconstructed delta power 

The delta power maps were used to assess the following points: 

I) Can we replicate the commonly reported delta power increase in our mTBI 

cohort? 

Using un-normalised power maps to prevent bias we looked at global delta 

power as the locus of injury can vary widely. This approach also aids in 

avoiding the multiple comparisons problem. Additionally, we mimicked 

Huang et al. (Huang et al., ͲͰͱʹ) by using a normative sample of healthy 

controls to calculate voxel-wise Z-scores and comparing the distribution of 

individual maximum Z-scores (𝑍௫). Mathematically, 

𝑍, =
𝑝, − 𝑝ప,ுതതതതതത

𝑠,ு

(5. 3) 

where 𝑍, and 𝑝, are the Z-score and power in voxel 𝑖 of subject 𝑗, 𝑝ప,ுതതതതതത is 

the mean power in voxel 𝑖  across the HC group, and 𝑠,ு   is the standard 

deviation of power values in voxel 𝑖  across the HC group. 𝑍௫   is the 

maximum value across all 𝑍, for a particular subject 𝑗, or 

𝑍௫, = max
୧

൫𝑍,൯ (5. 4) 

We assessed whether this approach can distinguish subjects with mTBI from 

the healthy controls used to generate the normative database. 

II) Are there voxels that consistently contain abnormal delta band signal? 

We generated T-statistic maps comparing mTBI/TC group means with the 

HC group. This was done by calculating a two-sample T statistic at each 

brain voxel 𝑖 in MNIͱ͵Ͳ space 
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𝑇 =
𝑝ప,ீതതതതത − 𝑝ప,ுതതതതതത

ඨ
𝑠,ீ

ଶ

𝑁ீ
+

𝑠,ு
ଶ

𝑁ு

(5. 5)
 

where 𝑝పഥ  are the mean power values in voxel 𝑖, 𝑠
ଶ are the variances in power 

across the group and subscripts 𝐺 and 𝐻𝐶 indicate the compared group and 

healthy control group respectively. 𝑁  are the respective sample sizes. A 

cluster-based permutation test was used to control for multiple 

comparisons. 

III) Is the measure of excess delta power specific to head trauma? 

We assessed whether global delta power / the maximum Z-score are 

sufficiently specific measures to classify orthopaedic trauma controls 

differently from the mTBI group when compared to the normative database. 

If excess delta power is a sign of mTBI, as suggested by the literature, we 

should expect orthopaedic trauma controls to present with normal delta 

power. 

IV) Is there a relationship between self-reported symptom severity and delta 

power? 

We calculated the Spearman correlation between mean global delta power 

and symptom severity as measured using the sum of scores in the 

Neurobehavioural Symptom Inventory (NSI) questionnaire. This was done 

with severity measured at baseline and also at 3 months to see whether delta 

power at baseline has prognostic utility. 

5.4.2 Results 

Figure ͵. shows the global mean delta power for the three groups. No 

significant difference between the mTBI and either control group was found 

when performing a Wilcoxon rank-sum test: for mTBI vs HC, 𝑍 = 1.16 (𝑝 =

0.25) ; for mTBI vs TC , 𝑍 = −1.79 (𝑝 = 0.074) . Interestingly, the TC group 

yielded the highest median delta power. However, no significant difference 
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between TC and HC was found after correction for multiple comparisons using 

the Benjamini-Hochberg procedure (Benjamini and Hochberg, ͱ͵) (Wilcoxon 

rank-sum test; 𝑍 = 2.35; 𝑝 = 0.019). 

 

Figure ͵.a and b respectively show the voxel-wise mappings of the T-statistic 

and corresponding voxels where 𝑝 < 0.05 for mTBI vs HC. Frontal and occipital 

lobes appear to contain most voxels with increased delta, with a cluster in the 

left hemisphere showing reduced delta in mTBI compared to healthy controls. 

Note that when correcting for multiple comparisons using a cluster permutation 

test, no significantly different clusters were identified. Figure ͵. c) and d) show 

the same statistics for mTBI vs TC. While cluster permutation testing yielded 

no significantly different clusters between groups, we observed an overall 

tendency of decreased delta power in mTBI compared to TC subjects. 

Figure .ͼ Global average delta power. Violin plots showing the mean delta 
power over all brain voxels for all three groups: mTBI, orthopaedic trauma 
controls (TC) and healthy controls. 
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The approach inspired by Huang et al. (ͲͰͱʹ) yielded the distributions of 

maximum Z-scores shown in Figure ͵.ͱͰ. When only considering mTBI and HC 

subjects and aiming for maximal sensitivity by using the highest 𝑍௫ for the 

HC group as a classification threshold (see dashed line in Figure ͵.ͱͰ), 20/28 

mTBI subjects—having a 𝑍௫ greater than the highest 𝑍௫ found in the HC 

Figure .ͽ T statistical maps comparing mTBI subjects with healthy controls 
(top row) and orthopaedic trauma controls (bottom row). a) T-statistic – mTBI 
vs HC. b) Uncorrected p value – mTBI vs HC. c) T-statistic – mTBI vs TC. d) 
Uncorrected p-value – mTBI vs TC. T-statistical maps and P-value maps are 
thresholded to only include voxels with 𝑝 < 0.05 . All maps are shown in 
radiological orientation (anatomical left on the right of the images). 
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group—are correctly classified. However, only one TC would correctly be 

identified as mTBI-negative, indicating a lack of specificity for this approach. 

 

We investigated whether there was a monotonic relationship between delta 

power and symptom severity. Scatter plots of symptom severity against global 

delta power for the mTBI and TC groups are shown in Figure ͵.ͱͱ. Using the 

severity measure recorded on the scanning day, combining the mTBI and TC 

groups yielded (𝑅 = −0.43; 𝑝 = 0.0080*); the mTBI group excluding TC yielded 

(𝑅 = −0.39; 𝑝 = 0.042*). For the ͳ month assessment, Spearman correlation for 

the combined groups yielded (𝑅 = −0.47; 𝑝 = 0.021* ). The mTBI group only 

yielded ( 𝑅 = −0.49; 𝑝 = 0.037* ). Not all subjects volunteered to provide 

symptom information three months post-injury leading to the reduced sample 

size. 

Figure .͵ʹ Maximum Z-scores for delta power. The group of healthy controls 
was used to generate maps of the voxel-wise mean and standard deviation for 
a normative sample, which were used to calculate individual Z-score maps for 
each subject. Maximum Z-scores were extracted from each subject and used to 
generate the violin plots. Solid black lines indicate the quartiles for each 
distribution. The horizontal dashed line indicates the maximum value found in 
the HC group—the classification threshold with zero false positives for the HC 
cohort.  
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5.4.3 Discussion 

With the study presented above, we aimed to investigate the utility of excess 

delta power measures in distinguishing subjects with mTBI from healthy 

individuals and orthopaedic trauma controls in the acute stage of injury. This 

addresses two of the methodological issues identified in several mTBI studies 

synthesized in Allen et al. (ͲͰͲͱ). 

Our measurements of global delta power showed no statistically significant 

group differences between the mTBI and either control group with TC subjects 

showing the highest average delta power overall. While this latter result is 

Figure .͵͵ Relationship between symptom severity (sum of neurobehavioural 
symptom inventory scores) and global mean delta power for mTBI subjects and 
orthopaedic trauma controls. The plot on the left was generated using 
symptom scores recorded on the day of scanning. Spearman correlation 
between severity and power for the combined group yielded (𝑅 = −0.43; 𝑝 =
0.0080*), the mTBI group excluding TC yielded (𝑅 = −0.39; 𝑝 = 0.042*). The 
right-hand plot shows a scatter plot using severity scores recorded ͷ months 
post-scan. Note that not all subjects volunteered to complete the ͷ-month 
assessment resulting in smaller sample sizes. Crosses indicate those subjects 
present in both plots. For the ͷ month assessment, Spearman correlation for 
the combined groups yielded (𝑅 = −0.47; 𝑝 = 0.021*). The mTBI group only 
yielded (𝑅 = −0.49; 𝑝 = 0.042*). 
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inconsistent with the expectation of increased delta power in mTBI, several 

factors might contribute to reduced sensitivity in this global measure. The 

mechanisms of injury and/or location of impact to the head vary widely, are 

seldom known precisely and the diffuse nature of injury to the brain following 

mTBI doesn’t enable predictions of specific regions of interest even if such 

knowledge was available. A global measure circumvents this issue while also 

avoiding the multiple comparisons problem resulting from the large number of 

voxels used. As can be seen in Figure ͵., group differences between mTBI and 

HCs are not significant in any particular region and inconsistent in sign across 

the brain, which means any localised abnormalities are likely to be averaged out 

by our global measure. 

The approach inspired by Huang et al. (ͲͰͱʹ) attempts to increase sensitivity by 

focusing on regions with maximal delta power, the rationale being that mTBI 

subjects should show strong peaks of delta activity in the most affected region. 

Our results mirror the findings of (Huang et al., ͲͰͱʹ) when using this metric, 

who equally used a normative database of healthy controls to produce Z-score 

maps which in turn enabled the extraction of peaks of a maximum Z-score from 

each individual. Huang et al. (ͲͰͱʹ) showed good separation between mTBI 

subjects at the chronic stage and healthy controls (~86%   positive detection 

rate). Our acute mTBI cohort could be distinguished from HC with reasonable 

sensitivity (~71% positive detection rate), however, this method resulted in all 

but one TC subject being classified as mTBI. We propose two speculative 

interpretations of this lack of specificity: 

Firstly, the hypothesis of excess delta power being a specific indicator for mTBI 

to MEG scans performed shortly after the injury might be unfounded given the 

dominance of research conducted in subacute or chronic mTBI populations. 

The similarity between our mTBI and TC groups could, therefore, indicate that 

excess delta power is indicative of an effect due to non-specific trauma, at least 

at the acute stage. 
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Secondly, the differences between data collected as part of the MEGAbIT study 

and the HC group could be due to a systematic error caused by methodological 

discrepancies at the acquisition stage. While we aimed to eliminate the known 

confound of age (Babiloni et al., ͲͰͰͶ; Hunt et al., ͲͰͱ) by following the 

optimal matching procedure described in section ͵.Ͳ.Ͳ, one potential source of 

artificially increased delta power in the MEGAbIT groups could be related to 

differences in head motion inside the scanner helmet. While MEGAbIT subjects 

were scanned in a sitting position, several HC subjects were recorded while 

supine, which may have reduced movement. Our posthoc assessment of subject 

motion (section ͵.Ͳ.Ͷ) was carried out to quantify the potential influence of 

head movement on the delta measure. Panel a) in Figure ͵.ͱͲ contains a violin 

plot of our motion metric obtained for each subject. Head motion was 

comparable for both groups scanned as part of the MEGAbIT study; a clear 

reduction in the motion metric can be seen in the HC group, however. Spearman 

correlation of the motion metric with the global delta power (Spearman R =

0.00;  p = 0.99) and maximum Z-score metrics (Spearman R = 0.26;  p = 0.03) 

revealed no statistically significant monotonic relationship after correcting for 

multiple correlations, however, a larger effect size was observed for the 

maximum Z-score. This suggests that the sensitivity of Z-score-based 

classification might have been lower than the calculated 0.71, had we used a 

sample of healthy subjects with more comparable head motion. The global delta 

power measure appears not to be affected by head motion. 
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When only considering data from our mTBI and TC groups, we would conclude 

that excess delta power does not differentiate mTBI from appropriately matched 

orthopaedic trauma controls. On the contrary, a reduction in delta power might 

Figure .͵Ͷ The effect of head motion on delta power. a) Variance of the 
displacement time courses filtered to the delta band and averaged over the 
three head localisation coils. Note the logarithmic scale. The amount of 
motion present in the mTBI and TC groups was comparable, whilst being 
significantly larger than for the HC cohort. A potential explanation for this 
could be the supine positioning of subjects used for the majority of HC 
subjects while volunteers for the MEGAbIT study were sitting upright during 
the recording. b) Scatter plots of the motion variance against the global delta 
power metric (top) and the maximum Z-score (bottom). Spearman correlation 
of the motion metric vs Mean global delta power yielded (𝑆𝑝𝑒𝑎𝑟𝑚𝑎𝑛 𝑅 =
0.00;  𝑝 = 0.99 ); correlation with the maximum Z-score yielded 
(𝑆𝑝𝑒𝑎𝑟𝑚𝑎𝑛 𝑅 = 0.26;  𝑝 = 0.03). 
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be more indicative of mTBI compared to TC. While we did not measure 

statistically significant differences between mTBI and TC, a significant negative 

association between symptom severity and delta power was found for the 

combined mTBI and TC groups as well as for the mTBI group only. A similar 

trend was found when assessing the symptom severity ͳ months post-injury. 

This surprising result contradicts our expectation (based on data 

overwhelmingly collected at the chronic stage) that excess delta power is related 

to more severe symptoms. Longitudinal studies which would assess any changes 

in symptomology and MEG signal throughout recovery would be needed to 

establish whether individuals maintaining abnormal delta are indeed more 

likely to experience symptoms. Especially for studies where scans are performed 

in the acute stage, subject retention for longitudinal data points is crucial. A 

larger sample of mTBI subjects would therefore be advantageous, as up to half 

of all patients may experience long-term symptoms (McInnes et al., ͲͰͱͷ; 

Nelson et al., ͲͰͱ). 

Another important limitation that will need to be addressed in future work is 

the small sample size in the TC group, especially given the methodological 

discrepancies between the HC group and our sample of mTBI subjects. Subject 

positioning may have influenced the amount of head motion present in the 

different groups. Additionally, the use of historical data for a normative dataset 

was not conducive to screening participants for the same exclusion criteria. The 

HC group, although classed as healthy at the time of the scan, was not screened 

for a history of brain trauma, for example. 

5.4.4 Conclusion 

Excess delta power has been reported in a substantial number of studies 

investigating mTBI using MEG, however, the heterogeneity of methods, patient 

cohorts, and control groups described in the literature does not allow for 

definitive statements about the efficacy of this measure as a biomarker for mTBI. 

In this study, we measured source-reconstructed delta power in a group of 
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subjects with mTBI in the acute stage of injury. Excess delta appeared to 

differentiate mTBI from healthy controls, however, similarly increased delta 

activity was observed in a group of subjects suffering from orthopaedic trauma. 

Additionally, delta power was shown to be inversely related to symptom 

severity, counter to our prior expectations. Limited by the small number of 

orthopaedic trauma controls, mTBI could not be distinguished from non-head 

trauma via excess delta power.



 

ͱ͵ 

Chapter 6 NOVEL TASK PARADIGMS USING OPM-MEG 

The experimental results presented so far in this thesis have added to a 

catalogue of findings that demonstrate the ability of MEG to detect 

abnormalities in brain function after mTBI. However, to fully understand the 

variation an injured brain undergoes, we need to develop an understanding of 

the changes in MEG signal over time (i.e. longitudinal measures). In addition, 

populations at high risk of mTBI, such as athletes, may benefit from baseline 

assessments which can be used to reveal post-injury abnormalities and track 

recovery. There also appears to be a need to investigate naturalistic paradigms 

which can be tailored to induce activity in symptom-relevant brain networks 

and consequently are likely to be more sensitive biomarkers than the resting 

state scans used to date. The introduction of OPMs for MEG makes naturalistic 

scanning possible. Moreover, the cryogen-free nature of OPMMEG may offer a 

means for simpler, cheaper and more accessible scanners to be deployed for 

longitudinal studies. However, before they can be used for this purpose, we need 

to quantify the reliability of OPM-based measures of brain activity. In this final 

experimental chapter, we introduce a novel naturalistic task paradigm which 

showcases the flexibility of OPM-MEG and induces motor activity shown to be 

abnormal in subjects with mTBI in Chapter ʹ (albeit using a task which was not 

optimised to assess motor function). We estimate a series of common MEG 

measures and combine neural fingerprinting and the Bland-Altman method to 

quantify the reliability of both activity and connectivity derived from OPM-

MEG data. These initial findings—presently limited to a small sample of healthy 

controls—demonstrate the utility of OPM-MEG and pave the way for this 

technology to be deployed on patients with mTBI.
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 INTRODUCTION 

As discussed in previous chapters, MEG has shown great promise in the study 

of mild traumatic brain injury. However, the introduction of MEG-based 

assessments of mTBI to the clinic cannot yet be justified. In particular, within-

subject, longitudinal changes in the MEG signal have been largely unexplored 

with (the previous chapter’s study notwithstanding) most studies concentrating 

on chronic cases, sometimes scanned many months, or even years, post-injury. 

It is therefore not clear how observed abnormalities evolve over time. 

Additionally, the vast majority of studies only collect resting-state data. This 

means that the networks affected by mTBI may not be specifically probed. For 

example, a balance task would be ideal to investigate vestibular deficits. The use 

of MEG to probe the formation and dissolution of networks supporting affected 

function, especially in a naturalistic way, would offer a significant step forward. 

While head injuries are prevalent in the wider population, recent media 

attention (e.g. (Reuters, ͲͰͲͱ, ͲͰͲͰ)) has rightly been given to athletes who are 

at high risk of concussive blows to the head (e.g. Rugby/Football/American 

Football players). Consequently, these groups are important stakeholders for 

mTBI research. Those with an elevated risk of a head injury may offer a unique 

opportunity for longitudinal studies to contrast baseline neural activity (i.e. 

before a season) with post-injury signals, or to explore the cumulative effects of 

exposure to subconcussive blows which may also have a long-term impact on 

brain health (Choe, ͲͰͱͶ; Davenport et al., ͲͰͱͶ). Additionally, MEG could be 

used to longitudinally track recovery to establish objective criteria for return-

to-play, replacing or supplementing current tools such as the SCAT battery of 

tests (Echemendia et al., ͲͰͱͷ). Such neuropsychological tests may be more 

vulnerable to subjective administration and learning effects—as well as 

purposeful underperformance at baseline in the case of professional athletes 

(Bailey et al., ͲͰͰͶ; Echemendia and Julian, ͲͰͰͱ)—than more objective 

imaging-based assessments. 
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Unfortunately, a major drawback of conventional MEG is the prevalence (and 

cost) of available scanners, which are mostly located in universities. This may 

complicate the logistics of performing a large number of baseline scans and 

makes pitch-side assessments impossible. 

Recent advances in the manufacturing of OPMs have removed the need for 

cryogenic cooling to perform MEG. Moreover, the small form factor of OPM has 

enabled wearable MEG with sensors being mounted closer to the scalp, hence 

achieving increases in signal to noise ratio and spatial resolution (Boto et al., 

ͲͰͱͶ; Iivanainen et al., ͲͰͱͷ), and allowing for more naturalistic task paradigms 

without restricting head movements. The customisability of OPM-MEG avoids 

the one-size-fits-all nature of conventional MEG, meaning uniform coverage is 

easy to achieve. OPM-MEG is also (at the time of writing) less costly than 

conventional MEG. All these factors point to the study of mTBI becoming more 

feasible. 

Indeed, in the longer term, a “MEG-scanner-in-a-van” system positioned near 

sports grounds may even become possible. 

As shown in Chapter ʹ, mTBI may manifest in motor network abnormalities 

measurable by MEG. However, one major limitation of the task used was that 

the paradigm was not optimised to assess motor function (Rier et al., ͲͰͲͱ). The 

short trial duration, for example, may not be suitable to assess the entire range 

of motor responses. Among the most commonly observed neurophysiological 

effects in the motor cortex are the movement-related beta desynchronization 

(MRBD)—a decrease of power relative to intrinsic beta-band activity—and the 

post-movement beta rebound (PMBR)—a relative increase occurring after 

movement cessation—which then returns to baseline levels and is most 

prominently localised in the motor and sensory areas around the central sulcus 

(for reviews see (Cheyne, ͲͰͱͳ; Kilavik et al., ͲͰͱͳ)). Another effect observed is 

altered functional connectivity in the bilateral sensorimotor network, 
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coinciding with the PMBR (O’Neill et al., ͲͰͱͷ; Tewarie et al., ͲͰͱ). Recent 

work has shown that PMBR can be relatively long-lasting compared to the trial 

lengths used in Chapter ʹ  (Fry et al., ͲͰͱͶ; Pakenham et al., ͲͰͲͰ), which should 

be taken into consideration when designing motor-specific tasks. 

To induce these motor-related effects and to tailor our paradigm to domains 

potentially affected in mTBI, we aimed to design a challenging motor task which 

would also require a level of cognitive effort and attention. We took inspiration 

from The Trail Making Test (TMT), a common neuropsychological test, which 

requires subjects to trace a path connecting a series of numbers or alternating 

numbers and letters on a page in sequence and as quickly as possible (Bowie 

and Harvey, ͲͰͰͶ). Instead of performing repeats of the TMT, which may be 

subject to learning effects, our volunteers were required to solve a series of 

randomly generated mazes in the shortest time possible. This task is, therefore, 

close to the TMT sometimes used in mTBI assessment. However, it requires a 

degree of subject movement that would preclude the use of conventional MEG. 

We, therefore, utilised our wearable MEG system based on optically pumped 

magnetometers (OPMs). 

Although OPM-MEG has shown great promise, wearable MEG brings with it 

several challenges. While the sensor positions are fixed relative to the head to 

allow for source reconstruction, movement of the sensor array through any 

magnetic field or field gradients present inside the magnetically shielded room 

can induce artefacts in the signal or even prevent sensors from operating if their 

dynamic range is exceeded. 

While recent (and ongoing) work on active and passive shielding has been 

instrumental in addressing this issue, the sensitivity of OPM-MEG to individual 

differences in the MEG signal and the stability and repeatability of OPM-MEG 

based measures of neural activity need to be assessed. This is especially 

important for longitudinally acquired data—to track recovery for example—
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where any observed differences due to plasticity in recovery would need to be 

contrasted with the natural within-subject variability between scans. 

6.1.1 Summary of Aims 

We aimed to use our task paradigm, inspired by the Trail Making Test, to 

challenge subjects in the domains of visuomotor control, attention and 

concentration while allowing free movement of the head via wearable OPM-

MEG. We expected to observe common brain responses to motor tasks such as 

the MRBD and PMBR (localised to the sensorimotor areas) and the formation 

of a motor network revealed via amplitude envelope correlation. To evaluate the 

feasibility of using OPM-MEG (and our novel task) for longitudinal assessment, 

we aimed to assess the reliability and test-retest agreement of each functional 

measure. 

 METHODS 

We performed a repeatability study by scanning Ͷ individuals (all right-handed, 

Ͳ Female) twice (on consecutive days). In order to exploit the flexibility of OPM-

MEG, we devised the maze task which required participants to freely move their 

arm and allowed them to direct their gaze without any restriction of head 

motion. 

6.2.1 System Setup and Data Acquisition 

The OPM-MEG array used for this study was previously described in (Hill et al., 

ͲͰͲͰ) and followed the principles laid out in Chapter Ͳ. A rigid, additively 

manufactured helmet containing ͱͰͰ possible sensor slots was used to hold 37 

2ௗ-generation OPM sensors (QuSpin Inc. Colorado, USA). These included 33 

dual-axis and 4 triaxial sensors giving a total of 78 channels. The entire setup is 

shown schematically in Figure Ͷ.ͱ. 
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Sensors were preferentially placed in regions near the bilateral motor cortices, 

parietal and occipital regions with approximately uniform spacing between 

sensors (see Figure Ͷ.ʹ for an example of sensor coverage). 

Sensors were connected to the control electronics via cables fixed onto a 

backpack worn by the subjects. The first 60 𝑐𝑚  of cable connected to each 

sensor consisted of a lightweight flex cable to reduce helmet weight. 

As was introduced in Chapter Ͳ, several means of interference reduction can be 

combined to ensure a high-quality signal and to keep background fields within 

the limited operating range of the OPM sensors: Firstly, the sensor array is 

housed in a magnetically shielded room (MSR) consisting of ʹ layers of mu-

metal and a single layer of copper (MuRoom, Magnetic Shields Limited, Kent, 

UK). The mu-metal layers are equipped with degaussing coils (Altarev et al., 

ͲͰͱ͵). A sinusoidal current with exponentially decaying amplitude is applied to 

Figure ͺ.͵ Schematic of the OPM-MEG system at the University of Nottingham 
(Repeated from Chapter Ͷ). 
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the degaussing coils which periodically magnetises and demagnetises the inner 

mu-metal layers of the MSR until a pre-defined but small magnetisation is 

achieved. This reduces the magnetic field at the centre of the MSR to ~2-5 𝑛𝑇. 

Additionally, the magnetic field around the helmet was controlled using a set of 

biplanar field nulling coils ((Holmes et al., ͲͰͱ), Cerca Magnetics Limited, 

Kent, UK) wound on 1.6𝑚ଶ square planes (1.5𝑚 separation) as shown in Figure 

Ͷ.ͱ. This system of coils contains  individual elements capable of generating 

the three uniform field components and ͵ independent linear gradients. Using 

a reference array consisting of 2 pairs of first generation OPM sensors placed on 

either side of the seated participant’s head (see reference sensors in Figure Ͷ.ͱ), 

the background field components and first-order field gradients (in 𝑥) across 

the participant’s head are sampled and currents are applied to the nulling coils 

to cancel these background fields. 

Once subjects were equipped with the sensor helmet and pointer (see Figure 

Ͷ.ͳa), the MSR was degaussed and the remaining background fields and 

gradients were cancelled as described above. OPM sensors were then initialised: 

the field nulling coils internal to the sensors were energised to cancel any 

remaining field and bring the magnetometers into the zero-field regime. 

Subsequently, a calibration step was performed to produce a sensitivity 

of 2.7 𝑉(𝑛𝑇)ିଵ. All sensor and trigger channels were sampled at 1200 𝐻𝑧 by a 

DAQ which was connected to a computer used for data storage. 

Before beginning the experiment, subjects were given a chance to familiarise 

themselves with the task, including several practice trials, to minimise any 

learning effects between runs. 

6.2.2 Task: Trail Making Paradigm 

A set of mazes was pseudo-randomly generated (e.g. Figure Ͷ.Ͳ). Briefly, the 

procedure for this is as follows: 
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The screen was divided into a grid of 11×11 cells. Starting from the cell in the 

top left corner, one of its unvisited neighbours is chosen at random and added 

to the stack9 S which keeps track of the steps taken on the current path. Once 

the current path reaches a “dead end” where no unvisited neighbours are 

available, we “backtrack” by sequentially removing elements from the stack 

until we find a cell with available neighbours or return to the starting cell. 

Removing the starting cell, the final element from the stack (step ʹ), indicates 

that a complete maze was generated and halts the loop (step ͳ). Note that mazes 

generated using recursive backtracking contain no cycles and hence only one 

simple path between each pair of cells. 

 

  

                                                 
9 In computing, a stack is an abstract data structure. Elements can be added to the top of the 
stack using the “push” operation. At each point, only the top-most element can be accessed and 
removed from the stack using the “pop” operation. 

Figure ͺ.Ͷ Example maze used during the trail making task. 
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A more formal description of the algorithm is given below. 

Maze generation: “Recursive Backtracker” Algorithm 

ͱ : Generate a square grid of cells separated by walls 

Ͳ : 
Push a cell to stack (S) and mark it as visited (the top-left cell was 

chosen here) 

ͳ : While S not empty do: 

ʹ :  Pop cell from S; current_cell ← cell 

͵ :  If current_cell has any unvisited_neighbour then: 

Ͷ :   Push current_cell to S 

ͷ :   next_cell ← Randomly select one unvisited_neighbour 

 :   Remove wall between current_cell and next_cell 

 :   Push next_cell to S and mark it as visited 

   

The series of generated mazes were displayed on the back-projection screen and 

volunteers were asked to solve each maze as quickly as possible by pointing at 

the screen with a pointer and tracing the path from the upper-left corner (red 

tile) to the lower right corner (green tile) by moving their hand. 

After 11𝑠  of maze traversal, in which the maze may or may not have been 

completed, subjects were instructed to place their pointing hand on their lap 

and rest while gazing at a fixation point at the centre of the projected image. 

Trials lasted for a total of 22𝑠. A new maze would then be shown and the next 

trial would start once a subject pointed to the red starting tile. Each run of the 

experiment consisted of 40 trials, with the same sequence of pseudo-random 

mazes. 

 Subject interaction with the paradigm 

The interactive element of the task required a real-time estimation of where the 

participant was pointing and a means of ensuring that each maze was solved 



CHAPTER 6 | NOVEL TASK PARADIGMS USING OPM-MEG 

6.2 METHODS 

ͱʹ 

correctly. To achieve this, subjects were given a pointer—a small rigid body 

holding ͵ asymmetrically arranged infrared reflectors (see Figure Ͷ.ͳa). The 

pointer was tracked using six Flex ͱͳ infrared, motion-tracking cameras 

(OptiTrack, NaturalPoint Inc., Corvallis, Oregon, U.S.A.) positioned around the 

subject. The motion tracking cameras were calibrated and controlled using the 

NaturalPoint Motive software platform. The NaturalPoint NatNet SDK software 

was used to allow sampling and recording of motion data via MATLAB. The 

fixed and asymmetric nature of the pointer facilitated unambiguous tracking of 

its location and orientation. 

As shown in Figure Ͷ.ͳb, knowledge of the position and orientation of the 

pointer could be used to construct a ray in the pointing direction relative to the 

room coordinates. To estimate the point of intersection of this ray with the 

screen, we estimated the position and extent of the projected image by placing 

a reflective marker in the lower-left corner and by measuring the width and 

height of the image. The coordinate position of the reflector was sampled during 

the initialisation of the experiment. The orientation of the screen plane was 

assumed to be parallel to the 𝑥𝑧-plane (Figure Ͷ.ͳb), which was defined during 

the calibration of the motion tracking cameras. 

Once the intersection of the pointing ray and the screen plane was estimated, 

two circular dots were overlaid on the maze image to provide feedback to the 

participant. A red dot henceforth termed the tracer, and a white dot termed the 

cursor. The cursor dot was used to display the current pointing position on the 

screen (similar to a LASER pointer) and vanished if the subject was pointing to 

a location off-screen. The tracer was initialised in the starting location of the 

maze (red tile; Figure Ͷ.Ͳ) and was restricted to locations between the maze 

walls. The goal of the task was to use the cursor to “collect” the tracer from the 

starting position and to “drag” the tracer through the maze into the green target 

tile to complete the maze. While the cursor was allowed to cross walls, doing so 

would leave the tracer on the maze path requiring the participant to return to 
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the tracer. This ensured that subjects used controlled movements and 

accurately traced the maze path. Completion of the maze was defined as the 

moment in which the tracer entered the green target tile. 

 

Figure ͺ.ͷ Subject interaction with the paradigm. a) Subject pictured wearing 
the OPM-MEG array during the active part of the task. A maze projected on the 
back projection screen is shown. The subject is steering a virtual cursor through 
the maze using the pointer shown in the box on the right. The pointer is a small 
rigid body with 5  asymmetrically arranged infrared reflectors which were 
detected using an OptiTrack motion capture system. b) Schematic of the system 
geometry used to determine the pointing direction of the subject’s hand. The 
room coordinates are defined during the calibration of the OptiTrack cameras. 
Using this coordinate system, the position of the screen was determined by 
placing a reflective marker in the lower left corner of the projected image and 
by measuring its extent using a ruler. The plane of the projection screen was 
defined to be parallel to the 𝑥𝑧-plane. By sampling the position and orientation 
of the rigid body a ray could be traced from the pointer onto the plane of the 
projection screen. The virtual cursor (white dot) controlled by the subject was 
displayed at the intersection of this ray and the projected image. 
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 Behavioural measures 

We extracted two behavioural measures to assess task performance and the 

likelihood of behavioural differences or a learning effect between runs:  

 Time to completion: Mean time from starting the maze—when the 

cursor dot enters the red starting tile (see Figure Ͷ.Ͳ or Figure Ͷ.ͳb)—to 

reaching the green target tile averaged over trials completed in less 

than 𝟏𝟏𝒔. 

 Completed Trials: Percentage of trials completed within a maximum 

of 𝟏𝟏𝒔. 

6.2.3 Coregistration 

To enable source localisation, an optical coregistration procedure (Zetter et al., 

ͲͰͱ) shown in Figure Ͷ.ʹ was used to estimate the position of the sensor array 

relative to subject anatomy: 

A Tͱ weighted anatomical MRI (ͱmm isotropic resolution) was available for each 

subject and scalp meshes were extracted using SPMͱͲ as part of FieldTrip 

(Oostenveld et al., ͲͰͱͱ). The positions and orientations of sensors relative to 

the helmet were known a-priori from the computer-aided design (CAD) file of 

the helmet. Alignment of the ͳD helmet model and the scalp mesh required two 

optical scans performed using a ͳ-dimensional optical imaging system 

(Structure IO camera—Occipital Inc., San Francisco, CA, USA) in conjunction 

with the SKANECT software (see Figure Ͷ.ʹ): one digitisation of the subject’s 

face while wearing the sensor array and one of the subject’s head and face 

without the helmet. 

After each recording and before the digitisation, subjects were asked to stick 

coloured, adhesive markers to facial landmarks (nose, cheekbones) to aid the 

optical coregistration procedure. Using MeshLab, the mesh of the subject's head 

was aligned to the scalp mesh by selecting at least 4 landmarks such as the tip 
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of the nose, the corners of the eyes and the centre of the brow. The point cloud 

containing the participant's face and helmet was aligned to the head-only point 

cloud using prominent facial features and the coloured adhesive markers. 

Finally, the CAD model of the helmet was aligned with the point cloud of the 

subject wearing the helmet, yielding a transformation matrix which aligns the 

helmet with the anatomical structures. This transformation matrix was then 

applied to the sensor locations—which were known from the ͳD helmet 

model—yielding sensor locations in the coordinate system of the anatomical. 
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6.2.4 Preprocessing 

Before data inspection, a notch filter (second-order IIR filter at  50 𝐻𝑧 ) was 

applied to reduce mains interference. For inspection, data were filtered using a 

1-150 𝐻𝑧 bandpass filter and divided into epochs lasting 22 𝑠 and beginning 5 𝑠 

Figure ͺ. Coregistration procedure. Computer aided design (CAD) of the 
sensor helmet provides us with accurate knowledge of the relative positions and 
orientations of the sensors. To achieve full coregistration with the subject, we 
perform two ͷD digitisations of the subject’s head—one while wearing the 
sensor array and one while wearing a swimming cap to flatten any hair as much 
as possible. The head-only scan is aligned with the scalp surface extracted from 
the anatomical MRI and facial features are used to align the scan containing 
the helmet and participant’s face. Aligning the CAD model with this latter 
digitisation yields coregistration between the subject anatomy and the sensor 
locations as shown in the image in the bottom right. Red dots depict sensor 
positions and yellow arrows indicate all sensitive axes of each sensor: one radial 
to the scalp surface for each sensor and an additional one or two tangential 
directions for dual and triaxial sensors respectively. 
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before maze completion. All epochs were inspected and any noisy channels or 

trials containing artefacts were identified. Channels containing excessive noise 

or showing signs of malfunction were removed and excluded from subsequent 

analyses. The remaining channels were subject to homogeneous field correction 

(Hill et al., ͲͰͲͲ; Tierney et al., ͲͰͲͱ), further reducing interference. To avoid 

edge artefacts due to filtering, data were filtered to the bands of interest before 

unwanted trials were removed. For time-frequency analyses, the field corrected 

data were filtered between 1 and 150 𝐻𝑧; for source-localisation of the MRBD 

and to estimate our functional connectivity measure, data were filtered to the 

beta band (13-30 𝐻𝑧). Each time a 4௧-order Butterworth filter was used. 

6.2.5 Analysis 

After pre-processing and data cleaning, we constructed a series of common 

measures of brain activity to assess whether the expected beta band responses 

would be induced by our paradigm. First, TFS analysis of the sensor-level data 

was conducted to visualise whether movement-related desynchronization and 

a post-movement rebound could be observed in the vicinity of the left motor 

cortex: 

Mean-field corrected data were band-pass filtered to 26, narrow, overlapping 

frequency bands between 1 and 120𝐻𝑧. The amplitude envelope for each band 

was constructed by calculating the absolute value of the analytic signal, which 

was calculated by applying the Hilbert transform. These envelopes were 

averaged over trials and normalised relative to a baseline period (7-12 𝑠 after 

maze completion at 0 𝑠). 

 Source Reconstruction 

A scalar beamformer (see Chapter ͳ, (Robinson and Vrba, ͱ)) was used to 

generate source-space maps of activation and signals for subsequent analyses. 

To generate the source model, the brain was extracted from the anatomical 
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MRIs using FieldTrip (Oostenveld et al., ͲͰͱͱ) and downsampled to voxels 

of 4𝑚𝑚 isotropic resolution. A single sphere model (Sarvas, ͱͷ) was used to 

calculate the lead fields (see Chapter ͳ) for each voxel. Source orientations at 

each voxel position were estimated by calculating lead fields for two orthogonal 

directions in a plane tangential to the head-surface before determining the 

optimal source orientation using a singular value decomposition approach (see 

Chapter ͳ, section ͳ.Ͳ.ͱ.ͱ.Ͳ, (Sekihara et al., ͲͰͰʹ)). To estimate source maps of 

task-induced activity, data were filtered to the beta band (13-30 𝐻𝑧), and ‘bad’ 

trials removed. Clean, filtered data were concatenated and covariance matrices 

were calculated to generate the beamformer weights after applying Tikhonov 

regularisation with 5% of the maximum singular value of the covariance matrix 

(Chapter ͳ, (Brookes et al., ͲͰͰ)). Using an active window set during maze 

traversal (𝑡 =  −5-0 𝑠 ) and a control window during the resting period (𝑡 =

7-12 𝑠 ) a pseudo-T-statistical ( Ŧ ) image was generated to show regions 

exhibiting MRBD with negative Ŧ-values. 

To allow for the estimation of a group average, facilitate comparisons between 

subjects and perform further analyses, source maps were aligned to a common 

space—the MNIͱ͵Ͳ template anatomy (Evans et al., ͲͰͱͲ)—using the FLIRT tool 

as part of the FSL suite (Jenkinson et al., ͲͰͰͲ; Jenkinson and Smith, ͲͰͰͱ). 

Using broad-band (1-150 𝐻𝑧) data, virtual electrodes were constructed at the 

peak MRBD location found in the group average, transformed to each subject’s 

anatomy and run to estimate a trial averaged TFS using the same methods as 

described for the sensor-level analysis above. The envelope of the beta-band 

signal derived from the TFS analysis was used for subsequent analyses to assess 

repeatability. 

 Functional Connectivity 

As previously described in Chapter ʹ  and Chapter ͵ , functional connectivity was 

estimated using 78  source locations defined by the AAL Atlas (Gong et al., 
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ͲͰͰ; Tzourio-Mazoyer et al., ͲͰͰͲ). The extracted brains from each MRI were 

coregistered to a template brain—again using FLIRT—and the inverse 

transformation of this alignment was used to determine coordinates of the atlas 

region centroids at the corresponding locations in each subject’s brain. To 

estimate beta-band amplitude envelope correlation, data filtered to 13-30 𝐻𝑧, 

and the whole duration of concatenated clean trials, were used to estimate the 

covariance matrix. As described in section ͳ.ͳ, virtual electrodes were 

constructed at the atlas locations, Hilbert envelopes were estimated and 

pairwise leakage correction was applied (see Chapter ͳ, section ͳ.ͳ.Ͳ (Brookes 

et al., ͲͰͱͲ)). The corrected time courses were down-sampled to a sampling rate 

of 5𝐻𝑧 and used to calculate the Pearson correlation coefficient between each 

seed and test envelope. 

 Note on Reproducibility measures 

Showing that a choice of paradigm or instrumentation is suitable for future 

application in within-subject diagnostic MEG scans requires information 

regarding the reproducibility of MEG-derived brain measures. Here, two key 

concepts can be defined: Reliability—the sensitivity of a method to between-

subject differences—and Agreement—the numerical similarity between 

repeated measures (Haghayegh et al., ͲͰͲͰ). 

While between-subject variability has been seen as a nuisance in the past (and 

indeed it is treated as such in the previous chapters of this thesis), more recent 

work on neural fingerprinting has shown that interindividual differences in 

brain activity, especially functional connectomes in MEG (Sareen et al., ͲͰͲͱ) 

and fMRI (Amico and Goñi, ͲͰͱ; Finn et al., ͲͰͱ͵), can be used to reliably 

identify subjects based on their patterns of activation and may also be related to 

behavioural differences (Finn et al., ͲͰͱ͵). We used a fingerprinting measure to 

assess this ability to differentiate subjects despite noise and measurement errors 

to characterise the intrasubject reliability of OPM scans. 



CHAPTER 6 | NOVEL TASK PARADIGMS USING OPM-MEG 

6.2 METHODS 

ͲͰͲ 

Image consistency for source-localised activity has previously been assessed 

using Pearson correlation between repeated measures of the same subject for 

OPM-MEG, and SQUID MEG systems (Hill et al., ͲͰͲͰ). Similarly, correlations 

between the MEG signals acquired using OPMs at two different sites (in the 

same subject) have been reported (Hill et al., ͲͰͲͲ). Likewise, the consistency 

of reconstructed functional connectivity matrices was assessed using correlation 

coefficients (Boto et al., ͲͰͲͱ). While these results indicate a degree of linearity 

between the shapes of activation patterns, time courses or connectivity matrices 

from repeated measures, they fall short of characterising agreement. The 

correlation coefficient only measures the strength of the linear relationship and 

is scale-independent (i.e. the slope of the line of best fit is irrelevant). In the case 

of separate but related quantities, a significant correlation may indicate a 

relationship of interest. For repeated measures of the same quantity, however, 

it would be surprising if there was no relationship to be found. Additionally, 

highly correlated repeated measures, which are of different orders of magnitude, 

for example, do not agree; a fact obscured by the correlation coefficient. 

These misconceptions were collated by Bland and Altman (ͱͶ), who described 

a simple method of measuring agreement using a plot of the difference between 

measurements against their average. Here, we used these ‘Bland-Altman’ plots 

to numerically estimate the agreement between repeated measures of brain 

activity and give limits of agreement which may be used in future works to 

generate hypotheses or estimate necessary sample sizes to reliably measure 

effects between patient and control populations. 

 Fingerprinting 

To assess whether our OPM-MEG array was sensitive to repeatable, 

interindividual differences in brain activity, we performed spatial, 

spectrotemporal, and connectivity-based neural fingerprinting analyses as 

illustrated in Figure Ͷ.͵. The chosen imaging measure was vectorised, e.g. the 

pseudo-T statistics measured at each voxel (in MNI ͱ͵Ͳ space) were rearranged 
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into a 1𝐷 vector for each subject and run; for connectivity matrices, the upper 

triangle of the symmetric matrix was used. The first runs were used as a 

“matching database”; each second run was compared to each vector in the 

matching database and Pearson correlation coefficients were calculated to 

populate the identifiability matrix—a 6×6, asymmetric matrix. For each row, 

the value on the diagonal of this matrix gives the within-subject correlation, 

while off-diagonal values are between-subject correlations of each run in the 

matching database with the other subject’s second runs. A successful fingerprint 

means row maxima are found on the diagonal. 

 

Figure ͺ. Fingerprinting analysis. The imaging measure of choice is vectorised 
for both runs in each subject. For the source maps of induced activity, this 
includes coregistration with a template brain and extraction of relevant values 
using a cortical mask (union of AAL atlas regions) which are flattened into a 
vector. For the symmetric connectivity matrices, only unique edge strengths 
(upper or lower triangle of the matrix) are extracted and flattened. The Pearson 
correlation coefficients between the first and second runs are calculated for all 
pairs of subjects yielding the identifiability matrix. Values on the diagonal 
contain the within subject, scan-rescan correlations. Off-diagonal elements 
contain correlations between subjects. Note that this matrix will not be 
symmetric. For an ideal fingerprint measure, row maxima should lie on the 
diagonal, meaning all subjects can be correctly identified from the second scan 
based on their first scan. 
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 Bland-Altman Analysis 

We estimated repeatability measures based on the Bland-Altman plot (Martin 

Bland and Altman, ͱͶ), which consists of a scatter plot of the differences 

between pairs of measurements against their means (see Figure Ͷ.Ͷc for an 

example). Bland-Altman plots were used to better visualise the agreement 

between runs of the experiment. Additionally, two measures were extracted to 

give a numerical estimate of the agreement between measures: The bias, which 

we define as the mean of differences between paired measurements (Blue line 

in Figure Ͷ.Ͷc), and the range, which is 1.96 times the standard deviation of the 

differences10  (absolute difference between the black horizontal lines and the 

blue line in Figure Ͷ.Ͷc). Bland and Altman refer to the ‘limits of agreement’ 

(bias ± range)—the confidence interval of the differences—or the confidence 

interval (CI) within which 95% of differences lie. A bias close to zero is desirable 

as it indicates that the overall magnitude of the measurement is stable between 

experiments on average; a small range (relative to the magnitude of the 

measurement of interest) is desirable as it gives an estimate of the smallest true 

change that can be reliably measured. 

                                                 
10 This stems from the fact that 95%  of the area under the standard normal distribution 
corresponds to the area between −1.96𝜎 and 1.96𝜎 (the 95% confidence interval), where 𝜎 is 
the standard deviation.  
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Figure ͺ.ͺ Repeatability analysis using Pearson Correlation and Bland-Altman 
analysis. a) Example of MRBD source maps from two separate scans of a single 
subject. b) Scatter plot of the vectorised MRBD maps shown in panel a. The red 
line shows the line of equality between both measures (not a linear fit!). The 
Pearson correlation coefficient of this example is 0.84. c) Bland-Altman plot of 
the vectorised source maps shown in a. The blue horizontal line shows the 
mean of differences between runs or bias (here, bias = −0.022 ). The black 
horizontal lines indicate the 95% confidence interval (95% 𝐶𝐼) of differences, 
or ±1.96  standard deviations which we will call range of differences (here, 
range = 0.03). 



CHAPTER 6 | NOVEL TASK PARADIGMS USING OPM-MEG 

6.3 RESULTS 

ͲͰͶ 

 RESULTS 

6.3.1 Outline of MEG Measures 

The main MEG results presented here will focus on three main aspects:  

 A ‘sanity check’, qualitative examination of group averages to show 

whether the novel task paradigm would elicit expected patterns of activity 

(MRBD, PMBR, connectivity in the motor network) 

 Neural fingerprinting matrices 

 Bland-Altman plots to show repeatability between runs and estimates of 

bias and range—as defined in Ͷ.Ͳ.͵.ͳ—for within-subject repeats. 

We will cover each of these aspects for three common measures of brain activity: 

Source maps of task-induced beta desynchronization, the spectrotemporal 

evolution of neural oscillations with a focus on the beta band, and beta band 

functional connectivity measured using amplitude envelope correlation. 

6.3.2 Data availability and Behavioural Results 

After data cleaning, an average of 7 ± 2  channels and 1 ± 2  trials ( mean ±

std. deviation) were excluded from MEG signal analysis. Task performance was 

good with all subjects completing a majority of trials within the given time as 

shown in Figure Ͷ.ͷ. Maze completion time and the proportion of completed 

trials did not vary significantly between runs. The average difference between 

runs was 0.2 ± 0.2 𝑠 for completion time, and −4.5 ± 3.8% for the proportion of 

completed trials (mean ± std. error). 
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6.3.3 Sensor-level TFS and MRBD source maps 

Figure Ͷ.a shows a TFS averaged over subjects for each run for a single sensor 

located approximately over the left motor regions (see Figure Ͷ.b for an 

example of sensor coverage including the sensor for which the TFS plots were 

generated. As expected, both plots show a reduction in beta-band power in the 

final 5𝑠  of the active portion of the trial, with a rebound following maze 

completion at 0𝑠. Figure Ͷ.c shows a pseudo-T statistical image (in MNIͱ͵Ͳ 

space) averaged over all twelve recordings. As expected, beta-desynchronization 

is most prominent in the motor cortices with the largest reduction found in the 

left hemisphere, contralateral to the hand used during the task. 

Figure ͺ.ͻ Performance measures. Average completion time (left) and 
percentage of completed trials (right) for both runs. Error bars indicate the 
standard deviation. Black circles connected with lines indicate values from the 
same subject. 
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Figure Ͷ. shows all MRBD source maps. While the majority of images show 

activation in the expected regions, between-subject variability (left to right) 

appears high, with patterns displaying more consistency when making within-

subject (top to bottom) comparisons. 

Figure ͺ.ͼ Sensor and source level analysis. a) Mean TFS for a single sensor 
located approximately above the left motor cortex (radial sensitive axis shown 
as a black line in panel b), averaged over trials and subjects. Movement related 
desynchronization of beta band activity is clearly visible in the final 5𝑠 of the 
active period, followed by a rebound after maze completion at 0𝑠. The baseline 
(BL) period was chosen to be 7-12𝑠 after maze completion—the final  seconds 
of the resting period prior to starting the next trial. b) Example of the 
arrangement of sensors for a single subject (blue dots) and the sensor chosen 
to produce the TFS in a). c) Mean pseudo-T statistic across subjects showing 
beta desynchronization (active window: −5-0𝑠; control window: 7-12𝑠). Peak 
desynchronization was found in the left sensorimotor region. 
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In support of this, quantitative analysis via spatial fingerprinting using the 

MRBD source maps showed excellent sensitivity to interindividual differences 

with all subjects’ second runs being correctly identified based on their first run 

(see Figure Ͷ.ͱͰa). Mean within-subject and between-subject correlations were 

found to be 0.84 and 0.50 respectively. Figure Ͷ.ͱͰb shows a Bland-Altman plot 

for all subjects combined. The global mean of differences is close to zero 

suggesting low bias between runs. Figure Ͷ.ͱͰc and d show within-subject bias 

and range respectively. Range values are comparable between subjects. 

Figure ͺ.ͽ Pseudo T statistic images of beta desynchronization during the 
active window for all subjects and both runs. Most runs show peaks in the 
vicinity of the left motor cortex as expected.  
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6.3.4 Source-space beta envelope 

Figure Ͷ.ͱͱa shows group average time-frequency spectra generated from virtual 

electrodes reconstructed at the peak MRBD location. A reduction in beta-band 

power can be seen during the active portion of the task in both runs. Figure Ͷ.ͱͱb 

focuses on the evolution of the beta amplitude throughout the trials, showing 

the mean beta time-course over all runs with the standard deviation being 

represented by the shaded area, again revealing the MRBD. Compared to the 

sensor-level TFS, the PMBR is less prominent in the average time course. Inter-

subject variability in the amplitude of the rebound appears to be elevated. 

 

Figure ͺ.͵͵ a) Mean TFS of the time-courses reconstructed at the peak MRBD 
location. b) Mean of the trace of the beta band envelope over all subjects and 
runs, extracted from the TFS in a. 
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Figure Ͷ.ͱͲ shows fingerprinting and Bland-Altman analysis results for the beta 

envelope. Fingerprinting (Figure Ͷ.ͱͲa) was poor with only one subject being 

identified correctly. Mean within-subject and between-subject correlations 

were found to be 0.63  and 0.54  respectively. Bland-Altman analysis (Figure 

Ͷ.ͱͲb-d) reveals low bias relative to the range values found. 
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6.3.5 Amplitude envelope correlation 

Figure Ͷ.ͱͳ depicts the mean whole trial connectivity matrix averaged over all 

scans and corresponding glass brains showing the strongest 5% of connections 

(the strongest 150  of a total of 3003  unique connections). As expected, the 

dominant connections form a canonical motor network, with the strongest 

nodes found in the vicinity of the bilateral motor cortices. 

Figure Ͷ.ͱʹ contains glass brain plots for each subject and run displaying the top 

5% of connections as measured by beta band AEC. The expected motor network 

patterns appear in most runs; in a similar vein to the MRBD maps, much inter-

subject variability is apparent. Five out of six subjects were correctly identified 

using beta AEC connectome fingerprinting (see Figure Ͷ.ͱ͵a). Bland-Altman 

analysis (Figure Ͷ.ͱ͵b-d) revealed low bias. 

Figure ͺ.͵ͷ Beta band functional connectivity as measured by amplitude 
envelope correlation. The connectivity matrix and glass brains show the 
average connectivity collapsed over trials and subjects. The strongest 5%  of 
connections in the glass brains clearly show the bilateral motor network. 
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 DISCUSSION 

In this study, we have assessed the within-subject consistency of OPM-MEG by 

repeated scanning of subjects completing a novel task paradigm and 

reconstructing a series of brain activity measures related to motor function, 

which was previously found to be abnormal in mTBI (see Rier et al. (ͲͰͲͱ); 

Chapter ʹ). This was done to quantitatively estimate the range of measurement 

variability, which may inform the optimisation of both system design and task 

paradigms in longitudinal studies of mTBI using OPM-MEG. 

6.4.1 A summary of Findings 

 Behavioural measures 

Two behavioural measures were collected to ensure homogeneous task 

performance across subjects and to assess whether any learning effect may have 

occurred between repeated runs: we measured the mean time taken to complete 

each trial as well as the number of trials which were completed within the time 

limit of 11𝑠. Although the small number of subjects scanned did not warrant 

statistical comparison, the mean differences between runs of completion time 

and completed trials were close to  0 , indicating that performance was 

(qualitatively) stable between runs. This can be attributed to the random 

sequence of mazes used. The conventional trail making test, in contrast, uses a 

single standardised pattern which may be memorised more easily, resulting in 

faster completion times after each repeat. 

 Qualitative examination of activation patterns 

To assess whether the novel task employed in this study would elicit the 

expected patterns of brain activity we inspected time-frequency spectra of 

sensors located above the left motor regions contralateral to the hand used 

during the task. Averaging over trials, and stimulus locking at the point of maze 

completion, the final seconds of movement show a clear reduction in beta power 



CHAPTER 6 | NOVEL TASK PARADIGMS USING OPM-MEG 

6.4 DISCUSSION 

Ͳͱ 

(MRBD), followed by a rebound (PMBR) immediately after movement cessation 

in both runs. Source localisation of the MRBD (contrasted with a resting 

baseline period) successfully showed the expected pattern of activation across 

the bilateral motor regions with peak beta-power reduction in the left motor 

cortex when averaging over all runs. We also assessed spectrotemporal 

dynamics in source space, by reconstructing a virtual electrode at the peak 

MRBD location and producing time-frequency spectra as well as time courses of 

the beta envelope. Again the MRBD could be seen clearly. The grand average 

over subjects and runs did not show a PMBR. This can be expected as the peak 

location of PMBR and MRBD have been shown to be anatomically separated 

(Fry et al., ͲͰͱͶ; Jurkiewicz et al., ͲͰͰͶ). Functional connectivity measurement 

using amplitude envelope correlation revealed the expected topology, with the 

strongest connections forming a network between the frontal and parietal 

regions associated with the motor network in and between both hemispheres. 

 Fingerprinting and Bland-Altman Analysis 

We used a fingerprinting measure in conjunction with Bland-Altman plots to 

assess intra-subject repeatability for three measures based on our OPM-MEG 

recordings: source-space maps of the MRBD, the trial-averaged envelope of 

beta-band activity, and the beta-band connectome averaged over the whole 

experiment. This was done to test the sensitivity of OPM-MEG to 

interindividual differences as well as quantitatively assess the agreement 

between repeated measures of brain activity when using wearable OPM-MEG. 

Pseudo-T statistical images of the MRBD revealed substantial variability 

between subjects, however, individual topographies remained relatively 

constant between runs (see Figure Ͷ.). This was confirmed by our 

fingerprinting measure which showed the mean within-subject correlation of 

Ͱ.ʹ dropping to Ͱ.͵Ͱ between subjects. This resulted in  100% , successful 

identification. In addition to high identifiability—meaning the within-subject 

correlations are higher than between-subject correlations—Bland-Altman plots 
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revealed low bias and range compared to the peak MRBD values, suggesting 

good test-retest reliability. 

Fingerprinting analysis of the trial-averaged beta-band envelopes was less 

successful. This does, however, reveal the importance of assessing differences 

between repeated measures instead of (or in addition to) correlation analysis. 

We observed very low bias compared to the signal of interest (the MRBD in this 

case) indicating no systematic difference between repeated measures. On the 

other hand, range values were large, likely reflecting the amount of noise in the 

envelopes. Even with perfect agreement of the underlying signal, an increase in 

noise is monotonously associated with a decrease in the correlation coefficient. 

Additionally, the shape of the MRBD response and return to baseline can be 

expected to be very similar across subjects. The high similarity of the underlying 

signal but with added noise may explain why between-subject correlation was 

relatively high and comparable to within-subject correlation, in turn leading to 

poor identifiability. In the context of potential longitudinal assessments of mTBI 

using this measure, effect sizes indicating an abnormality would need to be very 

large to be reliably measured. Here, analysis of the range provided by Bland-

Altman plots may be a means of optimising the number of trials needed to 

reduce the remaining noise to the desired level by trail-averaging. 

Connectivity matrices showed moderate identifiability. Intra-subject 

correlations were high (Ͱ.Ͷͳ), however, there was also a strong correlation 

between subjects (Ͱ.͵ʹ) which—similarly to the beta envelope—can be 

attributed to the specificity of task-induced signals. Bland-Altman plots showed 

promisingly low bias, and range values, indicating good intra-subject 

repeatability. 

While it is possible to make judgements about the repeatability of these 

measures based on bias and range values compared to the average observation, 

Bland-Altman analysis—by design—does not give a definite dichotomous test 
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of repeatability. Instead, it provides a quantitative limit on the effect size that 

can be reliably measured. Whether measured differences of such a size would 

be clinically relevant will have to be determined before designing a diagnostic 

tool based on OPM-MEG. 

6.4.2 Limitations 

There are several limitations to note in this study. Firstly, the small number of 

subjects reduces our precision in estimating the identifiability measure derived 

from our fingerprinting matrices. Additionally, it was not feasible to produce 

useful Bland-Altman plots for single measures per subject—like global mean 

connectivity for example.  

Our choice of producing Bland-Altman plots across voxels, time points or 

connectome edges allowed us to estimate the average within-subject range over 

all samples. There are, however, two implicit assumptions: First, that samples 

within a measure are independent, and secondly that the data are 

homoscedastic, i.e. the spread of differences is constant regardless of the 

magnitude of the measurement. Given that all of our measures have a degree of 

structure, independence between each sample cannot be fully guaranteed. In 

order to apply the method as intended by Bland and Altman, separate plots and 

estimates of bias and range would have to be produced for each voxel, time point 

etc. Inspection of the Bland-Altman plots produced in Figure Ͷ.ͱͰ, Figure Ͷ.ͱͲ, 

and Figure Ͷ.ͱ͵, indicates that the differences are mostly homoscedastic, 

however, some outliers are visible. In Figure Ͷ.ͱͰ for example, the data for 

subject ʹ show a number of samples that deviate from the otherwise normal 

distribution, however, given that their mean values are positive they likely do 

not fall within the region of interest for the MRBD measured here. 

Because the assumptions laid out here are only loosely met, care needs to be 

taken when interpreting our results. The range values produced should not be 

seen as a true estimate of the minimum effect size that can be reliably measured. 
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Rather, it provides a worst-case estimate (that may still be of use for paradigm 

optimisation). 

Future work, with a larger sample of subjects, could pre-define a more specific 

measure such as mean connectivity, mean MRBD/PMBR amplitude etc., which 

would yield a single measure per subject and repeat, and allow for Bland-Altman 

analysis over subjects, which would give a better estimate of the expected bias 

and range. 

Some limitations related to the experimental method also need to be 

mentioned. Firstly, the single-sphere model used for source reconstruction is 

likely suboptimal; in work by Boto et al. (ͲͰͱͶ), OPM-MEG was shown to be 

sensitive to errors in the forward model. For this study, the simplicity of 

implementation and compatibility with existing analysis pipelines justified the 

use of the single sphere model. 

The operation of the sensors in the SERF regime (see Chapter Ͳ, section Ͳ.ͳ.Ͳ) 

requires heating of the glass cell central to the operation of OPMs. This means 

that sensors may be subject to overheating after prolonged continuous use—

especially if air circulation is impeded by the helmet holding the sensors. This 

can limit the duration of experiments and hence the number of trials. 

Additionally, a heavy helmet can reduce the time subjects can comfortably 

spend wearing the array. Here, the combined weight of the helmet and sensors 

was approximately 1.7𝑘𝑔 (Hill et al., ͲͰͲͰ). At the time of writing, the helmet 

prototype used in the work presented here has been succeeded by a more 

lightweight iteration with improved ventilation (Hill et al., ͲͰͲͲ). 

A further limitation is posed by the number of sensors available at the time of 

scanning and the resulting limited coverage. Given the task employed, sensors 

were placed with a focus on parietal and occipital regions as well as more 

posterior parts of the frontal lobe to ensure good sensitivity to the primary 
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motor areas. While this was kept constant between subjects and repeats, the 

removal of sensor channels due to faults or noise could not be guaranteed to be 

the same for each run. While beamforming is based on ensuring unit gain at the 

source location, changes in coverage will influence the SNR of the reconstructed 

signal which in turn affects the fingerprinting performance and reproducibility. 

For future whole-brain analyses, an array with full coverage of the head with 

triaxial sensors should yield improved results (Boto et al., ͲͰͲͲ). It is worth 

noting that the development of OPM sensors is still progressing and increased 

stability of the experimental setup in the near future can be expected. 

Finally, our methodology could be improved by recording hand and head 

movements in tandem with the MEG, data. This would allow for more accurate 

characterisation of how subjects choose to execute the task. Knowledge about 

head movement, in particular, could elucidate whether part of the inter-subject 

variability is simply due to subtle differences in the amount of motion through 

the remnant fields in the MSR or actual behavioural or strategic differences in 

navigating the maze. 

6.4.3 Implications for future mTBI research 

The need for longitudinal studies of mTBI is clear. Especially in populations 

such as athletes with a high risk of head injury, regular baseline MEG scans 

could be compared with post-injury data to elucidate whether MEG can be used 

to track recovery. The results presented in this chapter show that OPM-MEG 

can reliably reconstruct functional measures which appear to remain stable 

within subjects. The Bland-Altman approach was used to quantify the 

consistency between scans, which will be crucial for future longitudinal studies. 

It also offers a numerical means to optimise experimental parameters (such as 

the number of trials, stimulus choice, number and distribution of OPM sensors), 

by clearly revealing the amount of bias and variability between repeated 

recordings. 
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Our task shows that experiments which mimic pitch-side assessments will be 

possible—especially with further improvements in the active control of the 

magnetic environment of OPM-MEG systems (Holmes et al., ͲͰͲͱ; Rea et al., 

ͲͰͲͱ)—paving the way for new tasks, such as balance assessments, which would 

be impossible when using conventional MEG. 

 CONCLUSION 

We have demonstrated the utility of OPM-MEG for naturalistic paradigms that 

involve more complex movements than would be practical in cryogenic MEG. 

Additionally, we have shown that OPM-MEG derived brain activity measures 

have good intrasubject reliability as indicated via the construction of ‘neural 

fingerprints’ when noise is sufficiently controlled. Bland-Altman analysis of 

repeated measures allowed us to give an estimate of the variation of imaging 

measures between sessions which should provide a basis for more specific 

hypothesis generation and paradigm optimisation. Accurate knowledge about 

scan-to-scan variability will be crucial if longitudinal, within-subject 

assessments are to be introduced to the clinic or as part of concussion test 

batteries in sports medicine or armed forces contexts.
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Chapter 7 CONCLUDING REMARKS 

The work presented in this thesis straddles the old and new of mTBI research 

using MEG. In Chapter ʹ, we analysed existing MEG data from mTBI subjects in 

the subacute stage of mTBI with known abnormalities in functional 

connectivity. Using a Hidden Markov Model, we gained new insights into the 

mechanism behind the observed connectivity deficits, namely a lack of 

coincidence between transient bursts of activity. Chapter ͵ described the 

collection of new data, drawn from subjects with mTBI in the acute stage as well 

as non-head injuries, which was contrasted with healthy controls. Here, we 

validated our HMM-based analysis pipeline—which revealed the same 

connectivity deficit seen in Chapter ʹ. We also probed for excess delta power 

using more tried and tested methods. In Chapter Ͷ we ventured into the 

potential future of mTBI (and generally MEG) research, demonstrating the 

capability of OPMs to enable MEG during naturalistic tasks and showcasing a 

method to quantify the repeatability of the functional measures derived from 

OPM-MEG. 

 CHOICE OF STUDY COHORTS 

The existing MEG literature concerning mTBI does not provide sufficient 

evidence for a generalizable biomarker. This is due to the wide range of analysis 

techniques and choices of functional measures reported and, in particular, the 

choice of subjects recruited for previous studies. Several studies include only 

chronically symptomatic individuals in their mTBI group, scanning subjects 

long after the initial injury, while others (as was done in Chapters ʹ and ͵) do 

not exclude asymptomatic individuals or those who will not suffer chronic 

symptoms, by default. Here, an argument could be made that this choice may 

lead to the inadvertent investigation of two separate subgroups on the spectrum 

of severity i.e. chronically symptomatic individuals have suffered a more severe 
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injury that should be classed separately from those who recover soon after 

experiencing it. 

Similarly, the time post-injury at which individuals are recruited varies widely, 

with very few subjects being scanned in the acute stage. As seen in Chapter ʹ 

and Chapter ͵, similar functional connectivity abnormalities observed in 

subjects scanned several weeks to months after injury can already be seen in the 

first two weeks. However, deficits in burst amplitude measures seen in Chapter 

ʹ were not replicated in Chapter ͵. In sum, this work suggests that if we are to 

understand the mechanisms behind mTBI and—crucially—the processes 

driving an unsuccessful recovery, longitudinal studies (or cross-sectional studies 

at a wider range of time points) are needed. 

Furthermore, in the review by Allen et al. (ͲͰͲͱ), we saw that the choice of 

control groups in observational studies of mTBI may be suboptimal in the 

majority of publications (including in our study from Chapter ʹ), with healthy 

volunteers being chosen over controls from a population with exposure to non-

head trauma. Controlling for the effect of trauma exposure could be paramount 

in revealing abnormalities that are truly due to mTBI rather than the secondary 

physiological or psychological effects of injuries in general. Thus we included an 

orthopaedic trauma control (TC) group in addition to healthy controls in our 

study from Chapter ͵. Despite being limited by the small sample size in the TC 

group—recruitment of which was significantly disrupted by the COVID-ͱ 

pandemic—results from our analyses of burst coincidence connectivity revealed 

a consistent deficit in mTBI when compared to both TC and healthy control 

subjects. However, when analysing slow waves, TCs appeared closer to the mTBI 

patients than HCs. Whether this is because slow waves are a general feature of 

brain activity following trauma or if some TCs could have experienced a 

subconcussive injury during their trauma (and thus have an undiagnosed head 

injury) is unknown. Either way, this finding highlights the critical need for 

careful choice of controls. 
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A final point pertaining to the choice of studied subjects is gender bias. The 

cohort investigated in Chapter ʹ, for example, was exclusively male, mirroring 

much of the existing literature. In Chapter ͵, subjects were not excluded based 

on sex, however, the majority of subjects recruited were male. One justification 

for this is that epidemiological studies of mTBI frequently report an increased 

risk of mTBI for young males compared to females. Recent evidence, however, 

suggested that mTBI in females may lead to worse outcomes, highlighting the 

importance of a more balanced approach for future studies (Bazarian et al., 

ͲͰͱͰ; Levin et al., ͲͰͲͱ). 

 BURSTS GO OUT OF SYNC IN MTBI 

In chapters ʹ and ͵ we have shown that subjects with mTBI display a deficit in 

functional connectivity manifesting as a reduction in the temporal overlap of 

transient bursts of activity in pairs of brain regions. Our HMM-based burst 

measures revealed consistent abnormalities—despite the groups from Chapters 

ʹ and ͵ being recruited at different sites, scanned using different scanners, and 

representing different phases of injury. This suggests that they could be useful 

candidate measures for future multicentre studies. 

Recent work on bursting activity suggests that transient events in the MEG 

signal may offer a more precise window into the underlying neural activity 

compared to ongoing neural oscillations (Jones, ͲͰͱͶ). Abnormal bursts could, 

therefore, not only provide a marker of mTBI but allow for a better 

understanding of neurophysiology. We may, for example, ask how bursts are 

synchronised in a healthy brain. This pioneering work produced the first 

neurobiological models of beta-bursts, including their origins in deep structures 

and the neurochemical processes that support them. Bringing imaging 

observations together with these new models will enable us to question e.g. if 

burst synchronisation is mediated by deeper structures in the brain. The lack of 

synchrony in mTBI may point to the disruption of certain white matter 
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connections or a deficit in specific neurotransmitter concentrations. 

Additionally, multimodal studies of burst coincidence and advanced imaging 

(e.g. DTI) to characterise the structural integrity of the white matter could be 

crucial in furthering our understanding. 

 SENSITIVITY OF GLOBAL MEASURES AND ‘N=1’ ASSESSMENTS 

The mechanisms of injury (which vary widely in mTBI) and the complex 

biomechanics of brain trauma (i.e. the forces acting on the brain while the injury 

is acquired) make it near impossible to predict which regions in the brain are 

likely to be affected—even when information such as the location and direction 

of impact is known. It is for this reason that global measures were chosen for 

our analyses in Chapters ʹ and ͵. However, the loss of sensitivity due to 

averaging over brain regions or functional connections may severely limit the 

utility of such measures. 

One of the goals in the search for MEG biomarkers of mTBI should be to 

determine whether clinical use of MEG is warranted. A clinician should be able 

to perform an ‘N=ͱ’ study, scanning a single individual with possible mTBI and 

be able to conclusively give a diagnosis. The overlapping distributions of our 

global measures appear to be inadequate for this purpose. 

If the goal is to reliably and quickly diagnose, we need to find the most 

important brain regions to look for functional abnormalities and/or clearer 

hypotheses about the mechanisms underlying mTBI symptoms. We have shown 

with the approach in Chapters ʹ and ͵, that machine-learning-based feature 

selection can significantly improve upon the global measure of burst 

connectivity—and lead to high classification accuracies—but is somewhat 

sensitive to the population studied. Test subjects need to be from a similar 

enough population to those used to train the models or training data needs to 

be abundant and as diverse and broad as possible. Whether this will mean more 

extensive research of mTBI in smaller subgroups (like groups of athletes with 
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common injury mechanisms, age ranges, blast-injury cohorts etc.) or pooling of 

existing data for more generalizable models remains to be seen. An objective 

diagnosis of mTBI using MEG would be useful. However, the predictive power 

to determine which patients will make a full recovery and which will suffer 

chronic symptoms may be of even greater clinical utility. The extent to which 

we can do this is currently unknown. What is known, and shown in Chapter Ͷ, 

is that MEG is stable over time. Hence, longitudinal tracking of patients through 

recovery may offer important insights. 

 DELTA POWER 

Counter to our expectations, the experimental results in Chapter ͵ (Section ͵.ʹ) 

did not reveal a clear increase in delta band power in the mTBI cohort. As 

mentioned in the previous section, however, this may be attributable to the loss 

of sensitivity when using global measures. The approach of deriving a maximum 

Z-score for each individual based on a normative database of healthy controls 

(Huang et al., ͲͰͱʹ) was designed to identify the most abnormal brain region 

for each subject and to yield a single measure with which individual diagnosis 

could be achieved using a simple threshold. While this approach appeared to 

identify the majority of mTBI subjects, trauma controls were also largely 

classified as being part of the mTBI group. This raises several important points: 

Firstly, the choice of an appropriate control group can—once again—not be 

overstated. Our group of healthy controls was chosen from a large set of 

normative data collected for previous studies for example. While the same 

analysis procedures were used to analyse each subject’s data, possible changes 

in the approach to data acquisition, such as upgrades to the MEG system, and 

other experimental details may change intractably over time. Caution is, 

therefore, advised when using historically acquired data.  

Secondly, the oft-reported excess low-frequency power may not generalise to 

our mTBI cohort. Given the scarcity of data on the acute phase, it is plausible 
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that excess delta waves are a feature of chronically symptomatic mTBI which 

may emerge at later stages. This further highlights the need for longitudinal 

studies with several time points post-injury. 

A third—albeit speculative—explanation for the observed similarity of our 

mTBI and TC groups is that a subset of TC subjects were exposed to a sub-

concussive blow which went undiagnosed in light of the more severe primary 

orthopaedic injury. Researchers considering future mTBI studies may want to 

specify stricter exclusion criteria (see ͵.Ͳ.ͱ.ͱ) for any TC cohort, focusing on a 

category of injury which does not involve acceleration/deceleration of the head 

such as ankle sprains for example. 

 OPMS: THE FUTURE OF MEG? 

While observational studies such as those presented in Chapters ʹ and ͵ will 

progressively add to our understanding of mTBI, the need for longitudinal 

measures is clear. Especially in the context of concussions in sports, unique 

opportunities to not only assess recovery but also measure pre and post-injury 

differences may arise. This may bring the added benefit that athletes could 

improve estimates of an adequate return-to-play interval by tracing recovery 

using individual baseline measures. Our work in Chapter Ͷ showed that OPM-

MEG is sensitive to individual differences in the brain’s response to naturalistic 

tasks, and our repeatability assessments demonstrate that OPM-MEG is a viable 

technique for longitudinal measurement of brain function. The field of OPM-

MEG is rapidly evolving; wearable MEG systems will become more accessible in 

the coming years and improved interference reduction techniques (Holmes et 

al., ͲͰͲͱ) will bring OPM-MEG closer to a pitch-side assessment. Moreover the 

introduction of new, naturalistic task-paradigms—such as balance tasks—could 

better target specific groups of symptoms. OPM-MEG represents an extremely 

promising technique for future study and—potentially—management of mTBI. 
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 FINAL THOUGHTS 

In the search for a measure sensitive enough to detect the subtle brain changes 

caused by mTBI—and throughout the empirical work in this thesis—we have 

explored a smorgasbord of techniques which are aimed to aid diagnosis but also 

to non-invasively learn about the unknown processes that result in the 

symptoms of mTBI. While consistent findings of deficits in functional 

connectivity—for example—are encouraging, it is important to note that all of 

our work is limited by the clinical definition and diagnosis. In my opinion, one 

cause for the heterogeneity of subjects recruited into MEG studies of mTBI may 

be that a variety of (currently undefined) clinical phenotypes 11  fall into the 

category of mTBI and may display uniquely different abnormalities in the MEG 

signal. It is important that—as evidence from MEG and other imaging 

modalities mounts—clinical phenotypes based on imaging measures are 

identified. In particular, more focus should be placed on differences between 

individuals who recover quickly, compared to those who continue to suffer long-

term symptoms. This would be a crucial step towards MEG as a tool for 

prognosis in mTBI. 

In its current form, MEG is not yet suitable for routine clinical assessment of 

mTBI, however, given the high classification accuracies reported here and in the 

wider literature, we can conclude that the MEG signal can reveal useful 

information about mTBI. In particular, burst-based measures (Chapter ʹ and 

Chapter ͵) appear to be suitable for diagnostic classification and may offer a 

means to develop models of mTBI at the cellular scale. 

As it is beyond the scope of this thesis to prove the superiority of MEG in 

classifying mTBI compared to other modalities, further work to test this is 

needed. However, the combination of functional and structural measures from 

                                                 
11 These may include groups with common symptoms, mechanisms of injury, previous exposure 
to sub-concussive blows, etc. 
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different modalities may be necessary to improve not only classification but 

stratification of patients with mTBI into clinically relevant phenotypes. 

Despite millennia of observations and descriptions of brain injuries, the 

uncertainty about how mTBI leads to the debilitating long-term symptoms 

experienced by many remains vast. Nevertheless, I believe we have made an 

important step towards understanding mTBI. The idea that subtle changes in 

brain tissue integrity, too small to be observable with structural scanning, 

generate a functional deficit which can be detected using MEG is compelling. 

Whether used for diagnosis, triage, management or simply as a research tool to 

better understand mTBI, it seems the future of MEG in mTBI is important. The 

ultimate goal will be to improve the lives of those suffering from the complex 

sequelae of brain injury. The findings presented in this thesis, whilst not 

conclusive, demonstrate one thing clearly: MEG has a significant role to play if 

we are to realise this ambition. 
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APPENDICES 

A MRI ACQUISITION PARAMETERS FOR CHAPTER 4 

Anatomical Tͱ-weighted images were acquired on a ͳT Magnetom Tim Trio 

(Siemens AG, Erlangen, Germany) located at The Hospital for Sick Children in 

Toronto, using a ͱͲ-channel head coil running an MPRAGE pulse sequence 

(TR=2,300 𝑚𝑠; TE=2.9ms; Flip angle=9°; Field of view=240 × 256 × 192 mm; 

slice thickness=1mm). 

B RANDOM FOREST FEATURE SELECTION AND CROSS-VALIDATION  

Training complex machine learning classifiers using high-dimensional data and 

small sample sizes can be difficult. In addition, the learnt features of machine 

learning models are often difficult to interpret. The analysis developed by Zhang 

et al. (Zhang et al., ͲͰͲͰ, ͲͰͱͶ), which was briefly described in section ʹ.Ͳ.ʹ.ʹ, 

includes two main techniques to overcome this: Firstly, we use several nested 

stages of cross-validation to avoid overfitting despite limited sample sizes, 

secondly, we use a decision tree-based feature selection algorithm called 

“random forest” to select important functional connections which were used for 

further analyses, reducing model complexity while preserving the excellent 

interpretability of decision trees. This appendix is intended as a primer on 

decision trees and random forests and contains a more in-depth description of 

the feature selection pipeline used to produce the relevant results in section 

ʹ.ͳ.ͱ. 

B.1.1 DECISION TREE MODELS 

Decision trees can be used to model multivariate data by splitting the feature 

space into regions which are assigned a simple model—the region average or 

the most prevalent category for example. (Hastie et al., ͲͰͰͱ). Tree-based 
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models can be used for classification as well as regression applications, with the 

aptly named CART (Classification and Regression Tree) being a popular method 

(Breiman et al., ͱʹ). 

CART trees are built recursively following the following steps: 

ͱ. Create the root node 

Ͳ. For each feature/variable, split the dataset between each pair of 

neighbouring data points and calculate a “split-quality” measure of 

choice for all possible splits and features 

ͳ. Choose the best split for each feature and select the feature with the 

best split value 

ʹ. Create two child nodes using the chosen split feature/value 

͵. For each child node repeat steps Ͳ-ʹ until the stopping criterion 

At each node, the goal is to find such a split that the resulting nodes are as 

homogeneous as possible. For classification trees, this means that each child 

node should mostly contain data points from one class only, for regression trees, 

this means choosing a split such that the mean of the data points on each side 

of the split provides an accurate model. 

For our binary classification trees, we used the commonly implemented Gini 

impurity, which is defined as 

𝐺𝐼 = 1 − (𝑝ீଵ)ଶ − (𝑝ீଶ)ଶ , (𝐴. 1) 

where 𝑝ீ are the probabilities of a data point from class or group 𝑛 occurring 

at the current node. 𝐺𝐼 has a maximum of 0.5 where an equal number of points 

from both groups are present. An optimal split will minimise the weighted mean 

of 𝐺𝐼 across all child nodes (weighted by the number of observations per node). 

Completely pure nodes will yield 𝐺𝐼 = 0 , which can be used as a stopping 
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criterion. In order to reduce model complexity, other stopping criteria such as 

the minimum node size—the minimum number of observations needed to 

create an additional split—or a maximum number of splits can be used. Figure 

A.ͱ shows an example of a classification tree. The toy dataset consists of 40 

observations of two variables in two classes. A decision tree was trained to 

partition the feature space spanned by the two variables into sections coloured 

to represent the output class chosen for points within the decision boundaries. 
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Figure A.͵ Classification tree example. a. example data with two classes (𝐺1 
and 𝐺2) and two features or variables (𝑉𝑎𝑟1 and 𝑉𝑎𝑟2). The points represent 
observations, and are coloured to reflect the group membership. Dashed lines 
indicate the splits made by the CART model and the partitions are coloured to 
the predicted class by the tree shown in b. b. Classification tree diagram with 
split values at each node. Leaf nodes indicate the chosen class (either 𝐺1  or 
𝐺2). 
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While classification trees can be used to generate class labels for observations, 

regression trees partition the feature space and yield a simple model of the 

regressed quantity in each partition. Usually, the means of the observations on 

each side of the decision boundary are chosen as the predictions for each 

partition. The split values are optimised as follows: For each feature, and all 

possible splits, the residuals between each data point and the predictions in each 

partition are calculated. The split with the lowest mean of the squared residuals 

is chosen. An example of a regression tree model can be seen in Figure A.Ͳb-c. 

Decision trees can model complex data consisting of many variables of different 

types (e.g. continuous, categorical, etc.) while remaining interpretable to 

humans, who can simply follow the decision steps. However, the chosen splits 

are highly sensitive to training data, meaning a small change in the training data 

can result in very different trees (Bishop, ͲͰͰͶ). We remedy this by employing 

an ensemble learning technique called a random forest. 

B.1.2 RANDOM FORESTS 

Random forest classifiers consist of a large number—or ensemble—of decision 

trees, each of which is trained on a randomly chosen subset of the available data 

(Breiman, ͲͰͰͱ). Mathematically, 

{ℎ(𝐱, 𝚯୩), 𝑘 = 1, … , 𝑁௧௦}, (𝐴. 2) 

where ℎ is a decision tree trained on a randomly selected subset of the training 

data 𝚯୩ and 𝐱 is the input vector. A new data point will be classified by each tree 

and—in the case of a classification model—majority voting over the ensemble 

will decide the outcome. Training individual trees on only a subset of the 

training data removes bias towards the training set resulting in favourable 

outcomes. The selection of training samples is commonly done using random 

sampling with replacement, termed Bootstrap Aggregating or Bagging 

(Breiman, ͱͶ). Introducing randomness into the training process prevents 



APPENDIX B 

B.1.3 RANDOM FOREST FEATURE SELECTION 

Ͳͳͷ 

correlation between trees and reduces bias towards outliers and makes random 

forests robust when only small sample sizes are available. This applies especially 

when bagging is used in conjunction with random feature selection, where only 

a random subset of features is made available when choosing a split value for 

each node. Bagging has the additional advantage of providing an internal means 

of cross-validation at the tree level. The bootstrap sample—or bag—used to 

construct each tree, leaves the rest of the observations as validation data—the 

out-of-bag (OOB) sample. The classification error for the OOB sample 

(𝑒𝑟𝑟𝑂𝑂𝐵) for the 𝑘th tree gives a measure of generalisation error and can also 

be used to determine feature importance. 

B.1.3 RANDOM FOREST FEATURE SELECTION 

For the purposes of this thesis, the main application of random forests was not 

to produce diagnostic classifiers but to robustly select the most important 

functional connections. Combining bagging and random permutation of 

features can be used to estimate a measure of variable importance (𝑉𝐼) from a 

random forest (Breiman, ͲͰͰͱ; Genuer et al., ͲͰͱͰ). As described above, 

𝑒𝑟𝑟𝑂𝑂𝐵  is an estimate of the generalisation error of each tree. To estimate 

variable importance, we repeat the calculation of this error after the random 

permutation of feature 𝑚 in the 𝑂𝑂𝐵 sample, 𝑒𝑟𝑟𝑂𝑂𝐵෫
, and compute 

𝑉𝐼 =
1

𝑁௧
 ൫𝑒𝑟𝑟𝑂𝑂𝐵

෫ − 𝑒𝑟𝑟𝑂𝑂𝐵൯

ேೝ



. (𝐴. 3) 

An increase in error after permuting the values for a given feature indicates that 

the structure of its data is important for a successful classifier; a larger increase 

in error means higher variable importance. 

Ranking features using variable importance is a crucial part of feature selection, 

however, this approach introduces the additional problem of including all the 

most important features while creating the smallest possible feature set. We 
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follow a two-step procedure introduced by (Genuer et al., ͲͰͱͰ) to achieve this 

in a data-driven manner, without the need for a hypothesis on the number of 

selected features.  

Firstly, variable importance is calculated using equation 𝐴. 3. This is repeated 

several times (50 times in our pipeline) and means and standard deviations of 

VI are calculated. Features are sorted in descending order of VI as shown in 

Figure A.Ͳa. Here an initial selection step is used to reduce the feature space 

while still retaining an excess number of features for further reduction.; keeping 

the ranking of the variables the same as in Figure A.Ͳa, a CART regression tree 

(Figure A.Ͳc) is used to model the standard deviations of the variable 

importance (𝜎ூ ). We select the feature with the minimum CART prediction 

value (Figure A.Ͳb) and use its VI value as a threshold (Figure A.Ͳa). In the 

example shown in Figure A.Ͳ, Ͳͷ features remain. 
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After the initial selection step, a series of increasingly complex models are 

created by sequentially adding the remaining features in descending order of 

importance. Average OOB errors are calculated for each model after ͵Ͱ 

Figure A.Ͷ Initial feature selection step-toy example. a. Mean variable 
importance ( 𝑉𝐼 ) sorted in descending order. The error bars represent the 
standard deviation of the variable importance (𝜎ூ ) over the bootstrapping 
repeats. The dashed lines indicate the threshold used to produce the reduced 
feature set (in this case variables 1-27). b. Plot of the standard deviations of 𝑉𝐼, 
keeping the order of variables the same as in panel a. Using the regression tree 
shown in panel c, the minimum 𝜎ூ and corresponding variable was found and 
chosen as the threshold (dashed line in panel a). c. regression tree used to 
model the regression line in panel b. 
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bootstrap repeats. Finally the distribution of average OOB errors (𝜎ைை) is 

used to select the final model as shown in Figure A.ͳ. Out of those models with 

𝑒𝑟𝑟𝑂𝑂𝐵 < (min(𝑒𝑟𝑟𝑂𝑂𝐵) + 𝜎ைை) , the one with the fewest features is 

selected. 

 

B.1.4 FULL FEATURE SELECTION PIPELINE 

The final implementation of our pipeline combines the aforementioned initial 

and sequential feature selection steps as designed by (Zhang et al., ͲͰͱͶ) with 

nested ͱͰ-fold cross-validation (CV) and support vector machine (SVM) 

Figure A.ͷ Model choice after sequential feature selection-toy example. 
Starting from the feature with highest variable importance, features are 
sequentially added and out-of-bag errors are calculated. Error rates tend to 
decrease with increasing model complexity but with diminishing returns for 
very complex models. We calculate the standard deviation of the error over all 
models ( 𝜎ைை , blue bar) and consider those models with errors within 
±𝜎ைை  of the model with the minimum error. The model with the fewest 
features in this range is chosen for the current cross-validation step. 
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classification as described in (Zhang et al., ͲͰͲͱ, ͲͰͲͰ). Our approach, however, 

differed from Zhang et al in two ways. Firstly, in (Zhang et al., ͲͰͲͰ) the dataset 

was split into Ͱ% training and ͲͰ% testing data before performing a k-fold CV 

(on the training data only). Secondly, Zhang et al. (ͲͰͲͰ) use the final feature 

list to train an additional SVM—tested on entirely naïve data—to yield a final 

classification accuracy which was used to compare the utility of connectivity 

and power spectral density measures. Here, we used the entire dataset for ͱͰ-

fold CV and calculated the mean and standard deviation of the internal SVM 

classification accuracy to obtain an estimate of the utility of the chosen 

connections. Figure A.ʹ depicts the steps relevant to the work in chapters ʹ and 

͵. Available data are randomly split into ͱͰ sets. For each of the ͱͰ CV steps,  

sets are used as training data. Using random forests with ͵Ͱͱ trees12, variable 

importance is estimated using bagging, OOB error estimation and feature 

permutation. This is repeated ͵ Ͱ times with random bootstrap samples. Feature 

ranking according to mean VI and CART modelling of the standard deviation of 

VI are used for initial feature reduction. 

At each sequential feature selection (SFS), step random forests of ͵Ͱͱ trees are 

trained as above and OOB errors are estimated ͵ Ͱ times. Using the thresholding 

technique outlined in Figure A.ͳ, a list of features is produced and used to train 

an SVM (see Appendix C). After ͱͰ-fold CV—yielding ten feature lists—all those 

features being selected 2 or more times are included in the final list. 

                                                 
12 An odd number of trees is chosen to avoid ties in the majority voting procedure which is used 
to generate the classification output from the random forest. 
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Figure A. Recursive random forest feature selection pipeline. The complete 
dataset is split into ten folds, nine of which are used as training data in each 
cross-validation (CV) step. After initial estimation of variable importance 
using ʹ͵ trees (repeating ʹ times) and modelling of the standard deviation of 
variable importance against variable rank using a CART model, initial feature 
reduction is performed. Sequential feature selection yields a list of features 
which are used to train a Support vector machine (SVM) which includes an 
internal ͵ʹ-fold CV to optimise the SVM hyper-parameters. The trained SVM is 
tested using naïve data and the area under the receiver operating characteristic 
is recorded as classification accuracy. After performing all ͵ʹ repeats of the 
outer ͵ʹ-fold CV, the final feature set is chosen by including those features 
which appear at least twice throughout the CV. 
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C SUPPORT VECTOR MACHINES FOR CLASSIFICATION 

SVMs are a popular solution to classification problems differentiating between 

two groups of data which attempts to find a decision boundary that minimises 

generalisation error when classifying unseen data. Being a supervised machine 

learning technique, SVMs use training data to estimate a decision boundary. 

While many such boundaries may exist—especially for high-dimensional data—

SVMs aim to find an optimal solution by choosing the one which maximises the 

margin (Bishop, ͲͰͰͶ). Maximum margin classifiers find a decision boundary 

such its distance to any of the training data points is maximised. While many 

applications can make use of hyperplanes which linearly separate the training 

samples (e.g. Figure A.͵, top), this does not always apply. To allow for non-linear 

decision boundaries, a non-linear kernel can be used (Boser et al., ͱͲ). 

Conceptually, this involves non-linear transforms of the data which are added 

to the feature space before finding the maximum margin hyperplane in the now 

extended feature space. This will then map to a non-linear decision boundary in 

the native feature space of the training data. In this thesis, all SVM 

classifications were performed using the radial basis function (RBF) kernel as 

implemented in the RBioFS package by (Zhang et al., ͲͰͱͶ). An example use of 

a radial basis kernel for SVM classification can be seen in Figure A.͵ (bottom). 

Using the RBF kernel introduces an additional hyperparameter which needs to 

be specified in the implementation of the SVM classifier. Instead of opting for 

default values, Zhang et al. used an internal ͱͰ-fold CV step when training the 

SVM to optimise hyperparameters via a grid search before training the final 

classification model (Zhang et al., ͲͰͱͶ). Here, we follow the same procedure. 
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Figure A. Examples of SVM classification. Each plot contains scatter plots of 
the two groups of data used to train separate SVMs. The shaded areas 
correspond to the class label given to new observations within them. The top 
axis shows the training data and result of a basic SVM classifier. As the data is 
defined on two dimensions, the boundary dividing the regions assigned to the 
two classes is a straight line which maximises classification accuracy and the 
perpendicular distance to all training data points. In the bottom axis, a linear 
split of the plane would not result in adequate separation of the two groups. 
The SVM trained to classify these data used a radial basis function kernel to 
extend the feature space and generate the non-linear decision boundary. 
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D SCATTER PLOTS OF BURST CONNECTIVITY MEASURES WITH SYMPTOM SEVERITY 

Figure D.ͱ shows supplementary scatter plots for results presented in Chapter ʹ. 

Note that one control subject reported much more severe symptoms than the 

average. Given that the exclusion criteria for controls did not require 

presentation without symptoms, we did not exclude this subject from analysis. 

 

Figure D.͵ a) Scatter plot of symptom severity against global burst connectivity 
b) Scatter plot of symptom severity against global mean connectivity during 
the post-movement rebound. 
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E SPECTRAL CONTENT OF THE BURST STATE (CHAPTERS 4 AND 5) 

The Hidden Markov Model used in Chapter ʹ and ͵.ͳ allows us to characterise 

bursts of brain activity across a broad frequency range (ͱ-ʹ Hz in this case), 

without prior assumption of a band of interest such as the beta band for 

example. A state-specific multitaper analysis (Vidaurre et al., ͲͰͱͶ) was used to 

generate spectra for each state in each region and subject. Spectra for the “burst 

state” used for further analyses in Chapters ʹ and ͵ are shown in Figure E. ͱ. 

Note that while the bursts are chosen to coincide with high-amplitude events in 

the beta band, their spectral profiles are much richer with prominent low-

frequency components, particularly in the alpha band. While group 

comparisons of these spectra are beyond the scope of this thesis, it is worth 

noting that in the subacute cohort, a reduction of power in the beta range 

appears dominant, while variability between the acute mTBI, HC and TC 

cohorts appears across a range of frequencies. This warrants further 

investigation in the future. 

Figure E. ͵ Global mean spectra (top row) for the burst state averaged over all 
ͻͼ AAL regions, and example of single-region spectra for the left postcentral 
AAL region (bottom row). Lines represent the mean spectra for each group 
defined in Chapters  and  and shaded regions the standard error across 
groups. 
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F TYPES OF INJURY RECORDED IN THE MEGABIT STUDY 

Figure F. ͱ shows the mechanisms of injury recorded for our mTBI and TC 

cohorts. Falls were common in both groups and one of the nine TC subjects 

sustained an injury in a collision while playing contact sports. 

 

Figure F. ͵ Injury Mechanisms for mTBI and trauma control groups recorded in 
the MEGAbIT study. 

Figure F. Ͳ shows the distribution for LOC duration. No data was available for 

one subject. The majority of subjects lost consciousness for less than one 

minute. 

 

Figure F. Ͷ Distribution of Loss of Consciousness duration for the mTBI group 
studied in Chapter  
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