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ABSTRACT

A detailed spectroscopic analysis is presented for the S1 ↔ S0 and D0
+ ← S1

transitions of meta-fluorotoluene (mFT) and N-methylpyrrole (NMP) through

resonance-enhanced multiphoton ionisation (REMPI), laser-induced fluorescence

(LIF), dispersed fluorescence (DF), two-dimensional laser-induced fluorescence (2D-

LIF) and zero-electron-kinetic-energy (ZEKE) spectroscopy. Assignments have been

made for various vibrations, torsions and vibration-torsion bands in these spectra,

detailing the energy levels in the three electronic states. These studies comprise the

most comprehensive spectroscopic studies of these two molecules to date.

For mFT, discussion has been made regarding how vibration-vibration and vibration-

torsion eigenstates couple together and how this evolves from a purely localised,

restricted coupling mechanism at low internal energies to widespread, dissipative

intramolecular vibrational energy redistribution (IVR) at only modest internal

energy. Furthermore, an extreme case of Duschinsky mixing has been examined,

which manifests itself in the spectra in a similar way to anharmonic coupling; this

has been elucidated through a combination of emission and excitation spectroscopy,

quantum chemical calculations and a comparison to meta-chlorotoluene (mClT), in

which this mixing is also present, yet not so extreme. In the D0
+ cationic state, the

activity observed is discussed largely in terms of significant changes in torsional

potential compared to the S1 state, leading to off-diagonal torsional transitions having

considerable, and often dominant, intensities. Additionally, the ZEKE spectra appear

less enlightening in ascertaining the assignment of the activity in S1 than do the 2D-

LIF spectra, although they are useful as a confirmatory/diagnostic tool.

The S1 ← S0 transition of NMP is electric dipole forbidden and, as such, the activity

observed in the REMPI and LIF spectra is largely due to vibronic coupling with

nearby, higher-lying electronic states. Routes for the observed vibronic coupling

have been proposed and discussed, alongside commentary regarding the results of

previous photodynamical studies. The ZEKE spectra of NMP have been investigated,

which exhibit highly diagonal Franck-Condon factors, except for those via the b1
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symmetry, ring-localised modes. Nevertheless, it was possible to derive a precise

adiabatic ionisation energy (AIE) of 64250 ± 5 cm-1. The 2D-LIF spectra are

significantly more complicated than one might expect.

Furthermore, a new labelling scheme for N-substituted pyrroles is proposed, which

allows for the comparison of vibrations of different molecules of the same symmetry

class, which are expected to be valid for almost all (reasonable) substituents. This

scheme is similar to those proposed for mono- and disubstituted benzene molecules,

and the corresponding scheme for meta-disubstituted benzenes is used in the analysis

of mFT.

Finally, REMPI and ZEKE spectra have been recorded for the first time, of the

NMP-RG (RG = Ar, Kr) complexes, noting that the presence of the rare gas is

sufficient to perturb the electronic structure to allow the observance of the NMP-RG

origin in the REMPI spectra. Furthermore, we deduce AIEs of 64077 ± 5 cm-1 and

64029 ± 5 cm-1 for NMP-Ar and NMP-Kr, respectively.
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1. Introduction

The work presented in this thesis focuses on the electronic spectroscopy of small,

aromatic compounds, namely meta-fluorotoluene (mFT) and N-methylpyrrole

(NMP); schematics of these are shown in Figure 1.1. However, numerous references

and comparisons will be drawn to closely related molecules, such as para-

fluorotoluene (pFT), meta-chlorotoluene (mClT) and pyrrole. In this thesis, NMP and

mFT will be investigated in their neutral ground state, S0, first excited neutral state,

S1, and the cationic ground state, D0
+. The electronic structures of these molecules

will be studied in these three electronic states, by employing several spectroscopic

techniques, including resonance-enhanced multiphoton ionisation (REMPI), laser-

induced fluorescence (LIF), zero-electron-kinetic-energy (ZEKE) spectroscopy,

dispersed fluorescence (DF) and two-dimensional laser-induced fluorescence (2D-

LIF) spectroscopies; these techniques will be discussed in greater detail in Section 5.

In this section, some of the motivations behind this work will be discussed, alongside

a brief description of the field to date.

Figure 1.1. Simple schematics showing the molecules under investigation in this thesis, mFT and NMP. Effective

point group symmetries and the molecular symmetry group (see Section 3.4) are given. Hydrogen atoms on the

aromatic rings have been omitted for clarity.
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Simple aromatic molecules, such as mFT and NMP, can be viewed as simple

analogues to larger, more complex systems such as amino acids and proteins. For

example, the amino acids tyrosine1 and phenylalanine2 both contain a benzene ring,

and tryptophan3 contains an indole system, which, in itself, is a fusion of a benzene

and pyrrole ring. Furthermore, the bases of DNA are made up of various heterocycles

or fused heterocycles. One can envisage that, by learning about these simple systems,

one can begin to apply this knowledge to more complex systems, which provides

underpinning knowledge for biochemistry and materials chemistry.

Ultraviolet (UV) light has long been associated with the generation of free radicals,

reactive species with an unpaired electron, within living systems, such as the human

body4,5. These radicals can go on to damage DNA, causing mutations, which can

potentially lead to cancer, potentially endangering the life of the affected organism.

The major source of UV radiation that poses a risk to life on Earth comes from the

Sun. While oxygen and ozone in the atmosphere filter out the majority of the shorter

wavelength, higher energy UV light, a significant portion of the lower energy UV-A

radiation still makes it to the surface and UV-A radiation from the Sun has been

shown to cause certain types of malignant melanoma5.

In order to develop preventatives for such cancers, one would need to understand

how this damage arises. This ultimately requires an understanding of the

photostability of these molecules, and the fates of their electronically excited states.

This should allow conclusions to be drawn on how biomolecules rapidly dissipate

excess, localised energy to prevent damage to both the molecule and therefore the

organism.

These ideas can also be extended to the development of preventatives, such as

sunscreens6–9. These need to be both photostable i.e., the molecules redistribute the

absorbed energy efficiently without causing damage to the molecule (whether acute

damage or as a slow degradation of efficiency), with the excess energy often given

off as heat, and non-toxic. There are two main types of sunscreens: physical
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blockers, such as TiO2 and ZnO, which scatter sunlight and prevent it reaching the

skin, and absorbing sunscreens such as para-aminobenzoate derivatives which will

absorb and filter out UV light6. There has been some debate surrounding the toxicity

of nanoparticle-based physical blockers, as they are known to be a photocatalyst in

the formation of some reactive species upon exposure to UV light10,11, which may be

counterproductive. Nonetheless, Newman et al.11 stress that it is unlikely that these

types of sunscreens have toxic effects as the nanoparticles cannot penetrate deep into

the skin, although more data is required to ensure this is not the case on already

damaged skin. Therefore, it may be wise to pursue UV absorbing sunscreens instead.

However, a disadvantage of these is that they have a limited lifetime after

application, leading to diminishing protection over time; their effectiveness relies on

the user to reapply sunscreen regularly.

Aromatic rings, with their conjugated π-systems, effectively absorb UV radiation 

since their electronic transitions are often within the UV region of the

electromagnetic spectrum. This absorbed energy can then be redistributed around the

conjugated ring system via interactions with the vibrational levels, including those of

the methyl rotor. The ultimate theme of this thesis is to understand how the methyl

rotor in mFT and NMP can interact with the ring-localised vibrations in excited

electronic states, and how this assists in dissipating the energy absorbed during the

electronic transition.

In terms of spectroscopy, there are several physical and practical reasons why one

cannot easily study the spectra of these biological molecules directly, driving

spectroscopic study towards smaller analogues:

i. Large, complex molecules tend to be solids with low vapour

pressures, meaning it is difficult to get them into the gas phase

without excessive heating. Even with heating, it can be difficult to

prevent the vapour from condensing and solidifying inside the

spectroscopic apparatus, leading to blockages and an inconsistent gas

flow. In contrast, mFT and NMP are liquids at room-temperature and

do not require heating to get an adequate number density seeded in the

free-jet expansion.
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ii. As the number of atoms increases, the number of vibrational degrees

of freedom increase. Therefore, complex molecules such as large

amino acids will have highly congested spectra arising from

overlapping structure, meaning it will be difficult to discern any

individual routes for energy dispersal, and any normal modes of

vibration that facilitate this.

iii. These smaller molecules tend to be spectroscopically ‘bright’

meaning that it is possible to use the techniques mentioned above to

achieve high levels of signal, allowing their energy levels to be

probed with relative ease.

iv. The energy levels of interest in mFT and NMP are easily accessible

with common spectroscopic tools, such as dye lasers.

v. The ring-localised vibrations of these systems remain similar between

molecules of the same class (e.g., for meta-substituted benzenes and

for N-substituted pyrroles) so the identification of vibrational structure

may become more straightforward, allowing for some comparisons to

be drawn between related systems.

Substituted benzenes have been studied spectroscopically for many years. A number

of gas-phase studies initially focused on monosubstituted benzenes such as

fluorobenzene12–20, chlorobenzene15,20–26 and toluene27–39. This has later been

extended to disubstituted benzene molecules, with para-difluorobenzene40–47 (pDFB)

and pFT48–54 being amongst the most widely studied molecules of their class.

Additionally, para-xylene48,55–61 (pXyl) has also been considered, with it being a

natural extension to the study of energy dispersal as it has two methyl rotors which

can modify the routes for energy dispersal.

In spite of this, the meta-substituted molecules are relatively under studied, with one

of the most well-known being meta-difluorobenzene62–66 (mDFB). The earliest found

study on mFT is a microwave study by Rudolph and Trinkaus67, from 1968, in which

they determine rotational constants and values of the torsional parameters, V3 and V6

(see Section 3), in the S0 state. Additionally, Green reported and analysed IR and

Raman spectra for mFT, alongside numerous other meta-disubstituted benzene
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systems62. Weisshaar and co-workers employed some low-level ab initio methods to

rationalise torsional energy barriers in various substituted benzene molecules68.

Later, Ito and co-workers reported pioneering work on these systems in which they

presented LIF and DF spectra, as well as ZEKE spectra, on jet-cooled ortho-, meta-

and para-fluorotoluene, assigning a number of bands in the S0, S1 and D0
+ states69–73

– all three electronic states of interest in this work (however some of the assignments

will be questioned in this work). Furthermore, they derive a number of parameters to

describe the methyl internal rotation, or torsion, in all of these states which

corroborate the values determined in the microwave study67. However, these studies

focus on a very low internal energy region, covering only the torsional activity.

Parmenter and co-workers employed chemical timing experiments to explore how

the methyl rotor accelerates the rate of intramolecular vibrational energy

redistribution (IVR) between pDFB, pFT and mFT74. The main conclusion was that,

by exchanging a fluorine atom in pDFB with a methyl rotor, the rate of IVR

increased by a factor of ~40 owing to the presence of new pathways for coupling:

mainly through the methyl torsion interacting with the ring-localised vibrations. They

also noted that lowering the (effective) point group symmetry from C2v, in the case of

pFT, to Cs in mFT increased the rate of IVR further, by an additional factor ~12,

arising from the increase the density of same-symmetry states that can couple

together, further increasing the dispersal of energy.

Much later, in 2019, Stewart et al.75 revisited the low-energy region of mFT in the S1

state with a modern technique, 2D-LIF. There, they discussed the activity of the first

~350 cm-1 of the S1 ← S0 spectrum, commenting on the rather strong vibration-

torsion interaction occurring in mFT. Additionally, in light of the new 2D-LIF data,

they made a number of reassignments of various bands, in both S0 and S1, from Ito’s

early work69 and presented the most accurate and precise torsional parameters to

date, largely in agreement with previous work67–69. Shortly after, Kemp and co-

workers analysed the same region in S1 using ZEKE spectroscopy76, deducing a

precise adiabatic ionisation energy (AIE) for mFT of 71997 ± 5 cm-1 and assigning a

number of vibrations and torsions in the D0
+ state, using this new knowledge to
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confirm the reassignments made by Stewart, et al. in the S1 state. Furthermore, the

possibility of the distortion of the methyl rotor during vibrations was discussed, with

these perturbations modifying the geometry of mFT away from the G6 molecular

symmetry group. Despite this, the focus of these studies continued to be towards the

low-wavenumber region of the S1 ↔ S0 electronic transition.

The work presented in this thesis rectifies this by presenting REMPI and LIF spectra

covering the first ~1350 cm-1 of the S1 ← S0 electronic transition, assigning the

majority of the features observed in the corresponding ZEKE and 2D-LIF spectra.

Further discussed is the build-up of energy redistribution pathways from localised

couplings through to wide-spread IVR, often owing to vibration-torsion interactions

and the increased density of same-symmetry states. The present work constitutes the

most comprehensive study of the vibrational and torsional activity of mFT in the S0,

S1 and D0
+ states to date. This is presented in Sections 7-9.

Related to mFT, mClT has also been neglected in the literature; only a couple of

studies were conducted in the 1990s77,78, and later by this research group79,80. In spite

of this, the study of mClT is a useful extension to that of mFT as one can begin to

understand the effects of changing the mass of the substituent and also the electronic

structure, without changing the symmetry (the latter, as noted by Parmenter, is an

important factor in the redistribution of internal energy). Furthermore, the two

common isotopes of chlorine (35Cl and 37Cl) allow the elucidation of mass effects on

the ring-localised vibrations of mClT.

Unlike mFT, whose S1 ← S0 transition is symmetry-allowed, the 1A2 (S1) ← 1A1

(S0) transition in NMP is symmetry-forbidden which means the activity observed in

the one-photon excitation spectra to the 1A2 electronic state is due to vibronic

interactions (although a two-photon excitation REMPI spectrum allows the selection

rules to be altered such that Franck-Condon allowed activity is observable, see Refs.

81 and 82, also Sections 2, 10 and 12). Interestingly, the highest-occupied molecular

orbital (HOMO) for the S1 state of NMP is a mixture of valence and Rydberg

character, being a 3s Rydberg state in the Franck-Condon region, evolving into a σ* 

state when extending along the N-CH3 coordinate. The combination of a symmetry-
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forbidden electronic transition, alongside the mixed-character HOMO of the S1 state

makes this a rather interesting molecule to explore. Notably, this is reminiscent of

benzene, whose 1B2u (S1) ← 1A1g (S0) transition is also symmetry-forbidden and

therefore work on benzene has generally investigated the vibronically allowed

states83–86.

Despite the general lack of literature surrounding the meta-disubstituted benzenes,

NMP has attracted interest for many years. Some early microwave studies on NMP

initially determined the geometry of the ground state87–89, accompanied by some gas-

phase electron diffraction studies90,91, which largely corroborate the results. Other

early work included IR and Raman studies on various substituted pyrroles92,93, with a

more detailed and targeted study by Béc and co-workers94 coming later. Ambient

absorption spectra have been reported, as far back as 1944, by Milazzo95 but there

are also later studies by Compton81 and McDiarmid and Xing96.

The first jet-cooled studies of NMP were conducted by Compton and co-workers81

(who report an AIE which concurs with an earlier photoelectron study by Kirby et

al.97), McDiarmid and Xing96, Philis98,99 and Biswas et al.100. The latter additionally

reported assignments for the torsional levels and low-energy vibrations based on

dispersed fluorescence spectra presented therein. [A paper reinterpreting the

assignments of the torsional levels of the (1+1)-REMPI spectrum using theoretical

techniques was published by Kanamaru101, although a number of assignments therein

are symmetry-forbidden and thus the work presented as part of this thesis (Sections

10-13) agrees more with the conclusions of Philis98,99 and Biswas100.] Later, along

with the continued development of ultrafast laser systems, a number of

photodynamical studies102–109 have been conducted on NMP to provide insight into

the photophysical properties, such as the nature of the electronic states as well as

routes for photodissociation.

A photodynamic study by Woo and Kim110 also provides a number of hypothesised

assignments for almost all S1 levels below ~1850 cm-1 and reports lifetimes for many

of these levels. However, they find that the dynamics is complicated and, often,

multiple nanosecond-scale time constants are required to fit the experimental data.
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The frequency-resolved spectra of the present work (Section 12) provide concrete

evidence for the assignments of the bands in the S1 state, and also of the coherent

excitation of multiple eigenstates in a number of cases in the study by Woo and Kim,

something they briefly propose. This further highlights the complementarity of time-

resolved and frequency-resolved experiments. Additionally, Gascooke and Lawrance

have very recently published a far-infrared study regarding the P16 vibration in the S0

state of NMP, which is an out-of-plane wagging vibration (see Appendix 1 for

relevant mode diagrams). Here, they discussed the magnitude of the vibration-torsion

interaction of the methyl rotor and this vibration. They deduced a very large

vibration-torsion coupling matrix element and also the zero-order (unperturbed) V6

barrier height.

Interestingly, the possibility for rapid energy delocalisation in pyrroles, including N-

methylpyrrole, have made substituted pyrroles candidates for use in molecular

wires111 and also in medicines112,113. Furthermore, poly(N-methylpyrrole) deposited

on a surface has been proposed to have applications in biosensors114–117.

Similar to the work presented herein for mFT, the results presented for NMP

constitute a comprehensive study, comparing the new data collected as part of this

work with all the available information from past studies. Numerous assignments in

the S0, S1 and D0
+ electronic states are proposed, and vibrational wavenumbers are

extracted for many fundamental vibrations in each state. Also given is a description

of the role of the methyl rotor and vibrations in the spectroscopy of the S0, S1 and

D0
+ electronic states.

This work is divided into four distinct sections, the first of which reinvestigates the

torsional region of the S1 ← S0 transition, this time with the advantages of 2D-LIF

and ZEKE spectroscopy, allowing for the determination of the torsional

parameters118. Secondly, a vibrational labelling scheme is proposed, expected to

bring consistency to the vibrational labelling of N-substituted pyrroles119. The third,

and largest, section details the spectroscopy of essentially all levels below ~1100 cm-

1 relative to the S1 origin, including a region of highly-localised and extensive
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coupling120,121. Finally, ZEKE and REMPI spectra are presented for NMP-RG (RG =

Ar, Kr).

The following sections will provide a basic description of the spectroscopic quantum

chemistry required for the understanding of the work presented. This will include a

discussion of a number of approximations pertinent to the work (such as the Born-

Oppenheimer approximation and the Franck-Condon principle), as well as what

occurs when these approximations break down. Additionally, the effects of

anharmonicity will be discussed, followed by a brief picture of how anharmonicity

can cause coupling between multiple zero-order states and how this manifests itself

in vibrationally- and torsionally-resolved spectra. This will then be followed by a

consideration of the effect of the methyl rotor on the spectra: there will be a

discussion of the free rotor, evolution to the hindered rotor and how a hindering

potential can affect the torsional levels. Furthermore, there will be discussion on the

permutation-inversion molecular symmetry group treatment of mFT and NMP; a

general overview of the vibrational labelling schemes and notation is then given. A

summary of the experimental techniques, and apparatus used to collect the data that

make up the results and discussion, follows.

The background theory presented over the next few sections is not intended to be

comprehensive, merely to be adequate for the understanding of the work presented

herein. Texts by Herzberg122,123, Bunker and Jensen124,125, Atkins126 and Hollas127,128

provide a far more comprehensive and wide-ranging discussion of the theoretical

background.

The main results and discussion part of this thesis will comprise an introduction to

each published piece, followed by the published papers themselves. Finally, the main

conclusions of these papers are drawn together, with some suggestions for extending

the present work.



10

2. Theoretical background

2.1. Born-Oppenheimer approximation

A fundamental idea that underpins a large part of spectroscopy is that the

wavefunctions that describe electronic, vibrational, rotational and, indeed, torsional

components of the overall molecular wavefunction can be separated, based on the

idea that the nuclear and electronic motions can be decoupled. In 1927, Born and

Oppenheimer proposed that, due to the nuclei of atoms being significantly heavier

than electrons, their corresponding motions occur on vastly different timescales129:

the electronic motion is orders of magnitude faster than the motion of the nuclei.

The molecular Hamiltonian comprises the following components:

ୣ ୬ ୬୬ ୣୣ ୬ୣ

Equation 2.1

Where Te and Tn are the kinetic energy terms of the electrons and nuclei,

respectively; the Vnn term is the Coulombic repulsion term for the interactions

between nuclei; Vee, similarly, is the two-electron interaction energy term and Vne

describes the attractive forces experienced between an electron and a nucleus.

If one assumes that the electronic motion is so rapid relative to the nuclear motion, as

Born and Oppenheimer did129, and that the nuclei remain effectively stationary on the

timescale of electronic motions, then Tn can be treated as zero and the Vnn term

simply becomes a constant, given a fixed geometry. One can, therefore, decompose

the Hamiltonian given in Equation 2.1 to identify an electronic Hamiltonian:

୪ୣୣ ୡ ୣ ୬ୣ ୣୣ

Equation 2.2

Where Vne is now only dependent on the electrons interacting with the stationary

nuclei. The most difficult term to evaluate in the electronic Hamiltonian (and indeed
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the overall Hamiltonian) is the Vee term and is the reason the Schrödinger equation

cannot be solved exactly for systems with more than one electron. Under these

conditions, one would want to calculate a set of electronic wavefunctions, ψelec, that

satisfy the Schrödinger equation:

୪ୣୣ ୡ ୪ୣୣ ୡ ୪ୣୣ ୡ ୪ୣୣ ୡ

Equation 2.3

Here, Eelec is the electronic energy of the system obtained by solving the Schrödinger

equation in Equation 2.3. One can see from Equation 2.2 that, as ୪ୣୣ ୡ is dependent

on the nuclear coordinates (albeit only as a parameter through Vne), then ψelec and

Eelec must also be dependent on the nuclear coordinates. If one applies the Born-

Oppenheimer approximation at this point, one can assume that the electrons move

with the nuclei as the system vibrates, rotates, or translates. The remaining terms

from Equation 2.1 comprise the nuclear Hamiltonian, ୬୳ୡ:

୬୳ୡ ୬ ୬୬

Equation 2.4

One can also consider calculating a set of nuclear wavefunctions, ψnuc, that satisfy an

analogous Schrödinger equation as that in Equation 2.3. As the electronic and

nuclear Hamiltonians can be separated, therefore, so can the wavefunctions, meaning

the total wavefunction (ψtot) can be factorised into its nuclear (ψnuc) and the

electronic (ψelec) component wavefunctions:

୲୭୲ ୬୳ୡ ୪ୣୣ ୡ

Equation 2.5

Where Q are the nuclear, and q the electronic, coordinates, respectively, and the

overall energy of the system can be described as the sum of the electronic (Eelec) and

nuclear (Enuc) energies:
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୲୭୲ ୬୳ୡ ୪ୣୣ ୡ

Equation 2.6

For the most part, the separation of the nuclear and electronic components is a very

good approximation. Despite this, a number of the ideas discussed in this thesis

describe scenarios in which the separation of the nuclear and electronic

wavefunctions is no longer a good approximation, and hence are termed a

‘breakdown’ of the Born-Oppenheimer approximation.

Additionally, it is possible to separate the nuclear wavefunction into its constituent

vibrational (ψvib), rotational (ψrot), torsional (ψtor) and nuclear spin (ψns)

wavefunctions such that the total wavefunction is the product of its constituent

wavefunctions:

୲୭୲ ୪ୣୣ ୡ ୴୧ୠ ୰୭୲ ୲୭୰ ୬ୱ

Equation 2.7

Although the separation of the nuclear wavefunction into vibrational, rotational,

torsional and nuclear spin components is generally less good an approximation than

the separation of the electronic and nuclear wavefunctions, it holds up well in the

majority of situations.

2.2. Allowed electronic transitions

For now, consideration shall only be given to a pure electronic transition i.e., there is

no concomitant vibrational or rotational excitation, and the Born-Oppenheimer

approximation is assumed. In the context of the experimental techniques described in

Section 5, first a system shall be considered in which a single photon is absorbed

leading to the promotion of an electron from a lower electronic state, ψe″, to an upper

electronic state, ψe′. The electronic transition moment, Re, for such a transition may

be expressed as:

ୣ ୣ
ᇳ

ୣ ୣ
ᇱ

Equation 2.8
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Where μe is the electric dipole moment operator, which has components along all

three Cartesian axes (therefore μe = μx + μy + μz). In order for such a transition to be

allowed, Re must be non-zero. The intensity of the transition is proportional to the

square of the transition moment, ୣ
ଶ. A quantity proportional to the transition

intensity, and therefore ୣ
ଶ, is often attributed to an electronic state and is used in

certain contexts in this thesis. This is known as the oscillator strength of an electronic

state.

For Re ≠ 0, the direct product of the irreducible representations of ψe′, ψe″ and μe

must transform as the totally-symmetric irreducible representation of the point group

(or molecular symmetry group, see Section 3.4) of the molecule; the character tables

of pertinent symmetry groups for the systems in this thesis have been given in

Appendix 2. As an example, we shall discuss the 1B2 ← 1A1 electronic transition

of NMP as the 1A2 ← 1A1 electronic transition is symmetry-forbidden. As

discussed above, for Re ≠ 0, and, therefore, for the transition to be electric dipole 

allowed, the following must be true:

ୣ
ᇳ

ୣ ୣ
ᇱ

ଵ

Equation 2.9

Where Γ represents the irreducible representation of the wavefunction (or electric

dipole moment operator), × represents taking the direct product, and A1 is the totally-

symmetric symmetry class of the C2v point group (to which NMP belongs, assuming

the methyl rotor to be a point mass, which is a reasonable approximation when the

electronic transition in question is ring-localised). In this example, and indeed the

work in this thesis, the pyrrolyl ring of NMP is located in the yz-plane, with the C-

CH3 bond pointing along the z-axis.

Because the symmetries of the upper and lower electronic states have already been

specified (B2 and A1, respectively) as the subject of this example, one can look

towards identifying which, if any, of the irreducible representations of μe satisfy

Equation 2.9 and therefore facilitate this electronic transition. Looking at the C2v
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character table in Appendix 2, one can identify that Γ(Tx) = B1, Γ(Ty) = B2 and Γ(Tz)

= A1, such that ୣ ଵ ଵ ଶ. In order for Equation 2.9 to be satisfied, the

irreducible representation of one of the components of μe must match the direct

product of the symmetries of the ground and excited state electronic wavefunctions,

ୣ
ᇳ

ୣ
ᇱ , which can be evaluated as A1 × B2 = B2. Hence, the only component

of μe that facilitates this electronic transition is μy, as Γ(μy) = B2. As such, we say that

this transition is electric dipole allowed and polarised along the y-axis.

Conversely, the 1A2 ← 1A1 transition of NMP is electric dipole forbidden as there

is no component of μe that satisfies Equation 2.9. The direct product of the

irreducible representations of ψe″ and ψe′ in this scenario is A2 and therefore would

require μe to have a component of A2 symmetry; however, no such component exists

and, therefore, this transition is electric dipole forbidden.

2.3. Franck-Condon principle

In molecular spectroscopy, it is possible for vibrational and electronic transitions to

occur simultaneously, thus one must also consider the nuclear coordinates at the time

of the transition. The discussion of the Franck-Condon (FC) principle in this section

relies on the Born-Oppenheimer approximation being applicable, although, in

Section 2.4, we will discuss what may happen when this approximation breaks down.

Despite the breakdown of the Born-Oppenheimer being discussed as a part of this

thesis, the FC principle, within the Born-Oppenheimer approximation, is largely a

good basis for describing vibrational transitions built upon an allowed electronic

transition, as is the case in mFT.

Recalling that the Born-Oppenheimer approximation states that the electronic motion

is so rapid in comparison to nuclear motion, then, when a photon is absorbed, one

observes a ‘vertical transition’ between two electronic states. This is where the

transition involves a change in the electronic structure, but with no corresponding

change in nuclear coordinates i.e., no displacement from the ground state equilibrium

geometry during the transition. As a result, this is said to occur directly upwards on

the potential energy surface (see Figure 2.1) and is a direct consequence of the nuclei

remaining stationary on the timeframe of the electronic transition. Notably, after the
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transition, the nuclei will rearrange themselves to minimise the forces within the

molecule to accommodate the new electronic structure.

Figure 2.1. Schematic representation of a vertical transition (as given by the FC principle) and the adiabatic

transition for a diatomic molecule. Vibrational wavefunctions (harmonic) are shown in grey. The v′ = 4 ← v″ = 0 

vertical transition is shown, and one can see that there is good vibrational wavefunction overlap between ψv″=0(r)

and ψv′=4(r). Furthermore, the expected transition intensities from v″ = 0 to various levels in the A state are shown,

which can be seen as a crude approximation of the Franck-Condon factors (see text). The ground and excited

state equilibrium bond lengths, re″ and re′ respectively, are indicated, and the lowest energy transition between the 

two electronic states at their equilibrium geometries is shown as the adiabatic transition. The dissociation

energies, De″ and D0″, are shown for the X state, noting the excited state, A, will have equivalent parameters (not

shown). The axis units are arbitrary.

If two electronic states of a diatomic molecule have different equilibrium geometries

(as in Figure 2.1), the minima of the two states may not coincide in terms of

internuclear separation. Given the way the vertical excitation is drawn, one may

think that a band corresponding to the adiabatic v′ = 0 ← v″ = 0 transition would not 

be expected in an experimental spectrum; the observance of this, however, depends

on whether there is reasonable overlap between the initial and final state vibrational
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wavefunctions – see below. It may be, simply, that the origin transition (the v′ = 0 ←

v″ = 0 transition) will not be the most intense.

As an example, consider the starting level v″ = 0 (such as because the molecule is in

a free-jet expansion, see Section 5.1). This level will have a wavefunction with a

probability of finding population between the classical turning points of the potential

energy curve (with there being some probability of finding it outside of the potential

well too), and this has favourable overlap with the wavefunction of the v′ = 4 level,

and so a vertical transition may occur. In addition, as there may be vibrational

wavefunction overlap with multiple vibrational levels in the upper electronic state, so

that one can observe a series of vibrational bands with varying intensities dependent

on the magnitude of this overlap – this is known as a vibrational progression and is

depicted in Figure 2.1 as an inset.

Assuming the accompanying electronic transition is allowed, one can explain the

intensities of the observed vibrational bands by the degree of overlap between the

vibrational wavefunctions of the upper and lower states. If this overlap is poor, for

example, because the wavefunctions are out-of-phase, the transition intensity will be

low. If the wavefunction overlap is perfect (i.e., the upper and lower state vibrational

wavefunctions are identical and as is the electronic structure), the transition intensity

will be determined, purely, by that of the electronic transition, which, recalling, is

simply ୣ
ଶ. The square of the degree of overlap in vibrational wavefunctions can

be generalised and is called the Franck-Condon factor (or FCF). In short, if the

electronic component of a vibronic transition is symmetry-allowed, then the intensity

of this transition will be greatest when the FCF, or upper and lower state vibrational

wavefunction overlap, is largest. Indeed, the stick spectrum in Figure 2.1 is also

approximately representative of the FCFs between v″ = 0 and multiple levels

(indicated) in the upper state.

This can be formalised mathematically by the separation of the vibrational and

electronic wavefunctions from the vibronic wavefunction, which will be considered

below.
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Recalling the transition dipole moment for an electronic transition in Section 2.2, one

can similarly write the transition dipole moment for a vibronic transition, Rev, as:

୴ୣ ୴ୣ
ᇳ

୴ୣ ୴ୣ
ᇱ

Equation 2.10

Where ψev″ and ψev′ are the vibronic wavefunctions in the lower and upper states,

respectively, and the vibronic dipole moment operator, μev, comprises both electronic

(μe) and nuclear (μn) parts, such that:

୴ୣ ୣ ୬

Equation 2.11

Combining Equations 2.10 and 2.11, and separating the vibronic wavefunctions into

their constituent vibrational and electronic components by assuming the Born-

Oppenheimer approximation:

୴ୣ ୣ
ᇳ

୴
ᇳ

ୣ ୬ ୣ
ᇱ

୴
ᇱ

Equation 2.12

This can be (simply) manipulated into the sum of two integrals:

୴ୣ ୣ
ᇳ

୴
ᇳ

ୣ ୣ
ᇱ

୴
ᇱ

ୣ
ᇳ

୴
ᇳ

୬ ୣ
ᇱ

୴
ᇱ

Equation 2.13

Which can be expanded, taking note that only the electronic component of the

vibronic dipole moment operator can act on the electronic wavefunctions and,

similarly, the nuclear part of the vibronic dipole moment operator can only act on the

vibrational wavefunctions, to yield:

୴ୣ ୣ
ᇳ

ୣ ୣ
ᇱ

୴
ᇳ

୴
ᇱ

ୣ
ᇳ

ୣ
ᇱ

୴
ᇳ

୬ ୴
ᇱ

Equation 2.14
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For any given, static, nuclear arrangement, the two electronic wavefunctions are

orthogonal. This means that ୣ
ᇳ

ୣ
ᇱ , and the entire second term in Equation

2.14 becomes zero, leaving us with the more familiar formulation of the vibronic

transition moment:

୴ୣ ୣ
ᇳ

ୣ ୣ
ᇱ

୴
ᇳ

୴
ᇱ

Equation 2.15

Recalling that Re is the electronic transition moment from Equation 2.8:

୴ୣ ୣ ୴
ᇳ

୴
ᇱ

Equation 2.16

In Equations 2.15 and 2.16, the vibronic transition moment is shown with two

distinct components: the first is simply the electronic transition moment, Re, which

was presented in Equation 2.8, and the second is a quantification of the overlap

between the vibrational wavefunctions of the two electronic states being considered.

As noted above, it is the square of this latter component that is the FCF:

୴
ᇳ

୴
ᇱ ଶ

Equation 2.17

The FCF, therefore, describes the probability of the vibrational transition occurring

during the electronic transition.

In order for the transition to be considered Franck-Condon allowed, both integrals in

Equations 2.15 and 2.16 must be non-zero, i.e., the pure electronic transition itself

must be allowed, but there must also be some degree of vibrational wavefunction

overlap for the FCF to be non-zero, and therefore making Rev non-zero. The expected

intensity of such a transition is now dependent on both components of Equations

2.15 and 2.16, such that, even for a strongly electric dipole allowed electronic

transition to a state with a high oscillator strength, one may observe little intensity in

a spectrum should the vibrational wavefunctions have poor overlap.
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2.4. Herzberg-Teller (vibronic) coupling

The previous section has discussed vibrational transitions when the accompanying

electronic transition was electric dipole allowed. By assuming the electronic and

vibrational wavefunctions were separable, the intensities of the transition could be

determined both in terms of the overlap between the vibrational wavefunctions and

the overall nature of the corresponding electronic transition. However, this

separability is only true to a degree, and the breakdown of this becomes more

pertinent if the electronic component of the transition is electric dipole forbidden.

Here, it is acknowledged that the electronic wavefunction depends on the nuclear

coordinates as well as the electronic coordinates (i.e., a breakdown of the Born-

Oppenheimer approximation). Qualitatively, it is logical to think that, as a molecule

vibrates, the geometry of the molecule changes and therefore the electronic structure

will also change to account for this vibrational motion. Therefore, the vibrational and

electronic wavefunctions must have some degree of interdependence.

If one expresses the electronic transition moment in terms of both electronic

coordinates, q, as well as the nuclear coordinates at equilibrium, Q0:

ୣ ୣ
ᇳ


ᇳ

ୣ ୣ
ᇱ


ᇱ

Equation 2.18

Here, Q′a are the nuclear coordinates of the upper electronic state. For a forbidden

electronic transition within the Born-Oppenheimer approximation, Re is equal to

zero. If a vibrational excitation causes deviation away from the equilibrium geometry

in the upper electronic state to some alternate nuclear coordinate, Q′a, one can see

that Re may not necessarily be zero anymore, especially if Q′a perturbs ୣ
ᇱ


ᇱ in a

direction that gives rise to a distorted geometry at which a transition from ୣ
ᇳ


ᇳ

is allowed. This essentially means the vibronic transition moment is not zero:

୴ୣ ୴ୣ
ᇳ


ᇳ

୴ୣ ୴ୣ
ᇱ


ᇱ

Equation 2.19
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It is also possible to come to the same conclusion if it is assumed there is an

interdependence of the electronic and vibrational wavefunctions. One can expand the

electronic transition moment as a Taylor Series in terms of the equilibrium position

of the vibrational coordinates, Q:

ୣ ୣ ୯ୣ
ୣ

 ୯ୣ




ଶ
ୣ

  ୯ୣ

 

,

Equation 2.20

Where Qi and Qj are the vibrational coordinates of modes i and j in a polyatomic

molecule. If this is then combined with the vibronic transition moment, as written in

Equation 2.16, one obtains:

୴ୣ ୣ ୯ୣ ୴
ᇳ

୴
ᇱ ୣ

 ୯ୣ
 ୴

ᇳ
୴
ᇱ



ଶ
ୣ

  ୯ୣ

  ୴
ᇳ

୴
ᇱ

,

Equation 2.21

Which also implies that there is some dependence of Re on both the electronic and

vibrational wavefunctions, as in Equation 2.18.

From this, one can see that, if there is an electronic transition that is electric dipole

allowed, (Re)eq is non-zero and therefore the first term in this Taylor series will be

dominant, and if one truncates the Taylor series at the first term, this is analogous to

the case in which the Born-Oppenheimer approximation is valid, as described in

Sections 2.2 and 2.3. However, if one acknowledges that the electronic and

vibrational wavefunctions are not fully separable, one would also expect to see some

structure arise as a result of the higher-order terms in the Taylor series; although one

expects that the influence of these higher-order terms of Equation 2.21 to be

significantly smaller than the leading term.
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However, in a situation in which the electronic transition is electric dipole forbidden,

such as the 1A2 ← 1A1 transition in NMP, (Re)eq is zero, thus the first term in the

Taylor expansion (Equation 2.21) must also be zero. However, as will be seen later

in this work, despite this electronic transition being symmetry-forbidden, some

structure is still observed. This structure originates from the second term of the

Taylor series in Equation 2.21 as a result of the dependence of the electronic

transition moment (Re) on the vibrational coordinates, Qi. If one varies the

vibrational coordinates, Re will vary from (Re)eq and therefore
డࡾ

డொ ୯ୣ
 may be

non-zero; this is provided there is some displacement, Qi, which perturbs the

geometry of the upper state in a direction at which a transition from ୣ
ᇳ is not

forbidden. Therefore, there is some mixing of an allowed transition, and is the origin

of the term ‘intensity stealing’, which is often used in descriptions of the Herzberg-

Teller vibronic coupling scheme as the ‘forbidden’ transition ‘steals’ some intensity

from an allowed transition. Again, this logic is analogous to that which was derived

qualitatively in Equations 2.18 and 2.19.

To summarise, one cannot completely separate the electronic and vibrational

wavefunctions, as one has some effect on the other, although what is observed will

depend on the vibrational coordinate excited and which term of the Taylor expansion

in Equation 2.21 is dominant.

This is discussed in depth in the books by Herzberg123, Hollas127 and Bunker and

Jensen124. Henceforth, Herzberg-Teller (vibronic) coupling will now be discussed in

terms of molecular spectra and symmetry, looking first at NMP, which is similar to

benzene in that the S1 ← S0 transition is symmetry forbidden.

NMP is of pseudo-C2v symmetry and its 1A2 ← 1A1 electronic transition is electric

dipole forbidden, as discussed. If one considers a b1 vibration in the 1A2 electronic

state, the symmetry of this vibronic state can be given as the product of the electronic

and vibrational state symmetries and thus, overall, the vibronic state has B2

symmetry. Energetically close to this vibronic state is the 1B2 electronic state (see

Figure 2.2), and the 1B2 ← 1A1 transition is electric dipole allowed (polarised in
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the y-direction) and has Re > 0. As the B2 vibronic states associated with the 1B2

electronic state (i.e., a1 symmetry vibrations within the 1B2 vibrational manifold)

and a B2 vibronic state associated with the 1A2 state are of the same symmetry, they

can interact, and intensity of the B2 vibronic state can be gained from the 1B2

electronic state. Hence one can observe intensity via the b1 vibrations built upon the

1A2 state, as a result of this vibronic coupling. This is illustrated pictorially in

Figure 2.2, as well as other vibronic coupling routes in NMP associated with the

1A2 electronic state.

In a similar way, vibrations of a2 and b2 symmetry in the 1A2 electronic state

become Herzberg-Teller (HT) allowed, owing to the interactions with nearby 1A1 and

1B1 electronic states, respectively, gaining intensity (Figure 2.2). One should note

that one would not expect to observe the a1 vibrations in the 1A2 electronic state as

this would require coupling to a 1A2 electronic state and, as established, these

electronic states have zero oscillator strength – in order to steal intensity, there must

be something to steal!

The strength of the vibronic coupling, and therefore the intensity of a vibronically-

induced vibration, is dependent on:

i. the electronic transition moment of the electronic state to which coupling

occurs (i.e., the probability of a transition to that electronic state) and;

ii. how well the two vibronic states couple, which is partially dependent on

how close in energy the two electronic states are (a vibration in the 1A2

electronic state is going to couple more strongly if the inducing electronic

state is close in energy, compared to if it were energetically far removed).
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Figure 2.2. Schematic, to scale, showing the vertical excitation energies to the first ten excited singlet states of

NMP. These were calculated using the TD-CAM-B3LYP level of theory with the aug-cc-pVTZ basis set (see

Section 5.6) from the ground state, optimised geometry of NMP. The effective-C2v symmetries of the electronic

states are given, alongside the symmetries of the vibrations within the 1A2 state (lower case, in colour) that

induce vibronic coupling with higher lying electronic states. The calculated oscillator strengths ( f) of the

electronic states are also given, and those indicated with an asterisk (*) are those expected to be zero if the point

group symmetry of NMP were truly C2v (the point group symmetry of ground state NMP is Cs owing to the

staggered conformation of the methyl rotor, thus some oscillator strength is calculated where it is not necessarily

expected). For more details, see Section 12. Adapted from Figure 3 of Section 12.



24

2.5. Vibrations of diatomic molecules

Coupling between molecular vibrations is an important way in which excess energy

can be redistributed through a molecular system. Initially, molecular vibrations can

be considered as normal modes which are motions in which a molecule oscillates

with its centre of mass remaining stationary and these all conform to an irreducible

representation, which is determined by the point group of the molecule. Furthermore,

all normal modes of vibration are orthogonal, meaning when one mode is excited,

under the harmonic approximation, no motion in any other normal mode is induced.

The simplest picture for looking at molecular vibrations is the classical, Hookean

model in a diatomic molecule.

2.5.1. Hooke’s law and the harmonic oscillator

When a molecular vibration is treated within Hooke’s law, it oscillates with

harmonic motion and this scheme is thus termed the ‘harmonic oscillator’. Initially

considering a diatomic molecule, if one treats this as two point masses, connected by

a spring of a given stiffness, Hooke’s Law describes a ‘restoring force’, which acts to

return the system to equilibrium after any perturbation by an applied force, F:



Equation 2.22

Here, it is possible to describe the ‘restoring force’ in terms of the ‘stiffness’ of the

spring (which is determined by a force constant, kF), and its displacement, x. Often,

the displacement is given as a perturbation from the equilibrium bond length, re, such

that ୣ , where r is the internuclear separation. In the case of polyatomic

molecules, the displacement will be expressed in terms of nuclei in all three spatial

dimensions, and therefore have x-, y- and z-components. Equally, noting that a force

is simply the negative derivative of the potential energy,
ௗ(௫)

ௗ௫
, with respect to

displacement, if one integrates Equation 2.22 the resulting function describes the

vibrational potential in terms of displacement from re:
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ଶ

Equation 2.23

Firstly, one should note that the potential energy is dependent on the square of the

displacement. This means that, when one plots a harmonic potential energy curve, it

takes the form of a parabola, centred about the equilibrium bond distance, re.

Intuitively, one can see this is not very realistic as when one stretches the string more

and more, such that r → ∞, the system described by Equation 2.23 implies the 

potential energy of the system also tends to infinity. In a diatomic molecule, one

would expect that the two atoms become less and less influenced by one another as

they are moved further and further apart, where the potential energy between them

tends to zero.

If one solves the diatomic Schrödinger equation (in one dimension), using the

harmonic oscillator Hamiltonian:

ଶ

ଶ 
ଶ

Equation 2.24

Where ħ is the reduced Planck’s constant and μ is the reduced mass of the system:

 

 

Equation 2.25

With ma and mb being the masses of the two atoms, a and b, in the system. The

resultant eigenvalues are the permitted, quantised vibrational levels of a harmonic

system where these take the form:

୴୧ୠ ୣ
ଵ

ଶ
where ୣ

ଵ

ଶగ

ూ

ఓ

Equation 2.26
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The energy of the vibrational level, in terms of its vibrational quantum number, v

(where v is an integer, v = 0, 1, 2, 3, …), is dependent on the force constant and the

reduced mass of the system; the heavier the point masses on the spring and the

weaker the spring, the lower the vibrational energy will be.

In Equation 2.26, the only variable which describes the energy of the vibrational

levels is the vibrational quantum number, v. Therefore, the solutions to the

Schrödinger equation, using the harmonic oscillator Hamiltonian, imply that all the

energy levels are equally spaced by E = hcωe (ωe is the fundamental harmonic

vibrational wavenumber for a diatomic molecule), with a zero-point vibrational

energy (ZPVE) of
ఠ

ଶ
; these energy levels continue infinitely up the potential well.

However, this is not physically accurate and, in reality, the energy levels will

converge to a dissociation limit whereby, when the particles are pulled far enough

away, they cease to interact strongly enough with each other for the attractive forces

to restore the system to equilibrium.

The failure of the harmonic oscillator is stark; it fails to provide an accurate

representation of reality. Despite this, it is a reasonable approximation for any small

displacements that do not deviate very far in either direction from re, such that

ୣ – see Figure 2.3.
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Figure 2.3. A schematic description showing the differences between the harmonic potential (red) and the Morse

potential (blue), centred about the same equilibrium bond length, re. One can see that, with the Morse potential,

the vibrational levels converge rapidly to the dissociation limit, but continue infinitely upwards, equally spaced in

the harmonic potential.

2.5.2. The anharmonic oscillator and the Morse potential

One can begin to rectify the failure of the harmonic model by considering

anharmonicity. Now, one can begin to devise a model in which the vibrational levels

of a diatomic species will begin to converge to a limit, after which the two particles

are said to have dissociated and are no longer interacting with one another.

One can see the vibrational levels actually do converge – this can be seen by simply

observing overtones in experimental spectra: these are not at exactly twice the energy

of the fundamental vibration (as would be predicted by the harmonic oscillator), but

instead, the energy gaps between vibrational levels get smaller with each increment
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of v, see Figure 2.3. (Indeed, under the harmonic treatment, overtones would be

forbidden as the general selection rule is Δv = ±1, so seeing overtones at all from the

zero-point level is evidence of anharmonicity in itself!) This is particularly noticeable

in the spectra of metal-rare gas complexes130–136, where the vibrational levels can be

seen to converge rapidly, owing to the (generally) highly anharmonic nature of

physically bound species.

Mechanical anharmonicity, as the name implies, affects the mechanical properties of

system and this largely affects the shape of the potential and the force constants

associated with it. The harmonic approximation assumes that the force constant is not

dependent on the internuclear separation, however one can see in Figure 2.3 that this

cannot be true. In the anharmonic case, as r → ∞, the potential flattens out, so kF → 

0, and the bond gets weaker owing to the interactions between the nuclei getting

smaller. Conversely, the anharmonic depiction in Figure 2.3 also shows that as one

decreases the internuclear separation below re, the anharmonic potential rises more

steeply than does the harmonic potential. This arises from the mutual repulsion

between the nuclei which becomes larger as the nuclei get closer together. This

increases the strength of the bond, as the repulsive forces try to push the atoms away,

such that kF → ∞ as r → 0, requiring more and more energy to push the atoms ever 

closer together.

Mechanical anharmonicity relaxes the general Δv = ±1 selection rule to yield Δv =

±1, ±2, ±3, etc., although as Δv increases, the intensities of such vibrational bands

decrease rapidly. There is also electrical anharmonicity*; the effects of this are

generally small, but it also serves to relax the Δv = ±1 selection rule. Unlike

electrical anharmonicity, mechanical anharmonicity changes the forms of the

vibrational wavefunctions, discussed below, and is often far more significant to a

system than is electrical anharmonicity.

* Briefly, there is a dependence of the dipole moment and polarisability of the molecule on the displacement

during a vibration. These are effects on the electrical properties of the molecules which are not considered in this

thesis, so are not described in depth here. The book by Hollas128 is a good starting point for further details.
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One of the simpler depictions of the anharmonic oscillator, taking into account such

mechanical anharmonicity, is the Morse potential (also shown in Figure 2.3), which

takes the form137:

ୣ
ଶ

Equation 2.27

Where De is the dissociation energy from the bottom of the potential well, ‘x’ is

displacement from the equilibrium geometry, as above, and ‘a’ is a constant that

defines the shape of the potential. One can see that, in contrast to the harmonic

oscillator (Figure 2.3), as x → ∞, V(x) → De, which is more realistic.

One can describe the vibrational term values, and therefore vibrational energy levels,

(v), by an infinite, converging power series128 in terms of
ଵ

ଶ
:

ୣ ୣ ୣ

ଶ

ୣ ୣ

ଷ

Equation 2.28

As before, ωe is the harmonic vibrational wavenumber, and xe, ye, etc., are

anharmonicity terms. This series converges rapidly as the power increases; therefore,

one anharmonicity term, xe, is often sufficient for most spectroscopic purposes and

studies obtaining spectroscopic constants often report only ωe and ωexe. Furthermore,

if one solves the Schrödinger equation using the Morse potential as a basis, the

solution is exact if the series is truncated at the ωexe, without any higher powers of

ଵ

ଶ
138. It is the inclusion of these anharmonicity terms that cause the vibrational

energy levels to converge to the dissociation limit as a positive ωexe term is

subtracted from ωe. Generally, ωe ωexe > ωeye and higher-order anharmonic terms

will therefore only slightly modify the separations.

2.5.3. Extension to polyatomic molecules

Most molecules, however, are polyatomic. For all non-linear molecules, there are

3N-6 degrees of vibrational freedom, or vibrational modes, where N is the number of
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atoms in the system. This arises by subtracting the three translational degrees of

freedom in three dimensions and the three rotational degrees of freedom about three

principal inertial axes. In linear molecules, the rotation about the internuclear axis is

neglected owing to the moment of inertia being zero for this mode and there is no

energy associated with this. Hence, this rotational degree of freedom does not

contribute so there are 3N-5 vibrational modes in linear molecules.

In the harmonic picture, if one distorts the molecule from its equilibrium geometry

and then allows it to relax (i.e., impart some vibrational motion), this excitation will

occur in only one normal mode, as all normal modes are orthogonal. However, upon

the consideration of anharmonicity, it is possible for this excitation to couple to

several normal modes because these vibrational modes are no longer orthogonal, and

are interdependent to some degree.

If one treats the vibrations of a polyatomic molecule in the same way as was done for

diatomic molecules in Section 2.5.1, the overall harmonic vibrational potential, (v),

is described as a sum of the vibrational terms, (vi), for each normal mode, i:





 



Equation 2.29

Where there is a harmonic vibrational wavenumber, ωi, for each of the i vibrations,

analogous to ωe in the diatomic case. One can then take this further to consider

anharmonicity, as presented in Section 2.5.2. The expression then becomes:

 



  

ஸ

   

ஸஸ

Equation 2.30
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Analogous to Equation 2.28, this is a converging power series which considers

anharmonicity to describe more accurately the overall vibrational potential, with

anharmonic effects considered between pairs, triplets, etc., of normal modes. This

time, however, the anharmonicity constants are given as xij, etc., where i and j, etc.

are different vibrational modes. Generally, xi, xij and xijk are analogous to the ωe, ωexe

and ωeye diatomic terms, respectively, when i = j = k. This is often referred to as

diagonal anharmonicity as it considers the anharmonicity of an individual vibrational

mode.

However, the series also has non-diagonal cross-terms when i ≠ j. In these cases, one

must consider that the motions of the vibrations are not completely independent of

one another i.e., they become coupled in some manner. In this scenario, two or more

vibrational modes become coupled as a consequence of anharmonicity. This coupling

also occurs between more than two vibrational modes, for example between i, j and

k, coupled via the parameter xijk, although the magnitude of these higher-order off-

diagonal coupling effects is generally very small so are not considered here.

Vibrational coupling in this way means a vibrational excitation in one coordinate

may be dispersed through multiple vibrational modes, and is the basis of the Fermi

resonance and, by extension, IVR (vide infra).

2.6. Anharmonic coupling

As has been shown, the breakdown of the harmonic oscillator model leads to the

anharmonic picture becoming more important as larger, more complex perturbations

displace the system further away from equilibrium. As discussed above, in the case

of polyatomic molecules, higher-order off-diagonal anharmonicity terms must be

considered, and these terms mean individual vibrational modes are no longer

necessarily independent of one another.

Before discussing the ways in which levels may interact, the types of levels one

would expect to excite in a polyatomic molecule should be discussed, since some of

these arise owing to anharmonicity and whose definitions are pertinent to the forms

of mode coupling described below. After this, discussion shall move onto the

simplest form of anharmonic mode coupling: the Fermi resonance.
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i. Electronic origin:

In electronic spectroscopy, there is often reference to the electronic origin

and, indeed, many vibrational wavenumbers presented in this thesis are given

relative to the corresponding electronic origin. As discussed in Section 2.2, an

electronic transition may occur when a photon (with the correct energy) is

absorbed or emitted. If this energy exactly corresponds to the energy gap

between the zero-point vibrational and rotationless level of both electronic

states, this is considered a pure electronic transition (as there is no

vibrational, torsional or rotational excitation associated with this transition).

The band that one would observe in such a spectrum is called the electronic

origin.

However, the electronic origin is not always allowed (Sections 2.4, 10 and

12), and a band may not always be observed (cf. NMP versus mFT) even if

there is a photon with the appropriate energy. In these cases, one may infer

the energy of the forbidden electronic origin, whether through progressions in

vibrational or torsional levels or by observing electronic origins and

dissociation asymptotes in other electronic states. Alternatively, one can use

other experimental techniques to modify the selection rules (such as a

multiphoton excitation82 scheme), see Sections 5.2 and 12.

ii. Vibrational fundamental:

There will be vibrational levels associated with an electronic state and, with

vibrationally-resolved electronic spectroscopy techniques, one may populate

and identify these individual vibrational levels in the excited state, dependent

on the spectroscopic technique employed. A number of these vibrational

levels will correspond to vibrational fundamental transitions, which occur

when a single quantum of a normal mode of a vibration is excited alongside

an electronic transition. In the electronic spectroscopy of polyatomic

molecules, however, there are multiple normal modes that can be excited;
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indeed, there are 30 ring-localised modes in mFT and 24 in NMP. Whether

these vibrational transitions are allowed or not depends on the electronic state

to which one excites. In the context of the spectroscopic techniques detailed

in Section 5, a vibrational transition may occur simultaneously with an

electronic transition and therefore, under the jet-cooled conditions, S1 
ᇱ ← S0

is considered a fundamental vibrational transition, where 
ᇱ is a vibration in

the excited electronic state; the vibrational wavenumber of the transition is

then reported relative to the S1 state electronic origin.

iii. Vibrational overtone:

The term ‘vibrational overtone’ generally means that more than one quantum

of a particular vibration has been excited. As before, we consider a

vibrational transition occurring simultaneously with an electronic transition:

the first overtone will occur when two quanta of an excited state vibration are

excited, the second overtone when three quanta are excited, third overtone

when four quanta are excited, etc.

There are multiple vibrational modes that can be excited, each with their own

symmetries. In the case of a symmetry-allowed fundamental vibration (vide

supra) such as those in mFT, all overtones of the vibration are allowed.

However, if the fundamental vibration is symmetry-forbidden but the

electronic transition is electric dipole allowed (e.g., the a″ vibrations in the S1

state of mFT), only excitations of even quanta of the vibration are allowed

and thus observable, as these will always transform as the totally-symmetric

symmetry class of the corresponding point group. From the example above,

as the a″ vibrational fundamental is forbidden, the first overtone (i.e., two

quanta of the vibration) is allowed as a″ × a″ = a′ and a′ is the totally-

symmetric symmetry class of the Cs point group. Going further, the second

overtone is symmetry forbidden as, like the fundamental, it also has a″ 

symmetry and the third overtone is allowed as this has a′ symmetry, again, 

and so forth.
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Additionally, for small, diatomic van der Waals (vdW) complexes, the

change in geometry may be large between electronic states and one may

expect to see higher overtones of the intermolecular stretch, and not the

fundamental vibration owing to the location of the Franck-Condon window

(this is a generalised name for the parts of the potential energy surface that

can be accessed through a vertical transition). However, in cases where the

change between two electronic states is relatively small, the FC window is

located around the zero-point vibrational level of the molecule in the upper

electronic state; hence, one would not necessarily expect to observe higher-

order overtones owing to the anticipated low intensity, but would expect to

observe vibrational fundamental transitions. Nonetheless, if such an overtone

is symmetry allowed and signal to noise is good, there is no prima facie

reason not to expect to observe first and second overtones, etc., if one scans

high enough in wavenumber, although their intensities will diminish with the

FCFs.

In photoelectron spectra, one may expect to observe higher overtones

compared to in electronic excitation spectra of the neutral molecule as the

removal of an electron can lead to a significant change in electronic structure,

and therefore geometry. This may lead to a greater displacement of the

potential energy surfaces between the neutral molecule and the cation, such

that the FCF maximum may be expected to have shifted from the zero-point

vibrational level of the cation.

iv. Vibrational combination band

It has been discussed above that polyatomic molecules have multiple

vibrational modes, indeed, for a non-linear molecule, there are 3N-6 (N is the

number of atoms) vibrational degrees of freedom. What has not been

discussed is that more than one vibrational mode in a molecule may be

excited simultaneously. Similarly to overtones, dependent on symmetry, one

may expect to observe such transitions, and these are referred to as

vibrational combination bands.
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One can use the direct product table for the appropriate point group to deduce

the overall symmetry of the combination band and then consider the selection

rules presented throughout this section to assess if the combination band is

symmetry allowed. For example, a combination band comprising of one

quantum of an a1 vibration and one quantum of a b2 vibration (with C2v

symmetry) will have the overall symmetry of a1 × b2 = b2. Additionally, one

quantum of an a1 vibration in combination with two quanta of a b2 vibration

will have the symmetry: a1 × b2 × b2 = a1.

v. Vibration-torsion combination bands

Also referred to as ‘vibtors’, these will be discussed in more detail in Sections

3 and 4. Briefly, these are similar to vibrational combination bands – this

time, one or more quanta of a vibration can be excited simultaneously with a

torsion. The torsional selection rules are slightly different to those of

vibrations so one must use the symmetries of the vibration and torsion (and

electronic state if a vibration-torsion-electronic, or vibtoronic, state is

considered) in the corresponding molecular symmetry group (e.g., G6 or G12;

Section 3.4) in order to deduce if a vibtor transition is symmetry allowed.

vi. Hot bands

Lastly, one may observe hot bands in electronic spectra. These are transitions

originating in a vibrational level that is not the zero-point level of the initial

electronic state. As discussed further in Section 5, the experiments conducted

as part of this thesis employ a supersonic jet expansion to cool internally the

vibrational (and rotational) degrees of freedom. As such, given these

conditions, vibrational hot bands are not expected. Conversely, in

experiments conducted at room temperature or where cooling is ineffective,

then observing hot bands is likely.

Owing to incomplete internal cooling of the torsional degrees of freedom of

the sample in the free-jet expansion, some population remains in a low-lying,

but nonetheless excited, torsional level in the ground electronic state.
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Therefore, a small number of torsional hot bands are observed in the REMPI

and LIF spectra presented herein.

viii. False origin:

While this is not strictly a ‘type’ of level one may observe in spectroscopy, it

remains something of which one should be aware. As mentioned above, the

electronic origin transition may not always be electric dipole allowed and the

vibrations of this electronic state may be allowed through vibronic coupling

methods (or otherwise) and may be rather intense, such as P16 in NMP and v6

(Wilson139 label) in benzene83,84. Hence, it is possible that one may, at first

glance, mistake such a vibrational transition to be the electronic origin, hence

the term ‘false origin’.

Despite the following not being, by definition, a false origin, it is worth

noting that some vibrational fundamentals may appear to behave in a similar

way to the electronic origin in the spectra of polyatomic molecules, even

when the electronic origin is allowed. Such bands may have similar

vibrational activity built upon them, reminiscent to that observed for the

origin band. For example, the vibrational fundamental +181, observed in the

ZEKE spectra via m0 and m1 (both torsional components of the S1 electronic

origin) in mFT, was observed in combination with all vibrations overserved

for the cationic electronic origin, +00. This was also the case for 151 in the S1

state (see Ref. 76 and Section 8).

2.6.1. Fermi resonance

The simplest manifestation of anharmonic coupling is the Fermi resonance and was

first proposed by Fermi140 in 1931. To the first-order, two fundamental vibrations

cannot interact with one another, so the Fermi resonance considers solely an

interaction between a fundamental vibration and either an overtone or a combination

band. The two states that comprise the Fermi resonance (the states in absence of the

interaction) are referred to as zero-order states (ZOSs). These two interacting ZOSs

must be of the same symmetry and close in energy to interact.



37

When the two ZOSs interact, this can be thought of as the ZOSs perturbing one

another. The strength of the interaction, and therefore the degree of mutual

perturbation, is dependent on how close in energy the ZOSs are: two ZOSs that are

close in energy will usually perturb each other considerably more than two ZOSs

energetically distant. This means one is unlikely to observe a Fermi resonance if two

ZOSs are far apart in energy apart, unless the ZOSs are particularly strongly coupled.

In a frequency-resolved photoelectron or fluorescence spectrum, such as those

considered in this thesis, one would not directly observe the ZOSs that form the

Fermi-resonance, instead one would observe two resultant eigenstates of mixed

character i.e., the end-product of the interaction. Consider two ZOSs, and .

Provided they are energetically close and of the same symmetry, they can interact,

and perturb one another, and two eigenstates of mixed character will be formed:

 

 

Equation 2.31

These eigenstates, and , are a linear combination of the ZOSs, and , and

ci and cj are the mixing coefficients. If the coefficients, ci and cj, were both exactly

0.5, this is indicative of perfect mixing, and the resultant eigenstates will be equally

mixed. Resonant-intermediate photoelectron or fluorescence spectra via and

will be indistinguishable, in the absence of other couplings or vibrational mixing

between electronic states (Section 2.7). It should be reiterated that the ZOSs will not

be observed; the Fermi-resonance is an intrinsic interaction and the eigenfunctions

are already mixed in this way and the ZOSs are a convenient basis to describe the

interaction. Should the mixings be unequal, one will observe one eigenstate as being

‘more’ of a particular ZOS than the other. Should the energy spacing be large, then ci

>> cj and the mixing of the two ZOSs becomes negligible, and one will observe

intensity almost completely arising from one particular ZOS.

Not only do the characters of these ZOSs become mixed in the formation of the

mixed eigenstates, but the resultant states will also appear displaced from the
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expected energetic location of the contributing ZOSs, which can be thought of as a

repulsion. How much the eigenstates are repelled also depends on how far apart in

energy the ZOSs were and how strongly they couple. This is illustrated,

schematically, in Figure 2.4.

Figure 2.4. Depiction of the perturbation of two zero-order states, and , which interact owing to a Fermi

resonance. Panel (i) is a schematic energy level diagram, showing the mixing of the characters, and perturbations,

of the ZOSs. Panel (ii) is a schematic representation of a spectrum showing what one may observe arising from

the Fermi resonance (the original intensities and positions of the ZOSs are in grey on the right-hand side).

The two eigenstates in Fermi resonance can be useful to the spectroscopist as the

ZOSs need not, necessarily, be allowed. Fermi’s original paper140 considered the

Raman spectrum of CO2. The first overtone of the bending mode has symmetry Σg
+

(as Πu × Πu = Σg
+) and as does the symmetric stretch; one would initially expect these

vibrational modes to appear as near-degenerate. However, only one intense band in

this region of the spectrum is expected as the overtone of the bending mode expected

to be weak. Fermi, however, observed two sizeable bands noticeably displaced from
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the expected positions of the ZOSs, suggesting there was a strong interaction that

was not only repelling the two eigenstates, but also allowing the band (mostly) due to

the overtone bending mode to gain significant intensity, and the resultant eigenstate

contains some character from the symmetric stretch.

Furthermore, while a Fermi resonance is, by definition, between the fundamental of a

vibration and an overtone or combination band, an identical coupling scheme may

occur between two overtones, or two combination bands, or a mixture of the two, and

these are often referred to as Darling-Dennison resonances141.

Typically, when talking about coupling in this manner, the ZOSs may be referred to

as either a zero-order bright (ZOB) state or a zero-order dark (ZOD) state. The ZOB

state is a ZOS which, when excited would have inherent intensity; conversely, the

ZOD state will not have any inherent intensity and, in absence of any coupling, one

would not expect to observe this in an experimental spectrum.

In experiments such as 2D-LIF and ZEKE (see Sections 5.4 and 5.5, respectively),

one can project the populations of these mixed-character eigenstates onto the

vibrational levels of another electronic state, which allows for the elucidation of the

character of the states that comprise the Fermi resonance, even though it would not

be possible to observe the ZOD state directly.

2.6.2. Restricted IVR

Where a Fermi resonance is often described through the involvement of two

interacting ZOSs, one can also consider a scenario in which a small number of ZOSs

and/or eigenstates may couple together. While this is necessarily more complicated

than the Fermi resonance, there is not a total redistribution of vibrational energy

throughout the molecule. This has been observed in mFT at low internal energy, and

in NMP, at ~800 cm-1 in S1, and will be discussed in detail in Sections 8-13.

Although in these cases, there are few enough states coupling together to unravel the

nature of this coupling and for the identities of the ZOSs involved to be proposed.

This is termed ‘restricted IVR’, as the coupling, and therefore dispersal of energy, is

only between a handful of levels.
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In a frequency-resolved experiment, such as those conducted herein, one would be

able to observe the resultant eigenstates and make deductions about the identities of

the ZOSs. However, even in these scenarios, it may be difficult to ascertain which

states are coupling to which, as the coupling may be direct, or indirect. If one has

three ZOSs that are coupled as  →   ← , where the arrow represents direct

coupling, one can say that states and are indirectly coupled through . If one

probes , one should be able to see Franck-Condon activity due to both states

and as well, despite and not being coupled directly.

While it was stated in Section 2.6.1 that, to the first order, fundamental vibrations

may not couple, they may indirectly couple together through a state that is not a

vibrational fundamental. Despite this, generally, one may describe a restricted IVR

scenario as one in which the individual ZOSs involved in the coupling, whether

direct or indirect, may be identified and assigned.

A time-resolved technique, however, would be able to see how the population

propagates and oscillates between the coupled ZOB and ZOD states in the form of

quantum beating. Such an experiment would be able to distinguish between coupled

ZOSs and those which are simply Franck-Condon active or Duschinsky mixed – see

below. However, a time-resolved experiment will not necessarily be able to ascertain

the identity and characteristics of the mixed eigenstates; alternatively, a frequency-

resolved experiment, such as those conducted as a part of this work, should be able to

determine the identities of the eigenstates and propose identities for the ZOSs

involved.

2.6.3. Statistical (dissipative) IVR

IVR is often described in terms of the ‘tier model’142, in which there is a cascading

coupling of eigenstates; two ZOSs couple, forming two new eigenstates (see Figure

2.4), which will then go on to couple with other ZOSs or eigenstates, and these will

couple again, etc. Indeed, this often occurs when the density of same-symmetry

states is high. In fact, it is one of the reasons that full, statistical (or dissipative) IVR

is achieved in mFT far faster than it is in pFT: the decrease in symmetry from the G12
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molecular symmetry group to G6 means that states that were formerly the wrong

symmetry to interact, now can. This is described very well by Parmenter et al.74,143–

145 in the context of substituted benzenes, following the addition of a methyl rotor,

and will also form part of the discussion of the papers in this thesis.

Statistical IVR is more complex than the restricted IVR regime, in that there will be

many direct and indirect couplings such that any excited eigenstate, when probed,

will give rise to significant activity in a spectrum, making it difficult to discern the

nature of the individual states that have coupled. Furthermore, this can continue to

the point whereby the vibrational population is widely distributed between multiple

modes, so one primarily observes coupling to a ‘bath’ of states yielding a broad,

structureless spectrum. In this case, the activity becomes indistinguishable and

unresolved, except, perhaps some activity due to the excited eigenstate and a small

number of other strongly coupled states†, such as for the 111 band in S1 mFT – see

Section 8. This, however, happens more frequently at high internal energy (>1500

cm-1), unless there are ‘aggravating’ factors such as (multiple) methyl rotors or a low

symmetry (e.g., Cs or C1).

2.7. Duschinsky mixing

Anharmonic coupling is not the only way in which the appearance of unexpected

activity in a spectrum can be facilitated. Duschinsky mixing (also referred to as

Duschinsky rotation) manifests itself in a molecular spectrum in a similar way to

anharmonic coupling, in which one may see strong activity arising from another

vibration that is not the one pumped; however, anharmonic coupling and Duschinsky

mixing have very different origins. This type of mode mixing was first described by

Duschinsky146 in 1937. As mentioned previously, two fundamental vibrations may

not couple together directly, however, there is no such limitation on fundamental

vibrations being involved in Duschinsky mixing as this is not a coupling mechanism.

Through Duschinsky mixing, it is possible to observe activity in a spectrum via one

† Should a ZOB state be coupled particularly strongly to a ZOD state, and this ZOD state is coupled to another state in a ‘bath

of states’ that leads to statistical IVR, this is referred to as ‘doorway IVR’ as the ZOD state acts as a ‘doorway’ to statistical

IVR. This is generally considered separately from both statistical and restricted IVR, despite often exhibiting characteristics of

both.
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fundamental vibration that arises from other fundamental vibrations. As anharmonic

coupling and Duschinsky mixing possess similar hallmarks in molecular spectra,

caution must be applied in the interpretation of such spectra. They differ in that

Duschinsky mixing arises from changes in the forms of the vibrations between two

electronic states, rather than being an inherent interaction between vibrational modes

arising from anharmonicity.

Briefly, the Duschinsky effect is based on the observation that, owing to the

geometry change between two electronic states, the accompanying change in the

nuclear coordinates and charge densities will lead to a change in the forms of the

normal modes between these two states. As such, it is assumed that the vibrations of

the final electronic state can be represented as a weighted linear combination of the

vibrations of the initial state and is often referred to as ‘mixing’. Normally, as the

changes in geometry between two electronic states for small, aromatic molecules are

generally small, the extent of the vibrational mixing is expected to be limited.

However, in some cases, it can be rather extensive, especially if the change in

geometry between the two electronic states in question is along the same coordinate

as one or more vibrations. Furthermore, only vibrations of the same symmetry can be

mixed in this way‡.

A common way of representing the extent of such mixing is through the use of a

Duschinsky matrix (DM). This is essentially a plot of how well the vibrational

wavefunctions of the normal modes in an initial and final state overlap, as calculated

through quantum chemical calculations (noting that these are often harmonic

vibrational calculations and so are an approximate picture). A perfectly diagonal

matrix (i.e., where the diagonal elements are unity, and all off-diagonal elements are

‡ It should be noted, here, that in the work presented in Sections 11 and 12, the Duschinsky matrices presented

indicate that there is some ‘mixing’ of vibrations of different symmetries, seemingly in contrast to what is written

here. This arises from the fact that the reported point group symmetry for NMP is only the approximate point

group. As a result of the methyl rotor, NMP is not strictly C2v and quantum chemical calculations will use the Cs

point group symmetry. As such, the Duschinsky matrix arising from these calculations leads to the conclusion

that there is some mixing of modes of ‘different’ symmetry; this is not allowed if the point group is representative

of the true symmetry of the molecule.
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zero) occurs when there is no vibrational mixing between states, and the vibrations of

both electronic states have identical motions and amplitudes. The introduction of off-

diagonal elements to the DM arises when there is some degree of mixing present, and

hence differences in the vibrational motions between electronic states.

Figure 2.5 depicts two, generalised, DMs for nine vibrations between an initial state,

, and a final state, . These describe how mixed the vibrations, vn, between these

two electronic states are, in terms of the initial state vibrations. Matrix (i) depicts a

case in which there is no mixing of the vibrations between the two electronic states,

such that each final state vibration is perfectly in correspondence with the equivalent

initial state vibration; therefore, if one were to visualise the atomic motions, one

would not be able to distinguish between the two electronic states. In essence, one

observes purely diagonal character in the Duschinsky matrix with no off-diagonal

elements.

Figure 2.5. Generalised Duschinsky matrices depicting how import the Duschinsky effect can be in determining

the changes in the characters of the vibrational modes between two electronic states. The vibrational labelling is

consistent between states and vibrations are given by a number, see, for example, the mDi and Pi scheme for mFT

and NMP in Section 4. DM (i) depicts a scenario in which there is no vibrational mixing between the electronic

states and DM (ii) represents a scenario in which there is mixing of the vibrational modes between the electronic

states, such that the vibrations in the final state can be represented as an admixture of more than one initial state

vibration. The depth of shading is representative of the coefficients of mixing, where black is 1 and white is 0.

However, in reality, there will likely be some mixing of the vibrational modes

between the excited and final states owing to the different electronic structures and

there will be some off-diagonal elements to the DM. In matrix (ii) of Figure 2.5, this
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is represented by the off-diagonal entries being greater than zero (off-white or light

grey), indicating small quantities of mixing, and the on-diagonal elements become

less than one (less black) as a result. The darker the colour in the square, the larger

the contribution of that initial state vibration to the linear combination of the final

state vibration. It should be noted that all mixing coefficients for the various initial

state modes that make up the final state vibration will always sum to one.

In a spectroscopic context, if one projects the population of a vibrational fundamental

in the S1 state (v1′) onto the D0
+ state, as one would for a ZEKE experiment, when

one looks at the ZEKE spectrum recorded while pumping v1′, one may observe more 

than one transition to vibrational fundamentals of the cation state (v1
+, v2

+, v3
+, etc.),

arising from Duschinsky mixing between S1 and D0
+. One can represent this linear

combination as ଵ
ᇱ

 ଵ
ା

 ଶ
ା

 ଷ
ା where   . The mixing

coefficient, ci, is expected to be the largest as ଵ
ᇱ and ଵ

ା are, qualitatively, the ‘same’

vibration in the S1 and D0
+ states, respectively, and this would correspond to the

diagonal element in the DM. Therefore, one would expect the most intense band in

such a ZEKE spectrum to arise from ଵ
ା . However, off-diagonal elements i.e.,

arising from vibrations ଶ
ା

ଷ
ା , in the absence of coupling and assuming FCFs

are equal, will show intensities in the spectrum proportional to cj and ck, respectively.

Additionally, a similar picture would be seen if one pumped different vibrations in

the S1 state (e.g., v2′, v3′, etc.) that were involved in the mixing.

In terms of the observed spectra, this means one may observe significant intensity

due to vibrations that are not expected from the Δv = 0 (diagonal element) propensity

rule, which do not arise from FC activity or mode coupling. As such, this is another

way in which vibrational fundamentals can gain intensity in a spectrum, meaning

simple Franck-Condon arguments are no longer wholly reliable.
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3. The effect of the methyl rotor in

molecular spectroscopy

There has been significant interest in the effects of the addition of a methyl rotor on

internal coupling routes within small, aromatic molecules in recent years. Pioneering

experimental work by Weisshaar68,147 and Parmenter74,144,145 discussed this issue, and

has been considered further, more recently, by Lawrance and co-workers36,75,148.

Significant theoretical developments by Longuet-Higgins149 and Bunker and

Jensen124 have facilitated the use of permutation-inversion molecular symmetry

groups (MSGs) to describe the torsional motions of the methyl rotor. It is these

symmetry groups that provide the basis for understanding the rules that govern how

the methyl rotor can couple and interact with the rest of the molecule. There is also a

very detailed review by Spangler150 which provides a good background on the role of

the methyl rotor in spectroscopy.

By adding a methyl rotor onto a benzene or pyrrole moiety, one opens up new ways

in which ring localised modes can interact with the motions of the methyl rotor. First

targeted by Parmenter et al. in terms of substituted benzenes, it was shown that the

rate of IVR increased significantly upon addition of a methyl rotor74. For example,

they determined that the replacement of a fluorine atom of pDFB, yielding pFT,

increased the rate of IVR by a factor of ~40. Then, decreasing the symmetry of the

molecule from effective-C2v to effective-Cs, as in mFT, further increased the rate of

IVR by a factor of ~12. Therefore, in comparison to pDFB, the rate of IVR increases

in mFT by a factor of ~480.

In this section, aspects of the addition of the methyl rotor will be discussed, in the

context of both mFT and NMP, from the free-rotor, through to the hindered-rotor.

The quantised nature of the torsional energy levels is discussed and also, briefly,

permutation-inversion MSGs. Owing to the nature of these molecules, only the

single-rotor case will be considered as the addition of a second rotor (e.g., in o-/m-/p-

Xyl) complicates the matter significantly, as well as further increasing the rate of

IVR. For discussion on the double rotor, the reader is directed to Refs. 48 and 55,
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and the thesis of Tuttle151, which discusses the impact of the double rotor in great

detail.

3.1. The free rotor

Initially, the simplest case shall be considered, which is the free rotor. A model for

this is an internally-rigid methyl group, which is not perturbed in any way as it

rotates about the bond connecting it to an infinitely heavy point mass. This scenario

is analogous to that of the particle-on-a-ring model. In this case, the Hamiltonian can

be written as:

ଶ

ଶ

Equation 3.1

Where F is the effective rotational constant for the rotor and ϕ is the torsional angle.

For a molecule containing a freely-rotating methyl rotor, the effective rotational

constant can be written in terms of the reduced moment of inertia, I:

ଶ

Equation 3.2

୫ ୰

୫ ୰

Equation 3.3

Where Im is the moment of inertia of the -CH3 group, and Ir is the moment of inertia

of the rest of the molecule; for mFT and NMP, this is the aromatic ring, which is

treated as a point mass. The reduced moment of inertia is used since the rotor and the

rest of the molecule are both freely rotating about the same bond, in this two-body

picture.

As mentioned above, the rest of the molecule must be viewed as being of infinite

mass compared to the rotor in order to treat the rotor in such a way and, indeed, in
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the case of substituted pyrroles and especially substituted benzenes, the mass of the

parent molecule is significantly greater than that of the single methyl rotor. If this

assumption is followed through, the reduced moment of inertia, I, as presented in

Equation 3.3, can be approximated as Im. Therefore, we determine F, the internal

rotation constant as, approximately:

ଶ

୫

Equation 3.4

If one solves the Schrödinger equation with the free-rotor Hamiltonian, the obtained

eigenvalues give the energies of the free-rotor torsional levels:

ଶ

Equation 3.5

Where m is the torsional quantum number, which takes values of 0, ±1, ±2, ±3, …,

and so forth, with the accompanying eigenfunctions126:

Equation 3.6

Notably, due to the quadratic dependence on the torsional quantum number, the free-

rotor torsional energy levels, for m ≠ 0, are all doubly degenerate (one can view this 

as rotating the methyl rotor clockwise or anticlockwise with respect to the parent

molecule), and the energy increases as a function of m2. Also, one can see there is no

zero-point energy associated with the free-rotor torsional levels as, from Equation

3.5, the energy is zero for m = 0.

Here, a number of assumptions have been made that seem unrealistic at first glance,

notably the assumption that the pyrrolyl or benzene ring is infinitely heavy compared

to the methyl rotor. However, in general, for qualitative purposes, the majority of the

torsional levels calculated in this manner are sufficient to get an idea of the energies
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of the torsional levels, which can be useful in distinguishing between the internal

rotations of the methyl rotor and low-energy vibrations of the parent molecule in

molecular spectra, with some caveats, as discussed below.

3.2. The hindered rotor

Out of all the assumptions made in the free-rotor case, the most significant one is that

the methyl rotor is not perturbed by any hindering potential arising from the rest of

the molecule. Indeed, there will always be a hindering potential exhibited by the rest

of the molecule as it will never be a non-interacting, infinitely heavy, point mass and

there will always be some form of electronic or steric influence on the methyl rotor.

Therefore, one should consider what occurs when a hindering potential is applied.

If one assumes the three hydrogen atoms, and their corresponding C-H bonds, of the

methyl rotor are equivalent (while there may be some distortion of bond lengths and

angles as the methyl group rotates, this approximation holds as these perturbations

are very small), it can be inferred that there will be a three-fold symmetry of the rotor

relative to the ring, so the overall, hindered, torsional potential would be expected to

be periodic with 3n minima (n = 0, 1, 2, 3, …), and, as such, the ‘n’ of the Vn

potential terms increases by 3n as well. It should be noted, however, that the precise

nature of the number of minima is also dependent on the symmetry of the rest of the

molecule. Therefore, we can model the torsional potential, V(ϕ), generally, as:

ଷ  ଽ

Equation 3.7

Where the Vn terms are the potential terms of the overall torsional potential, which

arise from the three-fold symmetry of the methyl rotor. As above, ϕ is the torsional

angle.

The first non-zero term in the expansion in Equation 3.7, as mentioned previously, is

dependent on the symmetry of the overall system. For mFT, there is three-fold

rotational symmetry of the methyl rotor (about the bond connecting the rotor to the

ring), but only one-fold rotational symmetry of the meta-fluorinated benzyl ring
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about the connecting bond; as such, there is a three-fold symmetric torsional

potential and, therefore, the V3 term is the first non-zero term and this gives rise to

three minima per 360º rotation of the methyl rotor.

In the case of NMP, in addition to the three-fold symmetry of the methyl rotor, there

is two-fold rotational symmetry from the pyrrolyl ring. Therefore, to the first order,

one expects the torsional potential to have six minima – three from the methyl rotor,

multiplied by two as each hydrogen atom of the methyl rotor passes either side of the

ring. Furthermore, the V3 parameter is zero and the V6 term is then the first non-zero

term of the torsional potential in Equation 3.7.

In general, the first non-zero term of the potential determines the height of the

potential barrier to rotation (which is notably large in mFT+), whereas higher-order

terms influence the shape of the potential. Spangler150 highlights in his review that,

owing to the rapidly converging nature of the potential series (Equation 3.7), one

term tends to fit very well to experimental data (which can be seen is true for NMP in

Section 10). It is very rare for more than two terms to be required to describe the

torsional potential accurately (as an example, both V6 and V3 terms are used to

describe the torsional potential of mFT), as the contribution of higher-order Vn terms

to the potential gets smaller, rapidly, as n increases§.

Figure 3.1 depicts the torsional potential of mFT (in the S0 state), using calculated V3

and V6 parameters values75, truncated at the V6 term, and how the V3 and V6 terms

contribute individually to the potential, as a function of torsional angle, ϕ. As the

torsional potential of NMP is accurately described by only the V6 term, the red trace

in Figure 3.1 will (qualitatively) depict the appearance of the torsional potential of

NMP; however, one notes that the magnitude of the V6 parameter is different

between mFT and NMP in the S0 state.

§ If the magnitudes of these higher-order terms are significant, they may have the effect of introducing additional

local minima between those arising from the highest Vn term, although this is often only appreciable for the V6

parameter when the value of V3 is small. If V3 is present and large, then the torsional potential generally looks like

it would if there were only a V3 parameter.
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Figure 3.1. Hindered torsional potential for one full 360º rotation of the methyl rotor of mFT, as a function of

torsional angle, in the S0 state, with 0º defined as one hydrogen atom of the methyl rotor being eclipsed and

pseudo-trans (see Figure 3.2) to the fluorine of the fluorobenzyl ring. V3 = 20.2 cm-1 and V6 = -7.7 cm-1, as

determined by Lawrance et al.75; these parameter values are calculated and do not account for vibration-torsion

interactions.

From Figure 3.1, one can see that it is the V3 term that determines the height of the

torsional potential barrier in mFT, with V6 simply altering the shape and adding the

small, local minima near where the V3 and V6 plots meet out-of-phase. One should

note that the signs of the V3 and V6 terms are important and the overall torsional

potential, V(ϕ), would appear strikingly different should either V3 or V6 be negative.

Comparatively, in NMP, there is no V3 term due to the two-fold rotational symmetry

of the pyrrolyl ring, such that it is the V6 term instead that describes the height of the

potential barrier. Additionally, the value of V6 parameter for NMP in its S0 state is

comparatively much larger than it is in mFT118 at -(40-45) cm-1.

One should note that there is a level of uncertainty in the V3 and V6 parameters used

to produce Figure 3.1; Lawrance and co-workers75 report an error of one standard

deviation, as they use calculated line-positions of the torsional levels and fit them to
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the potential. They also note that their V3 and V6 parameters do not include correction

for vibtor interactions, therefore, any torsional levels calculated using these values

will not exactly reproduce the levels one observes experimentally, particularly if

there is a strong vibration-torsion interaction.

If the torsional potential of a molecule has a leading V3 term, such as for mFT, the

sign of the V3 term is assigned based on the conformation of the methyl rotor with

respect to the parent ring. By convention, the sign of the V3 term is considered to be

positive if the minimum energy conformation is when the methyl rotor is eclipsed

with respect to the ring, and the in-plane rotor hydrogen and meta-substituted

fluorine atom of the ring are pseudo-trans with respect to one another68. This is

generally also taken as a torsional angle of 0º, as it has been in Figure 3.1. This is

shown diagrammatically in Figure 3.2.

Figure 3.2. Schematic showing the conformations of the methyl rotor with respect to the meta-substituted

fluorine atom in mFT, the correspondence between these and the sign of the V3 parameter. The fluorine atom is

sky-blue, carbon atoms are grey and hydrogen atoms are off-white. The methyl rotor hydrogen, eclipsed with

respect to the parent ring, is coloured ultramarine for clarity.
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Conversely, the sign of V3 is taken as negative if the minimum energy conformation

of the methyl rotor has an eclipsed geometry with respect to the ring, with the in-

plane methyl hydrogen atom pseudo-cis to the meta-substituted fluorine atom68,77;

this is also depicted in Figure 3.2. From this, one can expect a three-fold periodic V3

potential, with a minimum each time a methyl rotor hydrogen becomes eclipsed

pseudo-cis or pseudo-trans (depending on the sign of V3) to the substituent in the

meta position, every 120º of rotation**.

One must emphasise that the sign of the V3 term cannot be determined in the

experiments conducted as part of this thesis, as the energies of the torsional levels are

not directly affected by the sign of the potential, however it is possible to determine

if there is a change in sign between electronic states with these experiments.

[Notably, the sign of the V3 term changes between the S0 and S1 state, and the cation

(D0
+) in mFT, leading to a breakdown of the Δ(v, m) = 0 propensity that one expects

when the torsional potentials are in-phase, see Sections 7-9 and Ref. 76 for further

discussion.] Quantum chemical calculations, however, can assist in locating the

global energy minimum of the potential energy surface and, from this, the sign of the

V3 term can be determined for the electronic state investigated. In spite of this, the

sign of the V6 term does affect the energy ordering of some of the terms, and its

magnitude affects the spacings of the energy levels. This will be discussed in further

detail below.

For a molecule with a leading V6 term, such as NMP, the definitions of the sign of

the V6 term are different, although simpler. The V6 term is negative if the methyl

rotor is staggered with respect to the parent ring, and positive if the methyl rotor is

eclipsed with respect to the parent ring. In these cases, one would expect the V6

potential to be six-fold periodic over a 360º rotation of the methyl rotor, with a

minimum every 60º of rotation (see the red trace of Figure 3.1).

** The overall torsional potential, in which we consider other Vn terms, may not have a minimum every 120º (as

in Figure 3.1.) because this depends on how the V3 potential is perturbed by the addition of higher-order Vn terms.

See the blue trace of Figure 3.1 for the V3 potential in isolation.
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3.3. The splitting of the free-rotor torsional levels upon the

application of a hindering potential

As noted above, if the internal rotation of the methyl rotor becomes hindered, one

may expect this to affect the energies of the torsional levels. In the following, and the

work presented in Sections 7-13, it is assumed that any vibrational-torsional coupling

is small, meaning that the torsional quantum number, m, remains a ‘good’ quantum

number to describe the torsions of the hindered rotor. The energy levels discussed

can be simply viewed as perturbed versions of the initial free rotor levels and,

therefore, the hindered rotor torsional levels retain the same m-label as in the free-

rotor case, with a couple of differences detailed below.

The most obvious way to solve the hindered rotor problem is to apply perturbation

theory to a Hamiltonian matrix, using the free rotor eigenfunctions as a basis [recall

from Equation 3.6 the free rotor eigenfunctions take the form ].

Therefore, one can take the perturbing potential to the free rotor eigenfunctions as:

ି థ   థ 
 , ᇲ±

Equation 3.8

Where δm,m′±n is the Kronecker delta and is one when m and m′ ± n are the same and

zero when they are different. Considering each Vn term (for which we use V3 and V6

for mFT and V6 only for NMP) independently, we can determine the non-zero

Hamiltonian matrix elements as:

 , ᇲ


 , ᇲ


 , ᇲ±

Equation 3.9

Following through for the V3 and V6 terms only, the non-zero matrix elements

become:



54

 , ᇲ
ଶ ଷ 

 , ᇲ
ଷ

 , ᇲ±ଷ


 , ᇲ±

Equation 3.10

Where m2F are the unperturbed free rotor eigenvalues (Equation 3.5), the
యାల

ଶ

term serves as the perturbation to all of the free rotor eigenstates and the


ସ
terms

serve as cross-coupling terms, which couple together states dependent on the Vn term

under consideration. This is to say that the
య

ସ
term couples together torsional levels

whose m quantum number differs by three and the
ల

ସ
term couples those levels where

the m quantum number differs by six. These two terms form the non-zero off-

diagonal terms, and the first term in Equation 3.10 is the diagonal term of such a

Hamiltonian matrix. If this matrix is then diagonalised, the hindered rotor energy

levels are obtained as the corresponding eigenvalues. Using this method to calculate

the hindered rotor torsional levels, one should use a basis set of free rotor functions

significantly larger than the number of hindered rotor levels required, to allow for

reasonable convergence to the hindered rotor eigenfunctions.

There are numerous texts122,147,152–155 that discuss these effects in detail and the

reader is urged to refer to these for a more comprehensive picture of the

mathematical background.

In Equation 3.10, one can see that only m-levels corresponding to m = ±3n (where n

= 0, 1, 2, …) can couple. As a result of this coupling, the m = ±3n levels split from

degeneracy, with each component of the level becoming a symmetric and

antisymmetric linear combination of the m = +3n and -3n components which,

throughout this thesis, are denoted as the m = 3n(+) and 3n(-) levels [e.g. 3(+), 6(-),

etc.]. The strength of the coupling, and therefore how far removed from degeneracy

the m = 3n(+/-) levels are, depends on n and also the torsional barrier height; the

splitting of the degenerate levels decreases as n increases i.e., the m = 3(+) and 3(-)

levels are split more than the m = 6(+) and 6(-) levels. As the m ≠ ±3n are uncoupled

due to the three-fold symmetry of the methyl rotor, they remain degenerate as m =

±1, ±2, ±4, ±5, … However, as these degenerate levels are signed, one may still
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observe interactions between m = -1, say, and m = +2, etc., as these levels are

separated by Δm = 3. Despite this, these interactions do not split these levels as the

degeneracy of these levels means there is an equal interaction between m = +1 and m

= -2, in the opposite direction, thus the perturbation is cancelled out.

One should note that mFT is a particularly interesting system from the point of view

of torsional potentials and the induced splitting of the non-degenerate torsional

levels. In mFT, the approximate values of V3 and V6 are known from previous

work68,69,71,72,75, although, owing to vibration-torsion interactions, their exact value is

still debated. In S0, the V3 barrier is markedly low – it is only ~20 cm-1. Therefore,

the majority of the torsional levels are above the potential barrier, and as such, these

levels essentially behave as free rotor levels. In contrast, the V3 barrier in the D0
+

state is approximately -300 cm-1, with most of the torsional levels observed in the

ZEKE spectra71,72,76 below the torsional potential. The S1 state has V3 ~ 115 cm-1 and

its magnitude is thus intermediate to the S0 and D0
+ cases. Hence, these three

electronic states evolve from the methyl rotor being essentially freely rotating in S0,

through a moderately hindered internal rotation in S1 to a highly hindered internal

rotation in the ground state cation. Furthermore, the change in sign of the V3 term

between S0/S1 and D0
+ gives rise to different structure being observed in the ZEKE

spectra, which may make assignments of the torsional levels (and indeed vibrational

levels where they appear as a progression of vibration-torsion combinations) easier,

owing to a distinctive pattern of intensities of torsional (and vibtor) transitions.

In Figure 3.3, the variation of the energies of the m-levels are shown as a function of

V6. This scenario is akin to that of a G12 molecule, such as NMP, where there is no V3

term. As such, the symmetries of the m-levels are given using the G12 symmetry

labels with the C2v equivalent in parentheses (where appropriate). Although, at this

stage, the symmetry of the m-level is not strictly relevant for the discussion in this

section (although one should appreciate the degenerate m-levels have e symmetry

and the non-degenerate m = 3n levels do not), and molecular symmetry groups shall

be discussed later in this section.
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Figure 3.3. Variations in the energy levels as a function of the V6 parameter. The energies strictly relate to N-

methylpyrrole, although the qualitative picture holds for any G12 symmetry molecule. Symmetries of the torsional

energy levels are given based on the colours of the lines, using the G12 symmetry labels in the legend (the G12

MSG is isomorphic to that of D3h), with the corresponding C2v symmetry label (if applicable) in parentheses. It

should be noted that V6 is positive for the eclipsed conformation of the methyl rotor with respect to the parent ring

and F = 5.3 cm-1. See Figure 4 of Section 10.

Starting with V6 = 0 cm-1, the m = 3n levels are degenerate although any deviation

from V6 = 0 cm-1 leads to the splitting of these levels. It is the sign of the V6

parameter that determines which of the m = 3n(+) or 3n(-) levels is perturbed to

higher energy. In the case of a positive V6 (eclipsed methyl rotor), the m = 3n(-) is the

higher energy of the non-degenerate pair and, conversely, has the lower energy of the

pair in the case of a negative V6 (staggered methyl rotor). Additionally, it is the

magnitude of V6 that determines the degree of splitting between these levels.

As one increases the magnitude of V6 to infinity, these m = 3n levels will converge

towards an ‘adjacent’ doubly degenerate level of e′ or e″ symmetry, leading towards 

sets of triply degenerate levels. For example, in Figure 3.3, one can see that m = 3(+)

approaches m = 2, and m = 3(-) approaches m = 4, as V6 → +∞. The arguments are 

reversed if V6 → -∞.  
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As a result of the torsional levels splitting in this manner, one can establish the

relative geometries of the methyl rotor, with respect to the aromatic ring, by

elucidating the ordering of the m = 3(+) and m = 3(-) transitions in experimental

spectra. However, one requires more information to determine their definitive

ordering if the only information one has is a single spectrum. For example, it is

possible to make deductions based on intensities and by invoking symmetry

arguments75,156 as the torsional levels have different symmetries (see Figure 3.3), and

one may expect to observe transitions to different torsional levels in different

electronic states. Despite this, one has to take care with intensities as these can be

dependent on the conditions in the free-jet expansion at the time of scanning, and

also the dye/grating in that energy region if using a dye laser; furthermore, in the

ZEKE spectra, it is common to see some transitions to symmetry-forbidden levels

(see Ref. 76). A more convenient and definitive method is to use quantum chemical

calculations to deduce the minimum energy conformation of the methyl rotor in the

state of interest.

Perhaps more importantly, for a molecule in the G12 MSG, the splitting of the m =

3(+) and m = 3(-) levels can allow the determination of the magnitude of the V6

parameter as this directly controls the splitting of the non-degenerate m = 3n levels.

Earlier, the matrix formalisation of the particle on a ring in a basis set of free rotor

eigenfunctions was discussed as this yields the hindered rotor eigenvalues. From

Equation 3.10, one can see that, for any terms separated by m = 6 [e.g., m = 3(+) and

m = 3(-)], are directly coupled by the
ల

ସ
term, meaning that the m = 3(+) and m = 3(-)

levels move away from their zero-order position (i.e., when they are degenerate) by

ల

ସ
in opposing directions, such that the overall splitting between the m = 3(+) and m

= 3(-) levels is
ల

ଶ
. Hence, one can determine V6 as twice the splitting of these levels.

However, one should be aware that this can only be considered an effective V6

parameter value if deduced experimentally in this way: in reality, owing to vibration-

torsion and rotation-torsion coupling, the splitting of the m-levels in question may

couple to other vibtor levels or rotational levels, perturbing them from their hindered-

rotor energetic locations. Furthermore, the assumption that higher-order Vn terms do

not indirectly couple these torsional levels is not entirely true and will also have
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some effect, although the influence of higher-order Vn terms does diminish rapidly

with increasing n.

However, in a molecule with lower symmetry, such as mFT which belongs to the G6

MSG, the V3 parameter value is not zero, so this must also be considered if one

wishes to understand how the torsional levels behave when influenced by a hindering

potential. In comparison with the G12 case, the V3 barrier is generally much larger

than the V6 barrier, and this leads to a more rapid convergence of one of the m = 3n

to a pair of m ≠ 3n levels; despite this, the behaviour of the convergence is similar to

that of purely varying V6. Similarly to Figure 3.3, if one fixes V6 = 0 and varies the

V3 parameter, the scenario depicted in Figure 3.4 is observed.

Figure 3.4. Diagram showing how the energies of the torsional levels vary as a function of V3 for a molecule

belonging to the G6 MSG, such as mFT. Here, the V3 parameter is varied in the negative direction, owing to the

conformation of the methyl rotor in D0
+ mFT, which has a large, negative value of V3 of ~-300 cm-1. Despite this,

the variation of the torsional levels, when treated in this manner, will be symmetric about V3 = 0 cm-1. One can

see that, in comparison to Figure 3.3, varying the V3 parameter value in isolation (i.e., fixing V6 at 0 cm-1) causes

the m-levels to converge far more rapidly than by varying V6 alone. This figure is adapted from panel (a) of

Figure 1 in Ref. 76.

In this case, the m = 3(+) and m = 3(-) levels are still directly coupled by the V6

parameter, but now they are also coupled indirectly via the V3 parameter via m = 0.
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This means that, in the case of a system where there is a V3 term in the torsional

potential, it is difficult to directly deduce the magnitude of V6 as one did in the G12

case, because both the V3 and V6 terms serve to couple the non-degenerate torsional

levels, noting that V3 is simply the height of the torsional potential barrier. As a result

of this, the easiest way to estimate the V3 and V6 terms from experimental data is to

extract the wavenumbers of numerous torsional levels (as many as one can observe)

and vary the Vn parameters heuristically in a model until one can reproduce the

torsional energies and the correct splitting, while being aware of the fact that any

vibtor interaction will also perturb the m-levels, yielding effective V3 and V6

parameter values.

3.4. Molecular symmetry groups

Point groups are a very convenient way to describe the ring localised vibrations of

species such as NMP and mFT, and this is generally a good approximation if one

considers the methyl rotor as a point-mass whose electronic structure does not

notably impact the forms of these vibrations. Indeed, this is largely a satisfactory

approximation; however, the work presented in this thesis demonstrates that this is

not always true, and, in some circumstances, one must consider the ring-localised

vibrations, the torsional motion, and any interactions these two sets of motions may

have. As such, when discussing the torsional modes and vibtor modes, the point

group approximation breaks down, largely because one must describe the

interchange of the hydrogen atoms of the methyl rotor, as well as the ring.

If we consider the methyl rotor explicitly, we have three equivalent hydrogen atoms,

rotating about the bond connecting them to the pyrrolyl (NMP) or fluorobenzyl

(mFT) ring. In order to describe the motions of the torsions correctly, as well as the

symmetries of these motions, one has to use the so-called permutation-inversion

molecular symmetry groups, or MSGs. As the name suggests, this treatment of the

molecule considers all feasible permutations of the positions of identical nuclei (such

as the hydrogens in the methyl rotor) as well as all feasible permutation-inversions,

which are essentially an operation in which a permutation (as before) is performed,

followed by an inversion through the centre of mass. Longuet-Higgins asks in his

original paper149, how one should classify the symmetry of a molecule when there is
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a transformation that alters the molecular symmetry either on such a short timescale

it should be noticeable in a laboratory experiment or if there a very small barrier to

such a transformation that it can occur readily? This latter point is the principle that

underpins the use of the MSGs to describe the torsional motions of both mFT and

NMP.

The explicit treatment of non-rigid molecules in this way was first considered by

Longuet-Higgins149 and expanded upon later by Bunker and Jensen124. Furthermore,

the theses of Tuttle151 and Kemp157 provide a more detailed description of the

intricacies of these permutation-inversion groups (in a more accessible way than in

Refs. 124 and 149), therefore, only an outline of the G6 and G12 molecular symmetry

groups – as these are pertinent to mFT and NMP, respectively - shall be given here.

The next subsections will commence with a brief description and explanation of the

G6 MSG, building up towards the G12 MSG. The operations in the G12 MSG are

encompassed within the G6 MSG, so beginning with the G6 MSG provides a good

foundation, upon which complexity can be added later.

3.4.1. The G6 molecular symmetry group

The character table of the G6 MSG is shown in Table 3.1. From this, we can see that

there are three symmetry operations required to describe this class: E, (123) and

(23)*, which shall be discussed in turn. Furthermore, the symmetry operations above,

and in Table 3.1 are shown in context of mFT in Figure 3.5.

Table 3.1. Character table for the G6 MSG. T represent translations, and J represents rotations around the

principal inertial axes, a, b and c, see Figure 3.5.

G6 E (123) (23)*

A1 1 1 1 Ta, Tb, Jc

A2 1 1 -1 Tc, Ja, Jb

E 2 -1 0

 E – This is identical to the corresponding symmetry operation with the same

name in point group symmetry. It is the ‘identity’: it represents doing

nothing.
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 (123) – This simply relates to the interchange of the hydrogen atoms of the

methyl rotor. If one labels the rotor hydrogen atoms as in Figure 3.5, (123) is

simply replacing hydrogen 1 with hydrogen 2, 2 with 3, and 3 with 1. This is

essentially a clockwise cyclic permutation of the nuclei.

 (23)* - This is essentially a swapping of hydrogens 2 and 3 (as labelled in

Figure 3.5) followed by an inversion, which is denoted by the asterisk, ‘*’,

through the centre of mass; the positions of all particles are inverted.

Figure 3.5. Schematics of mFT undergoing the symmetry transformations that make up the G6 MSG, as well as

showing the principal inertial axes (a, b and c) and the corresponding Cartesian axes (x, y and z). Axes in

parentheses represent the axis protruding into or out of the plane of the paper. Hydrogen atoms are numbered

consistently throughout. Part i) view of mFT looking along the methyl rotor (axis z) and a view of mFT looking

from above the fluorobenzene ring (axis c/x). A sky-blue atom represents fluorine, grey represents carbon and

off-white represents hydrogen. Part ii) Newman projection-like schematics of mFT undergoing symmetry

operations E, (123) and (23)*. A solid line represents the foreground and a dashed line represents the background

with a single line depicting the plane of the fluorobenzyl ring. The black circle represents the carbon atom of the

methyl rotor.

It can be seen that these permutations will all leave the molecule appearing

unchanged, with the exception of a rotation, without distortion, back to the original

coordinates. Furthermore, it does not matter in which order the permutations and

inversions are made. For example, with the operation (23)*, it does not matter
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whether one replaces the nuclear coordinates of hydrogens 2 and 3 first followed by

the inversion, or whether one inverts all atoms through the centre of mass first

followed by the interchanging of the positions of hydrogens 2 and 3.

Finally, it is useful to note that the G6 MSG is isomorphic to the C3v point group,

such that the character tables and irreducible representations (but not the translational

and rotational operations) are identical. As such, one can use a C3v character table

and direct product table to calculate the symmetries of vibrations and vibtor modes

for the G6 MSG.

3.4.2. The G12 molecular symmetry group

Having considered the G6 MSG, the additional symmetry operations present in the

G12 MSG can be considered. For example, in NMP, the ring also brings two-fold

rotational symmetry about the axis passing through N-CH3 bond in addition to the

three-fold rotational symmetry from the methyl rotor.

The G12 character table is given in Table 3.2. Notably, three more symmetry

operations are added: (ab)(cd), (123)(ab)(cd), and (23)(ab)(cd)*. The rest of the

symmetry operations are identical to those in the G6 MSG and permute the atoms in

the same way. Figure 3.6 illustrates the G12 MSG operations and their impact on

NMP. Here, the hydrogens of the pyrrolyl ring are labelled a, b, c and d to

distinguish them from those of the methyl rotor, although in many texts, they are

labelled sequentially (i.e., 4, 5, 6 and 7).
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Table 3.2. Character table for the G12 MSG. T represents translations and J represents rotations around the

principal inertial axes, a, b and c; see Figure 3.6.

G12 E (123) (23)* (ab)(cd) (123)(ab)(cd) (23)(ab)(cd)*

A1′ 1 1 1 1 1 1 Ta

A1″ 1 1 1 -1 -1 -1 Tb, Jc

A2′ 1 1 -1 1 1 -1 Ja

A2″ 1 1 -1 -1 -1 1 Tc, Jb

E′ 2 -1 0 2 -1 0

E″ 2 -1 0 -2 1 0  

As can be seen from Figure 3.6:

 (ab)(cd) – This operation represents the interchange of the pyrrolyl ring

hydrogens a with b, c with d.

 (123)(ab)(cd) – This is a combination of the operations (123) and (ab)(cd).

The nuclear coordinates of the hydrogen atoms in the methyl rotor are

cyclically permuted, and the hydrogen atoms either side of the parent pyrrolyl

ring are exchanged, noting again that the order of operations is not important.

 (23)(ab)(cd)* - This is a combination of the (ab)(cd) and (23)* symmetry

operations. The rotor hydrogens 2 and 3 are interchanged, the hydrogens on

either side of the pyrrolyl ring are interchanged, and an inversion through the

centre of mass is performed.
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Figure 3.6. Schematics of NMP undergoing the symmetry transformations that make up the G12 MSG, as well as

showing the principal inertial and Cartesian axes. Axes in parentheses represent the axis protruding into or out of

the plane. Hydrogen atoms are numbered consistently throughout (hydrogen atom labellings a, b and c should not

be confused with the principal axes which are labelled in italics: a, b and c). The pyrrolyl ring is located in the yz-

plane, which is important in the discussion below. Part i) view of NMP looking along the methyl rotor (axis a)

and a view of NMP looking from above the pyrrolyl ring (axis c). Royal blue represents nitrogen, grey represents

carbon and off-white represents hydrogen. Part ii) (clockwise from top left) Newman projection-like schematics

of NMP undergoing symmetry operations E, (123), (23)*, (23)(ab)(cd)*, (123)(ab)(cd) and (ab)(cd). A solid line

represents the foreground and a dashed line represents the background, with a single line representing the plane

of the pyrrolyl ring. The hydrogen atom labels in parentheses represent the hydrogen atoms are located behind

those outside of the parentheses. A black circle represents the carbon atom of the methyl rotor.

Similarly to the G6 MSG, it is useful to note that the G12 MSG is isomorphic with the

D3h point group, such that the irreducible representations are identical, although the

translational and rotational operations are not the same.
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3.4.3. The symmetries of vibrational and vibrational-torsional levels

using MSGs

It is often convenient to continue to use the approximate point group symmetry of

these molecules for the discussion of both electronic states and vibrations. However,

as discussed in the previous two sub-sections, when one considers the internal

rotations of the methyl group, one must consider the symmetries within the MSGs.

Generally, this is not a problem, yet it is something of which the reader should be

aware. In the discussion of vibtor levels, one simply takes the MSG symmetry label

of the vibration and combines it with the MSG symmetry of the torsion, and then

uses the corresponding direct product table of the MSG (or that of an isomorphic

point group) to yield the overall symmetry of the vibtor. In Table 3.3, the

correspondence between the Cs and G6 symmetry labels of mFT is given, alongside

the symmetries of the vibrations and torsions. Table 3.4 is similar to this but shows

correspondence between the C2v and G12 symmetry labels of NMP.

Table 3.3. Correspondence between the Cs and G6 symmetry classes and the symmetries of vibrations and the

pure torsional levels considered in this work.

Cs G6
a mDi

b m

a′ a1 D1 - D21 0, 3(+), 6(+), 9(+), …

a″ a2 D22 - D30 3(-), 6(-), 9(-), …

e 1, 2, 4, 5, 7, …

a There are no corresponding Cs irreducible representations, or indeed any vibrations, with e symmetry. This is

purely a requirement for the consideration of the torsional and vibrational-torsional levels.

b The mDi labels for the vibrations are discussed in Ref. 158 as well as, briefly, in Section 4. See also Appendices

1 and 3.
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Table 3.4. Correspondence between the C2v point group and the G12 MSG, alongside the symmetries of the Pi

vibrations and pure torsional levels considered in this work.

C2v G12
a Pi

b m

a1 a1′ P1 – P9 0, 6(+)

a2 a2′ P10 – P12 6(-)

b1
c a2″ P13 – P16 3(-)

b2
c a1″ P17 – P24 3(+)

e′  2, 4 

e″  1, 5 

a There are no corresponding C2v irreducible representations, or vibrations, associated with e′ and e″ symmetry in 

the G12 scheme.

b The Pi labels are discussed briefly in Section 4 and in detail in Section 11. See also Appendices 1 and 3.

c The b1 and b2 labels (and by extension a2″ and a1″) swap over dependent on whether one locates the plane of the 

molecule in either the yz-plane or the xz-plane. For clarity, it should be noted that the pyrrolyl ring is always

located in the yz-plane in this thesis. This means that there are four out-of-plane, ring-localised b1 vibrations, and

there are eight in-plane b2 vibrations. A similar argument holds for the torsional levels in the G12 MSG. It is easy

to confuse axis systems, so the reader should exercise caution when consulting the literature on NMP, as some

authors have switched axis systems unintentionally!

As an example, if one wants to know the overall symmetry of the vibtor level in mFT

comprising one quantum of the D21 vibration in combination with m = 2, one should

take the symmetry of D21 in the G6 symmetry class, which is a1, and the symmetry of

m = 2, which is e. Consulting the direct product table for the G6 MSG, it is possible

to determine the overall symmetry of this vibtor level as e. Another example, this

time for NMP: the symmetry of a vibtor level, comprising P16 in combination with m

= 3(+) is a2′. This arises from the symmetry of P16, which is of b1 symmetry under

the C2v scheme and corresponds to a2″ in the G12 MSG, and combines it with the

symmetry of the torsion m = 3(+), which is a1″. Therefore, by taking the direct 

product of these irreducible representations, the overall symmetry of the vibtor level

is a2′. One can further extend the MSG treatment to electronic states as well, to arrive 

at the overall symmetry for a vibrationally and torsionally excited electronic state. In

mFT, the first electronic excited state has A′ symmetry if one treats it using the Cs

point group but this becomes A1 if one treats the methyl rotor explicitly, using the G6

MSG. Similarly, the S1 state of NMP has A2 symmetry under the C2v scheme, but is

A2′ if one treats the molecule with the G12 MSG.



67

4. Labelling schemes and notations

This section lays out the background to the methodology used, and the rationale

behind the labelling schemes used to describe both the torsions and vibrations in this

thesis. Clearly, the comparison of the ring-localised vibrations between molecules of

different forms, such as between mFT and NMP, is not generally feasible owing to

the change in the number of atoms, the inclusion of heteroatoms and the differences

in locations of the centre of masses; all of which change the forms of the vibrations

significantly. However, molecules in a given group, such as the meta-disubstituted

benzenes, mFT, mDFB and mClT, may be considered together and compared.

4.1. Vibrational labelling

Putting aside the torsions for now, as these will be considered separately, consistent

labelling schemes have been derived for meta-disubstituted benzenes and N-

substituted pyrroles, to overcome the weaknesses of the schemes most commonly

used in spectroscopy today. These fall into two distinct types, and both are discussed

in turn.

4.1.1. The Wilson/Varsányi labelling scheme

The Wilson139,159/Varsányi160,161 labels are based on the vibrations of benzene. Here,

the vibrations of benzene are compared to forms of the substituted benzene molecule

under study. The main issue with such a scheme is that the addition of any

substituent, particularly if there are multiple heavy-atom or asymmetric substituents,

can radically alter the form of the ring-localised vibrations. This is proposed to be

driven by two major mechanisms:

a. Firstly, mass effects from the substituent can affect the form of the vibration

as, during the vibration of a normal mode, the centre of mass must stay the

same. If the centre of mass shifts from the centre of the ring owing to the

substitution, some amplitudes of atomic motion may either be exaggerated or

suppressed, dependent on the position of the centre of mass relative to the

substituent(s).
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b. Secondly, electronic effects. Adding any substituent to benzene (or pyrrole)

that is not hydrogen will have some form of electronic effect on the ring,

whether that is strongly or weakly electron-withdrawing or electron-donating.

Such effects can alter the force constants of the bonds in the ring, leading to

differences in the forms of vibrations as the amplitudes of the atomic motions

will change.

This can lead to some ambiguities in determining which vibration is ‘the same’

between benzene and the substituted species. Varsányi160, in his scheme, attempted

to ameliorate this by using chemical insight and analysing multiple spectra, to

determine certain, approximate, energy regions in which certain vibrations may exist.

He also used symmetry arguments to bring consistency into what motions constitute

a given vibration. However, there are still weaknesses with this scheme, mainly

arising from Varsányi splitting molecules into groups (somewhat arbitrarily) based

on those with ‘light’ and ‘heavy’ substituents. This means that two differently

substituted species (such as fluorobenzene and bromobenzene), despite having

similar vibrational modes, may have different labels and this will make it more

difficult to compare the vibrational modes between these molecules.

4.1.2. The Mulliken/Herzberg labelling scheme

The Mulliken162/Herzberg123 scheme is scheme is relatively simple and takes the

vibrational modes of a molecule, separates them by symmetry (for a C2v molecule:

a1, a2, b1, b2; for a Cs molecule: a′, a″), orders them in descending energy for each

symmetry group and finally assigns a number for the vibration from 1 through x,

where ‘x’ is the total number of vibrations for that molecule (i.e., 30 modes for

benzene and 24 for pyrrole). This relies on the ordering of the symmetry classes in

the labelling scheme being agreed or established beforehand.

The major weaknesses of this scheme are that, if the substituent is more complex

than a single atom, extra vibrational modes are added, and also the symmetry of the

molecule may change. As the vibrations are ordered in terms of symmetry and then

energy, any additional vibrations from substituents will lead to the ‘same’ vibration
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in a different molecule (perhaps the ring-puckering mode of pDFB and pFT) having

a different label. Furthermore, if the symmetry is lowered, the vibrations will have to

be re-assigned, for example, in mDFB, if a fluorine substituent is changed to make

meta-chlorofluorobenzene (mClFB), the symmetry will be lowered from C2v to Cs,

and therefore a1 and b2 modes become a′ and a2 and b1 modes become a″. (Although,

what is labelled b1 and b2 will change dependent on the axis system used for C2v

molecules which complicates things further.) Therefore, all vibrations under the C2v

scheme will have their label changed, despite being the ‘same’ vibration as before,

making the comparisons of the vibrations between similar molecules less than

straightforward.

4.1.3. The mDi and Pi labelling schemes

As both of the aforementioned schemes lead to difficulties in comparing between

differently substituted species, even of the same isomeric class, this research group

has derived a new set of vibrational labels, acknowledging the weaknesses of both

schemes and improving upon them. This leads to a scheme where the ring-localised

vibrations of molecules of the same isomeric class may be compared, as vibrations of

the same symmetry and form will have the same label, regardless of how far-

removed they are in energy from those vibrations in the reference molecule.

These labelling schemes are based of the vibrations of the corresponding fluorinated

isomer [the vibrational modes of mDFB and N-fluoropyrrole (NFP) are presented in

Appendix 1], rather than unsubstituted benzene as in the Wilson/Varsányi scheme.

The fluorine substituent was selected as it is generally the lightest, stable single-atom

substituent (excluding deuterium; for reasons which become apparent in Section 11).

The vibrations are then separated by symmetry and ordered in terms of energy and

designated a new label (either mDi, for meta-disubstituted benzenes, or Pi, for N-

substituted pyrroles, where ‘i’ is an index for the vibration). The vibrations of the

substituent are also considered separately, and in the case of a methyl rotor, are

similarly assigned and given a Mei label, where ‘i’ is the index number for each of

the methyl-localised vibrations.
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In terms of mass effects, it is found that the forms of the vibrations have largely

settled down by a substituent mass of ~14 mu, which is around the lower-bound of

mass of the vast majority of realistic substituents. The labels indicate the motions of

the vibrations so, unlike in the Mulliken/Herzberg scheme, one vibration will have

the same label for multiple molecules in the same isomeric class, even if that

molecule has a different symmetry or its substituent has more/fewer atoms.

Furthermore, if applicable, these labels are based on the point group of an

asymmetrically substituted species (in the case of disubstituted molecules158,163,164)

and so the labels can be modified to be consistent between molecules with higher

symmetry, such as symmetrically substituted species, in contrast to the

Wilson/Varsányi labels which started with a reference molecule with higher

symmetry than the substituted molecules in question.

One must also note that, while these schemes are believed to be rigorous for most

purposes, it is appreciated that there may be significant mixing of the vibrations

between electronic states arising from the Duschinsky effect (Section 2.7). Therefore,

it can be difficult to assign the vibrations of an excited electronic state of a molecule

in terms of the vibrations of the ground state reference molecule. Hence, drawing

comparisons between molecules becomes more difficult (see Sections 7 and 11).

However, these cases appear to be few and far between and, nonetheless, the

reliability and usability of these labelling schemes are maintained over the

Wilson/Varsányi or Mulliken/Herzberg schemes, as labelling in this manner will

always be more consistent between similar molecules.

The mDi and Pi labels, their symmetries and calculated harmonic vibrational

wavenumbers for neutral ground state mDFB and mFT for the mDi labels, and NFP

and NMP for the Pi labels, are presented in Appendix 3 and the forms of NFP and

mDFB are presented in Appendix 1.

4.2. The labelling of vibrational, vibtor and torsional

transitions

As has become common usage, the vibrational, torsional and vibtor levels will be

denoted using the notation of a transition, with the specific level given by the
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quantum numbers associated with it. For mFT, the vibration will be given as the

index, i, of the mDi labels and for NMP, the vibration shall be given as the index, i, of

the Pi labels. A torsion will be denoted using its m quantum number. Vibtor levels

will be described as a combination of both vibrational and torsional transitions

In the case of the REMPI and LIF experiments, the number of quanta excited will be

indicated by a superscript following the vibration index, i, of the vibration excited.

Levels in the cation, as determined through ZEKE spectroscopy, shall be denoted in

the same way, although with a preceding, superscripted ‘+’ symbol, which is on

occasion (in figures) omitted for clarity. In the DF and 2D-LIF experiments, the

levels of the ground state are accessed by emissions from an electronically excited

state and the number of quanta of the emitted radiation shall be given by a subscript

following the index number of the vibration. Additionally, for combination bands, it

is conventional to give the indices of the vibrations, and their respective quantum

numbers, in increasing order of the index of the vibration.

For example, an excitation of two quanta of the D30 vibration in mFT and one

quantum of m = 3(+) will be given as 302m3(+) and an emission to the pure torsion, m

= 4, in the ground state will be denoted m4. An excitation of a single quantum of the

P16 vibration and a single quantum of the P15 vibration of cationic NMP will be

denoted as +151161. In the REMPI and ZEKE spectra of NMP, we cannot resolve the

m = 0 and m = 1 levels separately, and so both are excited simultaneously, unlike in

mFT where it is possible to distinguish between the m = 0 and m = 1 levels in S1 and

D0
+. As such, we use (+)m0,1 or m0,1 to indicate the band contains contributions from

both the m = 0 and m = 1 levels.

This notation strictly requires a definition of the starting level, rather than just the

final level as discussed above. However, this is omitted for clarity as the initial level

should be obvious from either the jet-cooled conditions (m = 0 and m = 1 are not

interconvertible for symmetry reasons) or the pumped level in the DF, 2D-LIF or

ZEKE experiments. We do observe some residual population in the m = 2 level in the

free-jet expansion, and torsional hot bands are one case in which it is necessary to

specify both an initial and a final level. In such cases, these shall be denoted as 
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where ‘a’ is the initial state torsional quantum number and ‘b’ is the torsional

quantum number for the final state. For example, a hot band in the REMPI spectrum

from S0 m = 2 to S1 m = 2 will be denoted as ଶ
ଶ. Indeed, no residual population in

excited vibrational levels is observed in the molecular beam – cooling to the zero-

point vibrational level is achieved.

Finally, in the 2D-LIF experiments, it is often necessary to describe a band using a

pair of levels: an excitation and emission. These assignments are represented in the

form (a, b), in parentheses, where ‘a’ is the excited level and ‘b’ is the emitted level.

For example, if one were to probe the 171m3(+) level in mFT and observe the

diagonal, Δv = 0, emission, one would express the observed band as (171m3(+),

171m3(+)).
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5. Experimental methods

For the work presented as part of this thesis, multiple experimental methods are

employed: resonance-enhanced multiphoton ionisation (REMPI), zero-electron-

kinetic-energy (ZEKE), laser-induced fluorescence (LIF), dispersed fluorescence

(DF) and two-dimensional laser-induced fluorescence (2D-LIF) spectroscopies.

These are undertaken on two apparatuses, with the REMPI and ZEKE experiments

being performed on one apparatus and the LIF/DF/2D-LIF experiments being

performed on another. In the following subsections, the individual spectroscopic

techniques will be discussed, with a brief commentary on their capabilities and

drawbacks, followed by a more detailed description of each of the apparatuses, and

finally their individual configurations for the different molecules studied.

5.1. Supersonic jet expansions

If one considers a room-temperature molecular sample, there will be significant

excited rotational state populations. It is less likely for there to be significant

population in higher vibrational states as a result of the greater energy spacings for

vibrational levels than for rotational levels, although one may expect to observe some

vibrationally excited molecules (especially with low-frequency vibrational modes).

Therefore, if one conducts a spectroscopic experiment on a sample at room

temperature, it is possible to excite from several rotational and vibrational levels that

are not the lowest in energy. This has the impact of complicating the spectra by

introducing vibrational hot bands as well as there being a wide rotational envelope

leading to the broadening of the bands, which may lead to significant band overlap.

This makes it more difficult to assign spectra as it is not only harder to identify

individual bands, but also more difficult to identify which are hot bands or those that

originate from the zero-point vibrational level. Therefore, it would be desirable to

cool a molecule down to its lowest vibrational and rotational levels to achieve the

narrowest bands as possible, to aid the assignment and hence to elucidate the

vibrational and torsional structure. (One should note here, however, that with the

resolution of the experiments conducted herein, and owing to the size of the

molecules under investigation, it is not expected that the rotational profile will be



74

fully resolved, although it is possible to make certain deductions about the rotational

structure from the shape of the unresolved rotational envelope.)

Firstly, one may consider cooling the sample physically, perhaps using an ice bath or

liquid nitrogen. A sample of an aromatic molecule, however, is likely to freeze under

these conditions; if the technique relies on sample in the gas phase, this is clearly a

problem as the partial pressure of the vapour above a frozen sample is very low. So,

the question is, how does one get a sample into the gas phase and then cool it down

internally such that spectrum is not congested? A solution to this is the supersonic jet

expansion.

The basic principle of the supersonic jet expansion relies on there being a large

pressure gradient across two sides of an orifice, through which the sample is passed.

Typically, one would have a gas reservoir at a pressure of a few bar above

atmospheric pressure on one side of the orifice and a high vacuum (10-5 mbar or

below) on the other side. If the orifice diameter is significantly greater than the mean

free path of the gas at the higher pressure (noting that a gas at a higher pressure will

have a lower mean free path), the individual gaseous molecules will collide with one

another as they pass through the orifice, which leads to the depopulation of

rotationally and vibrationally excited energy levels, and also promotes a

unidirectional gas flow. The orifice is generally a small hole, often countersunk, to

provide more control over the directionality of the gas on the low-pressure side. The

molecular sample in the jet expansion becomes significantly internally cooled, such

that it is possible to achieve rotational populations characteristic of a molecule held

at temperatures as low as 1 K127,165. Vibrational levels are more difficult to

depopulate, although vibrational temperatures of ~40-50 K in such jet expansions are

typical and more than acceptable for most applications.

The free-jet expansion significantly narrows the distribution of velocities of the gas

compared to the Boltzmann distribution at room temperature (see Figure 5.1) as the

centre of the gas flow is essentially unidirectional, with the molecules moving close

to a uniform speed. Furthermore, as the gas is expanded into a high vacuum (in

which the mean free path is large), the free-jet expansion propagates through the
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vacuum and is unlikely to encounter and collide with molecules, which may cause

shockwaves and turbulence in the flow. Gas molecules inside the free-jet expansion,

on the low-pressure side of the orifice, thus do not collide with one another as a

result of the unidirectionality of the gas flow in the pulse.

Figure 5.1. A schematic plot showing the distribution of velocities for a molecule at room temperature versus a

molecule in a supersonic jet expansion. Note the significant narrowing of the distribution in the jet expansion.

Consequently, the speed of sound decreases since the effective temperature of the

medium decreases and is accompanied by a modest increase in average speed of the

gas during the jet expansion. As the Mach number is simply the ratio of the average

speed of the gas to the local speed of sound of the medium, Mach numbers 1 can

be achieved, and hence the jet expansion is referred to as ‘supersonic’.

Furthermore, one can employ a ‘seeded expansion’ to internally cool the sample of

interest, based on the principles above. To do this, one would require a sufficient

vapour of the sample and an excess of a carrier gas. If the vapour pressure of the

sample is relatively high, one may rely on the diffusion of the vapour above a room
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temperature sample, otherwise one may have to heat the sample. Briefly, the carrier

gas, such as Ar, passes through the sample vapour and picks it up, which ‘seeds’ it in

the carrier gas. The collisions between the carrier gas and the sample, as it passes

through the pulsed valve orifice, then cool the molecular sample internally. One

should, however, exercise caution in choosing the carrier gas; heavier carrier gases

such as Kr and Xe will cool more efficiently, but they are more polarisable (and

expensive) and have a tendency to form vdW complexes with the molecular sample.

Lighter gases, such as He and Ne, are less likely to form vdW complexes with the

sample, but are generally less efficient at collisionally cooling the sample, owing to

their low mass. As such, a common carrier gas for a seeded expansion, such as those

employed in the work in this thesis, is Ar. This is not only cheap, as it is readily

distillable from air, but is also a good balance between effective internal cooling of

the sample and not forming too many complexes.

As the supersonic jet expansion is relatively easy to build into an apparatus that

already employs a vacuum chamber and, given the advantages of probing an

internally-cooled molecule versus one at room temperature, all the experiments

herein are conducted on jet-cooled mFT and NMP. Therefore, in the work presented

in the later sections, owing to the jet-cooled conditions, we observe transitions

arising from the zero-point vibrational level and lowest torsional levels (which

correspond to m = 0 or m = 1), although we occasionally observe some torsional hot

bands arising from residual population in the m = 2 levels owing to incomplete

cooling.

5.2. Resonance-enhanced multiphoton ionisation (REMPI)

spectroscopy

Conceptually, resonance-enhanced multiphoton ionisation spectroscopy is a rather

simple experiment. This technique allows us to study and understand the vibrational

and torsional levels of an excited electronic state of a molecule, which in our

experiments, is often the first singlet excited state, or S1 state. Despite this, in

principle, any electronic state with an appreciable oscillator strength or HT-allowed

vibronic states can be accessed. REMPI can not only be used to study isolated
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molecules, but also complexes and clusters of molecules, such as the NMP-RG (RG

= Kr, Ar) vdW complexes, discussed in Section 13.

In the work presented herein, three distinct REMPI schemes are applied: (1 + 1), (1 +

1′) and (2 + 2). These schemes are generally denoted as (x + y)-REMPI, where ‘x’ is

the number of photons driving the excitation of the molecule to the state of interest,

and ‘y’ is the number of photons used to ionise the sample from its excited electronic

state. One can also indicate that the energies of the photons for the excitation and

ionisation steps are different by including a prime symbol, ′. In this case, the 

experiment is described as ‘two-colour’ (as two ‘colours’ of light are used).

Firstly, we shall discuss the one-colour (1 + 1) REMPI scheme. Here, only one laser

is required, which is scanned across the transition energies corresponding to the

vibrational and torsional manifold of the excited electronic state in question, and a

second photon, of identical energy to the first, from the same laser pulse, will ionise

the molecule and it is then these ions that are detected. This is shown pictorially in

Figure 5.2.

Figure 5.2. Schematic depiction of the various REMPI schemes used in the experiments detailed in this thesis.

The symbols representing the electronic state on the left-hand side are for illustrative purposes only, and simply

represent excitation, followed by ionisation.
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In a two-colour REMPI experiment, one can use a second photon with an energy

different to the first in a so-called (1 + 1′) process. This is useful in the case where

the excited state is less than half-way to the AIE, i.e., the gap between the ground

state and the excited state is less than that between the excited state and the ionisation

energy. [A (1 + n) REMPI scheme (where n > 1) is also possible in this instance,

although a (1 + 1′) REMPI scheme is often more efficient.] Hence, one laser is 

scanned across the vibrational and torsional levels of the electronic state and a

photon from a second laser of a different energy then ionises the molecule from these

intermediate excited levels. A two-colour experiment is often more difficult in

comparison to a one-colour experiment, as one must ensure that the ionisation laser

pulse is both spatially and temporally overlapped with the excitation laser pulse, such

that the ionising photon arrives after the excitation photon, otherwise no signal will

be observed.

If one does not need, strictly, to conduct a two-colour (1 + 1′) experiment as a (1 + 1) 

REMPI experiment is feasible, then the power of the excitation laser needs to be

attenuated such that the photon flux of the excitation laser beam is not high enough

to efficiently ionise the populated excited state. This is also depicted pictorially in

Figure 5.2. One may wish to conduct such a two-colour experiment as greater control

of the excess energy in the produced ions can be achieved, which is useful should the

ions fragment; this also forms the basis of two-colour ZEKE spectroscopy (discussed

in a following subsection). Furthermore, a (1 + 1′) REMPI spectrum generally has a 

better signal to noise ratio than does a (1 + 1) REMPI spectrum, owing to the much

lower power of the excitation laser, additionally, the attenuated excitation laser will

minimise the impact of power broadening on the bands in the spectrum.

We can also consider a (2 + n)-REMPI scheme, where two photons are used to excite

the sample to an excited state, and ‘n’ photons are used in subsequent ionisation. One

may specifically consider attempting a (2 + 1′) REMPI experiment in place of this, 

where a single photon of different energy, from a second laser, may be used to ionise

the prepared excited state. Often, the photon flux of the first laser must be high to

drive the two-photon excitation. Therefore, it becomes likely that a one-colour

multiphoton ionisation will also occur, caused by the same laser pulse as the
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excitation, as opposed to the absorption of a single photon of a different energy from

the second laser. Hence, a (2 + 1′) REMPI experiment requires a careful balance of 

the relative laser powers and this technique is more challenging than a (2 + 2) or a (1

+ 1′) REMPI experiment.  

A (2 + 2) REMPI spectrum was recorded for NMP, and is presented in Section 12,

which used the visible fundamental output of the dye laser, rather than the frequency-

doubled, UV, output. One can, conceptually, think of a two-photon absorption in two

ways: firstly, the two photons can be thought of as being absorbed simultaneously, or

it can be thought of as an absorption, first to a very short-lived ‘virtual state’ (see

Figure 5.2), followed by rapid, subsequent absorption of another photon to the

excited state of interest. Either way, a two-photon absorption modifies the selection

rules of the transition so, despite the 1A2 ← 1A1 electronic transition of NMP

being one-photon forbidden, it is two-photon allowed. Consequently, a (2 + 2)

REMPI experiment will access the FC allowed levels of the S1 state, with the

intensities of the transitions determined by the FCFs, allowing one, in this case, to

obtain vibrational wavenumbers for a1 symmetry vibrations82 directly. Therefore, a

two-photon excitation, while more difficult to conduct since it requires tight focusing

of the laser beam in the interaction region and relies on a far less probable process,

can yield further information about the electronic structure of a system.

While the states accessible via a vibronically-allowed, one-photon transition in NMP

remain two-photon allowed, two-photon absorptions have a much lower absorption

cross section than do one-photon absorptions, thus the vibronic structure becomes

too weak to observe in the two photon process, although it is expected to be observed

given high enough powers.

In all cases discussed above, the REMPI spectrum is essentially a plot of (mass-

selected) ion yield versus the energy of the scanning excitation laser. Each peak,

therefore, represents the energy of a vibrational or torsional transition (often with

unresolved rotational structure in our experiments) of the excited electronic state.

Two major advantages of the REMPI technique are that:
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(i) it can be coupled with a time-of-flight (ToF) mass spectrometer (as is the

case here), permitting mass-resolution, so one can monitor only the ion of

interest, and record signal arriving in a single mass-channel. This is in

contrast to LIF, where all the fluorescence is detected, without the ability to

directly determine from which species in the jet expansion it is arising.

(ii) it relies on the absorption of a photon and subsequent ionisation, and so, if

the photon flux is high enough and the timings of the lasers in a two-colour

experiment are correct, the second photon is absorbed almost immediately.

Therefore, one is less reliant on the excited states produced being long-lived,

meaning it is, in principle, easier to study short-lived species via REMPI

spectroscopy than it is using LIF. In spite of this, LIF can give information

regarding excited state lifetimes whereas this is a lot more difficult to

reproduce in a REMPI experiment.

5.3. Laser-induced fluorescence (LIF) spectroscopy

As mentioned in the previous subsection, LIF spectroscopy (also known as

‘fluorescence excitation’ spectroscopy) is a technique in which one can obtain

similar information to that obtained using REMPI spectroscopy. Whilst a laser also

scans across the vibrational and torsional structure of an electronically excited state,

instead of ionising the molecule immediately with another photon, one waits for the

molecule to fluoresce. This fluorescence originates (in a collisionless environment)

from whatever level is excited and occurs to multiple levels in the ground electronic

state with intensities of the emissions dependent on the FCFs.

With LIF, we can collect all of this fluorescence using a photomultiplier tube (PMT),

and an LIF spectrum is a plot of total fluorescence yield versus scanning

wavenumber. This is shown schematically in Figure 5.3.
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Figure 5.3. A schematic showing (a) the laser-induced fluorescence technique in which the output of a dye laser

scans across the vibrational and torsional structure of an excited electronic state and all fluorescence from the

resonant level is collected by a PMT; (b) the dispersed fluorescence technique in which a pre-determined level is

pumped and the fluorescence that is emitted is dispersed by a grating in a monochromator. The two-dimensional

laser-induced fluorescence technique is, essentially, a combination of these two techniques. See Section 5.4 for

further details.

Qualitatively, one would expect a REMPI spectrum and an LIF spectrum to look

identical since the selection rules to the excited levels are the same, as it is the same

excitation process. However, the difference is in the detection technique, so there

will be some variation between them. As mentioned, LIF requires the excited state to

fluoresce and further relies on the excited state lifetime being long enough for

fluorescence to be emitted. In this time, it is possible for the excited state population

to decay (this could include predissociation, internal conversion or, slower,

intersystem crossing), which could cause lifetime broadening of the spectral bands.

For example, in NMP, the lifetime of the S1 excited state is rather short and, as one

increases the internal energy in the excited state (scans to higher wavenumber), the

excited state lifetime gets shorter still. This is hypothesised to arise through the

excited state having a potential barrier caused by orbital mixing involving a σ* 

orbital (the 3s Rydberg orbital evolves into a σ* orbital along the N-CH3 coordinate)

leading to predissociation at higher energies which would reduce the probability of

fluorescence as the population is being ‘drained’ from the S1 state. Hence, the LIF

spectrum of the 1A2 ← 1A1 transition of NMP becomes weaker and less resolved
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at higher internal energy and its appearance begins to deviate from that of the

REMPI spectrum (which is less susceptible to excited state lifetime effects, such as

predissociation, owing to the almost immediate ionisation), with bands losing

intensity or disappearing entirely. In contrast, the electronic excited state lifetime of

mFT is much longer than that of NMP, therefore, the LIF spectra presented herein for

mFT (and also the vertically-integrated 2D-LIF spectra) more closely resemble the

REMPI spectrum – see Sections 8 and 9.

Additionally, the fluorescence is emitted isotropically allowing the PMT to be placed

where it is least affected by scattered radiation of the laser. Further, an LIF apparatus

will benefit from having baffles on the excitation laser entrance and exit windows, to

minimise the amount of scattered laser light in the chamber.

Owing to the fluorescence being emitted to multiple ground state vibrational levels,

laser-induced fluorescence may be coupled with a technique known as dispersed

fluorescence, which is discussed below.

5.4. Dispersed fluorescence (DF) and two-dimensional laser-

induced fluorescence (2D-LIF) spectroscopy

Dispersed fluorescence spectroscopy, also known as single vibronic level

fluorescence (SVLF) spectroscopy, is a technique in which one can project the

population of an electronic excited state back onto the ground electronic state.

One can fix a laser at a transition found via LIF to prepare a vibrational/torsional

level in an excited electronic state and, as mentioned above, this may fluoresce to

multiple levels in the ground electronic state, with the intensity of these transitions

being dependent on the FCFs. These are, in turn, dependent on the vibrational level

prepared, from which the fluorescence is emitted. Instead of collecting the

fluorescence with a PMT, the fluorescence is dispersed by the grating of a

monochromator to separate spatially (or disperse) the emitted photons of different

energies. This radiation can then be captured on a charge-coupled device (CCD)

camera, allowing one to collect windows of the emitted fluorescence to see to which

levels the excited state emits, and how strongly (i.e. how large the FCFs are between
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the emitting level and the ground state level). A dispersed fluorescence spectrum is,

therefore, fluorescence intensity versus the energy of the emitted photons. From this,

one can draw conclusions about the identity of the excited state level pumped, but

also to gain information on the ground state vibrational and torsional levels which

will not be populated in the free-jet expansion.

As the area of the CCD is rather small compared to the width of the dispersed

fluorescence, a DF spectrum will have to be collected in ‘windows’ where one

moves the grating of the monochromator to vary which part of the fluorescence

profile is directed onto the CCD. One will often collect the signal from the CCD for

each window over a few thousand laser shots, allowing the signal to build up for a

better signal to noise ratio. These windows of fluorescence can then be spliced

together to create a DF spectrum as wide as desired. A benefit of this technique is

that there is a very wide dynamic range of the CCD, meaning it is often possible to

zoom-in far into the baseline and see small peaks, barely visible amongst very

intense bands. This is often not possible in ZEKE (vide infra), where one must turn

down the sensitivity of the MCPs to keep intense transitions on-scale, losing any

weaker bands to the baseline. This means that spectra must be recorded multiple

times with different sensitivity settings to ensure no data is lost. Furthermore, the

quality of the DF spectrum is often mostly dependent on the number of laser shots

over which the fluorescence is accumulated.

A natural extension to this is the 2D-LIF technique, which combines both the DF and

LIF techniques, where a dispersed fluorescence spectrum is recorded for each excited

state wavenumber during a scan over the vibrational and torsional structure of the

excited electronic state. In this case, a two-dimensional spectrum of emission

intensity to the ground state via a variety of excited state intermediates is produced.

Both the DF and, by inference, the 2D-LIF techniques are depicted schematically in

Figure 5.3 alongside the LIF technique (vide supra).

The 2D-LIF technique is a powerful tool as it combines the ability to project the

population of an electronically excited state levels back onto the ground electronic

state, with the ability to observe this over a wide dynamic range. Therefore, one can
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observe changes in the dispersed fluorescence over the scan and hence identify any

cross activity, which can be indicative of coupling and/or Duschinsky mixing, etc., in

the ground and/or excited electronic states. One can also use 2D-LIF to deduce the

contribution of overlapping bands in excitation, as well as m-specific interactions.

The apparatus in place in the laboratory is set up such that we can record 2D-LIF

spectra over a wide scanning range, at the cost of some resolution. Naturally, if one

wants to get the highest resolution spectra, one requires to have an extremely fine

scanning step size (< 0.2 cm-1) as well as a long path length in the monochromator.

The latter has two effects: firstly, this means smaller windows of dispersed

fluorescence can be collected over the CCD, which has a fixed size; secondly, the

fluorescence intensity diminishes as the path length inside the monochromator

increases (this is key to achieving the best dispersion and, so, emission resolution) so

one will also have to accumulate the fluorescence for longer. This two-fold issue

means that, in order to achieve the best resolution possible (i.e., to see highly-

resolved band structure166), one is limited by the region that can realistically be

investigated in a given timeframe.

If one shortens the monochromator path length to collect larger windows of

fluorescence, one can scan over a wider energy range in the same time and

investigate a larger part of the excitation spectrum, at the cost of increasing band

width and the loss of the ability to resolve some rotational structure. As modern

monochromators can either be operated in single-pass or double-pass modes (viz.

increasing the path length and adding a second grating, therefore increasing the

dispersion of the fluorescence), one can, in principle, perform a higher-resolution

scan over a small, selected, region identified in a lower-resolution scan. However,

owing to the amount of work required to change a monochromator from operation in

single-pass mode to double-pass mode, and then back again, is often prohibitive for

most users and retaining the chosen configuration is commonplace. The work

presented as part of this thesis shows that single-pass operation of the

monochromator is more than sufficient to identify and elucidate nuanced interactions

between ZOSs (see Section 2.6).
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5.5. Zero-electron-kinetic-energy (ZEKE) spectroscopy

Zero-electron-kinetic-energy spectroscopy is a threshold ionisation technique which

allows one to investigate the vibrational and torsional energy levels of the cation. In a

two-colour ZEKE experiment, such as the ones conducted herein, one can pump a

level in an excited electronic state (such as one identified in a REMPI experiment),

using this as an intermediate state and ionise from there. This projects the population

of the pumped intermediate state onto the cation, allowing control of the FCFs

between the excited state and the cation, permitting deductions to be made about the

nature of the excited intermediate level as well as the levels in the cation. This means

one can explore interactions involving the intermediate state, as well as interactions

in the cation. Combining the data obtained from 2D-LIF, ZEKE and REMPI one can

gain a comprehensive insight into the ground electronic state, ground state cation, as

well as the nature of the pumped intermediate level.

Although not conducted as part of this thesis, it is possible to conduct non-resonant,

multiphoton ZEKE experiments167–170 and one-colour ZEKE experiments (using

VUV or XUV radiation as one has to ionise the sample with a single photon)171–174.

In addition, ZEKE spectra of anions175–178 and on systems where the initial state is

also a cation179,180 are also possible. From here on, the discussion of ZEKE

spectroscopy will only be in context of a two-photon, resonant ZEKE experiment.

In a typical ZEKE experiment, one would fix the energy of a laser to be resonant

with an intermediate state, and then the output of a second dye laser, aligned spatially

and temporally with the first, scans across the energy levels in the cation, as depicted

in Figure 5.4.
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Figure 5.4. A schematic description of the two-colour resonant ZEKE technique. Here, an intermediate level in

an excited electronic state is pumped and the output of a second laser scans across the energy levels in the cation.

This schematic is applicable to both ‘true’ ZEKE and PFI-ZEKE (see below). Note that the intermediate state, as

with REMPI spectroscopy, does not necessarily need to be the S1 excited state.

In ‘true’ ZEKE, when the scanning laser becomes exactly resonant with a level in the

cation, electrons are produced with zero kinetic energy, and one simply has to wait

for any non-resonantly produced electrons (those with non-zero kinetic energy) to

disperse and then pulse an electric field to direct the zero-kinetic-energy electrons

towards a detector (often a set of MCPs). Threshold ionisation techniques such as

ZEKE offer a significant improvement on resolution compared to traditional

photoelectron techniques, in which a resolution of > 100 cm-1 is commonplace165,181–

184. Theoretically, the resolution of ‘true’ ZEKE is simply the linewidth of the laser

used which is often 0.5 cm-1 or better. However, most experiments conducted today

are not ‘true’ ZEKE experiments, owing to various difficulties which will be

discussed below.

In practice, ‘true’ ZEKE is rather difficult to achieve as any small, stray magnetic or

electric fields, such as those produced by electronics in a laboratory environment

and, indeed, the Earth’s own magnetic field, can disperse the zero-kinetic-energy

electrons, leading to a significant reduction in signal or a total loss of signal. It is
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possible to line the apparatus in μ-metal, as indeed occurred in early ZEKE

experiments. However, a minor modification to the experimental set-up can be made,

which deviates from the ‘true’ ZEKE regime, but significantly increases the level of

signal achieved, whilst retaining a very reasonable resolution.

Pulsed-field ionisation ZEKE (or PFI-ZEKE) is the major form of ZEKE

spectroscopy used today and is used in the experiments considered in this thesis.

Simply, one can install a set of electrical grids, connected to a delay generator to

pulse an electric field in the interaction region of the experimental apparatus, as one

may have in a ‘true’ ZEKE apparatus. One scans the output of a laser across the

energy levels in the cation, and instead of being perfectly resonant with these, an

electron is promoted to a high-lying Rydberg orbital (often n > 100) in a Rydberg

series that lies just below each ionisation threshold and is associated with the energy

level of the cation in question. This electron is still bound to the molecule, albeit very

weakly, and these Rydberg states are very long-lived (μs). As such, these states are, 

and therefore the technique is, much less affected by small, stray magnetic and

electric fields in the laboratory. After a short delay, to allow non-resonant prompt

electrons to disperse, one can apply a pulsed electric field to the grids which perturbs

the Coulombic potential in which the Rydberg electron is bound, allowing the

electron to overcome the potential, and be directed towards a detector.

The two main disadvantages of the PFI-ZEKE technique are that there may be a

small discrepancy between the AIE reported and the ‘true’ AIE, as one is detecting

the electrons removed from the Rydberg states which converge to the cationic energy

levels, and this may spread out the lower-energy band profile, making it more

difficult to ascertain the true AIE. Secondly, the resolution of PFI-ZEKE is limited to

the bandwidth of the pulsed field as the nature of the rapidly converging Rydberg

series lead to multiple states being populated and anything within the bandwidth of

the pulsed field will be pulsed-field ionised; despite this, it is still a marked

improvement on traditional photoelectron spectroscopy. The full-width at half-

maximum (FWHM) bandwidth of typical bands in our ZEKE experiment is 5-7 cm-1,

being a combination of the rotational envelope and a small contribution arising from



88

the PFI process. This means it is possible to report adiabatic ionisation energies and

energies of vibrational and torsional levels to within approximately ±5 cm-1.

For molecules such as mFT and NMP, the low-lying Rydberg states are sufficiently

short-lived that they do not contribute to those extracted by the ZEKE pulsed field.

This means the only Rydberg states being extracted by the pulsed field, and therefore

detected, are the highest-lying Rydberg states which occupy a very small energy

region below the cation. Hence, for these molecules, it is not necessary to report a

pulsed-field correction to the AIEs or cationic energy levels reported185–188. This is

contrary to the case of small molecules like atoms/diatomics/triatomics in which case

one must be careful regarding correction of the energies as a result of the pulsed field

as these lower-lying Rydberg states become more long-lived.

5.6. Quantum chemical calculations

In the work presented in this thesis quantum chemical calculations have often been

employed to assist in the assignment and interpretation of the spectra. Both density

functional theory (DFT) and ab initio methods have been considered. We find that

the scaled harmonic vibrational wavenumbers calculated at the B3LYP level of

theory with the aug-cc-pVTZ basis set are more than sufficient for this purpose. The

harmonic vibrational wavenumbers calculated using the B3LYP functional are scaled

by 0.97 in all cases, to account for anharmonicity and deficiencies with the basis set

and/or level of theory. It has been shown that scaling in this way gives frequencies in

very good agreement with calculations which explicitly calculated anharmonic

frequencies189,190, although the harmonic frequency calculations are significantly less

costly, justifying this procedure.

Prior to this, the geometry is optimised using the same basis set and level of theory.

Generally, the scaled harmonic vibrational wavenumbers for the neutral and cationic

ground states are in good agreement with the experimental values derived from

ZEKE and 2D-LIF spectra, although the quality of the harmonic vibrational

wavenumbers for excited state calculations [time-dependent (TD) DFT for open-shell

singlet excited states] can vary significantly, as has been reported by this group46,191.

Here, it is found that for mFT and NMP, the TD-B3LYP vibrational wavenumbers
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are largely reliable, with a few notable exceptions. Spin-unrestricted DFT methods

were employed for calculations on the cation, and the ଶ values are almost always

~0.76 suggesting there is little spin contamination and this method is reasonable.

In the case of the NMP-RG (RG = Ar, Kr) the CAM-B3LYP functional was used in

order to better describe the long-range dispersive forces192, characteristic of weakly-

bound complexes. (Ref. 192 also notes that TD-B3LYP is also largely unsuccessful

at calculating excited state energies, hence the TD-CAM-B3LYP method was used

for this purpose for NMP in Section 12.) The harmonic vibrational frequencies

calculated using the CAM-B3LYP functional are scaled in the same manner as those

calculated at the B3LYP level of theory. The harmonic frequencies for the

intermolecular modes are expected to be largely unreliable, as these modes are highly

anharmonic, which is discussed in Section 13; although, as expected, the scaled

harmonic frequencies calculated for the ring-localised vibrations remain reliable and

are affected little by complexation.

Generally, all geometry optimisations, frequency calculations and vertical excitation

calculations were conducted using the Gaussian 16193 package of quantum chemical

programs, with MOLPRO 2015194 being used to calculate binding energies at the

(R)CCSD(T) level of theory, and for calculations for which specifying an explicit

electronic state in terms of its symmetry and orbital occupancy was required, where

MOLPRO was found to offer more control over the specification of the

wavefunction. Standard basis sets, found within the libraries of the computational

chemistry programs, were employed and, within the work on NMP-RG, the small-

core fully-relativistic effective core potential, ECP10MDF, was used for Kr

alongside the corresponding aug-cc-pVTZ-PP core-valence basis set195, obtained

from the Basis Set Exchange database196.

5.7. Experimental apparatus: REMPI/ZEKE

In our laboratory, the REMPI and ZEKE experiments are conducted on a single

apparatus. We use a ‘standard’ REMPI spectrometer, modified slightly to be able to

perform the ZEKE experiments. The specifics of the apparatus are described below,

as well as shown pictorially in Figure 5.5.
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The REMPI/ZEKE apparatus consists of two connected, differentially pumped

vacuum chambers. The first chamber contains the pulsed valve (Parker solenoid

valve, 750 μm orifice, 10 Hz) which introduces the sample to the spectrometer and 

generates the supersonic jet expansion. Separated by a gate valve is the second

vacuum chamber, which contains the electrical plates, which make up the ion lens for

REMPI or, for ZEKE, the pulsed-field ionisation, and microchannel plate detectors

(MCPs). The supersonic jet expansion comprises the vapour above room-temperature

NMP or mFT, seeded in 1 – 3 bar Ar (above atmospheric pressure), which expands

into the first vacuum chamber and proceeds, unskimmed, into the second chamber

where it is intercepted by (one or) two laser beams, overlapped spatially and

temporally, collinear and counterpropagating, between the two electrical plates. In a

REMPI experiment, the produced ions are directed upwards, through a custom-built

ion lens assembly, into a time-of-flight (ToF) tube in which the ions are separated by

mass and are detected when they strike a set of MCPs.

Figure 5.5. Schematic of the REMPI/ZEKE apparatus. The blue lines represent laser beams.

In the ZEKE experiments, the electrical plates are re-purposed such that, instead of

the plates holding a large, positive voltage, one of the plates is grounded and the
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other is subject to a programmed pulse consisting of a small positive voltage

(generating fields of ~10 V cm-1), after a delay of about 1.5 – 2 μs, to extract the 

electrons from the long-lived Rydberg states, and direct them to a second set of

MCPs, located below the interaction region.

Both the source chamber and ionisation chamber were held at ~10-7 mbar (~10-5

mbar working pressure), by turbomolecular pumps, backed by large, Edwards M40

rotary pumps. The source chamber had a large turbomolecular pump (Oerlikon

Leybold Turbovac TW1600) attached to the bottom of the chamber. The ionisation

chamber had two small turbomolecular pumps: one in line with the jet expansion

(Leybold Turbovac 1000 C) and the other was connected to the ToF tube (Leybold

Turbovac 151); both turbomolecular pumps in this chamber were backed by a single

Edwards M40 rotary pump.

The experiments employed two Sirah Cobra Stretch dye lasers, both capable of

frequency doubling the fundamental laser radiation with either a BBO or KDP

crystal (dependent on the wavelength range of the dye used), steered with quartz

turning prisms to direct the output laser beams towards the interaction region of the

vacuum chamber. These lasers had different gratings in the resonator: one was 1800

lines mm-1 and the other was 2400 lines mm-1, meaning the grating anomalies (both

resonance and Rayleigh anomalies, see Sections 5.9 and 12.1) lie in a different

energetic region for each dye laser. One of these dye lasers was pumped by a

Continuum Surelite III Nd:YAG laser and the other by a Continuum Surelite I

Nd:YAG laser (later switched to a second Surelite III Nd:YAG laser). Dependent on

the dye used, the fundamental 1064 nm radiation was either frequency doubled to

532 nm, or frequency tripled to 355 nm radiation.

The timings of the lasers and pulsed valve were controlled using digital delay

generators (SR535), and the signals from the MCPs for both the ZEKE and REMPI

experiments were sent to a boxcar integrator (SR250), gated, averaged, and then sent

to an oscilloscope for visualisation and to a PC, via a computer interface (SR245),

for recording and storage. The ZEKE signal is also amplified (SR445A) before being

processed by the boxcar integrators.
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Specifically:

i. mFT – the excitation laser was operated with Coumarin 503, pumped with

the third harmonic (355 nm) of a Surelite III Nd:YAG laser. The dye laser

output was frequency doubled into the UV region and directed into the

vacuum chamber. For ZEKE and (1 + 1′)-REMPI experiments, the ionisation 

laser was operated with Pyrromethene 597 or Pyrromethene 580 and pumped

with the second harmonic of a Surelite I Nd:YAG laser. The output of this

dye laser was frequency doubled as well, before being directed into the

vacuum chamber, timed to arrive after the excitation laser pulse.

ii. NMP – the excitation laser was operated with Coumarin 480, pumped with

the third harmonic of a Surelite III Nd:YAG laser. For most of the

experimental work, the dye laser output was frequency doubled before being

directed into the vacuum chamber, but for the (2 + 2)-REMPI spectrum, the

dye laser output was left undoubled, and the visible radiation was directed

into the vacuum chamber and tightly focused. The ionisation laser was

operated with Coumarin 440 or Stilbene 420, and was pumped by the third

harmonic of a Surelite I Nd:YAG laser, and the dye laser output was left

undoubled.

iii. NMP-RG – for these experiments, the same laser configuration was used

as in (ii), but a gas mixing volume was used in order to produce a mixture of

Kr in Ar and this was connected to the high-pressure side of the pulsed valve

to generate the NMP-Kr complexes. For these complexes, a mixture of 20 –

40% Kr in Ar was used at a pressure of ~3 bar above atmospheric pressure.

The amount of uncomplexed NMP+ ion signal, especially for the NMP-Ar

complexes, in the REMPI experiments ‘contaminated’ the NMP-Ar mass

channel, so a small piece of copper wire was suspended down the ToF tube,

close to, and in front of the MCPs, and connected to a high-voltage power

supply. This was programmed to put a large (0.5 – 1.5 kV), positive voltage

across the wire and was timed to reduce the number of uncomplexed NMP+

ions striking the MCP, being detected, and thus reducing the signal
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contamination, leading to a better background subtraction in the NMP+-RG

mass channel. A longer ToF tube was trialled, although it was determined this

reduced the signal to levels too low to produce publishable-quality data

reliably.

Photoionisation efficiency (PIE) spectra can also be recorded using this apparatus.

The PIE spectrum is a plot of ion yield versus laser wavelength, in which one scans

over the ionisation threshold of a molecule while pumping a pre-selected level in a

neutral electronically excited state. When the combined energy of the laser outputs

become greater than (or equal to) the AIE, ions are produced, and these can be

detected on the same set of MCPs as one would use when recording a REMPI

spectrum. As one continues to scan, and every time another cationic level is

accessed, the ionisation efficiency increases further, more ions are produced (with

the number of extra ions proportional to the intensity of the transition) and, hence, a

typical spectrum would look a bit like a staircase, with steps at the energies of the

levels in the cation. However, for the PIE spectra presented in this work, these onsets

are more gradual than this and are more ‘sloping’, with a large, single rise at the Δv =

0 vibration, followed by a gradual increase in the ion signal.

Owing to the large electric fields required to push the ions up the ToF tube, the onset

of the PIE curves is often below the true AIE (cf. the ZEKE technique where only

small electric fields are applied). This arises as the range of Rydberg states that can

be ionised in the electric field is large. An advantage of PIE curves, however, is that,

unlike in ZEKE, there is mass resolution so one can verify whether any signal seen in

a ZEKE experiment is due to the species of interest or anything else excited in the

molecular beam. PIE curves were used as a diagnostic tool in verifying the AIE of

the NMP-RG complexes. Like the ZEKE spectra, the PIE curves were also affected

by the grating anomalies (see Sections 5.9, 12 and 12.1) so that it could be verified

that, in the regions of the ZEKE spectra in which there was a lack of structure, this

was a result of a total loss in ion yield and confirming that the grating anomalies

were the cause.
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Owing to these significant caveats, PIE spectra were used for ‘survey’ work,

although they were a useful compromise in the absence of being able to conduct

mass-analysed threshold ionisation (MATI) experiments. PIE curves were also used

to obtain an approximate wavenumber for an unknown AIE to guide the ZEKE

experiments, of a previously unstudied molecular system, towards the true AIE.

5.8. Experimental apparatus: 2D-LIF

This apparatus consists of only one vacuum chamber and one laser system, and a

schematic of the apparatus is given in Figure 5.6. A Continuum Surelite III Nd:YAG

laser (third harmonic, 355 nm) was used to pump a Sirah Cobra Stretch dye laser,

operating with Coumarin 480 for NMP or Coumarin 503 for mFT, and the output

was frequency doubled (by a BBO crystal) and then directed into the vacuum

chamber, pumped by a turbomolecular pump (Oerlikon Leybold Turbovac TMP361;

previously a Pfeiffer turbomolecular pump with an unknown model), backed by an

Edwards M40 rotary pump. The laser beam entered and exited the chamber through a

set of baffles, to minimise the amount of scattered radiation from the laser inside the

chamber. The timing of the laser pulse with respect to the pulsed valve (Parker

solenoid valve, 750 μm orifice, 10 Hz) was controlled by a delay generator (SR535). 

In the LIF experiments, the emitted fluorescence passes through a set of collection

optics which focuses the fluorescence onto a photomultiplier tube (Hamamatsu

H10721-01) and then the signal is simultaneously sent to a boxcar integrator

(SR250), where it is gated, integrated and averaged, and to an oscilloscope for

visualisation. The signal from the boxcar integrator is sent to a PC, via a computer

interface (SR245) for recording and storage.
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Figure 5.6. A schematic of the 2D-LIF apparatus. Blue lines represent the laser beam, green lines represent the

fluorescence of the sample, which is isotropically emitted from the interaction region. Some light is focused by

the collection optics and directed towards either the photomultiplier tube, or the monochromator.

For the DF and 2D-LIF experiments, a set of collection optics (identical to those used

in the LIF experiments and positioned on the opposite side of the vacuum chamber)

focuses the fluorescence through entrance slits into a Czerny-Turner style

monochromator (Sciencetech 9150), operating in single pass mode. The different

wavelengths of light are dispersed spatially by the grating and directed towards a

CCD camera (Andor iStar DH334T), which can collect ~300 cm -1 windows of

fluorescence. The camera was internally cooled to -20ºC, to maintain a wide dynamic

range, good signal to noise and prevent internal electrical discharges and is directly

connected to a PC for data visualisation, collection and storage.

5.9. A note on gratings and grating anomalies

The grazing-incidence gratings that make up the part of the resonator of the dye laser

are a key part of its operation, responsible for wavelength selection from the

broadband emission from the dye. However, the grating one requires depends on a

number of desired properties:

i. The energetic region over which one requires tuneable radiation,
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ii. The linewidth, and therefore, resolution one wishes to achieve and

iii. The polarisation of light one uses.

In order to achieve the maximum efficiency of the laser cavity, one must select the

right grating for the desired dye region. One dye laser on the REMPI/ZEKE

apparatus and the dye laser on the 2D-LIF apparatus both contain a 2400 line mm-1

grazing incidence grating; the other dye laser on the REMPI/ZEKE apparatus has an

1800 line mm-1 grazing-incidence grating, which offers a different effective tuning

range. These effective tuning regions vary and are dependent on various grating

anomalies (first reported in-depth by Wood in 1902197, although grating anomalies

had been identified before this198, see also Ref. 199).

Two different types of grating anomaly have been observed in the ZEKE spectra and

PIE curves of NMP: the Rayleigh200,201 and resonance anomalies202,203; these

(especially the former) initially led us astray in the analysis of the NMP and NMP-

RG ZEKE spectra. The resonance anomaly causes a significant deterioration in the

efficiency of the grating, and dramatically reduces the power output of the dye laser

in certain energy regions with a given grazing incidence angle, and this is what is

generally referred to as the “Wood’s anomaly”; these are generally thought to arise

from surface phonons that occur across the grating at certain wavelengths, which

depend on the groove spacing, amongst other factors. Additionally, the Rayleigh

anomaly redirects the energy into other propagating orders, thus reducing the

efficiency of the grating which is generally aligned to only allow for the propagation

of first-order diffracted light. In our systems, this occurs when incoming radiation is

polarised perpendicularly to the grooves on the grating - this is required for the

grating to operate.

For the propagation of a given order of light, n, on a grating at wavelength λ, the

following equation must be true204:

୧ ୢ

Equation 5.1
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Where is the groove density of the laser, θi is the angle of incidence and θd is the

angle of diffraction. For first-order (i.e., n = 1) diffraction to occur efficiently, the

wavelength of light must be between some minimum and maximum bound, which is

dependent on the groove density:

୫ ୟ୶
୫ ୧୬

Equation 5.2

Where λmax is the theoretical maximum wavelength a grating, with groove density ,

can output. Conversely, λmin is the theoretical wavelength at which second-order (i.e,

n = 2) diffraction can occur. These values are given in Table 5.1, alongside the useful

tuning range which is feasible for these dye lasers. This differs somewhat to λmax and

λmin as these are ideal values, and at λmin, there is not a sharp cut-off where first-order

diffraction stops and second-order begins; λmin is more an indication as to where

second-order diffraction from the grating becomes important. Furthermore, it is

reasonable to operate a dye laser with higher-order diffraction for a better linewidth,

although the efficiency of the cavity decreases dramatically. Thus, the useful tuning

range is more an empirical guideline as to the range in which a dye laser, with a

given grating, may operate efficiently and as expected.

Table 5.1. The tuning range for the two configurations of Sirah Cobra Stretch dye laser used in our laboratory.

The regions in which there is no ‘useful’ tuneability is where the efficiency of the grating for first-order

diffraction drops and higher-order diffraction becomes important; in our ZEKE spectra of NMP, this was the

energetic region which was accessed, and hence the spectra recorded did not appear as anticipated. This table is

reproduced from the dye laser manual, see Ref. 204.

(groove density) λmax / nm λmin / nm Useful tuning rangea / nm

1800 line mm-1 1100 555 900 - 575 and 555 - 400

2400 line mm-1 833 417 740 - 434 and 423 - 350

a Empirically deduced operating region, see text.

Therefore, a combination of the resonance anomaly (which decreases the efficiency

of grating), coupled with an inopportune Rayleigh anomaly, led us to believe that,

when we observed identical structure to higher energy, this was genuine structure,

rather than the same bands arising from radiation diffracted in a higher-order. Later,
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it was recognised that these other signals seen showed the same spectrum, but with

50% the bandwidth and spacing. Notably, we were led astray by the assumption that

the only grating anomaly one would observe is the resonance anomaly, which causes

a decrease in the efficiency of the grating (viz. a blind spot) and not also the

redirection the light into higher-order propagations.

In general, such grating anomalies are regarded as a minor nuisance of which to be

aware as they only exist over a small region of the tuneable range of the grating and

lasers with more than one (switchable) grating in the cavity are now commercially

available. It was only when the roles of the dye lasers were swapped over in the

REMPI/ZEKE experiment (owing to the ‘fortuitous’ breakage of the motor coupling

in the second harmonic generation unit corresponding to the excitation laser) that this

issue was resolved and the ZEKE spectra recorded thereafter were more in-line with

expectations. We believe that, for the first time, we have reported the effect of both

grating anomalies on resolved molecular spectra simultaneously, although Kessel has

noted anomalies in the intensities of bands in fluorescence emission spectra of

porphyrins under certain conditions205 (the author also noticed that polarisers could

be placed before the grating to ameliorate the effect). Interestingly, it has been

suggested that such anomalies may find a purpose in the production of sensors206.
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6. Introduction to the published papers

The publications presented in the following sections make up the results and

discussion of this thesis. All the fundamental background theory required for the

understanding and interpretation of the work presented henceforth has been detailed

in the previous sections.

The first three papers cover the first ~1350 cm-1 of the S1 ← S0 transition of mFT,

with assignments presented for the majority of these levels, aided by the

interpretation and assignment of ZEKE and 2D-LIF spectra. This has been split into

a number of distinct parts. The first part, not included as part of this thesis, covers the

first ~350 cm-1 of the S1 ← S0 transition and includes the pure torsions and a handful

of the low-energy vibrations. This work (Ref. 76) and that by Lawrance and co-

workers (Ref. 75) provide key background to the work on mFT presented herein.

Next, the ~350-500 cm-1 of the S1 ← S0 transition of mFT is discussed, where

evidence is found of an unusually strong case of Duschinsky mixing of the D18, D19

and D20 vibrations within the D0
+ ↔ S1 ↔ S0 transitions and comparisons are drawn

to mClT. The second paper presented covers the remainder of the bands seen in the

spectrum of the S1 ← S0 transition, up to about ~1350 cm-1, which discusses the

build-up from purely localised coupling of vibrational and vibrational-torsional ZOSs

towards dissipative coupling. Discussion is also made, drawing comparisons to pFT,

and referring to the original conclusions made by Parmenter et al.74 noting that it will

always be difficult to compare meta- and para-substituted toluenes owing to the

significant change in vibrational motions between meta- and para-substituted

molecules. The final paper focusing on mFT considers the ~650 – 750 cm-1 region of

the S1 ← S0 transition, in which one can observe transitions to 171, 261281 and 272

(amongst others), noting that there are some rather complex vibration-torsion

interactions, as well as m-specific couplings, which makes it difficult to determine

the exact identities of the eigenstates excited from the REMPI spectrum alone,

further evidencing the power of ZEKE and 2D-LIF as methods to elucidate the

natures of rather complicated interactions.
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The next four papers pertain to the analysis of the vibrational activity of the first

~1100 cm-1 of the symmetry-forbidden S1 ← S0 transition of NMP. Furthermore,

ZEKE spectra are presented via almost all bands below this wavenumber, whose

appearance in the spectrum of the S1 ← S0 transition is a result of vibronic coupling

to higher-lying electronic states. The ZEKE spectra demonstrate the largely diagonal

activity, as expected given the nature of the intermediate electronic state in the FC-

region, although some unexpected activity is observed when exciting via the b1

vibrations. The 2D-LIF and DF spectra are interesting owing to the plethora of

activity observed, in direct contrast to the ZEKE spectra.

The first paper in this section focuses on the first ~120 cm-1 of the S1 ← S0 transition

of NMP, in which the pure torsional transitions are observed. Presented is a 2D-LIF

spectrum over this region, as well as ZEKE spectra via the four observable torsional

levels in S1; these allow the determination of values of V6 and F in each electronic

state considered, as well as the derivation of a precise AIE for NMP. The second

paper presents the rationale behind the Pi labelling scheme that is used throughout

the work on NMP in this thesis, as well as how it improves on the commonly used

Mulliken/Herzberg and Wilson/Varsányi labelling schemes. The third paper forms

the most significant portion of work on NMP, in which ZEKE spectra are reported

for (almost) all bands below ~1100 cm-1 of the S1 ← S0 transition, excluding the

torsions, and 2D-LIF and DF spectra are presented for certain bands. Furthermore,

there is discussion on the vibronic coupling routes expected within NMP that give

rise to the intensity of these bands in S1, given the transition is electric dipole

forbidden for a one-photon absorption. The final paper of this section discusses the

impact of the resonance and Rayleigh anomalies on the ZEKE spectra presented in

Section 12, as well as offering an insight into the appearance of these spectra in

absence of the grating anomalies.

Finally, the final paper presents REMPI and ZEKE spectra for the NMP-RG (RG =

Ar, Kr) vdW complexes, reporting an unusually localised and largely unstructured

REMPI spectrum and the ‘clean’, but rich in structure, ZEKE spectra for these

species, noting that the inclusion of the RG atom is sufficient to perturb the

electronic structure of the S1 state to allow the electronic origin transition to be
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observed. This work enabled the deduction of binding energies in the S0, S1 and D0
+

states, which are compared to high-level ab initio calculations, and also AIEs for

these complexes.
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7. Variations in Duschinsky rotations in m-

fluorotoluene and m-chlorotoluene during

excitation and ionization

Abstract: “We investigate Duschinsky rotation/mixing between three vibrations for

both m-fluorotoluene (mFT) and m-chlorotoluene (mClT), during electronic

excitation and ionization. In the case of mFT, we investigate both the S1 → S0

electronic transition and the D0
+ ← S1 ionization, by two-dimensional laser-induced

fluorescence (2D-LIF) and zero-electron-kinetic energy (ZEKE) spectroscopy,

respectively; for mClT, only the D0
+ ← S1 ionization was investigated, by ZEKE

spectroscopy. The Duschinsky mixings are different in the two molecules, owing to

shifts in vibrational wavenumber and variations in the form of the fundamental

vibrations between the different electronic states. There is a very unusual behavior

for two of the mFT vibrations, where apparently different conclusions for the identity

of two S1 vibrations arise from the 2D-LIF and ZEKE spectra. We compare the

experimental observations to the calculated Duschinsky matrices, finding that these

successfully pick up the key geometric changes associated with each electronic

transition and so are successful in qualitatively explaining the vibrational activity in

the spectra. Experimental values for a number of vibrations across the S0, S1, and D0
+

states are reported and found to compare well to those calculated. Assignments are

made for the observed vibration-torsion (“vibtor”) bands, and the effect of

vibrational motion on the torsional potential is briefly discussed.”

Authors: Alexander R. Davies, David J. Kemp, Lewis G. Warner, Elizabeth F.

Fryer, Alan Rees and Timothy G. Wright.

Submitted: to Journal of Chemical Physics, 30th March 2020

Published: 1st June 2020

Reference: A. R. Davies, D. J. Kemp, L. G. Warner, E. F. Fryer, A. Rees and T. G.

Wright, J. Chem. Phys., 2020, 152, 214303.

DOI: 10.1063/5.0009391
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Summary: In this work, we present REMPI, 2D-LIF and ZEKE spectra for a small

region of the S1 ← S0 transition for both mFT and mClT, focusing on ~00 + 350 –

500 cm-1. Here, we see evidence of very strong Duschinsky mixing between the D18,

D19 and D20 fundamentals between the S0 and S1 electronic states, as well between S1

and D0
+. As such, it is not possible to unambiguously assign an mDi label for the D19

and D20 vibrations in S1, as one would apparently reach different conclusions to their

identities based on the ZEKE and 2D-LIF spectra thus, in S1, they are assigned as DX

and DY. Interestingly, we note that it is possible to assign D18 unambiguously in all

three states, despite also being mixed with the other vibrations. The Duschinsky

mixing of these modes in mClT is also stark, although nowhere near as strong as it is

in mFT. It is noted, in Section 2.7, that Duschinsky mixing is to be expected to some

degree between electronic states, owing to the inevitable change in electronic

structure and, therefore, geometry; however, it is noted that such strong Duschinsky

mixing is unusual. This paper describes a remarkable instance of Duschinsky mixing

and forms a good comparison to the anharmonic coupling and mode mixing in the

other papers presented herein.

Contributions: The spectra for mFT were recorded by myself and EFF, under

supervision of DJK during a Master’s project. The spectra for mClT were recorded

by LGW and DJK. Despite having limited influence on the analysis of the mClT

spectra, I include this paper as part of this thesis as the majority of the analysis of the

mFT spectra was conducted by myself at the very beginning of my PhD, in

collaboration with DJK and TGW, and this analysis comprises the most significant

part of this work. I also made Figures 2, 4 and 6 for publication, making edits to

Figures 1, 3 and 5 following discussion with TGW and departure of DJK from the

group after completing his own PhD. Furthermore, I read and commented on

multiple iterations of the manuscript, as well as discussing and implementing the

reviewers’ comments to the final version of the paper.

Reproduced from J. Chem. Phys., 2020, 152, 214303, with the permission of AIP

Publishing.
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ABSTRACT
We investigate Duschinsky rotation/mixing between three vibrations for both m-fluorotoluene (mFT) and m-chlorotoluene (mClT), during
electronic excitation and ionization. In the case of mFT, we investigate both the S1 → S0 electronic transition and the D0

+
← S1 ionization,

by two-dimensional laser-induced fluorescence (2D-LIF) and zero-electron-kinetic energy (ZEKE) spectroscopy, respectively; for mClT, only
the D0

+
← S1 ionization was investigated, by ZEKE spectroscopy. The Duschinsky mixings are different in the two molecules, owing to shifts

in vibrational wavenumber and variations in the form of the fundamental vibrations between the different electronic states. There is a very
unusual behavior for two of the mFT vibrations, where apparently different conclusions for the identity of two S1 vibrations arise from the
2D-LIF and ZEKE spectra. We compare the experimental observations to the calculated Duschinsky matrices, finding that these successfully
pick up the key geometric changes associated with each electronic transition and so are successful in qualitatively explaining the vibrational
activity in the spectra. Experimental values for a number of vibrations across the S0, S1, and D0

+ states are reported and found to compare
well to those calculated. Assignments are made for the observed vibration-torsion (“vibtor”) bands, and the effect of vibrational motion on
the torsional potential is briefly discussed.
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I. INTRODUCTION

An analysis of the vibrational activity in electronic and pho-
toelectron spectra is often used as a signature of vibrational cou-
pling between fundamentals, overtones, and combination levels.
This occurs through anharmonic coupling, which leads to the dis-
persal, and so delocalization, of internal energy within a molecule, an
important aspect to enhance photostability.1–4 Sometimes, activity
in fundamentals other than that excited can be seen in the exper-
imental spectra; however, to first order, vibrational fundamentals
do not couple anharmonically. Such an activity can be induced by
changes in the geometry that lead to significant Franck–Condon
factors (FCFs) or as a result of a Duschinsky rotation,5 with the
cross-activity between vibrations being a signature of the latter.
Understanding the intensities of vibrational features in electronic
and photoelectron spectra is key to understanding electronic and

geometric changes between electronic states. A Duschinsky rotation
occurs when the vibrational motions and/or force constants vary sig-
nificantly between two electronic states; then, each of the affected
vibrations in one electronic state has a motion that can be expressed
as a linear combination of more than one vibrational motion in
the other electronic state. This is sometimes termed the Duschin-
sky effect, with the resulting vibrations said to have undergone
Duschinsky mixing. This would mean, for example, that the activ-
ity arising when exciting from a particular vibration would be more
extensive than expected, owing to the excitation of further vibra-
tions in the final electronic state. Of course, both Franck–Condon
(FC) and Duschinsky effects will operate simultaneously, which can
complicate the interpretation of the spectra.

Very recently, we published resonance-enhanced multipho-
ton ionization (REMPI) and zero-electron-kinetic-energy (ZEKE)
studies of the low-wavenumber regions of m-fluorotoluene (mFT)6

J. Chem. Phys. 152, 214303 (2020); doi: 10.1063/5.0009391 152, 214303-1
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and m-chlorotoluene (mClT),7 which mainly focused on torsions
and vibration-torsion (vibtor) levels. The mFT study complemented
the two-dimensional laser-induced fluorescence (2D-LIF) study of
Stewart et al., who examined the first 350 cm−1 of the S1 ← S0 tran-
sition.8 The spectra of both molecules were assigned in terms of
torsion and vibtor levels in the S0 and S1 states. Earlier, Okuyama
and co-workers9–12 reported laser-induced fluorescence (LIF), dis-
persed fluorescence (DF), REMPI, and ZEKE spectra of the low-
wavenumber region of mFT. In addition, Ichimura et al.13 have pub-
lished LIF and DF spectra of mClT, while Feldgus et al.14 reported
REMPI and ZEKE spectra of mClT, restricted to the torsional
region.

In the present work, we focus on a set of three vibrations that
are active in the S1 ← S0 transition and are found to have a high
degree of cross-activity, as ascertained by 2D-LIF and ZEKE spec-
troscopy. These three vibrations are designated D18, D19, and D20,
as described in Ref. 15, and their explicit motions will be discussed
later.

II. EXPERIMENTAL
The ZEKE16 apparatus and 2D-LIF17 apparatus are the same as

those employed recently. In both experiments, for mFT, a free-jet
expansion of mFT (Sigma-Aldrich, 98% purity) in 1.5 bar Ar was
employed. For the ZEKE experiments on mClT, a free jet expan-
sion was also used, consisting of mClT (Alfa Aesar, 98% purity) in
2 bars Ar, where the mClT sample was heated to ∼50 ○C in order to
introduce sufficient vapor to the expansion.

For the 2D-LIF spectra, the free-jet expansion was intersected
at X/D ∼20 by the frequency-doubled output of a single dye laser
(Sirah CobraStretch), operating with Coumarin 503 and pumped
with the third harmonic of a Surelite III Nd:YAG laser. The fluores-
cence was collected, collimated, and focused onto the entrance slits
of a 1.5 m Czerny–Turner spectrometer (Sciencetech 9150) operat-
ing in single-pass mode, dispersed by a 3600 groove/mm grating,
and ∼300 cm−1 windows of the dispersed fluorescence collected by
using a CCD camera (Andor iStar DH334T). At a fixed grating
angle of the spectrometer, the excitation laser was scanned, and at
each excitation wavenumber, the camera image was accumulated for
2000 laser shots. This allowed a plot to be produced of fluorescence
intensity vs both the excitation laser wavenumber and the wavenum-
ber of the emitted and dispersed fluorescence, termed a 2D-LIF
spectrum.18,19

For the ZEKE spectra, the focused, frequency-doubled outputs
of two dye lasers (Sirah CobraStretch) were overlapped spatially
and temporally and passed through a vacuum chamber coaxially
and counterpropagatively, where they intersected the free jet expan-
sion. The excitation laser was operated with Coumarin 503 and was
pumped with the third harmonic (355 nm) of a Surelite III Nd:YAG
laser, while the ionization laser was operated with Pyrromethene
597 and pumped with the second harmonic (532 nm) of a Sure-
lite I Nd:YAG laser. The jet expansion passed between two biased
electrical grids located in the extraction region of a time-of-flight
mass spectrometer, which was employed in the REMPI experiments.
These grids were also used in the ZEKE experiments by applica-
tion of pulsed voltages, giving typical fields of ∼10 V cm−1, after a
delay of up to 2 μs; this delay was minimized while avoiding the

introduction of excess noise from the prompt electron signal. The
resulting ZEKE bands had widths of ∼5 cm−1 to 7 cm−1. Electron
and ion signals were recorded on separate sets of microchannel
plates.

III. RESULTS AND ASSIGNMENTS
A. Nomenclature and labeling
1. Vibrational and torsional labeling

We shall employ the Di labels15 for the vibrations, as
used in Refs. 6–8, since neither Wilson20/Varsányi21 nor Mul-
liken22/Herzberg23 notations are appropriate for the vibrations of
mFT or mClT. The Cs point group labeling scheme15 is based on
the vibrations of the meta-difluorobenzene (mDFB) molecule.

We shall also refer to the methyl torsional motion for mFT
and mClT, for which the G6 molecular symmetry group (MSG) is
appropriate, and we shall use those symmetry labels throughout. The
torsional levels will be labeled via their m quantum number,6,8 and
the correspondence between the Cs point group labels and the G6
MSG ones is given in Table I. To calculate the overall symmetry of
a vibtor level, it is necessary to use the corresponding G6 label for
the vibration and then find the direct product with the symmetry of
the torsion (Table I), noting that a C3v point group direct product
table can be used, since the G6 MSG and the C3v point group are
isomorphic.

Under the free-jet expansion conditions employed here, almost
all of the molecules are expected to be cooled to their zero-point
vibrational level, and thus, essentially all S1 ← S0 pure vibrational
excitations are expected to originate from this level. In contrast,
owing to nuclear-spin and rotational symmetry, the molecules can
be in one of the m = 0 or m = 1 torsional levels,24 with residual
population in the m = 2 levels also seen.6–8

2. Transitions
When designating excitations, we shall generally omit the lower

level, since it will be obvious from either the jet-cooled conditions or
the specified intermediate level. In the usual way, vibrational tran-
sitions will be indicated by the cardinal number, i, of the Di vibra-
tion, followed by a superscript/subscript specifying the number of
quanta in the upper/lower states, respectively; torsional transitions
will be indicated by m followed by its value. Finally, vibtor tran-
sitions will be indicated by a combination of the vibrational and
torsional transition labels.

TABLE I. Correspondence of the Cs point group symmetry classes with those of the
G6 molecular symmetry group. Also indicated are the symmetries of the Di vibrations
and the different pure torsional levels.a

Cs G6 Di
b m

a′ a1 D1–D21 0, 3(+), 6(+), 9(+)
a′′ a2 D22–D30 3(−), 6(−), 9(−)

e 1, 2, 4, 5, 7, 8

aSymmetries of vibtor levels can be obtained by combining the vibrational symmetry (in
G6) with that of the pure torsional level, using the C3v point group direct product table.
bThe Di labels are described in Ref. 15, where the vibration mode diagrams can also be
found.
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As has become a common usage, we will generally refer to a
level using the notation of a transition, with the level indicated by the
specified quantum numbers, with superscripts indicating levels in
the S1 state and, when required, subscripts indicating levels in the S0
state. Since we will also be referring to transitions and levels involv-
ing the ground state cation, D0

+, we shall indicate those as super-
scripts, but with a single, additional, preceding, superscripted “+”
sign. Relative wavenumbers of the levels will be given with respect to
the relevant zero-point vibrational level with m = 0 in each electronic
state.

For cases where both the geometry and the torsional potential
are similar in the S1 and D0

+ states, the most intense transition is
usually expected to be that for which no changes in the torsional
and/or vibrational quantum numbers occur: designated as Δm = 0,
Δv = 0, or Δ(v, m) = 0 transitions, as appropriate. However, as will
be seen (and as reported in Refs. 6, 7, 12, and 14), the Δm = 0 and
Δ(v, m) = 0 transitions are almost always not the most intense bands

in the ZEKE spectra for mFT and mClT, indicative of a significant
change in the torsional potential upon ionization.

B. Overview of the REMPI spectra
In Fig. 1, we show the REMPI spectra of the first 500 cm−1

above the origin of the S1 ← S0 transition in mFT and mClT. The
0–350 cm−1 region of the mFT spectrum has been discussed in detail
previously, in terms of 2D-LIF and ZEKE spectroscopy,6,8 while the
corresponding region of the mClT spectrum has also been discussed
relating to ZEKE spectroscopy.7 Because of the consistent vibra-
tional labeling used for both molecules,15 it can be seen that the
activity in both spectra is similar. In the present work, we shall con-
centrate on the two expanded regions of Fig. 1, between 400 cm−1

and 480 cm−1 for mFT and 350–470 cm−1 for mClT. In the case
of mClT, the spectrum was recorded in two mass channels, cor-
responding to the 35Cl and 37Cl isotopologues, where some bands

FIG. 1. REMPI spectra of the 0–500 cm−1 region above
the origin for the S1 ← S0 transition for (a) mFT and (b)
mClT. In each case, the expanded views of the regions cor-
responding to the 181m0,1, 191m0,1, and 201m0,1 transitions
are shown. In the case of mClT, traces for both the 35Cl
and 37Cl isotopologues are presented. Note that for mFT,
the region around the origin to lower wavenumber than the
indicated break has been scaled by a factor of 0.5.
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around 370 cm−1 can be seen to undergo isotopic shifts (compare the
red and black traces in the expanded region in the lower portion of
Fig. 1), but there are essentially no shifts for the lower-wavenumber
bands.7 For both mFT and mClT, these regions are dominated by
activity involving three vibrations, D18, D19, and D20. As we shall see
below, these vibrations are significantly Duschinsky mixed in the S1
state.

We shall first concentrate on the assignment of the 2D-LIF and
ZEKE spectra of mFT, before moving on to the ZEKE spectra of
mClT (no 2D-LIF spectra were recorded for this molecule). We shall
then discuss the observations for both molecules.

C. 2D-LIF and ZEKE spectra of mFT
In Fig. 2, the 2D-LIF spectrum of mFT in the range 412–

466 cm−1 is presented, while the ZEKE spectra recorded at various
excitation positions across the same region are shown in Fig. 3. The
calculated wavenumbers for a selection of pertinent vibrations for
both molecules and for the three different electronic states con-
sidered are presented in Table II: the level of theory utilized has

FIG. 2. 2D-LIF spectrum for mFT, where the excitation range covers the 181m0,1,
X1m0,1, and Y1m0,1 transitions. The emission range covers the main Δ(v, m) = 0
regions, extending to a higher wavenumber to include other key features. Assign-
ments for related bands (e.g., vibtor and combination levels of the same vibration)
are shown in the same color. Features marked with an asterisk are not assigned
here, but these will be addressed in a future publication.

generally been shown to be sufficient for these molecules in our
previous work.

It will be seen in the discussion below that the D19 and D20
vibrations become very mixed in the S1 state. For this reason, we
have designated the S1 mixed vibrations, DX and DY, in the fol-
lowing. The strongest features in the 2D-LIF spectrum (Fig. 2) are
seen when exciting via 181, X1, and Y1, each comprising m = 0 and
m = 1 components, as indicated; significant cross-activity is evident.
The strong emission bands seen when exciting via 181 are partially
overlapped with those seen when exciting via X1. Associated with
each of the strong emission bands is a series of vibtor transitions,
which have distinctive structure, as seen in the low-wavenumber
region.8 These consist of strong m3(+) and weaker m3(−) bands when
exciting via the m = 0 components, as well as a strong m2 band,
with weaker m4 and m5 bands, when exciting via the m = 1 compo-
nents; some of these are overlapped by other features in the 2D-LIF
spectrum.

In Fig. 3, we present the ZEKE spectra recorded via the m = 0
and m = 1 components of the 181, X1, and Y1 vibrations of mFT. It
can be seen from Fig. 1 that the X1m0 and 181m1 transitions overlap,
and so the ZEKE spectrum recorded for these overlapped features is
included in both the upper and lower portions of Fig. 3, but located
on the correct scale in each case. Again, significant cross-activity is
seen when exciting via 181, X1, and Y1, for both m levels.

To aid in the understanding of the activity of the spectra,
Duschinsky matrices were calculated (using the FC-LAB II pro-
gram)25 for a selection of the vibrations. This was performed for
the three pairings of the S0, S1, and D0

+ electronic states for mFT,
and these are shown in Fig. 4. Additionally, we show the calcu-
lated motions of the three Duschinsky-mixed vibrations of interest,
in each of the three electronic states. First, we point out that the
Di labels are defined with respect to the S0 motion (the motions
of meta-disubstituted benzenes in the S0 state, on which the Di
labeling is based, were discussed in detail in Ref. 15). Second, the
S0/D0

+ matrix indicates that the vibrational motions in the ground
state cation are very similar to those in the ground state neu-
tral molecule, so that the S0 vibrational labels, Di, can also be
used for the cationic vibrations to a very good approximation (it
is highlighted that the wavenumber ordering of the D19 and D20
vibrations has switched in the cation relative to the S0 state, see
Table II).

We now turn to the S0/S1 matrix for mFT in Fig. 4. This indi-
cates that the motions of the S1 vibrations corresponding to the D18,
D19, and D20 S0 vibrations are significantly altered, and each of these
S1 vibrations can be thought of as being significant admixtures of
the corresponding S0 ones, i.e., they are Duschinsky mixed; a simi-
lar picture holds when these S1 vibrations are expressed in terms of
the D0

+ vibrations. In contrast, the D17 and D21 vibrations exhibit
extremely similar motions in the three electronic states and so are
not considered to be Duschinsky mixed. We now point out that the
S1 D18 vibration is dominated by the same motion as in the S0 state
(and the D0

+ state), and so these are recognizably the same vibra-
tions, even though the S0 and S1 motions are not precisely the same,
with a noteworthy contribution in S1 from D19. Hence, we retain the
D18 label for this vibration across the three electronic states. This
is not true for the D19 and D20 vibrations, where the two S1 vibra-
tions have motions that can be expressed as significant admixtures
of the corresponding S0 (or D0

+) vibrations; as such, the D19 and
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FIG. 3. ZEKE spectra of mFT recorded
at different S1 ← S0 excitation positions,
separated into m = 0 and m = 1 compo-
nents. For clarity, the preceding super-
scripted “+” used in the text is omit-
ted from the transition labels. Since the
181m1 and 191m0 transitions are over-
lapping, the corresponding ZEKE spec-
trum has been included in both parts of
the figure; the bold label indicates the
pertinent level for that part of the figure.
We have added obeli (†) to bands that
arise from the overlapping transition and
which are labeled on the duplicate trace.
The relative energy scales are given with
respect to the +m0 and +m1 transitions;
in absolute terms, the +m1 transition is
∼5 cm−1 lower in wavenumber, owing to
the m1 ← m0 spacing in the S0 state.

D20 labels cannot be used for these two S1 vibrations, which is why
we have designated them DX and DY, in an increasing wavenumber
order.

We now look at the activity in the 2D-LIF and ZEKE spec-
tra in more detail. In Fig. 2, we can see that there is signifi-
cant cross-activity in the 2D-LIF spectrum involving the D18, D19,
and D20 vibrations, as indicated by the (X1, 181), (X1, 191), and
(X1, 201) bands, together with (Y1, 181), (Y1, 191), and (Y1, 201),
which appear for each of the two m levels. A definite (181m0,
191m0) band can be seen, as well as (181m0, 181m0), but there is
only the faintest activity for (181m0, 201m0); there do, however,
appear to be (Y1m0,1, 181m0,1) bands, albeit overlapped by (Y1m1,
201m4), indicating a lesser contribution of D18 to the S1 state Y1

vibration, compared to the X1 vibration, see further discussion
below.

With regard to the mFT ZEKE spectra in Fig. 3, clear +191 and
+201 activity can be seen when exciting via each of X1 and Y1, for
both m = 0 and m = 1 levels, with the +191 wavenumber being
lower than that of +201, i.e., the opposite order to the S0 and S1
states, see Table II (there is also +181 activity, but this is less promi-
nent). The +191mx vibtor activity is the greatest when exciting via
Y1 and that of +201mx when exciting via X1, with this being most
clear from the +191m3(+) and +201m3(+) bands. The dual activity of
both vibrations is consistent with the vibrational character of the
DX and DY vibrations in the S1 state being highly mixed versions
of the corresponding D0

+ vibrations. The assignment of the vari-
ous vibtor transitions is relatively straightforward, with the +201mx

transitions being very close to the expected positions; however, the
+191mx bands are somewhat shifted from the expected positions, but
can be identified by their relative intensities and by comparison to
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TABLE II. Calculated and experimental wavenumbers for mFT and mClT vibrations pertinent to the present study.

S0 S1 D0
+

Di Calculateda Experimental Calculatedb Experimental Calculatedc Experimental

mFT

17 718 728d,f 685 685d,f 700
18 519 527d,f,g 459 460e,f 509 510e,f

19 (X) 505 512d,f,g 448 457d,e,f 410 415f

20 (Y) 435 445d,f,g 410 420d,e,f 442 456f

21 285 292d,f,g 281 284d,e,f,g 290 296e,f

28 443 438d,f,g 241 258d,e,f,g 373 375e,f

29 236 236f ,g 184 173d,e,f,g 190 190e,f

30 199 201f ,g 122 127d,e,f,g 167 167e,f

mClT

18 513 524h,j 446 455h 455 457i

19 402 409h,j 373 378h 391 396i

20 376 387h,j 368 373h 377 387i

21 226 221h,j 226 231i 233 240i

28 432 431j 241 366
29 213 234j 159 151i 176 176i

30 171 185j 80 111i 150 149i

aB3LYP/aug-cc-pVTZ, scaled by 0.97. For mClT, the results are for the 35Cl isotopologue.
bTD-B3LYP/aug-cc-pVTZ, scaled by 0.97. For mClT, the results are for the 35Cl isotopologue.
cUB3LYP/aug-cc-pVTZ, scaled by 0.97; ⟨S2

⟩ = 0.76. For mClT, the results are for the 35Cl isotopologue.
dRef. 9. Small updates to some of these values have been made in Refs. 3 and 8 and the present work.
eRef. 6.
fPresent work. The experimental values for D27 were obtained from the observed vibtor bands. In the case of D19 and D20 in
the S1 state, which we have designated DX and DY in the text, we have allocated these to the Di label that has the maximum S0

contribution from the Duschinsky matrix in Fig. 4.
gFrom Ref. 8.
hFrom Ref. 13.
iFrom Ref. 7.
jRef. 15.

the +201mx bands. Further discussion on the shifted +191mx band
spacings for mFT is given in Sec. IV B.

At this point, we note that for a symmetric, disubstituted ben-
zene, such as mDFB, the point group is C2v, where the D19 and D20
vibrations are both of b2 symmetry, while D18 is of a1 symmetry;
thus, D19 and D20 can be thought of as mixing with one another dur-
ing their evolution as the mass of the substituents changes,15 while
D18 cannot. In the asymmetric mFT, we note that the masses of CH3
and a fluorine atom are very similar, and this may be an explana-
tion of why there is strong Duschinsky mixing between D19 and D20.
Also, as the mass difference between the two substituents increases
for an asymmetric disubstitution, D18 and D19 evolve into localized
motions containing symmetric and asymmetric stretches, respec-
tively, each involving the substituents, both being of a′ symmetry
(in the Cs point group).15 In the present case, this is exhibited as the
mixing between the D18 and D19 modes, for which the localization
of the motion is not complete, and the extent of this varies between
the electronic states (see Fig. 4). We now compare and contrast the

activity in the 2D-LIF and ZEKE spectra seen when exciting via the
181, X1, and Y1 levels.

The initial interpretation of the 2D-LIF spectrum (Fig. 2) is that
DY in the S1 state is dominated by S0 D20 character, with a sizable
contribution from D19 and a smaller one from D18; furthermore, DX
has the largest contribution from D19 but with large contributions
from D18 and (to a lesser extent) D20. We can also see that D18 in
the S1 state has a significant contribution from S0 D19. These conclu-
sions are largely in line with the calculated S0/S1 Duschinsky matrix
(Fig. 4).

If we now look at the ZEKE spectra in Fig. 3, then we would
reach a different conclusion in that exciting via Y1 gives the largest
contribution from +D19 (i.e., the D19 vibration in the cation) with a
significant contribution from +D20, while exciting via X1 gives the
largest contribution from +D20, with a significant contribution from
+D19. Again, these conclusions are in line with the calculated S1/D0

+

Duschinsky matrix—see Fig. 4. As a consequence, at first sight, it
seems that the conclusions from the 2D-LIF and ZEKE spectra are
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FIG. 4. Top. Duschinsky matrices for
selected vibrations of mFT for combi-
nations of the S0, S1, and D0

+ elec-
tronic states. The depth of gray shading
represents the coefficients of the mixing
between the vibrations in the two elec-
tronic states, with white representing 0
and black representing 1. Bottom. Calcu-
lated mode diagrams for the three vibra-
tions corresponding to D18, D19, and D20
in the three different electronic states.
See text for further discussion.

contradictory with regard to the make-up of the DX and DY S1 vibra-
tions. This must arise from the small, but notable, differences in
the motions of the D18, D19, and D20 vibrations in the S0 and D0

+

electronic states, which cause the expression of the S1 motions as

admixtures of these vibrations in the different electronic states to
differ. In addition, the Franck–Condon factors between the vibra-
tions and associated vibtor levels will differ for the S1 → S0 and
D0

+
← S1 transitions, depending on the main geometry changes
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between the respective pair of electronic states. These have been
discussed previously6,7 for mFT and mClT, where the changes are
very similar. Notably, for mFT, both C–CH3 and C–F bond lengths
increase significantly during the S1 → S0 transition; however, the
C–CH3 bond length is almost unchanged during the D0

+
← S1 ion-

ization, while the C–F bond shortens. Also, a shortening of all ring
C–C bond lengths occurs during the S1 → S0 transition, while there
is an asymmetric change in those bond lengths during the D0

+
← S1

ionization. These are consistent with the 181, X1, and Y1 activity
seen during the S1 ← S0 and S1 → S0 transitions (Figs. 1 and 2,
respectively) and the activity of +181 in the ZEKE spectra via the
vibrationless m0 and m1 levels (see Ref. 6).

We now consider the calculated motions of these three vibra-
tions. Looking first at D18 and D19 (Fig. 4), we see motions in the
S0 and D0

+ states that have significant in-phase C–CH3 and C–F
stretches for D18, but these are out-of-phase for D19; moreover, the
motions of the other atoms are very similar for these states. For
D18 in the S1 state, although the motion of the methyl group and
of some of the ring carbon atoms is different than that of the other
two electronic states, it is dominated by the in-phase C–CH3 and
C–F stretches: this is our justification for employing the same vibra-
tional label. Similarly, for D20 in the S0 and D0

+ states, the motion
can be identified by the in-phase, in-plane bending of the C–CH3
and C–F bonds. However, in the S1 state, the motions of two of the
vibrations, the ones labeled X and Y, can be seen to be significant
mixtures of the motions of the D19 and D20 vibrations. In particular,
the motions of the C–CH3 and C–F bonds for DX and DY are similar
to those of D19 and D20, respectively, while the motions of the carbon
atoms in the aromatic rings for DX and DY largely resemble D20 and
D19, respectively. Thus, different aspects of the DX and DY motions
resemble different parts of the D19 and D20 vibrations. This shows
that the D19 and D20 motions have indeed become mixed in S1, in
line with the Duschinsky matrices (Fig. 4), and this is reflected in the
activity in the 2D-LIF and ZEKE spectra (Figs. 2 and 3). Of course,
each entry in the Duschinsky matrix is a distillation of the compar-
isons of all angular and radial displacements between two vibrations;
nonetheless, even though the subtleties of the different changes are
not necessarily evident, the entry is expected to reflect the most
important geometry changes for a particular electronic transition.
This case shows that, in fact, the Duschinsky matrix does give a
good qualitative picture of the observed spectral activity, although,
for very mixed vibrations, caution is merited in the interpretation of
the matrix in establishing how vibrations of one electronic state map
onto another. Clearly, for the S1 → S0 emission, it is the motions
of the C–CH3 and C–F bonds that dominate the overlap of the S1
DX and DY vibrations with the S0 D19 and D20 ones; while for the
D0

+
← S1 ionization, the relative motions of the carbon atoms in the

aromatic ring are more important in determining the activity.
Summarizing, we conclude that the D18, DX, and DY vibrations

are heavily mixed in the S1 state, with the D19 and D20 contributions
to X1 and Y1, each, being particularly significant; however, when
distilled into Duschinsky matrix entries, these are different when
expressed in terms of the S1 or D0

+ vibrations, but in agreement with
the observed vibrational activity.

D. ZEKE spectra of mClT
The ZEKE spectra of mClT were recorded when exciting at var-

ious positions in the region indicated in the expanded view in the

bottom half of Fig. 1. These spectra are shown in Fig. 5, for the
m = 0 and m = 1 components, respectively; note that the 191m1 and
201m0 transitions overlap, and so the spectrum recorded for these
overlapped features is included in both the upper and lower portions
of the figure, each shifted to be on the correct relative wavenum-
ber scale. The S0/D0

+ Duschinsky matrix shown in Fig. 6 indicates
that although the D18, D19, and D20 vibrations of the D0

+ state are
mixed versions of the corresponding S0 ones, there is sufficient dom-
inant character to employ the same labels for both states, notably
with respect to the motions of the C–CH3 and C–Cl bonds. With
regard to the aromatic ring carbon atoms, although the motions are
not precisely the same in the S1 state as the other two states, they are
largely correspondent with that expected for the D19 or D20 vibra-
tions, and this gives a more diagonal Duschinsky matrix, allowing
the same vibrational labels to be used in the three states. Although
the 2D-LIF spectrum was not recorded, the S0/S1 Duschinsky
matrix indicates that there would likely be significant cross-activity
between the 191 and 201 emissions, but with 181 being largely
pure.

For mClT, the ZEKE spectra recorded via 191m0 and 191m1 are
relatively clean, with activity associated almost exclusively with this
mode, with only small contributions from +211 when exciting via
191m0 and +302 when exciting via 191m1 (the +301m2 contribution,
seen when exciting via 191m1, is consistent with the observation of
this band when exciting via m1, see Refs. 7 and 14). We observe that
the wavenumber of +211m0 is very close to that of +m5; however, the
latter is symmetry forbidden when exciting via 191m0 (although we
have discussed previously6 the possible activity of +m5 when exciting
via m0 for mFT in terms of a possible deviation away from the G6
MSG, we currently favor the +211m0 assignment here). On the other
hand, it is clear that there is significant cross-activity between 181

and 201, although this is much clearer when exciting via the m = 0
components: for the m = 1 components, the spectra are less clean
and there are severely overlapped features (see Fig. 5). In particular,
201m0 is overlapped by 191m1 for the 35Cl isotopologue, as is evident
from the REMPI spectra of the 35Cl and 37Cl isotopologues, Fig. 1
(bottom trace). It can also be seen from Fig. 1 that 201m1 for the 35Cl
isotopologue is overlapped by 201m0 for the 37Cl isotopologue, but
we cannot see definitive evidence for the latter in the ZEKE spectra.
No attempts were made to record the ZEKE spectra via 201m1 for
the 37Cl isotopologue.

We comment that the activity seen in the ZEKE spectra when
exciting via 191m0 and 191m1 is similar to that observed7 via the
pure torsional levels, m0 and m1, although the +191mx bands are
relatively more intense here, as expected. We highlight that no evi-
dence was seen for the +181mx bands observed via the pure torsional
levels;7 additionally, there was a similar lack of +201mx band activ-
ity. This suggests that the D19 vibration in the cation has a motion
very similar to that of the S1 state, which is largely supported by the
Duschinsky matrix shown in Fig. 6. In contrast, when exciting via
181m0 and 181m1, bands attributable to both +181mx and +201mx

are present, which is in line with the Duschinsky matrix. That said,
the activity of +181mx bands when exciting via 201m1 is less clear,
although there is plausible evidence for the presence of a +181m3(+)

band when exciting via 201m0. Since some of the +191mx and +201mx

bands are very close in wavenumber, it is possible that +191mx bands
are hidden, but these are not expected, according to the Duschinsky
matrix. Concomitantly, when exciting via 201m0 and 201m1, both
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FIG. 5. ZEKE spectra of mClT recorded at different S1← S0
excitation positions, separated into m = 0 and m = 1 com-
ponents. For clarity, the preceding superscripted “+” used
in the text is omitted from the transition labels. Since the
191m1 and 201m0 transitions are overlapping, the corre-
sponding ZEKE spectrum has been included in both parts
of the figure; the bold label indicates the pertinent level for
that part of the figure. We have added obeli (†) to bands
that arise from the overlapping transition and which are
labeled on the duplicate trace. The low-wavenumber bands
marked with asterisks (∗) are spurious. The relative energy
scales are given with respect to the +m0 and +m1 transi-
tions; in absolute terms, the +m1 transition is ∼5 cm−1 lower
in wavenumber, owing to the m1 ← m0 spacing in the S0
state.

+181mx and +201mx activities are present. The implication is that the
D18 and D20 vibrations undergo Duschinsky mixing between the S1
state and the cation, in line with the presented S1/D0

+ Duschinsky
matrix.

From Fig. 1, the 201m0 transition is expected to be largely
coincident with the 191m1 transition for the 35Cl isotopologue. The
strongest ZEKE band expected from 201m0 is +201m3(+); this can be
seen as a shoulder on the lower wavenumber side of the +191m4 band
in Fig. 5, providing evidence for this overlap. Similarly, the 191m0

band for the 37Cl isotopologue is mostly overlapping the same band
for the 35Cl isotopologue; however, since we do not expect signifi-
cant isotopic shifts for the +191mx bands, there is not expected to be
any obvious evidence for this overlap, and indeed, none is seen. We
also note that the 201m0 band for the 37Cl isotopologue is expected to

coincide with the 201m1 band for the 35Cl isotopologue, and there is
a slight broadening of the main +201m4 band, but this is merely con-
sistent with the +201m3(+) activity from the 37Cl isotopologue, rather
than being definitive.

Comparing the motions of the three vibrations shown in Figs. 4
and 6, it is clear that, in the S0 and D0

+ states, the C–CH3 and C–Cl
stretches have become more localized formClT, as per the discussion
given in Ref. 15, see the forms of the D18 and D19 modes; how-
ever, there is more bending motion of the methyl group in D19 of
mClT caused by the more pronounced asymmetry in mass in the
molecule.

In summary, between the S1 and D0
+ states for mClT, the

corresponding Duschinsky matrix suggests that all three of the
D18, D19, and D20 states undergo a small amount of Duschinsky
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FIG. 6. Top. Duschinsky matrices for
mClT between combinations of the S0,
S1, and D0

+ electronic states. The depth
of gray shading represents the coeffi-
cients of the mixing between the vibra-
tions in the two electronic states, with
white representing 0 and black repre-
senting 1. Bottom. Calculated mode dia-
grams for the three vibrations corre-
sponding to D18, D19, and D20 in the
three different electronic states. See text
for further discussion.

mixing so that activity in each of the three modes is expected in the
cation, whichever is excited, and this will, of course, apply to both
of the m = 0 and m = 1 components. The spectra recorded when
exciting via 181m0,1 do support a greater mixing between D18 and

D20. The spectra recorded when exciting via 191m0,1 appear to show
little evidence of activity involving the other two vibrations, while
those recorded via 201m0,1 suffer from significant overlap, but do not
exclude involvement of activity of the other two vibrations. Hence,
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these observations are only qualitatively in line with the Duschin-
sky matrices. Overall, however, the situation for mClT appears to
be clearer cut than for mFT. We note our discussion of the geometry
changes for mFT in Sec. III C, which complicates the expected vibra-
tional activity and which also applies, but to a more limited extent,
to mClT. We highlight the consistency between the molecules with
the activity of 181, 191, and 201 in the S1← S0 excitation (Fig. 1). Fur-
thermore, we saw the activity of both +181 and +191 when exciting
via the vibrationless m0 and m1 levels,7 which is expected from the
anticipated changes in bond lengths; note that only +181 was active
in the case of mFT,6 again illustrating activity differences between
two very similar molecules.

IV. FURTHER DISCUSSION
A. Duschinsky rotation

The assumed linear and orthogonal relationship between the
vibrations of different electronic states5 is only an approximation,26

and neither of these conditions strictly holds; moreover, when the
geometries of the electronic states differ from each other, axis
switching can occur,27 which can further complicate the matter. On
top of this, the entries in a Duschinsky matrix are a single num-
ber summarizing all of the changes in angular and radial motions of
the bonds between two electronic states. If the vibrational motions
are largely similar, the diagonal entries will be the largest. If some
of the vibrations become very mixed, significant off-diagonal ele-
ments will be present, but still the diagonal elements would be
expected to be the largest. The case is unusual here in that some
off-diagonal elements are the largest for particular vibrations. Nor-
mally, this would suggest a misassignment of the vibrational labels;
however, here, these labels have been established from the S0/D0

+

Duschinsky matrix. Hence, we interpret these large off-diagonal ele-
ments as reflecting particular aspects of the geometry changes that
occur as a result of the electronic excitation. In such a scenario,
as happens here for mFT, there is no longer a clear 1:1 correspon-
dence between the vibrations in the S1 state and the other two states.
This is, indeed, largely borne out by the calculated matrices and the
experimental observations as discussed in the present work, with the
strong mixing between the D19 and D20 modes for mFT being the
most notable and that between D18 and D20 being significant for
mClT.

Different Duschinsky mixings between the molecules will arise
from the slightly different motions of the vibrations, owing to the
different masses of the halogen atoms in the two cases, plus slightly
different electronic effects caused by the different electronegativi-
ties of the halogen atoms, and the different overlap of the halogen
orbitals with the aromatic π system. For mFT, the motions of two of
the S1 vibrations become strong mixtures of the S0 (and D0

+) vibra-
tions, preventing the same labels being used; although the mixing is
also significant for mClT, the motions are similar enough to employ
the same labels. These changes in motions are reflected in the activity
in the ZEKE spectra and, for mFT, also in the 2D-LIF spectra.

B. Vibtor coupling and torsional potential changes
In Tables III and IV, we give the wavenumbers of the differ-

ent vibtor transitions in the cation for mFT and mClT, respectively,

TABLE III. Separations of vibtor levels built on different vibrations for mFT (cm−1).

Vibrational levela,b

Torsionc +00 [0] +181 [510] +191 [415] +201 [456]

+m0,1 0 0 0 0
+m2 101 100 (610) 94 (509) 102 (558)
+m3(−) 103 102 (612)
+m3(+) 185 184 (694) 172 (587) 187 (643)
+m4 192 193 (703) 181 (596) 195 (651)
+m5 250 250 (760) 235 (650) 254 (710)
+m6(−) 292 292 (802) 294 (750)
+m6(+) 311 312 (822) 293 (708) 312 (768)
+m7 368 370 (880)

aTorsional spacings are given with respect to the band position of the m = 0 level of the
indicated vibration.
bValues in square brackets in the column headers are the wavenumbers of the m = 0 level
of the indicated vibration.
cThe +m0 and +m1 levels are degenerate at our resolution. Levels with m ≠ 3n have
degenerate + and − levels.

and the separation of each of these levels from the m = 0 level of
each vibration. Previously,6,7 we have discussed the fact that the tor-
sional potential of the out-of-plane D30 vibration and its first over-
tone in the cation is altered compared to the pure torsional potential
for both mFT and mClT, while the potentials for the observed in-
plane (totally symmetric) vibrations were not affected. Here, we find
that the vibtor spacings of the cation involving the in-plane D19
vibration are reduced compared to those of the pure torsional levels
(Table IV), suggesting that the torsional barrier experienced during
this vibration is lower, while some of those involving D20 are largely

TABLE IV. Separations of vibtor levels built on different vibrations for mClT (cm−1).

Vibrational levela,b

Torsionc +00 [0] +181 [457] +191 [396] +201 [387]

+m0,1 0 0 0 0
+m2 98 97 (555) 94 (490) 105 (492)
+m3(−) 98
+m3(+) 175 177 (633) 171 (563) 182 (569)
+m4 186 186 (642) 177 (573) 193 (584)
+m5 246 248 (704) 240 (636) 254 (641)
+m6(−) 284 278 (734) 272 (668)
+m6(+) 300 300 (756) 294 (690) 300 (687)
+m7 363

aTorsional spacings are given with respect to the band position of the m = 0 level of the
indicated vibration. The values in parentheses are the actual band position with respect
to +m0 .
bValues in square brackets in the column headers are the wavenumbers of the m = 0 level
of the indicated vibration.
cThe +m0 and +m1 levels are degenerate at our resolution. Levels with m ≠ 3n have
degenerate + and − levels.
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unaltered. However, it is difficult to rationalize, from the vibrational
motions shown in Figs. 4 and 6, why the CH3 torsional barrier is
particularly sensitive to the D19 vibrational motion in the cation,
and this may reflect a more complicated explanation in terms of
electronic- and vibration-induced steric interactions.

V. CONCLUSIONS
In this work, we have focused on the activity and character of

three vibrations for the closely related molecules, mFT and mClT. In
particular, we examined the change in the character of a subset of the
vibrations upon electronic excitation, S1 ← S0, which was deduced
via the activity not only in the ZEKE spectra but also in the 2D-
LIF spectra for mFT. Even though the activity in the REMPI spectra
was very similar for these two molecules, the details of the chang-
ing vibrational character showed that, in fact, there were significant
differences in the mixings occurring as a result of electronic excita-
tion and ionization. This could be seen from the calculated form of
the vibrations, as well as the differences in the vibrational activity
exhibited in the spectra. In general terms, the calculated Duschinsky
matrices were in line with the observed spectral activity, even though
such matrices are only expected to be approximate reflections of
the vibrational character change between electronic states. Unusu-
ally, for mFT, if one were to deduce the correspondence between
the S1 vibrations and those in the S0 and D0

+ states, reverse con-
clusions would be reached. This was identified as being due to the
motions of the carbon atoms in the aromatic ring pairing with the
switched C–CH3 and C–F bond motions in the S1 state for two of
the vibrations. Remarkably, the Duschinsky matrices picked up the
subtlety of the different electronic transitions affecting different geo-
metric aspects of the molecule and, in a qualitative way, correctly
predicted the switched intensities of the transitions involving the
D19 and D20 vibrations. We conclude that Duschinsky matrices, even
though they are a rather coarse distillation of all of the changes in
atomic motions between electronic states, are actually very sensitive
to the aspects of the geometry that are most affected by the electronic
transition.

Understanding such changes in detail, via assignment of vibra-
tional structure as a result of electronic excitation and photoion-
ization, is clearly key to understanding the photo-physico-chemical
behavior.
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8. Methyl-torsion-facilitated internal

energy delocalization following electronic

excitation in m-fluorotoluene: can meta and

para substitution be directly compared?

Abstract: “Coupling between vibrations, and between vibrations and torsions—a

generalization of intramolecular vibrational redistribution (IVR)—provides routes to

internal energy delocalization, which can stabilize molecules following

photoexcitation. Following earlier work on p-fluorotoluene (pFT), this study focuses

on m-fluorotoluene (mFT) as probed via the S1 ↔ S0 electronic transitions and the

D0
+ ← S1 ionization, using two-dimensional laser-induced fluorescence and zero-

electron-kinetic energy spectroscopy, respectively. Wavenumbers are reported for a

number of vibrations in the S0, S1, and D0
+ states and found to compare well to those

calculated. In addition, features are seen in the mFT spectra, not commented on in

previous studies, which can be assigned to transitions involving vibration–torsion

(“vibtor”) levels. Comparisons to the previous work on both m-difluorobenzene and

mFT are also made, and some earlier assignments are revised. At lower

wavenumbers, well-defined interactions between vibrational and vibtor levels are

deduced—termed “restricted IVR,” while at higher wavenumbers, such interactions

evolve into more-complicated interactions, moving toward the “statistical IVR”

regime. It is then concluded that a comparison between mFT and pFT is less

straightforward than implied in earlier studies.”
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Summary: Here, we investigate further the S1 ← S0 transition of mFT, assisted by

2D-LIF and ZEKE spectroscopy. The activity in the ZEKE and 2D-LIF spectra is

assigned and discussed, for all major bands 1350 cm-1 above the S1 origin (with a

notable exception, see Section 9), drawing comparisons to the activity of mDFB.

Notably, the complexity of the spectra associated with several bands at intermediate

internal energy is discussed. It is hypothesised that there is a Fermi resonance

between two states, accessible through the m = 0 component, causing one of these

eigenstates to overlap with the m = 1 component of the vibration, explaining the

appearance of structure arising from both m = 0 and m = 1 components in the ZEKE

and 2D-LIF spectra. This complicates the interpretation of what, prima facie, should

be a relatively simple pair of bands. Owing to the number of spectra presented over a

wide range of internal energies in S1, we are able to show the build-up of IVR, from

no such evidence in the case of the origin, through Fermi resonances at intermediate

energies, to widespread IVR by ~950 cm-1 above the S1 origin. We also use the

results of quantum chemical calculations to present density-of-states (DoS) plots,

which supports this build-up of IVR, to assist the discussion of how symmetry

effects and the methyl rotor can accelerate this, while also drawing comparisons to

both mDFB and pFT as well. Comparing the spectra presented herein to those of

previous work on pFT, we conclude that, despite these two molecules being isomers,

their spectra and activity are noticeably different, likely due to the forms of the

vibrational modes being different, and caution that it is not so straightforward to

draw direct comparisons between the build-up of IVR of molecules in different

isomeric classes.

Contributions: The spectra were recorded by both myself and DJK, with the

exception of the REMPI spectrum of mDFB, which is an historical spectrum

recorded by AMG and WDT, who were previous members of the group. The analysis

was conducted by both myself and TGW independently, cross-checking for

consistency and to discuss ideas/assignments. All the data was processed, with all

figures created by myself, with input from TGW and DJK. Additionally, I read and

commented on multiple iterations of the manuscript, and discussed and implemented

the reviewers’ comments to form the final version of the text.
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ABSTRACT
Coupling between vibrations, and between vibrations and torsions—a generalization of intramolecular vibrational redistribution
(IVR)—provides routes to internal energy delocalization, which can stabilize molecules following photoexcitation. Following earlier work
on p-fluorotoluene (pFT), this study focuses on m-fluorotoluene (mFT) as probed via the S1 ↔ S0 electronic transitions and the D0

+
← S1

ionization, using two-dimensional laser-induced fluorescence and zero-electron-kinetic energy spectroscopy, respectively. Wavenumbers are
reported for a number of vibrations in the S0, S1, and D0

+ states and found to compare well to those calculated. In addition, features are
seen in the mFT spectra, not commented on in previous studies, which can be assigned to transitions involving vibration–torsion (“vibtor”)
levels. Comparisons to the previous work on both m-difluorobenzene and mFT are also made, and some earlier assignments are revised. At
lower wavenumbers, well-defined interactions between vibrational and vibtor levels are deduced—termed “restricted IVR,” while at higher
wavenumbers, such interactions evolve into more-complicated interactions, moving toward the “statistical IVR” regime. It is then concluded
that a comparison between mFT and pFT is less straightforward than implied in earlier studies.
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I. INTRODUCTION

Anharmonic coupling in molecules leads to delocalization, and
so dispersal, of internal energy within a molecule—an important
aspect to enhanced photostability.1–4 Which of the vibrations in a
molecule can couple, and to what extent, depends on a number of
factors, but having the same symmetry and being close in energy
are two key considerations,1 along with the relative motions of the
atoms in those vibrations. Such coupling leads to actual vibrational
motions having mixed character, and this can be discerned through
an analysis of the vibrational activity in electronic and photoelec-
tron spectra, where vibrational eigenfunctions of one electronic state
are projected onto those of another. To first order, vibrational fun-
damentals do not couple anharmonically, but sometimes activity in
fundamentals other than that excited can be seen in experimental
spectra. This can be caused by changes in geometry that lead to

significant Franck–Condon factors (FCFs), or as a result of Duschin-
sky rotations.5

Methylation in biomolecules has been invoked as a key fac-
tor in photoinduced carcinogenicity,6 and consequently, an under-
standing of the role of methyl groups in the modification of a
molecule’s photobehavior is of key importance. Parmenter and co-
workers have published numerous studies on the effect of methy-
lation on intramolecular vibrational redistribution (IVR), with
the most pertinent study here being that of Timbers et al.7 In
that work, it was concluded that m-fluorotoluene (mFT) under-
goes intramolecular vibrational redistribution (IVR) more than an
order of magnitude faster than p-fluorotoluene (pFT) and, hence,
that the location of substituents is important in internal energy
delocalization.

Recently, we published resonance-enhanced multipho-
ton ionization (REMPI) and zero-electron-kinetic-energy

AIP Advances 10, 125206 (2020); doi: 10.1063/5.0032146 10, 125206-1

© Author(s) 2020



AIP Advances ARTICLE scitation.org/journal/adv

(ZEKE) studies of the low-wavenumber regions of mFT8 and
m-chlorotoluene (mClT),9 which mainly focused on torsions and
some vibration–torsion (vibtor) levels. The mFT study comple-
mented the two-dimensional laser-induced fluorescence (2D-LIF)
study of Stewart et al.,10 who examined the first 350 cm−1 of the
S1← S0 transition and the first 550 cm−1 of the S1→ S0 transition via
a mixture of LIF, dispersed fluorescence (DF), and 2D-LIF. In these
studies, the spectra were assigned in terms of transitions involving
torsional, vibtor, and vibrational levels in the S0 and S1 states.
Earlier, Ito and co-workers11–14 reported laser-induced fluorescence
(LIF), DF, REMPI, and ZEKE spectra of the low-wavenumber
region of mFT. Very recently, we compared the activity of three
Duschinsky-mixed vibrations for mFT and mClT, using a combi-
nation of 2D-LIF and ZEKE spectroscopy, finding that the spectra
were exquisitely sensitive to small changes in molecular mass and
electronic structure.15

Previously, we have studied the pFT molecule using REMPI,
ZEKE, and 2D-LIF spectroscopy, showing how IVR evolves through
the restricted to statistical regimes. It was seen that this is not a
smooth evolution and that the methyl group plays a key role in this.
We were able to identify key interactions and energy delocalization
routes.16–23

In the present work, we extend our studies to the S1 ← S0 spec-
trum of mFT in the range 0 cm−1–1350 cm−1 above the origin, using
2D-LIF, REMPI, and ZEKE spectroscopy. This encompasses a num-
ber of fundamental, overtone, combination, and vibtor levels. As
with pFT, it is found that there is again an evolution from inter-
actions between small numbers of levels, termed restricted IVR, at
low wavenumber to widespread interactions, approaching statistical
IVR, at higher wavenumbers. We identify specific interactions and
derive wavenumbers for a number of vibrations across the S0, S1,
and D0

+ electronic states.
Over several years, our group has been examining the spec-

troscopy of fluoro-substituted and methyl-substituted benzene
molecules. In doing so, we have examined the vibrational labeling of
these molecules, putting forward general schemes for the ring-based
vibrations of monosubstituted benzene molecules24 and for each of
the three isomeric classes of disubstituted benzene molecules.25–27

These schemes were developed since neither Wilson28/Varsányi29

nor Mulliken30/Herzberg31 notations are appropriate. Indeed,
separate schemes were required for these four classes of substituted
benzene molecules, since the forms of the vibrations differ substan-
tially between them. This implies that the comparison of vibrational
activity between classes of substituted benzene molecules poses diffi-
culties; however, the schemes do allow for direct comparison within
each isomeric class. These labeling schemes are based on monoflu-
orobenzene and difluorobenzene molecules, with consistent labels
across both symmetric and asymmetric substitutions in the latter
cases. They have allowed vibrational activity to be compared
across spectra of p-difluorobenzene (pDFB), p-chlorofluorobenzene
(pClFB), pFT, and p-xylene (pXyl)—see Refs. 17 and 32—although
these ideas flow through our recent work across these
molecules.

In the present case, a comparison will be made between
the previously published detailed laser fluorescence study of
m-difluorobenzene (mDFB)33 and mFT, for which we expect the
vibrational activity to be similar if the same vibrational numbering
scheme is used—as will be seen, this expectation is largely borne

out. Of course, the spectrum of mFT will be complicated by the
contributions from torsion and vibtor levels, as noted above.

II. EXPERIMENTAL
The REMPI/ZEKE34 and 2D-LIF18 apparatuses are the same

as those employed recently. In both experiments for mFT, a free-
jet expansion of mFT (Sigma-Aldrich, 99% purity) in 2 bar Ar was
employed.

For the 2D-LIF spectra, the free-jet expansion was intersected at
X/D ∼ 20 by the frequency-doubled output of a single dye laser (Sirah
Cobra-Stretch), operating with Coumarin 503 and pumped with the
third harmonic of a Surelite III Nd:YAG laser. The fluorescence
was collected, collimated, and focused onto the entrance slits of a
1.5 m Czerny–Turner spectrometer (Sciencetech 9150) operating in
single-pass mode, dispersed by a 3600 groove/mm grating, allowing
∼300 cm−1 windows of the dispersed fluorescence to be collected by
a CCD camera (Andor iStar DH334T). At a fixed grating angle of the
spectrometer, the excitation laser was scanned, and at each excita-
tion wavenumber, the camera image was accumulated for 2000 laser
shots. This allowed a plot to be produced of fluorescence intensity
vs both the excitation laser wavenumber and the wavenumber of the
emitted and dispersed fluorescence, termed a 2D-LIF spectrum.35,36

Band positions for the 2D-LIF spectra are given for the estimated
band center.

For the REMPI and ZEKE spectra of mFT, the focused,
frequency-doubled outputs of two dye lasers (Sirah Cobra-Stretch)
were overlapped spatially and temporally and passed through a vac-
uum chamber coaxially and counterpropagating, where they inter-
sected the free-jet expansion. The excitation laser was operated with
Coumarin 503 and pumped with the third harmonic (355 nm) of
a Surelite III Nd:YAG laser, while the ionization laser was oper-
ated with Pyrromethene 597 and pumped with the second harmonic
(532 nm) of a Surelite I Nd:YAG laser. The jet expansion passed
between two biased electrical grids located in the extraction region
of a time-of-flight mass spectrometer, which was employed in the
REMPI experiments. These grids were also used in the ZEKE exper-
iments by application of pulsed voltages, giving typical fields of
∼10 V cm−1, after a delay of up to 2 μs; this delay was mini-
mized while avoiding the introduction of excess noise from the
prompt electron signal. The resulting ZEKE bands had widths of
∼5 cm−1–7 cm−1. Electron and ion signals were recorded on separate
sets of microchannel plates. Band positions for REMPI and ZEKE
bands are given for the maximum, and ZEKE spectra were generally
obtained when exciting through the intermediate band maximum.

For the REMPI spectrum of mDFB, a free-jet expansion of
mDFB (Sigma-Aldrich, 99% purity) in 5 bar Ar was employed.

III. RESULTS AND ASSIGNMENTS
A. Nomenclature and labeling
1. Vibrational and torsional labeling

We shall employ the Di labels27 for the mFT vibrations, as used
in Refs. 8–10; this Cs point group labeling scheme is based on the
vibrations of the mDFB molecule. As such, we shall transcribe the
Wilson/Varsányi labels in Ref. 11 and the C2v Mulliken labels used
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in Ref. 33 for mDFB to the Di labels for the purposes of compar-
ison with the present work. These, and the available experimental
vibrational wavenumbers for mDFB, are presented in Table I, along-
side the calculated wavenumbers—the calculated and experimental
S0 values are generally taken from Ref. 27 (some of which were
deduced from Refs. 33 and 37), while the experimental values for

TABLE I. Calculated and experimental wavenumbers (cm−1) for the vibrations of m-
difluorobenzene.

S0 S1

Di (C2v)a Calculatedb Expt.c Calculatedd Expt.e

a1

D1 (1) 3122 3095
D2 (2) 3116 3086
D3 (21) 3112 3086
D4 (3) 3090
D5 (4) 1597 1611 1529 (1519)
D6 (22) 1592 1613 1480
D7 (23) 1475 1490 1375
D8 (5) 1439 1435 1378 (1346)
D9 (24) 1304 1337 1435
D10 (6) 1255 1277 1250
D11 (25) 1252 1292f 1228 1267f

D12 (26) 1145 1157 1118 1145
D13 (27) 1102 1120 1094 (1206)
D14 (7) 1058 1068 995 998
D15 (8) 994 1012 958 966
D16 (28) 941 956 883 936
D17 (9) 726 739 698 701
D18 (10) 514 522 438 442
D19 (29) 502 513 440 444
D20 (30) 467 477 462 468
D21 (11) 320 329 315 317

a2

D22 (15) 963 957 719 (581)
D23 (12) 871 876 724 672
D24 (16) 856 857 362 480
D25 (17) 767 771 502 (479)
D26 (18) 671 680 457 422
D27 (13) 597 603 406 369
D28 (19) 455 454 241 260
D29 (14) 239 252 196 176
D30 (20) 222 227 98 127
aThe Di labels are described in Ref. 27, where the vibration mode diagrams can also be
found. The values in parentheses are the Mulliken C2v numbers used in Ref. 33 with
1–11 being a1 , 12–14 being a2 , 15–20 being b1 , and 21–30 being b2 .
bB3LYP/aug-cc-pVTZ, scaled by 0.97.27

cTaken from Ref. 27, where the selection and assignments are discussed; some of the
values originate from Ref. 33. For D10 , we have reverted to the original liquid-phase
value,37 since we deduce that the reassignment of D11 in Ref. 33 is likely incorrect.
dTD-B3LYP/aug-cc-pVTZ, scaled by 0.97. Present work.
eTaken from Ref. 33; values in parentheses are those about which the authors of that
work were less certain.
fReassigned in the present work.

the S1 state were obtained from Ref. 33, with the calculated values
for this electronic state being obtained in the present work.

Since we shall also be referring to the methyl torsional motion
for mFT, for which use of the G6 molecular symmetry group (MSG)
is appropriate, we shall employ those symmetry labels throughout.
The torsional levels will be labeled via their m quantum number,8,10

and the correspondence between the Cs point group labels and the
G6 MSG labels is given in Table II. To calculate the overall symme-
try of a vibtor level, it is necessary to use the corresponding G6 label
for the vibration and then find the direct product with the symme-
try of the torsion (Table II), noting that a C3v point group direct
product table can be used, since the G6 MSG and the C3v point
group are isomorphic. The torsional levels in mFT are labeled with
the signed quantum number m (m = 0, 1, 2, . . .). The m = 0 level
is singly degenerate, while levels with ∣m∣ ≠ 3n (n = 1, 2, . . .) are
doubly degenerate, consisting of +/− pairs, and levels with m = 3n
form linear combinations of the +/− pairs that split in energy under
the influence of the torsional potential; these are labeled m = 3(+)
and m = 3(−).8

Under the free-jet expansion conditions employed here, almost
all molecules are expected to be cooled to their zero-point vibra-
tional level, and thus essentially, all S1 ← S0 excitations are expected
to originate from this level. In contrast, owing to nuclear-spin
and rotational symmetry, the mFT molecules can be in one of the
m = 0 or m = 1 torsional levels, with approximately equal population
in each;38 residual population in the m = 2 level is also seen.8–10

The available experimental vibrational wavenumbers for
mFT are presented in Table III, alongside the calculated
wavenumbers—the experimental S0 values are generally taken
from Ref. 27, while the experimental values for the S1 state were
obtained from Refs. 8 and 10 and the present work; the calculated S0
and S1 values are obtained in the present work and generally agree
well with those presented in Ref. 10. The experimental values for the
D0
+ state are from Ref. 8 and the present work, while the calculated

values are from the present work.
The level of theory employed is given in the footnotes of

Tables I and III, and Gaussian 1639 was used for all of these
calculations.

2. Coupling and transitions
In the usual way, vibrational transitions will be indicated by the

number, i, of the Di vibration, followed by a superscript/subscript
specifying the number of quanta in the upper/lower states, respec-
tively. When required, torsional transitions will be indicated by m

TABLE II. Correspondence of the Cs point group symmetry classes with those of the
G6 molecular symmetry group. Also indicated are the symmetries of the Di vibrations
and the different pure torsional levels.a

Cs G6 Di
b m

a′ a1 D1–D21 0, 3(+), 6(+), 9(+)
a′′ a2 D22–D30 3(−), 6(−), 9(−)

e 1, 2, 4, 5, 7, 8
aSymmetries of vibtor levels can be obtained by combining the vibrational symmetry (in
G6) with those of the pure torsional level, using the C3v point group direct product table.
bThe Di labels are described in Ref. 27, where the vibration mode diagrams can also be
found.
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TABLE III. Calculated and experimental wavenumbers (cm−1) for the vibrations of m-fluorotoluene.

S0 S1 D0
+

Di
a Calculatedb Expt.c Calculatedd Expt.e Calculatedf Expt.g

a1

D1 3107 [3081] 3128 3119
D2 3088 [3060] 3114 3107
D3 3086 3123 3111
D4 3072 3084 3092
D5 1578 [1595] 1512 1541 1569
D6 1603 [1623] 1494 1490
D7 1479 [1492] 1392 1444
D8 1420 [1460] 1363 1385
D9 1302 [1295] 1294 1411 1356
D10 1239 [1251] 1254 1243 1299 1290
D11 1271 [1266] 1271 1252 1260 1258 1275

D12 1148 [1160] 1132 1122 h 1143
D13 1126 [1143] 1115 1113 h 1101
D14 1071 [1079] 1081 1023 1074
D15 988 [1003] 1004 958 965 997 984
D16 912 [924] 930 866 840 873 874
D17 720 [728] 731 685 684 700 710
D18 519 [527] 525 459 460 509 510
D19(X) 505 [513] 512 448 457 410 415
D20(Y) 435 [450] 445 410 420 442 456
D21 285 [296] 294 281 285 290 298

a2

D22 967 [970] 760 988
D23 886 [886] 705 916
D24 859 [858] 501 855
D25 773 [778] 775 575 787 780
D26 683 [683] 468 592 592
D27 557 [556] 554 377 367 514 517
D28 443 [442] 441 241 253 373 380
D29 236 [243] 237 184 174 190 190
D30 199 [212] 201 122 128 167 169
aLabels are discussed in Ref. 27, where mode diagrams are presented. For D19 and D20 , the motions are very mixed in the S1 state,
as discussed in Ref. 15, and are denoted DX and DY , respectively.
bB3LYP/aug-cc-pVTZ, scaled by 0.97. Present work—essentially the same as the values published in Ref. 10, which employed the
same quantum chemical method.
cThe values in square brackets are IR/Raman values that have been discussed in Ref. 27. Updates to some of these values have
been made in gas-phase studies: Ref. 15 and the present work, in some cases confirming a value reported in Ref. 10.
dTD-B3LYP/aug-cc-pVTZ, scaled by 0.97. Present work—these values are close to the TD-B3LYP/cc-pVTZ values presented in
Ref. 10, but several of the values do seem to be sensitive to the addition of diffuse functions to the basis set.
eGas-phase values taken from Refs. 8 and 15 and the present work, in some cases confirming a value reported in Ref. 10.
fUB3LYP/aug-cc-pVTZ, scaled by 0.97; ⟨S2

⟩ = 0.76. Present work.
gValues taken from Refs. 8 and 15 and the present work.
hExperimental values for these two vibrations were reported in Ref. 11 but have been concluded to have been misassigned,10 and
we concur with this conclusion.43 .

followed by its superscripted value, and vibtor transitions will be
indicated by a combination of the vibrational and torsional transi-
tion labels. When designating transitions, we shall generally omit
the initial level, since it will be evident from either the jet-cooled
conditions or the specified intermediate level.

As has become common usage, we will generally refer to a
level using the notation of a transition, with the level indicated by
the specified quantum numbers, with superscripts indicating lev-
els in the S1 state and subscripts indicating levels in the S0 state.
Since we will also be referring to transitions and levels involving the
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ground state cation, D0
+, we shall indicate those as superscripts, but

with a single, additional, preceding superscripted “+” sign. Relative
wavenumbers of the levels will be given with respect to the relevant
zero-point vibrational level with m = 0, in each electronic state.

For cases where the geometry and the torsional potential are
both similar in the S1 and D0

+ states, the most intense transition
is usually expected to be that for which no changes in the tor-
sional and/or vibrational quantum numbers occur, designated as
Δm = 0, Δv = 0, or Δ(v, m) = 0 transitions, as appropriate. How-
ever, as will be seen (and as reported in Refs. 8, 9, 14, and 15), the
Δm = 0 and Δ(v, m) = 0 transitions are almost always not the most
intense bands in the ZEKE spectra for mFT, indicative of a signif-
icant change in the torsional potential upon ionization. The inten-
sities of low-wavenumber features in the S1 ↔ S0 transitions have
been discussed in Ref. 10, and reference will be made to that work
when appropriate.

If two levels are close in wavenumber and have the same overall
symmetry, then (except between vibrational fundamentals, to first
order) interactions can occur, with the simplest example being the
anharmonic interaction between two vibrational levels—the clas-
sic Fermi resonance.40 Such couplings are only expected to be
significant for small changes in the vibrational quantum number,

Δv ≈ 3, and for levels that lie close in energy.41 For molecules
that contain a hindered internal rotor, such as mFT and pFT,
and if vibration–torsion coupling occurs, then interactions can also
involve torsional or “vibtor” levels. This is expected to be signifi-
cant only for changes in the torsional quantum number, Δm, of ±3
or ±6 in descending order of likely strength.42 The result of such
interactions is the formation of eigenstates with mixed character.
Often, the resulting eigenstates will be referred to by the dominant
contribution, with the context implying if an admixture is present.

B. An overview of the REMPI spectrum
In Fig. 1, we show the S1 ← S0 REMPI spectrum of mFT over

the range 0 cm−1–1350 cm−1. It may be seen to be rich in struc-
ture, some of which has been assigned previously.8,10–15 We note
the good agreement with the appearance of the LIF spectrum in
Ref. 11, which covers a similar range. Wavenumbers of some of the
S1 vibrations are in dispute.10 We highlight that the 0 cm−1–350
cm−1 region has been discussed in depth in Refs. 8 and 10, and the
400 cm−1–480 cm−1 region was the focus in Ref. 15. Also in Fig. 1,
we present the corresponding REMPI spectrum of mDFB, which
compares very well with the LIF spectrum presented in Ref. 33.

FIG. 1. Overview of the REMPI spectrum of the S1 ← S0 transition in the range 0 cm−1–1350 cm−1 for (a) mDFB and (b) mFT. Only selected assignments are shown—see
the text. For mFT, the origin bands, m0 and m1, have been truncated—see Ref. 8 for the 0 cm−1–350 cm−1 region of the spectrum. The most intense bands in the expanded
view were discussed and assigned in Ref. 15. See the text for further discussion on the assignments.
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Overall, ignoring the torsional transitions for mFT, the correspon-
dence between the main activity in both REMPI spectra in Fig. 1 is
striking and adds confidence to the assignments for mFT discussed
later.

A number of values and assignments in Table III are from the
present work and will be discussed in Subsections III C–III G, where
we break the discussion up into five main regions. Through these five
regions, it will be seen that the coupling evolves from being absent,
through well-defined coupling between a small number of levels at
low wavenumber, into widespread coupling, approaching statistical
IVR at higher wavenumbers.

In some of the figures, vertically integrated traces of the 2D-
LIF spectra are presented. Each of these looks very similar to the
corresponding section of the REMPI spectrum, confirming that the
fluorescence collected is representative of the absorption spectrum
in that region.

C. 2D-LIF and ZEKE spectra via the origin m = 0
and m = 1 levels

In Fig. 2, we show the 2D-LIF spectrum recorded when excit-
ing through the pure torsional m0 and m1 excitations, and many
assignments are also shown. The 0 cm−1–550 cm−1 region of the
emission spectrum has been assigned and discussed in depth by
Stewart et al.,10 and we concurred with those assignments in our
ZEKE study.8 In Ref. 10, only the 0 cm−1–65 cm−1 region of the 2D-
LIF spectrum via the m0 and m1 bands was presented, although DF
spectra were presented up to 550 cm−1, with full assignments. These
will prove useful in assigning the 2D-LIF spectra in the present work,
when we excite at higher wavenumbers.

The assignment of these vibrational bands allows S0 vibrational
wavenumbers to be established, which are included in Table III,
some of which were reported by Stewart et al.10 These values are
close to those established by IR and Raman spectroscopy37 and those
discussed in Ref. 27, providing further confirmation of the assign-
ments. Other features can be identified as vibtor levels associated
with these vibrational transitions, and indeed, subject to sensitivity,
we expect to see the main pattern of vibtor and related transitions
that are observed for the origin, for each vibrational transition.

In Fig. 3, we show the ZEKE spectra recorded via both m0 and
m1. The regions up to ∼850 cm−1 were assigned in Ref. 8; in the
present work, the spectra are extended up to ∼1850 cm−1 and show
more vibrational bands with their associated vibtor structure. As will
be seen, these help in the assignment of other ZEKE spectra pre-
sented later. The vibrational wavenumbers arising from these spectra
are also included in Table III.

D. The 410 cm−1–555 cm−1 region
The integrated 2D-LIF trace covering this region of the

S1 ← S0 excitation is shown at the top of Fig. 4. The three most
intense features in this region are Y1 and the overlapped X1 and
181 bands. The S1 DX and DY vibrations are highly mixed forms
of the S0 D19 and D20 vibrations, and these assignments, along-
side the Duschinsky mixing that gives rise to the mixed character,
have been discussed in Ref. 15. In Fig. 4, we also show an extended
2D-LIF spectrum recorded across this region. It can be seen that
numerous features can be identified in the 2D-LIF image that are not
obviously associated with discrete features in the integrated 2D-LIF

FIG. 2. 2D-LIF over the m0 and m1 excitation bands, showing the 0 cm−1–
1300 cm−1 emission region. Selected assignments are shown, with each main
vibrational emission band being associated with a set of vibtor levels, many of
which are indicated. See the text for further discussion on the assignments.

(nor REMPI) spectrum; this highlights one aspect of the extra infor-
mation that 2D-LIF spectra provide. The assignments of many of the
bands are straightforward, combining the knowledge of the torsional
levels from Refs. 8 and 10 and the vibrational levels from Ref. 15,
and these are indicated in the figure, with numerous features arising
from Δ(v, m) = 0 transitions. However, there were also numerous
cases where the assignment was less obvious, and some of these will
be discussed in the following.

We see a 2D-LIF feature at (428, 675) cm−1, whose assignment
is to the Δ(v, m) = 0 band (281291m0, 281291m0). This assignment
is reached on the basis of a weak associated band in the expected
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FIG. 3. ZEKE spectra via the (a) m1 and (b) m0 excitation bands. The preceding “+” sign used in the text is omitted from the assignments for clarity. These cover a wider
range than those presented in Ref. 8, where further ZEKE spectra are shown when exciting though other torsional levels.

FIG. 4. 2D-LIF over the excitation range
410 cm−1–555 cm−1. At the top of the
2D-LIF spectrum, the trace shows
the result of integrating vertically over
the presented section of the 2D-LIF
spectrum and closely resembles the
corresponding region of the REMPI
spectrum. The 415 cm−1–465 cm−1

excitation range of the spectrum has
been shown, and the main features are
discussed and assigned, in Ref. 15. The
majority of the vibtor structure and other
2D-LIF features whose assignments
are indicated in white on the spectrum
are presented here for the first time.
The region between ∼480 cm−1 and
550 cm−1, as indicated, has been
enhanced by 4× to highlight the weaker
bands present in this region. Colored
text is used for clarity. See the text for
further discussion on the assignments.
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position for 281291m3(+) and also the ZEKE spectrum [Fig. 5(a)],
which only shows the structure that is consistent with an m = 0
component. Furthermore, this is consistent with the observation of
281291 by Graham and Kable in the case of mDFB33—see Fig. 1(a).

Interestingly, there is no evidence for the corresponding
(281291m1, 281291m1) Δ(v, m) = 0 band at this excitation position,
and as just noted, the lack of the expected e symmetry bands in the
ZEKE spectrum excludes the possibility of its being overlapped with
the m = 0 component. It is interesting to note, however, that dual
m = 0 and 1 component activity is observed for the corresponding
emission when exciting at ∼449 cm−1–459 cm−1. [This observation
precludes an alternative assignment of the (428, 675) cm−1 band to
a vibtor transition.]

Overall, this behavior is reminiscent of the fact that the
(291301m1, 291301m1) band was also observed to be very much
weaker than (291301m0, 291301m0).10 The reason for the weakness of
the transition involving m = 1 was not entirely clear, but the assigned
(291301m1, 291301m1) band was suggested as being significantly
shifted from its expected excitation position,10 and it was hypothe-
sized that there could be a 291301m1. . .m7 interaction, although this
would be a (Δv = 2, Δm = 6) interaction, and so perhaps this is not
expected to be strong. In general terms, although we do expect more

widespread vibtor coupling involving e symmetry torsions, there is
no evidence of such coupling for the 281291m1 level in the 2D-LIF
spectrum, and so the absence of the m = 1 component is somewhat
puzzling.

In Fig. 5(a), we show the ZEKE spectrum recorded when excit-
ing at 427 cm−1, which shows a strong Δm = 3 band, +281291m3(+),
in line with expectations when exciting through totally symmet-
ric vibrations;8 there are also the expected weaker +281291m0 and
+281291m6(+) bands. There is no clear evidence for the ZEKE bands
expected to arise from ionization from 281291m1, confirming that
the major contribution to the REMPI spectrum at this wavenumber
is indeed 281291m0.

We also see evidence in the 2D-LIF spectrum (Fig. 4) for bands
associated with excitation of 271m2 and 271m3(−). Evidence for the
former arises from observation of 271m2 and 271m4 emission bands
at excitation positions close to 415 cm−1. We speculate that the
271m2 level is interacting weakly with Y1m1, which both have e sym-
metry; this is supported by their proximity in wavenumber, but also
the extension of the emission bands underneath the 271m2 excita-
tion region. The 271m3(−) band is symmetry allowed [and is in line
with 281m3(−) and 301m3(−) activity reported previously8], but this
level could also be interacting with Y1m0. The latter is supported by

FIG. 5. ZEKE spectra recorded when exciting via the S1 levels at (a) 00
+ 427 cm−1 and (b) 00

+ 435 cm−1. The preceding “+” sign used in the text is omitted from the
assignments for clarity. See the text.
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there being 271m3(−) activity also at the Y1m0 excitation position,
and the “reverse” activity with the 201m0 band extending to higher
excitation wavenumbers. The width of the bands, and their limited
activity, makes it difficult to ascertain whether shifts from expected
band positions have occurred, which would be another signature of
such an interaction.

Owing to the energetic closeness of the 271m3(−) and 281291m0

bands in the S1 state (Fig. 4), it may be expected that when recording
ZEKE spectra when exciting at 00

+ 427 cm−1, we might also observe
bands arising from excitation of 271m3(−). The weak feature at
816 cm−1 in the ZEKE spectrum when exciting here, shown in
Fig. 5(a), is at about the expected wavenumber for the Δm = 3 band,
+271m6(−), to which it is tentatively assigned. This is in line with the
increased propensity of Δm = 3 transitions seen in the ZEKE spec-
tra.8 Overall, therefore, the ZEKE spectrum recorded when exciting
at 427 cm−1 is consistent with the assignments shown in the 2D-
LIF spectrum in Fig. 4 but is not definitive. In addition, even though
the 271m3(−) and 281291m0 transitions overlap to some extent, no
evidence of an interaction is seen.

A reasonable assignment for the weak 2D-LIF features in
Fig. 4 that appear at an excitation wavenumber of 435 cm−1 can
be proposed. This is close to the expected excitation wavenumber
for 292m3(+), and a ZEKE spectrum recorded at this position, see
Fig. 5(b), shows bands that are assignable to +292m0 and +292m6(+).
In line with observations in our previous paper,8 the +292m3(+) band
is expected to be weak and is not discernible in the spectrum.

The prominent feature at (514, 880) cm−1 in Fig. 4 is straight-
forwardly assignable as (282m1, 282m1), based on the appearance
of the corresponding m = 2 component at (515, 899) cm−1. This
is consistent with the observation of 282 in the case of mDFB.33

Accompanying the prominent band is a weaker feature at (522,
879) cm−1, which can be assigned as (282m0, 282m0). It is initially
surprising that this feature is so weak, as usually the m = 0 and m
= 1 components for a vibrational band have comparable intensities,
with the m = 1 band being slightly more intense (see Fig. 2). A clue
as to the interpretation of these anomalous relative intensities comes
from the ZEKE spectra, presented in Fig. 6, recorded at positions
corresponding to the maxima of each of these features. The spectrum
when exciting at 515 cm−1 is seen to be more complicated than the
spectrum recorded at 520 cm−1. With insight from the appearance
of the ZEKE spectrum via m1 [see Fig. 3(a)],8 which demonstrates
prominent +m2, +m4, and +m5 vibtor bands, and those via m0 levels,
which show prominent +m3(+) and +m6(+) vibtor bands [Fig. 3(b)],
the bands arising from both the 282m1 and 282m0 levels can be
straightforwardly identified. Two aspects of the spectra then become
clear: first, there are bands arising from 282m0 in both spectra, and
second, there are other bands in the spectra. The +191m1 and +201m1

bands in the 515 cm−1 ZEKE spectrum, and the +211291m3(−) band
in the 520 cm−1 spectrum, arise from Franck–Condon (FC)-like
activity; however, there are some other relatively intense bands that
appear in both sets of spectra. Our favored assignment of these is
to +281291mx vibtor transitions, and their assignment suggests their
source is 281291m3(+), with the +281291m3(+)/+282m0 band being
clearly seen in Fig. 6(a), but not immediately in Fig. 6(b), where its
position is indicated.

The expected position of 281291m3(+) in S1 is around 522 cm−1,
and this has the same symmetry, a1, as the 282m0 level, which
is also expected to be close to this position; consequently, these
two levels can interact. Furthermore, they differ by Δv = 2 and
Δm = 3, making the suggested interaction sensible. We thus suggest a

FIG. 6. ZEKE spectra of the 282m0,1 bands: (a) 00
+ 515 cm−1 and (b) 00

+ 520 cm−1. The preceding “+” sign used in the text is omitted from the assignments for clarity.
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282m0. . .281291m3(+) interaction that gives rise to two eigenstates of
mixed composition. The relative intensities of the ZEKE bands sug-
gest that the 282m0. . .281291m3(+) state (note that the leading term
implies the dominant contribution to the eigenstate) gives rise to the
higher, ∼520 cm−1, feature, while the 281291m3(+). . .282m0 eigen-
state gives the lower feature; its transition is overlapped with that of
282m1 at ∼515 cm−1, explaining the more-complicated structure in
the ZEKE spectrum recorded at that position, Fig. 6(a).

This assignment is also consistent with the appearance of the
2D-LIF spectrum (Fig. 4), where the 281291m3(+) emission band has
intensity across the 513 cm−1–523 cm−1 region, consistent with the
proposed interaction. We note the coincidence in the wavenum-
ber of 171 and 281291m3(+), which makes the interpretation of
the 2D-LIF spectrum less straightforward initially, but we accept
the 281291m3(+) assignment based upon the ZEKE spectra and the
282m0,1 band profiles.

E. The 670 cm−1–750 cm−1 region
The region of the REMPI spectrum of mFT between 670 cm−1

and 750 cm−1 can be seen to consist of three main features
(Fig. 1), with the lowest wavenumber of these excitation bands being

assigned to 171 (designated 11 by Okuyama et al.11). The other two
features were assigned to 121 and 131 (designated 9b1 and 18b1 by
Okuyama et al.11), but these two assignments have been questioned
by Stewart et al.10 When comparing to the mDFB spectrum (see
Fig. 1), it can be seen that similar activity is seen, with Graham
and Kable33 having assigned these four main features to 261281, 171,
272 and an overlapped feature consisting of 241281 and 251281. In a
future paper,43 we shall examine the two higher-wavenumber fea-
tures in this region of the mFT spectrum in more detail, but for
the purposes of the present work, we concentrate on the lowest
wavenumber feature.

The integrated 2D-LIF trace is shown at the top of Fig. 7(c),
which closely resembles the corresponding section of the REMPI
spectrum. This excitation feature is assigned to the two m com-
ponents of the 171 transition, in agreement with the assignment
of Okuyama et al.11 and consistent with the mDFB spectrum33

(Fig. 1). Both the 2D-LIF spectrum [Fig. 7(c)] and the ZEKE spec-
tra [Fig. 7(b)] support the 171m1 and 171m0 assignments; how-
ever, there are significant additional features in both spectra. Fur-
thermore, although, when the 2D-LIF spectrum is examined, the
strongest emission does indeed correspond to the two m compo-
nents of 171, it is clear that the 171m0 emission band is more intense

FIG. 7. (a) Duschinsky matrices showing the character of selected vibrations between excitation and ionization. The depth of shading represents the coefficients of mixing
between vibrations in the two electronic states, between 0 (white) and 1 (black). (b) ZEKE spectra recorded at 00

+ 681 and 00
+ 684 cm−1, which correspond to the m1

and m0 components of 171, respectively. The preceding “+” sign used in the text is omitted from the assignments for clarity. (c) 2D-LIF over the excitation range 673 cm−1–
690 cm−1. At the top of the 2D-LIF spectrum, the trace shows the result of integrating vertically over the presented section of the 2D-LIF spectrum and closely resembles the
corresponding region of the REMPI spectrum. Colored text is used for clarity. Selected assignments are shown, and the spectra are discussed further in the text.
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than 171m1—also reflected in the associated vibtor levels. The 151
bands are notably intense—cf. the 960 cm−1 feature (Sec. III F).
Despite these observations, the Duschinsky matrices [Fig. 7(a)] indi-
cate that there is almost no mixing between these modes during
excitation or ionization. (In the matrices, the depth of shading of
D15 implies that there is some predicted mode mixing of D15 between
electronic states, but this is composed of several minor contributions
from vibrational modes other than D17 and so is not discussed fur-
ther here.) In contrast, via the origin, the m1 band is more intense
than m0 (see Fig. 2), and this is the case with each vibrational emis-
sion band. We interpret this as an indication that the 171m1 (e sym-
metry) S1 level emits to more S0 levels than 171m0 (a1 symmetry);
furthermore, the ZEKE spectrum recorded via 171m1 shows more
bands than that recorded via 171m0. Taken together, it is concluded
that the 171m1 level is likely interacting with other e symmetry levels.

In the 0 cm−1–550 cm−1 emission region (not shown) of the
2D-LIF spectrum recorded via 171m0,1, essentially all of the features
seen via the origin (see Fig. 2 and Ref. 10) can also be seen. In the
region shown in Fig. 7(c), emission to a number of vibrational lev-
els and their associated vibtor levels can be seen, and a selection of
assignments is shown.

The largely discrete nature of the emission spectrum suggests
interactions will be between a small number of levels, and we ini-
tially considered an interaction with an m = 2 level for the most
efficient coupling with 171m1 (Δm = 3, recalling that the m quan-
tum number is signed) and with Δv ≤ 3. This led to the assignment
of the emission band at (682, 784) cm−1 to 181291m2, which is sup-
ported by the observation of the weaker 191291m2 emission band at
(682, 767) cm−1. There are other emission bands that can be assigned
when exciting at 682 cm−1—these can be associated either with activ-
ity from 181291m2 or with further interactions between e symmetry
levels in S1. Although it is not possible to be definitive, the latter is
supported by the fact that a number of levels are at a wavenumber
position in S1 that suggests that they could interact with 181291m2,
each related by ≤ 3 changes in v and/or m. As such, we conclude
that a number of concurrent stepwise interactions are occurring,
which link 171m1 to a number of e symmetry levels, explaining the
significantly lower 171m1 intensity compared to that of 171m0. For
example, 181291m2 can interact with 211292m2 via a Δv = 3 inter-
action, and the latter can then undergo a further Δv = 3 interaction
with 293301m2. That multiple interactions are likely to be occurring
is supported by the significant amount of underlying activity that can
be seen in the 2D-LIF and ZEKE spectra in Fig. 7.

Another prominent band in the 2D-LIF spectrum is the band at
(681, 665) cm−1, which is assigned to (212m4, 212m4), and we suggest
212m4 is interacting with other e symmetry bands, including 171m1,
which would be Δv = 3, Δm = 3. At this excitation position, we also
see other active bands, including 181211m4, 191211m4, and the over-
lapped 201211m4; at higher emission wavenumbers, we also see the
191302m4 band. We suggest that these bands arise from the 212m4

activity.
In general, for solely anharmonic vibrational coupling, each m

level of a particular vibration would behave similarly. However, in
the case under discussion, the coupling is with a vibtor level that can
only interact with one of the m levels of 171, and generally, there is a
greater likelihood of coupling between e symmetry levels than for a1
(or a2)—see Sec. IV. Another possibility for an m-specific interac-
tion with 171m1 would be with the m = 1 level of an a2 symmetry

vibrational energy level, as the vibtor symmetry would then be e
in both cases. However, the coupling mechanism could not sim-
ply be anharmonicity but would have to result from a breakdown
in the separability of vibrational and torsional motions. It is also
possible for m-specific interactions to occur with other vibtor lev-
els of a1 symmetry, but we do not see evidence of such interactions
here.

The ZEKE spectrum via 171m1, presented in Fig. 7(b)(i), is con-
sistent, but not definitive, with regard to the suggested couplings:
for example, although we do see +181m2, we do not see a clear
band for +181291m2, which would be expected at 805 cm−1 and, if
present, would be overlapped by the +171m2 band. Furthermore, the
expected Δm = 3 ZEKE band would be +181291m5, anticipated at
952 cm−1, which would overlap the +171m5 band, and could con-
tribute to the higher-than-expected intensity for this feature. In
addition, bands associated with ionization from 212m4 are all
expected in positions that overlap with other bands. However, the
greater complexity of the m = 1 ZEKE spectrum compared to that
of m = 0 is consistent with m-specific coupling. Part of the difficulty
in reaching definitive conclusions from the ZEKE spectra is that the
significant change in the magnitude of the torsional barrier, coupled
with the change in phase upon ionization, leads to activity arising
from a number of m levels in the ZEKE spectrum for a specific m
intermediate level.8 For a limited amount of vibrational activity, this
is actually a good assignment tool, as distinct patterns of bands can
be identified for each FC active vibration. However, when interac-
tions in S1 have occurred, particularly those involving vibtor levels,
the resulting increase in the number of bands leads to difficulties in
reaching a definitive assignment. In both ZEKE spectra in Fig. 7(b),
we have given suggested assignments to most of the intense bands at
lower wavenumbers, and a number of these also appear in combina-
tion with +181 at higher wavenumbers (not indicated). Also present
in those spectra are bands that are assigned to combinations, and
these appear to arise from FC-like activity.

F. The 952 cm−1–976 cm−1 region
The relevant region of 2D-LIF and three ZEKE spectra recorded

across this region are shown in Fig. 8. Okuyama et al.11 assigned the
main feature to 151 (denoted 121 in their work), and we concur with
this assignment of the main excitation bands to 151m0,1.

The integrated 2D-LIF spectrum is shown at the top of Fig. 8(b),
which closely resembles this region of the REMPI spectrum. The 2D-
LIF spectrum consists of a number of well-defined bands, falling into
two main columns of activity, centered at excitation wavenumbers
of 960 cm−1 and 964 cm−1; a weaker column of activity is seen at
excitation wavenumbers close to 970 cm−1. Above about 1000 cm−1

in emission, there is a less well-defined structure extending across
the spectrum, suggesting that this emission originates from coupled
levels, which will be discussed below.

The band intensities in the 2D-LIF spectrum are not as
expected, with the 171mx emission bands being significantly more
intense than the 151mx emission bands; the assignment is clear, how-
ever, since the 171 bands were straightforwardly assigned above in
Sec. III E, where we also commented that the 151 emission bands
were unexpectedly intense when exciting 171. The assignment is also
supported by the ZEKE spectra recorded at positions of the interme-
diate band maxima, 00

+ 961 cm−1 and 00
+ 965 cm−1 [Fig. 8(a)(i)
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FIG. 8. (a) ZEKE spectra via 151m1, 151m0, and the feature at 00
+ 971 cm−1. In the ZEKE spectra, the preceding “+” sign used in the text is omitted from the assignments for

clarity—see the text regarding the Q1mx bands. Colored text is used for clarity. (b) 2D-LIF over the excitation range 950 cm−1–978 cm−1. At the top of the 2D-LIF spectrum,
the trace shows the result of integrating vertically over the presented section of the 2D-LIF spectrum and closely resembles the corresponding region of the REMPI spectrum.
The region between 00

+ 967 and 00
+ 975 cm−1 has been enhanced by a factor of six, as indicated, as this structure is weak compared to the main activity. Selected

assignments are shown—see the text for further discussion.

and Fig. 8(a)(ii)], which show the expected strong vibtor bands asso-
ciated with +151. We thus conclude that there are non-diagonal
FCFs associated with emission from 151, which must be related to
geometry changes, since we do not see evidence of a Duschinsky
rotation between these vibrations in the Duschinsky rotation matrix
[see Fig. 7(a)], and indeed, the ZEKE spectra [Fig. 8(a)] do not
exhibit +171mx bands; neither do we see +151mx bands when excit-
ing via 171m0,1 [see Fig. 7(b)]. The 2D-LIF spectrum [Fig. 8(b)] also
shows significant torsional bands, together with vibtor bands asso-
ciated with the main emissions. These are largely as expected, and
their assignments are straightforwardly obtained both by the 2D-
LIF spectrum obtained via m0 and m1 (Fig. 2) and by comparison
with the work of Stewart et al.,10 as well as the wavenumbers of other
vibrations, obtained in the present work (see Table III).

When exciting at 970 cm−1, the strongest 2D-LIF band is at
(970, 1402) cm−1. The assignment of this band to the Δ(v, m) = 0
band (181282m0, 181282m0) is relatively straightforward, fitting the
expected wavenumbers in both the S0 and S1 states, and also being
consistent with the 181282 band seen for mDFB (Fig. 1). Further-
more, vibtor bands associated with +181282m0 are seen in the ZEKE
spectrum recorded when exciting via the intermediate band maxi-
mum 00

+ 971 cm−1, although it is noted that +181282m3(+) is not

the most intense band in the spectrum, as would be expected.
We note that the strongest emissions seen when exciting across
957 cm−1–966 cm−1 all extend to higher excitation wavenumbers,
consistent with either coincidental FC activity or an interaction
between one or both 151m0,1 levels and a level at 970 cm−1. Since
the profile of the 181282 emission band is strongest for the m0 com-
ponent, we suggest there is a 151. . .181282 interaction for both m
components, but for the m = 1 levels, further interactions cause a
dissipation of the emission intensity across numerous transitions. In
contrast, the interaction with 181282m0 is weaker and less profligate,
and so the emission band is more pronounced.

At this excitation wavenumber, we can also anticipate possible
activity from other levels, including 171211m0,1 and the vibtor levels
181191m3(+) and 181201m3(+). Relatively weak, but clearly observ-
able bands at the correct wavenumbers for the 171211m0,1 emissions
can be seen in the 2D-LIF spectra; moreover, bands arising from
+171211mx vibtor levels can also be seen in the ZEKE spectrum in
Fig. 8(a)(iii). In addition, +182mx ZEKE bands are seen, but these are
thought to arise from FC activity, since these are also seen in other
spectra when exciting fundamentals. In summary, it seems clear that
interactions are occurring, and the evidence is that this predom-
inantly involves the m = 1 components and involves widespread
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coupling; the coupling with the m = 0 component is less definitive
and is at best restricted in nature. The main activity comes from
151m0,1, but there is clear activity from 181282m0,1 and persuasive
evidence for involvement of 171211m0,1; however, whether these lev-
els are interacting significantly or not is less clear, but if they are,
then the stronger interaction might be expected to be between 151

and 171211, which is Δv = 3, while the other interaction would be
Δv = 4.

The ZEKE spectrum recorded via 00
+ 971 cm−1 [Fig. 8(a)(iii)]

is rich in structure, and its assignment is challenging. We highlight
that there are ZEKE bands at the correct position for 171211m0 activ-
ity, for example, the intense +171211m3(+) band, but the correspond-
ing activity expected for 171211m1 is not seen, in line with com-
ments in the previous paragraph. We note a strong series of bands at
1026 cm−1, 1212 cm−1, and 1338 cm−1 that appear to be the
m = 0, 3(+), and 6(+) components associated with +182, which
are indicated in the figure. Although possible assignments could be
put forward for other bands in this spectrum, we generally refrain
from doing so, since these are not definitive. For example, in cases
where an interaction can be suggested, such as 191211291m3(−) and
181211291m3(−), each being (Δv = 3, Δm = 3) from 171211m0, it is
not possible to identify all of the expected bands in this complicated
spectrum.

Looking at the ZEKE spectra via 151mx [Fig. 8(a)(i) and
Fig. 8(a)(ii)], there are a series of bands labeled “Q1mx” and we
show the Δv = 0 band as well as the corresponding vibtor struc-
ture. Despite these bands being well-resolved and prominent in both
ZEKE spectra, there is no evidence for corresponding activity in the
2D-LIF spectrum. Although it is difficult to determine the identity
of “Q,” it may be associated with a level that is in Fermi resonance
with +151 in the cation (and so each corresponding pair of vibtor
levels is also interacting); one promising candidate is Q = +251291.
This could also simply arise from FC-like activity, of course, and we
noted the appearance of +251291mx bands when exciting via 171m1

[Fig. 7(b)].
In summary, at the very least, the 2D-LIF and ZEKE spectra

suggest that there are likely numerous interactions occurring with
the 151 level, supported by the appearance of many bands alongside
those of +151mx in the ZEKE spectrum recorded at 00

+ 971 cm−1.
We also see clear evidence for 181282m0 activity and persuasive
evidence for 171211m0.

G. The 1251 cm−1–1266 cm−1 region
The 2D-LIF spectrum [Fig. 9(c)] consists of several well-defined

bands on top of a broad background emission, particularly above

FIG. 9. (a) Duschinsky matrices showing the character of selected vibrations between excitation and ionization. The depth of shading represents the coefficients of mixing
between vibrations in the two electronic states, between 0 (white) and 1 (black). (b) ZEKE spectra via 111m1 and 111m0. In the ZEKE spectra, the preceding “+” sign used in
the text is omitted from the assignments for clarity. (c) 2D-LIF over the excitation range 1250 cm−1–1267 cm−1. At the top of the 2D-LIF spectrum, the trace shows the result
of integrating vertically over the presented section of the 2D-LIF spectrum and closely resembles the corresponding region of the REMPI spectrum. Selected assignments
are shown, and the spectra are discussed further in the text.
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FIG. 10. Calculated mode diagrams for the D10 and D11 vibrations of (a) mFT (G6) and (b) mDFB (C2v ) in the three electronic states under consideration, obtained using
quantum chemistry calculations, as indicated in Tables I and III (for mDFB, the level of theory used for the cation was the same as that used for mFT). The motions are
distinctive, and hence, assigning each vibration from the mode diagram is straightforward.
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1200 cm−1, and the integrated spectrum at the top of the spectrum
closely resembles this region of the REMPI spectrum.

The main emission band for mFT, when exciting across
1254 cm−1–1262 cm−1, is at 1271 cm−1. Comparing this value
with the liquid-phase IR/Raman values suggests an assignment of
the emission to 111, and this would be in line with the calcu-
lated wavenumbers. Note that Okuyama et al.11 assigned a value of
1267 cm−1 to an S0 vibration, which they labeled ν14 in Varsányi29

notation and would correspond to mDFB mode ν25 in Mulliken
notation33 and, hence, D11 here; however, it was shown in previ-
ous work that Varsányi modes ν3 and ν14 have got confused over
the years and, further, that these labels do not describe the motions
of the atoms in disubstituted benzene molecules.24,25 With these
caveats, the present assignment and that of Ref. 11 are in agree-
ment. In Fig. 10, we show the calculated motions of D10 and D11 for
mDFB and mFT in each of the three electronic states, showing that
their motions are distinctive and, hence, assignment of each from
the calculations is unambiguous.

A comparison of the REMPI spectrum of mFT with that of
mDFB also suggests that the excitation at 1267 cm−1 should be
assigned as 111; however, this was assigned as 101 (denoted 61) in
the fluorescence study.33 In mDFB, under C2v point group symme-
try, the D10 vibration is of a1 symmetry, while that of D11 is b2; thus,
the 101 transition would be symmetry allowed. However, other tran-
sitions involving b2 symmetry vibrations were assigned in Ref. 33,
with 211, 191, and 201 transitions being notable; these are likely to be
vibronically induced. These are also all seen in mFT15 (where they
all become symmetry allowed), but also the 181 transition is moder-
ately intense in mFT but is absent in the mDFB spectrum (see Fig. 1
and Ref. 33), even though D18 is totally symmetric in both molecules.
Hence, there is no prima facie reason not to assign the mDFB tran-
sition at 1267 cm−1 to 111, which would bring consistency with the
mFT assignment. We highlight that Table I shows that the calcu-
lated values for D10 and D11 in the S0 state of mDFB are too close to
be discriminant (but their motions and so identities are clear—see
Fig. 10), and with either assignment, there is a 40 cm−1 difference
between the calculated value and the experimental value. Addition-
ally, we are particularly cautious regarding the calculated S1 values,
which we have found to be often less reliable than those for the S0
and D0

+ states.23,44

Further evidence is gleaned from related symmetrically substi-
tuted molecules: in Ref. 27, vibrational wavenumbers are presented
for five such molecules. Excluding mDFB, the wavenumber for the
D10 vibration lies below that of D11 for both the experimental and
calculated values for all of the other molecules. For mDFB, as noted,
the calculated values are only a few cm−1 apart, but the experi-
mental values, as assigned, are clearly reversed compared to those
of the other molecules. Given the variation in these wavenumbers
with mass—and given that the corresponding values for m-xylene
and resorcinol are consistent with each other, but the reverse of the
previously assigned values for mDFB—we suggest that the D10 and
D11 assignments need to be reversed as well, and this has been done
in Table I. This is then consistent with the mFT results obtained
herein. Consequently, as with 181, it appears that 101 simply is not
active in mDFB, despite being totally symmetric, while we conclude
that 111 must be vibronically active. Furthermore, we note that Gra-
ham and Kable33 have commented that previous assignments of the
b2 symmetry vibrations of mDFB are questionable, noting that the

assignment of 111 in S1 to a value of 1608 cm−1 does not seem to
be correct, and indeed, this would not agree well with the calculated
value in Table I.

In summary, the most intense 2D-LIF band for mFT in Fig. 9(c)
at (1260, 1271) cm−1 is assigned as (111m0, 111m0) and is signifi-
cantly more intense than the corresponding m = 1 band. The ZEKE
spectra [Fig. 9(b)] are consistent with this assignment, with the main
bands being assigned as the expected vibtor levels via the two m com-
ponents. Several other fundamentals are also seen, and, where the
sensitivity allows, the expected associated vibtor structure is seen.

With the assignment of the excitation to 111, the observed
structure in the ZEKE spectrum allows a vibrational wavenumber
of 1275 cm−1 to be obtained for +111. (We note that, unhelpfully,
the experimental value for this vibration falls between the calcu-
lated values for +111 and +101, and so this cannot be used as fur-
ther evidence for this assignment, which is largely based on the
2D-LIF spectrum—see Table III.) The ZEKE spectra have a signif-
icant underlying unstructured signal, which is akin to the broad
background in the 2D-LIF spectrum and again is consistent with
significant IVR occurring. Another progression of vibtor levels is
also seen in both ZEKE spectra, consistent with a vibration with the
wavenumber 1330 cm−1, which can be plausibly assigned to +161201,
which could be arising from a Δv = 3 interaction; the activity in
+101 likely arises from FC activity, since the Duschinsky matrices,
Fig. 9(a), show that D10 and D11 are not significantly mixed upon
ionization. If the +161201mx assignments are correct and an inter-
action is indeed occurring, then this suggests a value for D16 in S1
of ∼840 cm−1, which is in fair agreement with the calculated value.
The interaction would be expected for both m components, which is
consistent with the ZEKE spectrum. The 161201 bands, expected at
∼1370 cm−1, are in a region of the 2D-LIF spectrum that consists of
unstructured emission, effectively ruling out the possibility of defini-
tive identification. This emission, together with the unstructured
background in the ZEKE spectra, suggests significant interactions
are occurring, but we cannot provide unambiguous assignments for
all of the bands nor identify the likely myriad of interacting levels in
the spectrum.

IV. FURTHER DISCUSSION
In the above, we have looked at the assignment of a selection of

bands across the lowest ∼1350 cm−1 of the S1 state of mFT. Clearly,
IVR cannot occur for the origin and the very lowest levels, but as dis-
cussed in Ref. 10, even below 350 cm−1, there are interactions occur-
ring between vibrations, torsions, and vibtor levels. Here, we have
extended the examination of levels, where we see limited interactions
are present for levels below 950 cm−1, but significant IVR occurs
above this, moving toward the statistical (dissipative) IVR regime;
the latter is demonstrated by the presence of a largely unstruc-
tured underlying background in both the 2D-LIF and ZEKE spectra
recorded at ∼960 cm−1 and ∼1260 cm−1. On top of this underly-
ing background, there are numerous well-resolved bands, showing
that in the present experiments, some energy remains localized to
particular vibrations, while some is dissipated through a range of
motions.

We noted above that Timbers et al.7 have compared the behav-
ior of mFT and pFT, concluding that at about 1200 cm−1, the
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rate of IVR was an order of magnitude faster for mFT than for
pFT, based upon quenching experiments. We have studied pFT
in a range of internal energies, and we have found that below
1000 cm−1, limited IVR occurs involving both anharmonic and
vibration–torsional coupling.16–18,20,21 At ∼1015 cm−1, we found that
coupling occurred involving two largely separate overtone levels,
providing two routes for energy delocalization in pFT,23 while in
the region 1190 cm−1–1240 cm−1, there was more widespread IVR,
but two levels less than 40 cm−1 apart behaved significantly dif-
ferently.17,22 In both of the latter, there were still structured bands
on top of a broad background, suggesting at least some energy
remains localized. In the case of pXyl, however, at these energies,
most structure was lost in the ZEKE spectra recorded, suggesting
almost complete delocalization of energy; these observations were
discussed in terms of symmetry and the density of states (DOS).17

It was concluded that although the DOS buildup is critical in

providing pathways to widespread IVR, this is determined largely
by the presence of one or more methyl groups, rather than the sym-
metry per se. On top of this, the DOS buildup is not smooth, and
so at lower internal energies, serendipity can play a large role in
determining whether a particular vibration is located in a “clump”
of levels; even then, there needs to be a means of efficient coupling
to these. Such coupling will clearly depend on symmetry, but also on
the motions involved; such considerations lead to the “Tier Model”
of IVR, whereby coupling between particular levels is efficient and
facilitates pathways to coupling with a wide range of “bath states.”1

Here, we make further comparison between mFT and pFT. In
Fig. 11, we show their DOS plots for totally symmetric vibrations,
and also when including torsions and vibtor levels. It is clear that
for mFT, there are more totally symmetric vibrations, as all in-plane
vibrations are totally symmetric, while for pFT, these split into a1

′

(a1 in C2v) and a1
′′ (b2 in C2v) subgroups— this is evident in Fig. 11.

FIG. 11. Density of states (DOS) plots for mFT and pFT, using calculated vibrational wavenumbers from Table III and Ref. 23. In plots (a) and (b), only vibrational levels are
included, while in plots (c) and (d), vibrations and vibtor and torsional levels are included. In both plots, we indicate levels that are accessible from the m = 0 and m = 1 levels,
which are those that are the most populated in the free-jet expansion (a1 + e for mFT and a1

′
+ e′′ for pFT), together with all levels. Note that we do not consider rotational

levels in this work.
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Notably, the buildup in the DOS is more erratic for pFT than for
mFT. This difference is clearer once vibtor levels are included, where
again an approximate doubling of the available energy levels is seen
for mFT compared to pFT, for levels accessible from m = 0 and
m = 1. Furthermore, it can be seen that the buildup of levels is gen-
erally more continuous once vibtor levels are included compared to
only the vibrations, which is somewhat erratic, particularly for the
totally symmetric levels in pFT.

With regard to previous IVR experiments on pFT, there has
been some uncertainty regarding the vibrations excited, which has
been discussed.45 For pFT, there are two main fundamentals at
1196 cm−1 and 1232 cm−1, but there are other levels nearby, as exam-
ined in depth in our recent work.22 In Ref. 7, it seems the latter
level is excited, which is the 51 vibration, mainly corresponding to
an in-phase stretch of the C–F and C–CH3 bonds, with the former
motion dominating.25 As we have discussed in the present work,
for mFT, the 1260 cm−1 transition is assigned as the vibronically
induced 111, which is largely a ring-based distortion. As such, the
vibrational motion is quite different for the two molecules, making
the comparison less straightforward. Indeed, the motion of D11 (see
Fig. 10) in mFT will involve the adjacent C–H bonds interacting with
the methyl group more strongly than for the 51 vibration in pFT,
which would be one explanation for the increased IVR as a result of
vibration–torsional coupling.

In the experiments by Parmenter’s group,7 reliance is placed
upon collisional quenching with O2. The idea is that the excited elec-
tronic state is vibrationally excited following laser excitation and that
there is time dependence for the IVR to occur. In addition, the higher
the partial pressure of O2, the more rapid the quenching, and the less
the time molecule had to undergo IVR. However, this can only occur
with levels that are excited coherently within the width of the laser
pulse, which will be a few cm−1 for a nanosecond pulse (not stated
in Ref. 7, but the laser system mentioned suggests this was the case).
In Ref. 7, a fit is made to the data to determine kIVR, with electronic
and vibrational collision quenching, kV, included. Various assump-
tions were made in determining kIVR, with the end conclusion being
that this was roughly an order of magnitude larger than that for
pFT. A discussion of the possible rationalization of this observation
was then made, including the DOS of the coupled vibrational levels,
the effect of the methyl rotor not being on a principal axis, and the
magnitude of the torsional barrier.

With regard to the DOS, we note that there are two factors that
increase this in mFT relative to pFT, both related to the reduction in
molecular (point group) symmetry from G12 (C2v) for pFT to G6 (Cs)
for mFT. For the vibrations, using molecular symmetry group labels,
mFT will have a greater number of totally symmetric vibrations as
both the a1

′ and a1
′′ symmetry vibrations in pFT have the same sym-

metry (a1) in mFT; Fig. 11 indicates that the number of a1 vibrations
in mFT is comparable to the number of a1

′
+ a1

′′ symmetry vibra-
tions in pFT but with a smoother buildup for mFT. Furthermore,
considering molecular symmetry, the number of e torsional levels in
mFT is about the same as the number of e′ + e′′ torsional levels in
pFT. Taken together, see Fig. 11, it can be seen that the total num-
ber of vibrational + vibtor levels is about the same in pFT and mFT.
However, considering only the states that have the same symmetries
as the m = 0 and m = 1 levels (the ones with the dominant popula-
tions in the free-jet expansion), then there are about twice as many
levels for mFT as for pFT.

The aforementioned DOS does not include rotational levels,
and it was argued in Ref. 7 that coupling with rotational levels would
be more significant in mFT than pFT; if so, then it may be that
there is an effect from the use of room temperature and high pres-
sure conditions in Ref. 7, where rotational effects would be expected
to be more significant than they would be in jet-cooled, gas-phase
studies.45 It was also commented in that work7 that at the internal
energies employed, pFT will couple to 10–50 levels, while mFT will
couple to essentially an infinite number. The DOS plots in Fig. 11
do not support this latter comment and, further, the 2D-LIF spectra
do not either, where the structure is seen, albeit on a background,
for both pFT (Ref. 19) and mFT (present work); this is in contrast
to the fluorescence spectrum for mFT reported in Ref. 7, where no
structure is evident when the quencher is absent.

We concur with the comments in Ref. 7 that the signif-
icantly higher barrier in mFT is expected to produce larger
torsion–vibration coupling terms. One rationale for the higher bar-
rier in mFT compared to pFT is in terms of hyperconjugation: in
pFT, hyperconjugation is not expected to be a large effect and weaker
van der Waals type interactions are thus expected to dominate,
explaining the lower torsional barrier.

As noted above, there has been some ambiguity in the levels
employed for IVR studies on pFT,45 which is pertinent as the vibra-
tional motion is expected to be critical in the observed coupling.
For pFT, at 1200 cm−1, a rather different time-dependent behavior
has been observed for the two main levels,46,47 which was discussed
in terms of a rotation-dependent vibration–torsion interaction that
occurred specifically for one of the m levels. Rotational dephasing
was concluded to be a time-dependent effect only and is not seen in
frequency-resolved experiments.19

In summary, direct comparison between different isomers of
substituted benzene molecules is difficult because of the different
forms of the vibrations, even if the observed activity seems quite sim-
ilar. Furthermore, the conditions used in an experiment are expected
have a strong bearing on the results,45 and so caution is strongly
advised when making general deductions from a single experiment.
Having the ability to resolve vibrational, vibtor, and torsional struc-
tures in a spectrum does seem to give the ability to identify explicit
coupling channels, but only when the coupling is reasonably lim-
ited. Once the coupling becomes widespread, however, this advan-
tage is lost in frequency-resolved experiments if the resolution is
not sufficient to resolve all features, or if the spectrum becomes
too complicated to assign definitively. Time-resolved photoelectron
spectroscopy experiments with picosecond pulses can, however, still
be useful in picking out zero-order state contributions in such cir-
cumstances, as long as the frequency resolution can be maintained
at tens of cm−1.46,47

V. CONCLUSIONS
We have presented 2D-LIF and ZEKE spectra obtained when

exciting through selected levels up to 1350 cm−1 in the lower
wavenumber region of the S1 ← S0 excitation in mFT. We have
assigned the majority of the main features observed, but there are
many weak features and also broad unstructured backgrounds in
some cases. The assigned features confirm that there is widespread
vibtor coupling occurring in this molecule, as well as some
anharmonic vibrational coupling; these become more prevalent to
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higher internal energies and are more common for the e symmetry
torsional levels than for the a1 symmetry levels. Explicit couplings
can be identified in some cases, while, in others, only potential cou-
plings have been suggested, based upon some of the observed 2D-
LIF bands. When there are numerous couplings, the ZEKE spectra
become very difficult to assign, owing to the number of bands aris-
ing, also causing each to have a lower intensity, and these are located
on a rising unstructured background.

Comparing pFT and mFT, we agree with many, but not all,
of the ideas expressed in Ref. 7, but we have highlighted that both
the number of vibrations and also torsions, and so vibtor, levels
are responsible for the stark increase in the DOS; of course, all of
these levels will have an associated set of rotational levels, and hence
in room temperature studies, this difference will be exacerbated
compared to experiments employing a free-jet expansion. We have
emphasized that it is difficult to compare these molecules directly,
with the particular vibration excited at ∼1250 cm−1 being different
for the two molecules. Moreover, relying on Wilson/Varsányi labels
to identify a vibration can be misleading, since the motions of the
atoms for a particular vibrational wavenumber can be very differ-
ent for meta and para substituted molecules as discussed in Ref. 27.
Last, the buildup in vibrational levels is somewhat erratic at these
low wavenumbers, and this suggests that at low energies, notwith-
standing the more-rapid buildup in the DOS for mFT, the rapidity
with which IVR efficiency can increase is restricted since coupling
elements will still depend on Δv being small.

Our conclusion is that it seems clear that mFT undergoes more
rapid IVR than pFT, but ascertaining the precise reasons for this, and
quantifying them, is far from straightforward.
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9. Unpicking vibration-vibration and

vibration-torsion interactions in m-

fluorotoluene

Abstract: “Two-dimensional laser-induced fluorescence (2D-LIF) spectra are

reported for a set of features in the S1 ↔ S0 electronic spectrum of m-fluorotoluene.

Two transitions previously assigned to fundamentals are reassigned in the present

work. The main reassignments are confirmed with zero-electron-kinetic-energy

(ZEKE) spectroscopy. Interactions in the S0, S1 and D0
+ electronic states involving

vibrational and vibration-torsional (“vibtor”) levels are identified via observed

activity. The obtained vibrational wavenumbers compare well to the results of

quantum chemical calculations.”
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Summary: In this paper, we investigate a small portion (~150 cm-1) of the S1 ← S0

transition of mFT that was only mentioned in passing in Section 8, and whose

analysis followed the recording of more spectra subsequent to the publication of that

material. The three major regions of structure were formerly assigned as fundamental

vibrations by Okuyama et al.69, and the work presented herein shows that this is not

the case and actually arises from some rather complicated anharmonic interactions

(and overlapping features) between these and other, nearby dark states and vibtor

levels. Notably, we observe the 171m0,1 and 261281m0,1 levels in Fermi resonance,

although we conclude that the majority of the activity observed via 171 in the 2D-LIF

and ZEKE spectra arises from the m = 1 component, in direct contrast to the 261281

combination band in which the majority of activity arises from the m = 0 component;
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this arises from further couplings. It is further noted that S1 261281m0 is also

interacting with 261291m3(+), an example of a torsion-facilitated interaction. Such

interactions, however, are not localised to the S1 state and it is proposed that there is

an interaction in the cation of +261291m0…+181291m3(-), which arises owing to the

interaction in S1, which brings 291291m3(+) character into the excited eigenstate.

However, the most significant (and strongest) interaction occurs in the ground state,

whereby we see the Δ(v, m) = (2, 3) interaction, 272m0…191271m3(-), which perturbs

the energy of the ZOSs comprising the corresponding emission bands in the 2D-LIF

spectrum. Consequently, the 272m0…191271m3(-) eigenstate is lowered in emission

energy and the 191271m3(-)…272m0 eigenstate is pushed up in energy. Therefore, the

latter is then, serendipitously, located where one would expect the pure 272m0 level

to lie. Again, this is an example of an m-specific interaction and there are no

significant e symmetry levels nearby in energy to 271m1 to yield such an interaction.

There is, remarkably, a very similar 261271m0…191261m3(-) interaction, ~100 cm-1

higher in emission energy. This is, again, another study that shows the power of the

2D-LIF technique in aiding the understanding of overlapping and interacting states,

as one can separate out both the emission and excitation transitions, to get a wider

view of these interactions. We further highlight that the complexity of this region of

the excitation spectrum is remarkable as is still relatively low in internal energy.

Contributions: The original 2D-LIF spectrum was collected by myself and DJK as a

part of my MSci project with the group. While writing up the paper presented as

Section 8, it was realised that the ZEKE spectra we had previously recorded were not

sufficient in number or quality to unpick the origins of these remarkable interactions,

as such, all the ZEKE spectra presented in this paper were recorded by myself, much

later. All figures were created by myself, and the analysis of the data was a

collaboration between myself, DJK and TGW. I read and commented on multiple

versions of the manuscript, and discussed and helped implement reviewers’

comments to the final version of the paper.

Reproduced from J. Mol. Spectrosc., 2021, 381, 11152, as permitted by Elsevier.
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A B S T R A C T   

Two-dimensional laser-induced fluorescence (2D-LIF) spectra are reported for a set of features in the S1 ↔ S0 
electronic spectrum of m-fluorotoluene. Two transitions previously assigned to fundamentals are reassigned in 
the present work. The main reassignments are confirmed with zero-electron-kinetic-energy (ZEKE) spectroscopy. 
Interactions in the S0, S1 and D0

+ electronic states involving vibrational and vibration-torsional (“vibtor”) levels 
are identified via observed activity. The obtained vibrational wavenumbers compare well to the results of 
quantum chemical calculations.   

1. Introduction 

In previous work [1–3] we have presented assignments of bands seen 
in the S1 ↔ S0 electronic spectra of m-fluorotoluene (mFT), based on 
activity seen in resonance-enhanced multiphoton ionization (REMPI), 
two-dimensional-LIF (2D-LIF) and zero-electron-kinetic-energy (ZEKE) 
spectra, together with quantum chemical calculations. The first work [1] 
focused on the low-energy region, the second [2] on unusual intensities 
caused by Duschinsky rotations, with the most recent one [3] tackling 
the majority of the bands in the 0–1350 cm− 1 region of the S1 ← S0 
transition. In the latter paper, we examined the evolution of the in-
teractions that underpin intramolecular vibrational energy redistribu-
tion (IVR) from the restricted regime through to that of statistical; 
furthermore, the validity of directly comparing the IVR behaviour of m- 
and p-fluorotoluene was considered. Omitted from Ref. [3] was a 
detailed consideration of the bands in the 650–800 cm− 1 region, shown 
in Fig. 1, except for the assignment of the 171m0,1 contributions. In the 
present work, we consider this region of the spectrum further. We pre-
sent both 2D-LIF and ZEKE spectra, and discuss evidence for the 
assignment of the main contributions to these features, together with 
evidence for interactions in the S0, S1 and D0

+ states. 
Our first paper on the low-wavenumber region [1] complemented 

the 2D-LIF study of that region by Stewart, Gascooke and Lawrance [4] 
and information from both papers is useful in aiding the assignment of 
the spectra reported in the present work. Also in Ref. [4], quantum 
chemistry calculations suggested that several of the assignments by 

Okuyama et al. [5] may be incorrect, and this was supported by similar 
calculations by ourselves [3]. The present work will consider two of 
these, providing spectroscopic evidence for the reassignments. The ac-
tivity will then be seen to be consistent with that observed in the cor-
responding region for m-difluorobenzene (mDFB) [6] – see Fig. 1. 

2. Experimental 

The REMPI/ZEKE [7] and 2D-LIF [8] apparatuses are the same as 
those employed recently. In all of the present experiments, a free-jet 
expansion of the vapour above room-temperature mFT (Sigma-Aldrich, 
98% purity) in 2 bar Ar was employed. 

For the 2D-LIF spectra, the free-jet expansion was intersected at X/D 
~ 20 by the frequency-doubled output of a single dye laser (Sirah 
CobraStretch), operating with Coumarin 503 and pumped with the third 
harmonic of a Surelite III Nd:YAG laser. The fluorescence was collected, 
collimated, and focused onto the entrance slits of a 1.5 m Czerny-Turner 
spectrometer (Sciencetech 9150) operating in single-pass mode, 
dispersed by a 3600 groove/mm grating. This allowed ~300 cm− 1 

windows of the dispersed fluorescence to be collected by a CCD camera 
(Andor iStar DH334T). At a fixed grating angle of the spectrometer, the 
excitation laser was scanned, and at each excitation wavenumber the 
camera image was accumulated for 2000 laser shots. This allowed a plot 
to be produced of fluorescence intensity versus both the excitation laser 
wavenumber and the wavenumber of the emitted and dispersed fluo-
rescence, termed a 2D-LIF spectrum [9,10]. 
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The REMPI and ZEKE spectroscopic experiments employed focused, 
frequency-doubled dye laser outputs (Sirah CobraStretch). For the ZEKE 
experiments, two such outputs were overlapped spatially and tempo-
rally, and passed through a vacuum chamber coaxially and counter-
propagating, where they intersected the free-jet expansion. The 
excitation laser (also used in the REMPI experiments) operated with 
Coumarin 503 and was pumped with the third harmonic (355 nm) of a 
Surelite III Nd:YAG laser, while the ionization laser operated with Pyr-
romethene 597, pumped with the second harmonic (532 nm) of a 
Surelite I Nd:YAG laser. The jet expansion passed between two biased 
electrical grids located in the extraction region of a time-of-flight mass 
spectrometer, which was employed in the REMPI experiments. These 
grids were also used in the ZEKE experiments by application of pulsed 
voltages, giving typical fields of ~ 10 V cm− 1, after a delay of up to 2 μs; 
this delay was minimized while avoiding the introduction of excess 
noise from the prompt electron signal. The resulting ZEKE bands had 
widths of ~ 5–7 cm− 1. Electron and ion signals were recorded on 
separate sets of microchannel plates. 

3. Nomenclature 

3.1. Vibrational and torsional labelling 

When referring to vibrations, the Cs point group may be used, under 
the assumption that the methyl group is treated as a point mass. To 
consider the methyl torsional motion explicitly, use of the G6 molecular 
symmetry group (MSG) is appropriate. In Table 1, we provide the cor-
respondence between the Cs and G6 symmetry labels. The torsional 
levels will be labelled via their m quantum number [1,4]. We shall 
employ the Di labels [11] for the vibrations, as used in previous work 
[1–4]. That labelling scheme is based on the vibrations of the mDFB 
molecule, but treated within the Cs point group. The available experi-
mental vibrational wavenumbers for mFT and mDFB are presented in 
Table 2, alongside the calculated wavenumbers – the majority of the 
calculated values have been presented previously [3]. Diagrams of the 
atomic motions associated with each Di label can be found in Ref. [11]. 
One caveat to this is that the D19 and D20 the motions are very mixed in 

Fig. 1. REMPI spectrum of (a) m-fluorotoluene; and 
(b) m-difluorobenzene. The REMPI assignments of 
m-fluorotoluene are discussed in the text, while 
those of m-difluorobenzene were presented and 
discussed by Graham and Kable for their LIF spec-
trum [6], and commented on in Ref. [3]. The band 
marked with an obelus in the top trace is discussed 
in the text, and the corresponding band is also 
indicated in the integrated 2D-LIF spectrum at the 
top of Fig. 2. In the insert, top right, we show the 
origin bands on the same wavenumber scale, to 
allow band shapes to be compared – see text.   
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the S1 state (only) of mFT, as discussed in Ref. [2], and are denoted 
therein as DX and DY respectively in that state; we retain that labelling 
here. 

To establish the overall symmetry of a vibtor level, it is necessary to 

use the corresponding G6 label for the vibration, and then find the direct 
product with the symmetry of the torsion, noting that a C3v point group 
direct product table can be used, since the G6 MSG and the C3v point 
group are isomorphic. 

Under the free-jet expansion conditions employed here, almost all 
molecules are expected to be cooled to their zero-point vibrational level, 
and thus essentially all S1 ← S0 pure vibrational excitations are expected 
to originate from this level. In contrast, owing to nuclear-spin and 
rotational symmetry, the molecules can be in one of the m = 0 or m = 1 
torsional levels [12], with close-to-equal populations in each; addi-
tionally, residual population in the m = 2 level of mFT is sometimes 
present [1,4,5]. 

3.2. Coupling and transitions 

In the usual way, vibrational transitions will be indicated by the 
number, i, of the Di vibration, followed by a super-/subscript specifying 
the number of quanta in the upper/lower states, respectively; torsional 

Table 1 
Correspondence of the Cs point group symmetry classes with those of the G6 
molecular symmetry group. Also indicated are the symmetries of the Di vibra-
tions and the different pure torsional levels.a  

Cs G6 Di
b m 

a′ a1 D1–D21 0, 3(+), 6(+), 9(+) 
a′′ a2 D22–D30 3(–), 6(–), 9(–)  

e  1, 2, 4, 5, 7, 8  

a Symmetries of vibtor levels can be obtained by combining the vibrational 
symmetry (in G6) with those of the pure torsional level, using the C3v point group 
direct product table. 

b The Di labels are described in Ref. [11], where the vibration mode diagrams 
can also be found. 

Table 2 
Calculated and experimental wavenumbers (cm− 1) for the vibrations of m-difluorobenzene and m-fluorotoluene.  

Di C2v
a S0 S1 D0

+

mDFB mFT mDFB mFT mFT    

Calcb Exptc Calcb Exptc Calcb Exptc Calcd Expte Calcf Exptg   

a′ (a1)h 

D1 1 a1 3122 3095 3107 [3081] 3157  3128  3119  
D2 2 a1 3116 3086 3088 [3060] 3141  3114  3107  
D3 21 b2 3112 3086 3086  3115  3123  3111  
D4 3 a1 3090  3072  3113  3084  3092  
D5 4 a1 1597 1611 1578 [1595] 1529 (1519) 1512  1541 1569 
D6 22 b2 1592 1613 1603 [1623] 1480  1494  1490  
D7 23 b2 1475 1490 1479 [1492] 1375  1392  1444  
D8 5 a1 1439 1435 1420 [1460] 1378 (1346) 1363  1385  
D9 24 b2 1304 1337 1302 1294 1435  1411  1356  
D10 6 a1 1255 1277 1239 1254 1250  1243  1299 1290 
D11 25 b2 1252 1292 1271 1271 1228 1267 1252 1260 1258 1275 
D12 26 b2 1145 1157 1148 1132 1118 1145 1122 i 1143  
D13 27 b2 1102 1120 1126 1115 1094 (1206) 1113 i 1101  
D14 7 a1 1058 1068 1071 1081 995 998 1023  1074  
D15 8 a1 994 1012 988 1004 958 966 958 965 997 984 
D16 28 b2 941 956 912 930 883 936 866 840 873 874 
D17 9 a1 726 739 720 731 698 701 685 684 700 710 
D18 10 a1 514 522 519 525 437 442 459 460 509 510 
D19(X) 29 b2 502 513 505 512 439 444 448 457 410 415 
D20(Y) 30 b2 467 477 435 445 462 468 410 420 442 456 
D21 11 a1 320 329 285 294 314 317 281 285 290 298   

a′′ (a2)h 

D22 15 b1 963 957 967 980 719 (581) 760  988  
D23 12 a2 871 876 886 [886] 723 672 705  916  
D24 16 b1 856 857 859 842j 362 480 501 514j 855  
D25 17 b1 767 771 773 766 500 (479) 575 580 787 780 
D26 18 b1 671 680 683 k 683 458 422 468 453 592 592 
D27 13 a2 597 603 557 557 400 369 377 371 514 517 
D28 19 b1 455 454 443 441 239 260 241 253 373 380 
D29 14 a2 239 252 236 237 187 176 184 174 190 190 
D30 20 b1 222 227 199 201 97 127 122 128 167 169  

a Labels discussed in Ref. [11], where mode diagrams are presented. The numbers are the Mulliken C2v numbers used in Ref. [6] for mDFB. For D19 and D20 the 
motions are very mixed in the S1 state of mFT, as discussed in Ref. [2], and are denoted therein as DX and DY respectively. 

b B3LYP/aug-cc-pVTZ, scaled by 0.97 – see Ref. [3]. 
c S0 values are those obtained in jet-cooled expansion experiments or, when such values are not available, those from IR/Raman studies of liquids or solutions are 

given in square brackets – see Refs. [3] and [11]. For the S1 state, values that were deemed uncertain in Ref. [6] are given in parentheses. 
d TD-B3LYP/aug-cc-pVTZ, scaled by 0.97. These values have been recalculated here, and are almost identical to those reported in Ref. [3], but where the four highest 

wavenumber values were omitted. (These values are also close to the TD-B3LYP/cc-pVTZ values presented in Ref. [4], but several of the values may be seen to be 
sensitive to the addition of diffuse functions to the basis set.) 

e Gas phase values taken from Refs. [1–4] and the present work, in some cases confirming a value reported in Ref. [5]. 
f UB3LYP/aug-cc-pVTZ, scaled by 0.97; <S2> = 0.76 [3]. 
g Values taken from Refs. [1–3] and the present work. 
h Symmetry label in the Cs point group, with G6 molecular symmetry group label in parentheses. 
i Experimental values for these two vibrations were reported in Ref. [5], but have been concluded to have been misassigned [4]. 
j Value obtained in the present work from the assignment of the (241291, 241291) emission – see text. 
k Slightly different values are obtained from the 261281 and 261271 bands; the average value is given here. 
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transitions will be indicated by m followed by its value. Finally, vibtor 
transitions will be indicated by a combination of the vibrational and 
torsional transition labels. When designating transitions, we shall 
generally omit the initial level, since it will be obvious from either the 
jet-cooled conditions or the specified intermediate level. When we refer 
to a “vibrational transition” it is understood to refer to both the m =
0 and m = 1 components, unless otherwise specified. 

As has become common usage, we will generally refer to a level by 
specifying quantum numbers; thus, superscripts indicate levels in the S1 
state and subscripts indicate levels in the S0 state. Since we will also be 
referring to transitions and levels involving the ground state cation, D0

+, 
we shall indicate those as superscripts, but with a single, additional, 
preceding superscripted “+” sign. Relative wavenumbers of the levels 
will be given with respect to the relevant zero-point vibrational and m 
level in each electronic state. 

For cases where the geometry and the torsional potential are both 
similar in the S1 and D0

+ states, the most intense transition is usually 
expected to be that for which no changes in the torsional and/or 
vibrational quantum numbers occur, designated as Δm = 0, Δv = 0, or 
Δ(v, m) = (0, 0) transitions, as appropriate. Where we are denoting the 
difference in quantum numbers between a pair of interacting levels as 
Δ(v, m) = (x, y), where x denotes the change in the vibrational quantum 
number, and y that in the torsional quantum number. 

However, as will be seen (and as reported in Refs. [1,4,5]), the Δm =
0 and Δ(v, m) = (0, 0) transitions are almost always not the most intense 
bands in the ZEKE spectra for mFT, indicative of a significant change in 
the torsional potential upon ionization. The assignments and intensities 
of low-wavenumber features in the S1 ↔ S0 transitions have been dis-
cussed in Ref. [4], and reference will be made to that work when 
appropriate; the corresponding ZEKE spectra have been considered in 
depth in Ref. [1]. 

When we need to refer to the wavenumbers of a 2D-LIF band, this 
will be done as an (excitation, emission) cm− 1 pair of numbers; simi-
larly, a pair of transitions can be explicitly given [4] if required to 
identify a 2D-LIF band. 

If two levels are close in wavenumber, and have the same overall 
symmetry, then (except between vibrational fundamentals, to first 
order) interactions can occur. The simplest example of this is the 
anharmonic interaction between two vibrational levels – the classic 
Fermi resonance [13], where the intensity of an optically bright state – a 
zero-order bright (ZOB) state – may be thought of as being shared with 
an optically dark state – i.e. zero-order dark (ZOD) state; ZOB and ZOD 
states can be referred to collectively as zero-order states (ZOSs). Further 
couplings can also occur, and multiple couplings can be considered 
within the “tier model” [14], with the overall process being termed 
intramolecular vibrational redistribution (IVR). Direct couplings are 
only expected to be significant for small changes, Δv ≈ 3, of the vibra-
tional quantum number [15]. For molecules that contain a hindered 
internal rotor, and if vibration-torsion coupling occurs, then interactions 
can also involve torsional and/or “vibtor” levels. This is expected to be 
significant only for changes in the torsional quantum number Δm, of 0, 
±3 or ±6, in descending order of likely strength [16]. The end result of 
such interactions is the formation of eigenstates with mixed character. 
Often the resulting eigenstates will be referred to herein by the dominant 
contribution, with the context implying if an admixture is present. If this 
process involves only a handful of states, this is known as restrictive IVR 
whereas, if there is widespread dispersal of internal energy, this is 
known as statistical IVR. 

4. Assignments 

The assignments of the majority of the bands in the ~ 0–1350 cm− 1 

region of the electronic spectrum of the S1 ← S0 transition in mFT have 
been discussed in our previous work [1–3]. Here we focus on the 
650–800 cm− 1 region, for which the REMPI spectrum is shown in Fig. 1, 
together with the corresponding section of the mDFB spectrum. (Scans of 

the wider ~0–1350 cm− 1 regions have been presented in Ref. [3], where 
the activities were compared between these two molecules.) 

We shall consider each main feature of the mFT spectrum by dis-
cussing the 2D-LIF spectra, considering pertinent bands and regions, 
before moving onto the ZEKE spectra. The latter turn out to be less useful 
in the initial identification of the assignments of the various contribu-
tions to the spectra, owing to the change in phase and other torsional 
parameters between the S1 state and the cation. This aspect leads to 
several ZEKE bands arising for each contribution, and while this is a 
useful diagnostic in cases where there is a highly dominant contribution 
[1–3], it leads to complicated spectra; even so, the ZEKE spectra provide 
useful confirmatory evidence for the main assignments. 

We have recorded 2D-LIF spectra of mFT across the excitation range 
676–748 cm− 1, and in the emission range 25–1300 cm− 1; this latter 
range is expected to cover the Δ(v, m) = (0, 0) regions, as well as 
showing other activity indicative of interactions with vibtor levels. In 
Fig. 2, we show two sections of the overview of the 2D-LIF spectrum 
where the richness of the emission activity can be seen. The larger region 
covers the Δ(v, m) = (0, 0) regions, while the smaller section shows the 
low-wavenumber emission region when exciting across the same region 
of bands. At the top of Fig. 2 we show the result of vertically integrating 
the 2D-LIF spectrum, producing a spectrum that is very similar to the 
corresponding region of the REMPI spectrum shown in Fig. 1; this sug-
gests that the range of the fluorescence collected in the 2D-LIF image is 
representative of the absorption spectrum. It is relatively straightfor-
ward to see columns of emission activity in the 2D-LIF spectrum, and to 
associate these with the individual excitation features; however, it can 
be seen that there is extra complexity underlying each feature. 

The change in the torsional potential between the S0 and S1 states 
leads to the origin, and other vibrational bands in the REMPI and inte-
grated fluorescence spectrum (see Fig. 1), to comprise a pair of bands 
corresponding to Δm = 0 transitions involving the m = 0 and m = 1 
components, of roughly equal intensity, and separated by ~4 cm− 1 

[1,4,5]. As such, it is expected that there will be columns of emission 
bands in the 2D-LIF spectrum, arising from pairs of approximately equal 
intensity transitions. Additionally, there are various vibtor transitions, 
some of which are those accessible from each of the S1 m = 0, 1 com-
ponents [1–5]. Interestingly, for the 675–690 cm− 1 and 734–746 cm− 1 

excitations, there is not a single pair of obvious Δ(v, m) = (0, 0) bands 
corresponding to each ZOB state. Furthermore, across the 2D-LIF spec-
trum, in the cases where they are present, the intensities of the m = 0 and 
m = 1 components of various 2D-LIF bands may be seen to be markedly 
different to one another (Fig. 2). Not so obvious, is that there are various 
emission bands that are not directly associated with an active vibra-
tional level, and so must arise as a result of interactions; for the most 
part, these are assigned to vibtor levels. 

In previous work [3], we have discussed the 2D-LIF and ZEKE spectra 
recorded across the 675–690 cm− 1 absorption region. The ZEKE spectra 
were clear that the main contribution to this region was 171m0,1, with 
the distinctive pattern of associated +171mx vibtor bands. Interestingly, 
as may be seen from Fig. 2, as well as the clear 171m0,1 emission bands in 
the 2D-LIF spectrum, there are other fairly strong emission bands to 
higher wavenumber, in particular 151m0,1, even though the calculated 
Duschinsky mixing of the D15 and D17 vibrations was minimal – indeed, 
when exciting 151m0,1, the 171m0,1 bands were actually more intense 
than the 151m0,1 ones [3]. Although these transitions are allowed, it is 
possible that the vibrational potentials are affected by vibronic coupling, 
which was not included in the calculation of the Duschinsky matrix. 

If we use the same labelling scheme for mDFB and mFT, then, since 
the masses of the substituents are very similar, we expect the corre-
sponding vibrational wavenumbers to be close for these molecules, 
although some differences may arise from electronic/steric factors [11]. 
As a consequence, in assigning the REMPI spectrum of mFT, we expect 
activity to resemble that seen in corresponding spectra of other similar 
molecules, such as the LIF and REMPI spectra of mDFB [3,6]. In Fig. 1, 
we have included the corresponding section of the REMPI spectrum of 
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mDFB, which is similar in appearance to that of the LIF spectrum of 
Ref. [6], where assignments of a number of bands are given, and with 
which we largely concurred; [3] the additional mFT assignments will be 
discussed in the following subsections. 

Stewart et al. [4] reported scaled harmonic wavenumbers for the 
vibrations of mFT obtained with quantum chemistry calculations, and 
we reported very similar calculated values [1–3]. These calculations 
indicated that the two main higher-wavenumber, 698–714 cm− 1 and 
734–746 cm− 1, excitation features are not assignable to the 

fundamentals suggested by Okuyama et al. [5] We will reassign these 
bands herein, based on the activity seen in the 2D-LIF and ZEKE spectra, 
and consistent with the quantum chemical calculations. 

4.1. The 171 level 

Concentrating first on the activity in the absorption range 675–690 
cm− 1 – see expanded view of the 2D-LIF image in Fig. 3 – the strongest 
emission may be seen to be at a wavenumber of 731 cm− 1, which has 

Fig. 2. The top trace, which can be seen to resemble closely the REMPI spectrum of mFT in Fig. 1(a), is the vertically-integrated version of the whole 2D-LIF 
spectrum. Below this, two sections of the 2D-LIF spectrum are presented: the top section shows the low-wavenumber emission region; the bottom section shows 
the main Δ(v, m) = (0, 0) activity. In the integrated trace at the top, the main contributions are indicated – see text for further discussion of interactions. Only selected 
main emission assignments are given on the 2D-LIF sections, with further assignments discussed in the text and shown in Figs. 3, 6, and 8. The band marked with an 
obelus in the integrated 2D-LIF trace is discussed in the text, and the corresponding band is also indicated in the REMPI spectrum of mFT at the top of Fig. 2; it may be 
seen that there are weak features in the 2D-LIF spectrum, particularly evident in the 850–1150 cm− 1 emission wavenumber range. 
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been assigned [3,5] to 171. However, the intensity of the 171m0 band is 
significantly stronger than that of 171m1, suggesting that the 171m1 level 
is interacting with other S1 levels and/or is emitting to more levels than 
171m0. Clearly, the overall intensity profile of the REMPI/LIF feature 
suggests that the integrated emissions for the two m components are 
relatively similar (see traces at the top of Fig. 2 and Fig. 3), although the 
171m0,1 band profiles are significantly different to those of the m0,1 band 
associated with the adiabatic transition (see insert in Fig. 1), suggestive 
of an interaction occurring for one or both of the 171m0,1 levels. In Fig. 3, 
we have given assignments of many of the more-intense bands – it is 
clear that there are many other weaker bands in the spectrum, but we 
refrain from discussing all of these, concentrating on establishing the 
main assignments and hence interactions. 

Since D17 is a totally-symmetric vibration, then it is not surprising 
that the most intense emission bands correspond to Franck-Condon (FC)- 
active totally-symmetric vibrations, many of which were also seen when 
exciting the origin; [3] indeed, the 171 emission was the strongest 
emission observed when exciting via the origin [3]. Each vibrational 

band in the REMPI and 2D-LIF spectra has the expected “double band” 
structure, arising from m0 and m1 component transitions, and also 
associated vibtor levels, similar to those seen on the origin; [1,4] and 
although some are too weak to discern in Fig. 3, many can be seen on 
“zoomed-in” views (not shown). In Fig. 2, the low-wavenumber emis-
sion region of the 2D-LIF spectrum is presented, and we highlight the 
clear m3(+) band when exciting 171m0, and the m4 band seen when 
exciting 171m1 (the expected m2 band was obscured by scatter from the 
excitation laser, and is not present in Fig. 2). 

It is evident from Fig. 3, that the bands corresponding to totally- 
symmetric vibrations all have a m0 component that is more intense 
than the m1 one. Examination of other activity reveals that there are a 
number of 2D-LIF bands that are not associated with FC activity, pri-
marily corresponding to S1 levels of e symmetry, and so arising directly 
from, or potentially via interaction with, 171m1. Furthermore, several of 
the bands have activity extending to higher excitation wavenumber than 
171m0, notably the emission band at 1079 cm− 1. 

Since the wavenumbers of the majority of the S0 fundamentals have 
been established [1–5], and since the torsional spacings are also known, 
then the majority of the emission bands can be assigned with a fair 
degree of confidence, noting that anharmonicity together with vibra-
tional and vibration-torsion interactions may lead to bands being 
slightly displaced from their expected positions [4]. 

We now move on to consider other bands in the 2D-LIF spectrum, 
that do not appear to be associated with emissions arising from the FC- 
active totally-symmetric vibrations and their vibtors. These “additional” 
bands can arise as a result of interactions, in which case we should be 
able to identify them from a combination of their excitation and emis-
sion wavenumbers, or as activity associated with the main excitations. 
We first address the feature that appears as a shoulder on high- 
wavenumber side of the 171m0 band (see trace at top of Fig. 3), which 
is consistent with emission producing the high-wavenumber contribu-
tion to the band at (687, 1079) cm− 1. (We associate the majority of the 
lower-excitation portion of the 1079 cm− 1 emission feature with FC- 
activity arising from 141 following excitation of 171, as seen via the 
origin, and assigned in Ref. [3].) 

As the (687, 1079) cm− 1 feature corresponds to the most intense 
emission at this excitation wavenumber, we conclude this 2D-LIF feature 
is a Δ(v, m) = (0, 0) band, and so corresponds to a level that involves one 
or more vibrations that have a significant shift between the S0 and S1 
states. Consideration of the possibilities reveals two contenders: 
(241301m2, 241301m2) and (241291m0,1, 241291m0,1). Considering 
initially the 241301m2 level, this can interact with 171m1, consistent 
with the lower intensity of the 171m1 transition, and associated transi-
tions; this would be a Δ(v, m) = (3, 3) interaction. This would then imply 
that the FC-active emission bands that occur at an excitation wave-
number of 681 cm− 1 arise from 171m1…241301m2, while those that 
occur at an excitation wavenumber of 687 cm− 1 arise from 241301m2… 
171m1, where the first term indicates the dominant contribution to that 
eigenstate; other contributions to these eigenstates would also likely be 
occurring. However, the band profiles of other emission bands at this 
excitation wavenumber are more in line with a totally-symmetric level, 
and particularly that there is an additional overlapping contribution to 
the m0 components, and an extended activity to higher excitation 
wavenumber (most clearly seen on the 1079 cm− 1 emission). The most 
convincing evidence for assigning this emission to a totally-symmetric 
level is that this extends to higher emission wavenumber for 171m3(+). 
This observation suggests that a better assignment is (241291m0,1, 
241291m0,1). The 241291 level can interact with 171 via both the m =
0 and m = 1 levels, and so would not directly be the cause of the 
asymmetry between the 171m1 and 171m0 intensity profiles, which must 
be due to m-specific interactions; in particular, it can also be seen (Fig. 3) 
that the 171m1 band has an altered shape compared to that of the m1 

origin band (see inset in Fig. 1), while the 171m0 band is similar. 
The 241301m2 assignment would yield a value for 241 of 860 cm− 1, 

which would be in excellent agreement with the calculated and previous 

Fig. 3. Section of the 2D-LIF spectrum corresponding to the 171m0,1 region. 
The intensity scale has been adjusted from that in Fig. 2 to emphasise some of 
the key weaker features. The top trace is the vertically-integrated version of the 
2D-LIF spectrum, with the main excitation assignments shown; these and the 
main emission assignments are discussed further in the text. The colouring of 
some labels is merely for clarity. 
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IR/Raman spectroscopic values. Notwithstanding this, the implication 
that the contribution is more likely totally-symmetric leads us to favour 
the 241291 assignment, with 241291m0 being attributable to the (687, 
1079) cm− 1 feature. This then yields a value for 241 of 514 cm− 1, which 
is in good agreement with the calculated value (Table 2), and a value for 
241 of 842 cm− 1, which is still in reasonable agreement with the 
quantum chemical and IR/Raman values – particularly considering 
possible liquid/solvatochromic shifts compared to the present gas-phase 
value. This would then locate 241301m2 at 1061 cm− 1, and indeed there 
is an emission band at that wavenumber, which partially overlaps the 
151m3(+) band. In summary, we assign the 1079 cm− 1 emission to 
241291m0 arising from a 241291…171 interaction; the corresponding 
241291m1 component is likely overlapped by the 141 emission. The 
value of 842 cm− 1 for D24 in the S0 state is thus adopted. 

We now consider the band at (682, 664) cm− 1, which is consistent 
with an assignment to the 212m4 emission. Since only a very faint band is 
seen at the expected wavenumber for 212m0,1, this cannot be just a FC- 
active vibtor band. The 212m4 emission is not at quite the expected 
excitation wavenumber for the Δ(v, m) = (0, 0) band, expected at 675 
cm− 1, and although it may arise as a result of emission from other levels, 
such as 171m1, its intensity does not support this. To be the Δ(v, m) = (0, 
0) band the transition would have to gain intensity from interaction with 
171m1 via a Δ(v, m) = (3, 3) transition, which is plausible, but the 
inconsistency with the expected excitation position makes us cautious 
on this point. 

A band that appears at (682, 785) cm− 1 can be associated with the 
181291m2 excitation, with a Δ(v, m) = (0, 0) assignment suggested by 
the absence of other associated vibtor bands, and the good agreement 
with expected excitation and emission wavenumbers. This is consistent 
with obtaining intensity from 171m1 via a Δ(v, m) = (3, 3) interaction. 

The next band considered is that at (685, 847) cm− 1, which can be 
assigned as involving the 251m4 excitation. We suggest that this is a Δ(v, 
m) = (0, 0) band, gaining intensity following interaction with 171m1 in a 
Δ(v, m) = (2, 3) interaction. This assignment yields values for 251 of 580 
cm− 1 and for 251 of 766 cm− 1, both of which are in good agreement with 
previous and/or calculated values – see Table 2. In our previous paper 

[3], we assigned an emission band at 1217 cm− 1 to 251281 that was seen 
when exciting via the origin, giving a slightly lower value for 251. We 
now proffer an alternative assignment to that emission band, 221291, 
giving a value for 221 of 980 cm− 1. 

There are other bands that cannot be associated as vibtor activity 
from the 171m0,1 levels, nor are at the correct excitation wavenumbers to 
be associated with levels that are interacting with the 171m0,1 levels. We 
currently assume that these are associated with activity arising from 
some of the other interacting levels, mostly those that have e symmetry. 
One example is the band at (682, 909) cm− 1, which has a possible 
assignment to a 202m2 emission, but is not in the correct excitation 
position to be a Δ(v, m) = (0, 0) band. 

We now examine the ZEKE spectra in the light of the above assign-
ments, which are presented in Fig. 4, and where the main activity was 
discussed in Ref. [3], and the majority of the bands were assigned to 
vibtor transitions, +171mx, with the expected pattern of intensities. 

Bands assignable to +261281m0 and +261281m3(+) are also present in 
the ZEKE spectrum when exciting at the wavenumber of 171m0 (684 
cm− 1), and +261281m1,2,4 bands are assignable when exciting at the 
wavenumber of 171m1. As such, this is evidence that there is an inter-
action between 261281 and 171; this seems clearer from the ZEKE 
spectrum than the 2D-LIF spectrum. Other activity in the ZEKE spectrum 
is present, but definitive evidence for activity from the other posited 
interactions deduced from the 2D-LIF spectrum is elusive, because of the 
overlapping bands and other activity. Thus, it is only by dual consid-
eration of the 2D-LIF and the ZEKE spectra that a more-complete picture 
of the activity in this region of the S1 ← S0 spectrum can be established. 

We finish by noting that we assigned some +251291mx transitions in 
Ref. [3], but we are now less certain of these, and so omit them here. 

4.2. ZEKE spectrum via 171m3(+) 

In the REMPI spectrum shown in Fig. 1, there is a weak band to 
higher wavenumber that is in the correct position to be assigned to 
171m3(+), and there are a few other weak bands to higher wavenumber. 
Owing to the weakness of the bands, we have only recorded a ZEKE 

Fig. 4. ZEKE spectra recorded at the indicated excitation positions across the 171m0,1 region. Key assignments are indicated and discussed further in the text. The 
preceding superscripted “+” is omitted from the assignments to avoid congestion. Each spectrum has been normalized to the most intense band. The colouring of the 
labels and combs is merely for clarity. 
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spectrum via 171m3(+), and this is shown in Fig. 5. Remarkably, there is 
significant structure in this spectrum, with the expected [1–3] Δm = 3 
bands, +171m0 and +171m6(+) being clearly seen and the Δ(v, m) = (0, 0) 
band, +171m3(+) being very weak , and not unambiguously identifiable 
in this spectrum. Interestingly, there is a significant band assignable as 
+261281m0 and a band assignable to +261281m6(+) can also be identified 
to higher wavenumber. These are consistent with a 171m3(+)…261281m3 

(+) interaction in the S1 state, mirroring the 171…261281 interaction. 
Other bands in the ZEKE spectrum are consistent with reasonable as-
signments involving totally-symmetric levels, and so attributed to FC 
activity; however, there are several for which the only possible assign-
ments do not appear to be consistent with the intensity of the bands, and 
those bands are left unassigned in Fig. 5. 

We saw no clear evidence of activity from other 171mx vibtor levels, 
such as 171m2 and 171m4, in the REMPI or 2D-LIF spectra. 

4.3. The 261281 level 

In the LIF spectrum of mFT reported by Okuyama et al. [5] the band 
we observe at 706 cm− 1 was assigned as 121 (denoted ν9b in that work, 
using Wilson notation). As Table 2 shows, and in agreement with com-
ments in Ref. [4], this band is far too low in wavenumber for this 
assignment to be correct, although the value for 121 reported in Ref. [5] 
is close to that calculated (Table 2) and previous IR/Raman values (see 
the tables and discussion in Ref. [11]). 

The main features in the 2D-LIF spectrum, Fig. 6, are at an emission 
wavenumber of 1125 cm− 1 and are concluded to be the Δv = 0 bands. 
Comparison with the spectrum of mDFB in Fig. 1, and the calculated 
vibrational wavenumbers (Table 2) allows the excitation to be 
straightforwardly identified as 261281. From the Δ(v, m) = (0, 0) bands 
and the established value for 281 of 441 cm− 1, a value for 261 of 684 
cm− 1 is obtained, which is in good agreement with the calculated and 
IR/Raman values in Table 2; the value is also reasonably close to 121, 
which is likely the reason for the misassignment of the excitation in 
Ref. [5]. In addition, with the value of 253 cm− 1 for 281, then 261 may 
be derived as 453 cm− 1, in good agreement with the calculated value 
(Table 2). Even though the 171 emission, when exciting 261281 (Fig. 6), 
is weak, the previous subsection discussed some evidence for a 171… 
261281 interaction, and we shall return to this point shortly, when we 
consider the ZEKE spectra. In Fig. 2, it can be seen that when exciting via 
261281m0, we do not see m3(+), and we also do not see bands corre-
sponding to e symmetry torsional levels from 261281m1. These obser-
vations are consistent with the weakness of the 171 emission. 

There is another fairly intense band at (706, 968) cm− 1 in Fig. 6. 
Looking at the activity seen in mDFB (see Fig. 1), we considered (251281, 

251281) and (241281, 241281) as possible assignments, however, neither 
of these agree with the expected band positions for these two bands. 

We then considered a possible assignment for this feature of (251301, 
251301), which would be consistent with the values in Table 2 for both 
the S0 and S1 states. This could arise from inherent activity, or via a 
261281…251301 interaction, but which would be Δv = 4, and so not 
expected to be strong. Also, given that the 251301 band was not active in 
the LIF spectrum of mDFB [6], then it would be surprising if this were so 
prominent in mFT, unless there were an interaction. Also, examining the 
spectrum in more detail, we find that we cannot discern the associated 
vibtor bands that are expected to be associated with the (706, 968) cm− 1 

band, if it were assigned to emission to a vibrational level. Furthermore, 
if the activity arose from an interaction, then this would give rise to two 
eigenstates for m = 0, namely 251301m0…261281m0 and 261281m0… 
251301m0, and a corresponding pair for m = 1. It would then be expected 
for both of the emissions at 968 cm− 1 and 1125 cm− 1 to extend over the 
same excitation range, which is not the case: the 968 cm− 1 emission has 
a narrower extent than the 1125 cm− 1 emission. 

These aspects of the spectrum are what led us to seek another 
assignment involving a vibtor level: since a vibtor transition would be 
consistent with the absence of associated vibtor bands mentioned 
hereinbefore. The appearance and locations of the associated m2 and the 
two m3(+) bands associated with the 1125 cm− 1 emission leads to the 
conclusion that the interacting vibtor level in the S1 state needs to be 
totally symmetric, and so interacts with 261281m0, but not 261281m1. 
We currently favour the assignment of the interacting level as 261291m3 

(+), which is consistent with the 968 cm− 1 emission. That band is at a 
significantly lower excitation wavenumber than expected for 261291m3 

(+), and we currently assume that its interactions with 261281m0 and 
other levels have produced eigenstates in significantly shifted positions – 
some vibration-torsion interactions can be sizeable [4]. 

Although 261281m1 is at the lowest excitation wavenumber, the 
ordering of the other two states is less clear, but the intensities of the 
bands suggest 261291m3(+)…261281m0 is the lower wavenumber 
component of this Δ(v, m) = (2, 3) interaction. Looking at the REMPI 
band profile in Figs. 2 and 3, and comparing this to the appearance of the 
origin band (Fig. 2), it can be seen that the higher wavenumber side of 
the 261281m0,1 feature has an altered shape, and is displaced from the 
expected 261281m0 band position, in line with an m-specific interaction 
involving m = 0. As such, we tentatively assign the S1 levels between 
698 cm− 1 and 709 cm− 1 to: 261281m1, 261291m3(+)…261281m0, and 
261281m0…261291m3(+), in order of increasing wavenumber (see 
Fig. 6). 

We now consider the ZEKE spectra obtained when exciting across the 
excitation region containing the 261281m0,1 bands. These are shown in 

Fig. 5. ZEKE spectrum recorded via 171m3(+). 
Key assignments are indicated and discussed 
further in the text. The preceding superscripted 
“+” is omitted from the assignments to avoid 
congestion. There are several sizeable bands for 
which there are possible assignments, but these 
are troublesome owing to their unexpected in-
tensity; as such, we refrain from indicating these 
at the present time. We have indicated the ex-
pected position for +171m3(+) with a dashed line, 
as there is no definitive band at this position.   
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Fig. 7, where six excitation positions have been employed, scanning 
down to cover the low wavenumber region of the ZEKE spectrum. The 
appearance of the torsional bands +m2, +m4 and +m5 are characteristic of 
an intermediate level that involves m1, and as such support the assign-
ment of the low-wavenumber section of the REMPI band to 261281m1; 
moreover, there are a series of corresponding +261281mx bands 
providing definitive evidence for this. Interestingly, each of the latter 
bands is a doublet, and the other component can be identified as the 
equivalent +151mx band. Although these doublets could all be associated 
with FC activity, we suggest that +151 and +261281 are in Fermi reso-
nance in the cation, and that this occurs for each of the associated vibtor 
levels; this would be reminiscent of the discussed 171…261281 inter-
action in the S1 state. 

For the higher-wavenumber excitations, it can be seen that the 

activity arises from levels associated with m = 0, where +m3(+), can be 
seen at each of the four excitation positions, with +m6(–) and +m6(+) 

bands also sometimes being identified. It is also clear that the +261281m3 

(+) band is more intense on the high-wavenumber end of the band, 
supporting the contribution to the REMPI spectrum here of 261281m0… 
261291m3(+). The intense ZEKE band at 787 cm− 1 may be assigned to 
+261291m0, supporting the involvement of 261291m3(+) to the S1 
eigenstates with the contribution from 261291m3(+)…261281m0 being 
located in the centre of the REMPI band, consistent with the 2D-LIF 
spectrum discussed earlier. The ZEKE band at 802 cm− 1 appears to 
arise from a Fermi resonance in the cation: +261291m0…181291m3(–), 
and its intensity follows that of the 787 cm− 1 band. 

It is also clear that at the higher excitation wavenumbers, we see 
bands that are assignable to +201211m3(+) and +201211m6(+), which 
would be consistent with Y1211m0 activity, even though the corre-
sponding 2D-LIF bands are weak (see Fig. 3). Unambiguous identifica-
tion of the e symmetry +201211mx bands when exciting at the lower 
wavenumbers, where Y1211m1 would be expected, is less straightfor-
ward, owing to the large amount of structure in the spectrum. 

In summary, the strong activity of the +171mx bands, taken together 
with the complementary activity seen when exciting via 171m0,1, is 
highly suggestive of a 171…261281 interaction occurring for both m =
0 and 1 levels, with a further 261281m0…261291m3(+) interaction 
occurring. The evidence for the 171…261281 interaction is much clearer 
in the ZEKE spectra than it is in the 2D-LIF spectra; however, taken 
together, this is persuasive. 

4.4. The 272, 181211 and X1211 levels 

In the LIF spectrum of mFT reported by Okuyama et al. [5] a band at 
746 cm− 1 was assigned as 131 (denoted ν18b in Wilson notation, in that 
work), which we find is at 741 cm− 1. As Table 2 shows, and in agree-
ment with comments in Ref. [4], this band is far too low in wavenumber 
for this assignment to be correct, although the value for 131 reported in 
Ref. [5] is close to the calculated (Table 2) and previous IR/Raman 
values (see tables and discussion in Ref. [11]). 

In the 2D-LIF spectrum in Fig. 8, the most intense features occur 
across a range of emission wavenumbers of 1104–1122 cm− 1 – see the 
inset to Fig. 8. Comparison with the spectrum of mDFB (see Fig. 1), and 
the calculated vibrational wavenumbers (Table 2), allows the main 
excitation to be assigned as 272. The emission band (1114 cm− 1) at 
lower excitation wavenumber is straightforwardly assignable as 272m1, 
but it is noteworthy that there are two such bands to higher excitation 
wavenumber, and the lower of these emission bands (1110 cm− 1) is the 
more intense. In addition, the other band is displaced to slightly higher 
emission wavenumber (1116 cm− 1) than 272m1. As such, we conclude 
that at the higher excitation wavenumber, the lower-wavenumber of the 
two emission bands mainly arises from 272m0, and is moved to lower 
emission wavenumber, owing to an interaction in the S0 state (see inset 
to Fig. 8). Looking at the possibilities for a totally-symmetric vibtor 
level, we identify the interacting level as 191271m3(–) – a Δ(v, m) = (2,3) 
interaction; this then gives rise to the pair of observed bands. Interest-
ingly, a similar pattern of emission bands appears in the range 
1231–1245 cm− 1, which is interpreted as a analogous interaction be-
tween 261271m0 and 191261m3(–) – see Fig. 8. The observed wave-
numbers are consistent with the calculated values (Table 2) and those 
derived from the (261281, 261281) band discussed in the previous 
subsection. 

The REMPI (Fig. 1) or integrated 2D-LIF (Fig. 8) band profiles are 
each different from those of the origin, suggesting that other activity is 
present at this wavenumber, and this is also demonstrated by the 2D-LIF 
spectrum in Fig. 8. Bands associated with 181211 and 191211, are clearly 
seen in the 2D-LIF spectrum, and are unlikely to simply be due to FC 
activity. Comparison with the values in Table 2, together with the 
similarity of the pattern of 2D-LIF bands seen when exciting 181 and X1 – 
see Ref. [2] – makes it clear that these are Δv = 0 bands arising from 

Fig. 6. Section of the 2D-LIF spectrum corresponding to the 261281m0,1 region. 
The intensity scale has been adjusted from that in Fig. 2 to emphasise some of 
the key weaker features. The top trace is the vertically-integrated version of the 
2D-LIF spectrum, with the main excitation assignments shown; these and the 
main emission assignments are discussed further in the text. The colouring of 
the labels is merely for clarity. 
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181211 and X1211 excitations. At around 705 cm− 1, the excitation 
spectra reported in Ref. [2] suggest we should see the Y1211 band also 
whose emission features are at ~736 cm− 1. These are seen to be very 
weak (Fig. 6) although the corresponding ZEKE bands in Fig. 7 are more 
prominent; it may also be that the 181211 and X1211 levels are inter-
acting weakly with 272, and hence gaining some intensity from it. 

Since we did not observe pure torsional emission bands when 
exciting via 261281, we may not expect to see these via 272; however, we 
do see a weak m3(+) band at the corresponding excitation energy (see 
Fig. 2) and so we hypothesise that this arises from activity associated 
with the 181211 and X1211 levels, which are made up of totally- 
symmetric vibrations. We do not see any e symmetry pure torsional 
emission bands arising from 272m1, but these may simply be too weak to 
see. 

ZEKE spectra have been recorded at four positions across the feature 
that includes the 272m0,1 transitions, and these are shown in Fig. 9. It is 
immediately apparent that two of the spectra are associated with the m 
= 1 component, as ascertained from the +m1, +m2, +m4 and +m5 bands, 
while the other two cover m = 0, as ascertained from the +m3(+), +m6(–) 

and +m6(+) bands (with the +m0 band being barely discernible) [1–3]. 
The high-wavenumber region of each spectrum shows the corresponding 
+272mx bands. It is notable in all spectra that there is significant addi-
tional structure than the expected bands, and this is particularly the case 
for those corresponding to m = 1 where there are numerous bands, 
including at low wavenumber. 

As noted, we expect some activity from 181211 and X1211 in this 
region, and indeed bands supporting this activity are present, although 
these are more difficult to identify definitively in the m = 1 case. In 

Fig. 7. ZEKE spectra recorded at the indicated excitation positions across the 261281m0,1 region. Key assignments are indicated and discussed further in the text. The 
preceding superscripted “+” is omitted from the assignments to avoid congestion. Each spectrum has been normalized to the most intense band. The colouring of the 
labels and combs is merely for clarity. 
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previous work on mFT [1–3], pFT [8,17–23], and N-methylpyrrole 
(NMP) [24], we have noted how the low-wavenumber region of ZEKE 
spectra can often give strong hints as to the assignment, since bands 
assignable to torsions, vibrations or vibtors that form part of combina-
tion bands are often seen. The low-wavenumber region of the spectra in 
Fig. 9 suggests that there is little interaction involving the 272m0 level, 
but significant interactions involving 272m1, in line with the activity 
seen in these spectra; identification of explicit interactions in this case 
has not, however, been possible, except the interactions with X1211 and 
181211. As mentioned earlier, the significant change in the torsional 
potential upon ionization causes each contributing level to give rise to a 
number of ZEKE bands and this makes a full assignment “challenging”. 
As such, we have restricted ourselves to highlighting the main contri-
butions, as discussed above and labelled in Fig. 9. 

Finally, we comment on a weak excitation feature at 727 cm− 1 that 
appears in the REMPI spectrum (Fig. 1), as well as in the integrated 2D- 
LIF spectrum (top of Fig. 2) – marked with an obelus in both cases. It can 
be seen from the 2D-LIF spectrum in Fig. 2 that there are some weak 

features associated with this band, for example at (727, 902) cm− 1 and 
(725, 930) cm− 1. A possible, tentative Δ(v, m) = 0 assignment of the first 
feature is (251m5, 251m5), while two possible Δ(v, m) = 0 assignments 
for the second one are (261m7, 261m7) and (201281m3(− ), 201281m3(− )), 
with the transitions involving e symmetry levels that can each gain in-
tensity via interaction with one or more of 272m1, X1211m1, 181211m1, 
which would be Δ(v, m) = (3, 6); while the transition involving the a′

symmetry levels can gain intensity from interacting with one or more of 
272m0, X1211m0, 181211m0, which would be Δ(v, m) = (4, 3). These 
interactions are not expected to be especially strong, in keeping with the 
weak nature of the excitation feature. Other weak features in the REMPI 
and integrated LIF spectra are not considered further here. 

5. Further remarks and conclusions 

In the present work, we have investigated a ~150 cm− 1 region of the 
S1 ← S0 REMPI spectrum of mFT. By recording 2D-LIF and ZEKE spectra, 
we have gained significant insight into the S1 levels that give rise to this 

Fig. 8. Section of the 2D-LIF spectrum corre-
sponding to the 272m0,1 region. The intensity 
scale has been adjusted from that in Fig. 2 to 
emphasise some of the key weaker features. The 
top trace is the vertically-integrated version of 
the 2D-LIF spectrum, with the main excitation 
assignments shown; these and the main emission 
assignments are discussed further in the text. In 
the inset, top right, and expanded view is shown 
of the 272 emission region, indicating the pres-
ence of a Fermi resonance in the S0 state – see text 
for further comment.   
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spectrum; a summary of the transitions discussed are presented in 
Table 3. In addition, these spectra have revealed interactions in the S0 
and D0

+ states. Even with these detailed spectra, it is clear that 
unpicking all of the interactions is complicated, although we feel 
confident that we have identified the main interactions. In the S1 state, 
we have identified that the main m-specific interactions for the 171 level 

are via the m = 1 component, while for 261281, the main interaction is 
via the m = 0 component. Furthermore, there is evidence for a Fermi 
resonance between 171 and 261281 in the S1 state, but this occurs in 
tandem with the 261281m0…261291m3(+) interaction, and other in-
teractions involving 171m1. As a consequence, providing a comprehen-
sive and quantitative picture of the interactions is difficult. The ZEKE 
spectrum of 171m3(+) also supports the 171…261281 Fermi resonance, 
with evidence also presented for the corresponding interaction for the 
vibtor levels: 171m3(+)…261281m3(+). Of course, such interactions are 
expected for all such vibtor levels [4] (in the same way as they would be 
expected for vibrational combinations), and notably will be occurring 
for the corresponding m0 and m1 levels; this means that, to first order, all 
vibtor levels will shift in sync as a result of vibrational interactions, such 
as a Fermi resonance. As a particular example, the ZEKE spectra in Fig. 7 
reveal that there is likely a +151…+261281 interaction that occurs for 
each of the observed vibtors for a particular m value. The caveat to this is 
that any particular vibtor level may also be undergoing additional level- 
specific interactions, of the type identified for torsional and vibtor levels 
by Stewart et al. [4] As one example, we commented on the 
+261291m0…+181291m3(–) interaction seen in the ZEKE spectra pre-
sented in Fig. 7, recorded at the higher excitation wavenumbers. 

To slightly higher wavenumber is the 272 transition, and it is found 
that there are likely some weak Δv = 4 interactions with 181211 and 
X1211 in the S1 state; however, the most significant interaction is 272… 
191271m3(–) in the S0 state, and a corresponding 261271…191261m3(–) 
interaction is also seen. 

We have commented here, and in previous work [2,3], that there are 
complications in the interpretation of the spectra of mFT, with the strong 
cross-activity in the 2D-LIF spectra of 151 and 171, even though these 

Fig. 9. ZEKE spectra recorded at the indicated excitation positions across the 272m0,1 region. Key assignments are indicated and discussed further in the text. The 
preceding superscripted “+” is omitted from the assignments to avoid congestion. Each spectrum has been normalized to the most intense band. The colouring of the 
labels and combs is merely for clarity. 

Table 3 
Summary of transitions.  

Excitation wavenumber/cm− 1 Main contributora 

681 171m1 

682 (212m4/181291m2) 
684 171m0 

685 251m4 

687 241291m0 

702 261281m1 

704 261291m3(+)…261281m0 

706 261281m0…261291m3(+) 

727 (251m5/ 261m7/ 201281m3(-)) 
737 X1211m1 

738 272m1 

740 181211m1/X1211m0 

742 272m0 

745 181211m0 

773 171m3(+) 

795 261281m3(+)  

a Interactions between a number of states of the same symmetry are expected 
and are discussed in the text. Significant interactions in the S1 state are indicated 
by “…”. A solidus (/) indicates overlapping contributions. See Tables 1 and 2 for 
symmetries of vibrational and torsional levels. Tentative assignments are indi-
cated by parentheses. 
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two vibrations are not obviously Duschinsky mixed [3]. We have also 
noted the complications posed by the non-Δ(v, m) = (0, 0) activity that 
occurs upon ionization; this, coupled with the various interactions in the 
S1 state leads to some ZEKE spectra showing a cornucopia of activity, 
and some 2D-LIF spectra also show a range of weaker activity. Consid-
ering also that various other higher-order interactions are likely occur-
ring, is it probably a fruitless task to try and assign every weak band in 
the spectra. Taking this pragmatic view, we have tried to restrict our-
selves to reporting the main interactions, while giving a flavour of the 
more-complicated underlying picture. 

We highlight that the region of the excitation spectrum considered 
here corresponds to relatively low internal energies, and so the 
complexity is quite surprising, particularly as the density of states is still 
quite low [3], probably only a few levels per cm− 1 at most. However, the 
lower symmetry of mFT compared to other molecules, such as pDFB 
[18,25] pFT [8,16–23] and NMP [24] gives more possibilities for 
interaction, especially those corresponding to odd-m vibtor levels, which 
all have the same e symmetry in the G6 MSG [3]. Although only limited 
wavenumber region of the excitation spectrum of the m-chlorotoluene 
molecule have been studied [2,26], evidence for such interactions were 
also seen in that molecule. The serendipitous nature of IVR at low 
wavenumber was discussed in Ref. [18] in relation to para-disubstituted 
benzenes, and the present results, in tandem with those in Refs. [1–3], 
particularly the latter, confirm that this is also the case in mFT. 

In summary, even at the low internal energy considered herein, a 
rather complicated picture of interacting levels emerges. However, a 
great deal of insight is possible using a partnership of fluorescence and 
ionization spectroscopies. Of course, for the vast majority of larger (bio) 
molecules, the symmetry will drop further, opening up more coupling 
routes. 
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10. Torsions of N-methylpyrrole and its

cation

Abstract: “Torsional levels in N-methylpyrrole are investigated in the ground (S0)

and first excited (S1) neutral states using two-dimensional laser-induced fluorescence

(2D-LIF), and in the ground state cation (D0
+) using zero-electron-kinetic-energy

(ZEKE) spectroscopy. The ZEKE spectra confirm the largely Rydberg nature of the

S1 state. The activity seen in both the 2D-LIF and ZEKE spectra are indicative of

vibronic (including torsional) interactions and torsional potentials in the three

electronic states are deduced, and are consistent with calculated geometries. The

adiabatic ionization energy of N-methylpyrrole is derived as 64250 ± 5 cm−1.”

Authors: Alexander R. Davies, David J. Kemp and Timothy G. Wright.

Submitted to: Chemical Physics Letters, 3rd November 2020

Published: 7th December 2020

Reference: A. R. Davies, D. J. Kemp and T. G. Wright, Chem. Phys. Lett., 2020,

763, 138227.

DOI: 10.1016/j.cplett.2020.138227

Summary: In this paper, we publish the first 2D-LIF spectrum of the torsional

region of N-methylpyrrole, and from this determine that there is a change in the

conformation of the methyl group between the S0 and S1 states by observing a

reversal in the energy ordering of the 151m3(+) and 151m3(-) vibtor absorptions and

their corresponding emissions (see the 2D-LIF spectrum, Figure 3). While we could

not directly observe the Δ(v, m) = 0 bands for the torsions themselves, owing to these

being very weak transitions in an unfavourable region in the laser dye, the

observation of various strong vibtor transitions allows us to glean some vibrational

wavenumbers for the ground state as well as a deduction of the change in geometry.

Furthermore, we also present ZEKE spectra via the torsional levels for the first time

and note that these are perfectly in line with the S1 state of NMP being a 3s Rydberg-

state in the FC region. These show highly diagonal FCFs, with the Δm = 0 band
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being the strongest, with a weak +m0 or +m1 band, dependent on the symmetry of the

torsion excited, allowing the determination of the AIE, which is derived as 64250 ± 5

cm-1. From the ZEKE spectra, we determine vibrational wavenumbers for +m2, +m3(+),

+m3(-) and +m4, relative to +m0 or +m1, noting these wavenumbers are almost identical

to the corresponding torsional wavenumbers in the S1 state. Furthermore, it is also

deduced that the methyl rotor conformation is the same in D0
+ as it is in S1. From

these experimental observations and quantum chemical calculations, it was possible

to determine values of F, the effective rotational constant, and the V6 parameter.

[Noting the latter is only the effective V6 parameter as it is solely based on the

observed splitting of the m = 3(+) and m = 3(-) levels. Additionally, the V6 value in

the S0 state is given as a range as it was not possible to observe m = 3(+) and 3(-)

directly.]

Contributions: The 2D-LIF spectrum was collected by myself. The ZEKE spectra

were collected by myself, alongside DJK. Quantum chemical calculations were

conducted by myself, with the initial calculations by DJK; all figures were made by

myself. TGW calculated the values of F for each state. The analysis of the data was a

collaboration between myself and TGW. Furthermore, all figures were created by

myself. I also read and commented on multiple versions of the manuscript, and

discussed and helped implement reviewers’ comments to the final version of the

paper. This paper was selected as an Editor’s Choice Article, based on the highly

favourable referee reviews and being recognised as being a ‘significant contribution

to the field’, with our graphical abstract being featured on the front cover of this

issue of Chem. Phys. Lett.

Reproduced from Chem. Phys. Lett., 2020, 763, 138277, as permitted by Elsevier.
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A B S T R A C T   

Torsional levels in N-methylpyrrole are investigated in the ground (S0) and first excited (S1) neutral states using 
two-dimensional laser-induced fluorescence (2D-LIF), and in the ground state cation (D0

+) using zero-electron- 
kinetic-energy (ZEKE) spectroscopy. The ZEKE spectra confirm the largely Rydberg nature of the S1 state. The 
activity seen in both the 2D-LIF and ZEKE spectra are indicative of vibronic (including torsional) interactions and 
torsional potentials in the three electronic states are deduced, and are consistent with calculated geometries. The 
adiabatic ionization energy of N-methylpyrrole is derived as 64250 ± 5 cm− 1.   

1. Introduction 

Pyrroles, including N-methylpyrroles, are key building blocks of 
many biomolecules, medicines [1,2] and molecular wires [3]. As such, 
an understanding their energy-level structure underpins their photo-
physics and photodynamics. N-methylpyrrole (NMP), has been the 
subject of a number of spectroscopic and photodissociation studies. 

The absorption spectrum at ambient temperature has been reported 
by Milazzo [4], McDiarmid and Xing [5], and Cooper et al. [6]. Spectra 
of supersonic-jet-cooled molecules have been presented by McDiarmid 
and Xing [5], Philis [7,8] and Biswas et al. [9]. A theoretical study of the 
torsional levels in NMP was published by Kanamaru [10], although we 
shall question the conclusions of that work. In addition, the photody-
namics of NMP have been the subject of a number of studies [11–15]. 

The low-lying electronic states of NMP are interesting, with occupied 
orbitals that are mixtures of valence and Rydberg-character. Initially 
treating the methyl group as a point mass, the point group symmetry is 
C2v and the ground electronic state configuration may be written as … 
a1

2b1
2a2

2, where the a1 symmetry orbital is σ bonding, and the two 
outermost occupied orbitals are π bonding. At the S0 optimized geom-
etry, the lowest lying electronic states are largely Rydberg-like, and are 
formed following vertical excitations from the two outermost orbitals 
into these. Here, we locate the pyrrolyl ring in the yz–plane, with the 
N–CH3 bond lying along the z–axis, then the symmetry of the Rydberg 
states are 3s (a1), 3px (b1), 3py (b2) and 3pz (a1). We shall come back to 
these later, but here we note that the lowest-energy vertical excitation is 
the 3s ← a2 excitation, yielding the S1 

1A2 first excited state; the highest 

occupied orbital in the S1 state evolves from 3s character in the Franck- 
Condon region, to σ* character at extended N–CH3 bond lengths [14]. 
Accessing this state is electronically forbidden in a one-photon transi-
tion, although it has been seen in two-photon transitions in some of the 
above-cited work; as such, the activity seen in the one-photon spectrum 
arises from vibronic interactions. 

The main focus of the present work will be the torsional levels in the 
S0, S1 and D0

+ electronic states. The torsional levels in the S1 state have 
been assigned on the basis of activity seen in the resonance-enhanced 
multiphoton ionization (REMPI) spectrum of internally cold NMP by 
Philis [7]; further, the observation of hot-band structure also allowed 
information on the S0 state to be obtained; we shall compare our results 
to those. For the first time, we shall also present zero-electron-kinetic 
energy (ZEKE) spectra using S1 torsional levels as intermediates, 
allowing the torsional levels in the cation to be investigated. 

2. Experimental 

The REMPI/ZEKE [16] and 2D-LIF [17] apparatuses are the same as 
those employed recently. In both experiments, a free-jet expansion of 
NMP (Sigma-Aldrich, 99% purity) in 2 bar Ar was employed. 

For the 2D-LIF spectra, the free-jet expansion was intersected at X/D 
~ 20 by the frequency-doubled output of a single dye laser (Sirah 
CobraStretch), operating with Coumarin 480 and pumped with the third 
harmonic of a Surelite III Nd:YAG laser. The fluorescence was collected, 
collimated, and focused onto the entrance slits of a 1.5 m Czerny-Turner 
spectrometer (Sciencetech 9150) operating in single-pass mode, 
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dispersed by a 3600 groove/mm grating, allowing ~ 300 cm− 1 windows 
of the dispersed fluorescence to be collected by a CCD camera (Andor 
iStar DH334T). At a fixed grating angle of the spectrometer, the exci-
tation laser was scanned, and at each excitation wavenumber the camera 
image was accumulated for 2000 laser shots. This allowed a plot to be 
produced of fluorescence intensity versus both the excitation laser 
wavenumber and the wavenumber of the emitted and dispersed fluo-
rescence, termed a 2D-LIF spectrum [18,19]. 

For the REMPI and ZEKE spectra of NMP, the focused outputs of two 
dye lasers (Sirah CobraStretch) were overlapped spatially and tempo-
rally, and passed through a vacuum chamber coaxially and counter-
propagating, where they intersected the free-jet expansion. The 
excitation laser operated with Coumarin 480 and was pumped with the 
third harmonic (355 nm) of a Surelite III Nd:YAG laser and was fre-
quency doubled while the ionization laser operated with Coumarin 440, 
pumped with the third harmonic (355 nm) of a Surelite I Nd:YAG laser, 
and was undoubled. The jet expansion passed between two biased 
electrical grids located in the extraction region of a time-of-flight mass 
spectrometer, which was employed in the REMPI experiments. These 
grids were also used in the ZEKE experiments by application of pulsed 
voltages, giving typical fields of ~ 10 V cm− 1, after a delay of up to 2 μs; 
this delay was minimized while avoiding the introduction of excess 

noise from the prompt electron signal. The resulting ZEKE bands had 
widths of ~ 5–7 cm− 1. Electron and ion signals were recorded on 
separate sets of microchannel plates. 

3. Results and discussion 

3.1. Overview 

In Fig. 1 we show the (1 + 1) REMPI spectrum of NMP over the first 
~ 1000 cm− 1; the origin transition is located at 41193 cm− 1 (Ref. [15]). 
Here we concentrate on the 0–120 cm− 1 wavenumber region, which is 
shown as an expanded trace. There are four cold bands in this region, 
which are assigned to transitions involving torsional levels. The (2 + 2) 
spectrum is also shown in Fig. 1, and although this is somewhat power 
broadened, as with other published versions of this [9,15], it does allow 
the origin to be seen, as well as different vibrational structure to the (1 +
1) spectrum. 

The torsional levels are described by the m quantum number, which 
is signed. Levels with |m| ∕= 3n (n = 0, 1, 2…) are degenerate for a 
molecule that belongs to the G12 molecular symmetry group (MSG), 
while levels with |m| = 3n are non-degenerate, forming linear combi-
nations for n ∕= 0; the m = 0 level is singly degenerate. The splitting of the 

(1+1) REMPI
(2+2) REMPI

0 200 400 600 800 1000
Wavenumber relative to S1 origin / cm-1

Wavenumber relative to S1 origin / cm-1

x9

m2 m4
m3(-)

m3(+)

0 20 40 60 80 100 120

Fig. 1. Black trace: (1 + 1) REMPI spectrum of NMP; grey trace (2 + 2) REMPI spectrum of NMP; full assignments will be presented in a forthcoming publication 
[29]. The origin transition is located at 41193 cm− 1 (Ref. 15). An expansion of the low-wavenumber region of the (1 + 1) REMPI spectrum of NMP is also shown, 
which includes the torsional transitions. Assignments are discussed in the text. 
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|m| = 3n (n ∕= 0) levels occurs as a result of hindered rotation, caused by 
a torsional potential characterized by a parameter V6. For example, the 
m = +3 and –3 levels, form combinations that are denoted 3(+) and 3 
(–), with their relative energy ordering determined by the sign of V6, 
which arises from the minimum energy geometry. For geometries where 
the methyl group is eclipsed, with a C–H bond of the methyl group in the 
same plane as the pyrrolyl ring, V6 is positive; while for a staggered 
geometry, where one of the methyl C–H bonds is perpendicular to the 
pyrrolyl ring, V6 is negative. 

As is well known, nuclear spin and symmetry considerations mean 
that it is not possible to cool the m = 1 torsional population into the m =
0 level, and hence under the jet-cooled conditions employed herein, 
both levels have roughly equal populations. As a consequence, transi-
tions can occur from either the m = 0 or m = 1 level of the S0 zero-point 
vibrational level. Since the separations of these two levels are very 
similar in the S1 and S0 electronic states, then the m0 and m1 bands are 
essentially coincident in the REMPI spectrum, and this will be true for all 
vibrational bands. (We will often refer to a level using the notation of a 
transition, e.g. a transition to S1 m = 0 will be given by m0; furthermore, 
we shall generally omit the initial level when designating a transition – 
with transitions to m = 3n originating from the S0 m = 0 level, and those 
for m ∕= 3n originating from S0 m = 1 – subscripts refer to the S0 state, 
superscripts to the S1 state, and for cationic levels we use a pre- 
superscripted “+”.) 

In Fig. 2, we show the low wavenumber region of the ZEKE spectra 
recorded via the four torsional levels in S1 accessed via cold S1 ← S0 
transitions. If the torsional potentials are very similar in the two elec-
tronic states, then we generally expect transitions that involve Δm = 0 to 

be the most intense, with Δm = 3 transitions possible, but expected to be 
much weaker; and the spectra clearly demonstrate this. From these ZEKE 
spectra, we can deduce the positions of the +m0, +m1, +m2, +m3(+), +m3 

(–) and +m4 levels. Note that, although the identification of the m2 and m4 

bands in the REMPI spectrum are unambiguous, this is not the case for 
the m3(+) and m3(–) bands, which will be discussed below, although we 
can deduce that the ordering is the same in the S1 and D0

+ states. 
In Fig. 3, we present a 2D-LIF spectrum recorded over the region of 

the S1 torsional levels, with the lowest excitation band only partially 
scanned. At the top of the 2D-LIF spectrum, we show the corresponding 
section of the REMPI spectrum from Fig. 1, to indicate the excitation 
positions. Note that we have omitted the regions of the emission below 
~ 60 cm− 1, where the Δm = 0 bands would be expected, as no features 
were discernible, suggesting that these are weak. We can see, however, 
emission bands to S0 vibtor levels, and we see clear vibtor bands asso-
ciated with several S0 vibrational levels. 

Again, the ordering of the S1 m3(+) and m3(–) levels is not immediately 
clear, but we can deduce that the ordering is reversed between the S0 
and S1 states, from the intensities of the emission bands in Fig. 3. 

3.2. Assignments and discussion 

We shall now switch the symmetry labels to those of the G12 MSG. 
(The correspondence between G12 and C2v labels is given in Table 1.) We 
have noted in the above that electronic excitations and ionizations of a 
molecule that belongs to the G12 MSG generally obey a Δm = 0 selection 
rule. When referring to vibrations, we shall use a revised numbering 
based on the ring vibrations [29], but the correspondence to the 
numbering employed in the work of Biswas et al. [9] is given in Table 2 
for selected vibrations. 

The REMPI spectrum for the S1 ← S0 transition corresponds to a 
A 1A2

′ ← X 1A1
′ transition. The pure electronic transition is forbidden 

for a one-photon absorption, and hence the electronic origin does not 
appear in the (1 + 1) REMPI spectrum; furthermore, the torsional 
activity is expected to correspond to that which is facilitated by vibronic 
(Herzberg-Teller) coupling. 

Philis [7] has given assignments of the four features in the expanded 
region of the (1 + 1) REMPI spectrum in Fig. 1. We note that Kanamaru 
[10] has put forward a reinterpretation of the torsional transitions seen 
in Philis’s work [7]; however, almost all of the proposed transitions are 
symmetry forbidden, and so we do not concur with this reassignment. 
We will conclude that the assignments given by Philis [7] are correct on 
the basis of the 2D-LIF and ZEKE spectra discussed herein. 

In commenting on the torsional activity seen in the REMPI spectrum, 
we note that the missing electronic origin corresponds to the absence of 
both m0 and m1 transitions, which would be almost completely over-
lapped, since the effective rotational constant for CH3 torsional motion 
is very similar in the two electronic states. As the one-photon S1 ← S0 
transition is forbidden, the present bands must arise from a form of 
vibronic coupling which encompasses the torsional levels. (We gener-
alize the use of the term “vibronic” to cover vibration-electronic, tor-
sion-electronic and vibration-torsion-electronic interactions.) There has 
been some slight confusion in discussing the vibrations and vibronic 
coupling in NMP, owing to different axis systems being employed, with 
the molecule having been located in the yz– and xz–planes (and perhaps 
both, on occasion!). In the present work, the pyrrolyl ring is located in 
the yz–plane throughout. 

Wu et al. [14] have studied the low-lying states of NMP to explain 
observed photodynamics. The electronically-excited states of NMP are 
interesting, since they exhibit both Rydberg and valence character. 
Briefly, the ground electronic state of NMP is …(a2

′′)2(a2
′)2, with the 

HOMO–1 and HOMO orbitals corresponding to π orbitals. The lowest 
electronically-excited states are formed following excitation of electrons 
from these two orbitals into orbitals that are mostly Rydberg in char-
acter in the Franck-Condon region. The lowest Rydberg orbitals are 3s 
and 3px, y, z and the HOMO–HOMO-1 energy gap is quite similar to the 

Wavenumber relative to D0
+ origin / cm-1

a) via m2

00 + 18 cm-1

d) via m4

00 + 79 cm-1

b) via m3(+)

00 + 46 cm-1

c) via m3(-)

00 + 53 cm-1

+m1 +m2

+m0

+m3(+)

+m0

+m3(-)

+m1

+m4

0 200 400

Fig. 2. ZEKE spectra via the S1 torsional levels of NMP. Assignments are dis-
cussed in the text. The band positions relative to the +m0 or +m1 band positions 
are: +m2 (15 cm− 1); +m3(+) (46 cm− 1); +m3(–) (51 cm− 1); and +m4 (77 cm− 1). 
Derived F and V6 values are given in Table 3. 
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3s–3p energy gap. It was found [14] that the S1 
1A2

′ state was the lowest 
in energy, and it is energetically well-separated from any higher states 
(by ~ 0.4 eV), while the states that arose from the 3px, y, z ← a2

′ and 3s 
← a2

′′ excitations all lay within a 0.5 eV window, when considering 
vertical excitations. The main character of these states and the oscillator 
strengths were also given for the transitions from the ground state. The 
S2 state was calculated to arise mainly from the 3s ← a2

′′ excitation 
(yielding a 1A2

′′ state), while the S3–S5 states arose mainly from the 3px, 

y, z ← a2
′ excitations. Since the 3px, y, z orbitals have respective sym-

metries a2
′′, a1

′′ and a1
′, then the resulting respective Rydberg states are 

1A1
′′, 1A2

′′ and 1A2
′. (These correspond to the S5, S3 and S4 states given in 

Ref. [14], respectively, but note that the symmetry for the S5 state given 
therein is incorrect – this should be B2 in C2v symmetry, not A1 as given.) 
The S2 and S3 states were calculated to be closest in wavenumber to the 
S1 state, and vibronic coupling would be expected to induce activity for 
transitions that involved torsional/vibrational levels of a1

′′ symmetry. 
On the other hand, the S5 state has an oscillator strength three times 
higher and is only 0.2 eV further removed in energy and this would be 
expected to induce activity for transitions that involved torsional/ 
vibrational levels of a2

′′ symmetry. Thus, interactions between S1 and 
the 1A2

′′ and 1A1
′′ states can be used to rationalize the appearance of the 

m3(+) and m3(–) transitions, respectively – see below. 
The symmetry arguments presented in the preceding paragraph refer 

to the m = 0 level of the interacting electronic state, however, similar 
arguments hold for the m = 1 level, which has e′ vibronic symmetry for 
the S2, S3 and S5 states. This means torsional (or vibtor) levels of the S1 
state of e′ symmetry can have intensity induced through vibronic 
coupling, and this explains the appearance of the m2 and m4 transitions, 
as well as the absence of m1 and m5. We comment that the S4 state cannot 
induce any activity, since transitions to it are also one-photon forbidden. 
Finally, the S6 state of Ref. [14], arising largely from a 3px ← a2

′′
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Fig. 3. 2D-LIF spectrum spanning the S1 ← S0 exci-
tation region corresponding to the torsions. The origin 
transition is located at 41193 cm− 1 (Ref. 15). Note 
that the m2 level is only partially only partially shown, 
though it is expected from the band profiles in the 
REMPI trace (shown at the top of the figure) that the 
full band profile of the emissions from m2 will closely 
resemble those from m4. Assignments are discussed in 
the text. The lower-wavenumber emission region 
extending to the origin has not been included as no 
discernible features were seen.   

Table 1 
Correspondence of the C2v point group symmetry classes with those of the G12 
molecular symmetry group. Also indicated are the symmetries of the Pi vibra-
tions and the different pure torsional levels.a.  

C2v G12 Pi
b m 

a1 a1
′ P1–9 0, 6(+) 

a2 a2
′ P10–12 6(–) 

b1 a2
′′ P13–16 3(–) 

b2 a1
′′ P17–24 3(+)  

e′ 2, 4  
e′′ 1, 5  

a Symmetries of vibtor levels can be obtained by combining the vibrational 
symmetry (in G12) with those of the pure torsional level, using the D3h point 
group direct product table. 

b The Pi vibrational labels will be described in a forthcoming publication [29]. 

Table 2 
Correspondence between the vibrational numbers used in the present work with 
those of Biswas et al. [9].  

G12 (C2v) 
symmetry 

Vibration numbering (present 
work)29 

Vibrational numbering 
(Ref. 9) 

a1
′ (a1) 6 8 

a2
′′ (b1) 13 19  

14 20  
15 21  
16 22 

a1
′′ (b2) 23 32  
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excitation, is an 1A1
′ state, and so could induce activity in transitions to 

the S1 state involving torsion/vibrational levels of a2
′ symmetry, which 

would include m6(–), but this would be expected to be weak, as the S1 and 
S6 states are ~0.8 eV apart, and also the oscillator strength for the latter 
electronic state is fairly low. A very strong band at ~ 184 cm− 1 in the 
REMPI spectrum (see Fig. 1) was initially hypothesised to be the m6(–) 

transition [7], but this assignment was revised in a later publication [9] 
– we shall comment on this further in due course [29]. 

We now address the ordering of the m = 3(+) and m = 3(–) levels in 
the three electronic states. We have plotted the variation of the energies 
of the m levels with V6 in Fig. 4. (Note that the ordering of the m = 3n 
levels in Fig. 4 is the reverse of that in Ref. [20].) We have already noted 
that the ordering is the same for the S1 and D0

+ states, but the reverse for 
the S0 state. To establish the ordering, we have optimized the geometry 
of NMP in each of the three electronic states, and the optimized geom-
etries are shown in Fig. 5; Gaussian 16 [21] was used for these calcu-
lations, with the level of theory and basis set shown. It is clear that the S0 
state is staggered, and both the S1 and D0

+ states are eclipsed. On this 
basis, the V6 parameter is negative for the S0 state and positive for the S1 
and D0

+ states, consistent with the intensities in the 2D-LIF spectrum 
(Fig. 3). This conclusion for the S0 and S1 states agree with the values 
deduced by Philis on the basis of hot and cold torsional transitions [7]. 
The ordering of the m = 3(+) and 3(–) levels in the three states is thus 
established and are labelled appropriately in Figs. 1–3. The concurrence 
of the ordering in the S1 and D0

+ states is unsurprising, since the S1 state 
is largely of 3s Rydberg character close to the Franck-Condon region, 

with its ionic core being the D0
+ state; this is further confirmed by the 

largely diagonal nature of the torsional transitions during the ionization 
(see Fig. 2). It is interesting to note that the m3(+) transition more intense 
than m3(–). This can gain intensity from 1A2

′′ ← S0 transitions, and there 
are two such transitions close to the S1

1A2
′ state [14]. Further, the m3(–) 

transition is more intense than it appears in similar spectra of substituted 
benzenes [20,23], where its intensity arises from rotation-torsion 
coupling, (which is temperature dependent), since it cannot be vibron-
ically induced. Here, this transition can gain intensity vibronically from 
a 1A1

′′ ← S0 transition, which (once the correct symmetry is noted), 
corresponds to the strongest transition calculated in Ref. [14]. This then 
explains why both the m3(+) and m3(–) transitions are observed. That the 
former is the more intense, presumably arises from the fact that there are 
two transitions from which to steal intensity, and these are energetically 
closest to the S1 state; these two factors must outweigh the higher 
oscillator strength of the slightly higher-energy 1A1

′′ ← S0 transition. 
With regard to the magnitude of V6, values of –45 cm− 1 and 17 cm− 1 

have been deduced by Philis [7] for the S0 and S1 states, respectively; 
these gave a reasonable agreement with the observed line positions, 
with the former value agreeing with a microwave study [22]. We have 
calculated the effective rotational constant, F, using the optimized ge-
ometries in Fig. 5, and deduced the V6 parameter from the positions of 
the m = 3(+) and m = 3(–) bands in the appropriate spectra. These 
values are given in Table 3, and for the S0 and S1 states agree well with 
those of Philis [7]. Caution is merited, however, since Lawrance and 
coworkers have shown that vibration-torsion interactions can affect the 
deduced V6 (and F) values [23,24], and so without further analysis, the 
present V6 values must be viewed as being “effective” values. We note 
here that for the D0

+ state, very similar potential parameters as the S1 
state provide satisfactory agreement with the observed ZEKE band po-
sitions, which is not unexpected as the S1 state is Rydberg-like in the 
Franck-Condon region. For both the S1 and D0

+ states there is a low-lying 
a2

′′ symmetry vibration (161 at ca. 200 cm− 1) lying above the m = 3(+) 
and m = 3(–) levels [29], with the latter level the higher. Comparing this 
situation to that of pFT (see Figure 6 of Ref. [23]), we can expect 
vibration-torsion interactions to push the m = 3(–) level down towards 
the m = 3(+) level, with the latter remaining in approximately the same 
position; thus, the V6 values in the S1 and D0

+ states are expected to be 
lower bounds to the true value. The opposite situation holds in the S0 
state, where the 3(–) level is the lower, so here the V6 value is expected 
to be an upper bound. 

The observation of the +m0 band in the ZEKE spectra (Fig. 2) allows 
the adiabatic ionization energy (AIE) to be deduced. This value is 64250 
± 5 cm− 1 (7.9660 ± 0.0006 eV), which compares well with previous 
experimental values of 7.94 ± 0.02 eV [6] and 7.95 ± 0.05 eV [25]. 
Although we have no explanation why, we comment that we do not 
observe Δm = +3 bands in the ZEKE spectrum, only Δm = –3 bands, 
even though both symmetry-forbidden bands can be induced by vibronic 
coupling in the cation/high-lying Rydberg states, or by intrachannel 
coupling [26]. 

Going back to the 2D-LIF spectrum in Fig. 3, we have noted that we 
do not see emission to the torsional levels in S0, only to vibtor levels. 
These are assigned based on previous IR/Raman values [27,28] (see also 
Ref. [9]) and further fluorescence spectra to be published [29]. They are 
consistent with a value of V6 in S0 in the range –40 cm− 1 to –45 cm− 1, 
with the caveat that the vibtor levels are likely to be interacting. We 
particularly note the three bands to low emission wavenumber. The 236 
and 259 cm− 1 bands are in the correct position to be 161m3(–) and 161m3 

(+), respectively. The (46, 172) cm− 1 band is difficult to assign, since it is 
not in the correct position for any calculated torsional level, and is lower 
than any vibrational wavenumber for the S0 state. The only plausible 
explanation is that it arises from m6(+) or m6(–), which are perhaps 
interacting with one of the 161m3(–) and 161m3(+) levels, respectively; 
however, without a full analysis of the vibration-torsion interaction, this 
remains speculative. 

Fig. 4. Variation of the energies of the m levels for different values of V6. Notice 
the switch in ordering of the m = 3n (n = 1, 2) levels with the sign of V6. V6 is 
positive for the eclipsed confirmation (S1 and D0

+) states, and negative for the 
staggered conformation (S0) – see Fig. 5. For this plot, the torsional angle is 
taken as zero for the eclipsed conformation, and the effective torsional rota-
tional constant was taken as 5.3 cm− 1. (Note that the ordering of the m = 3(+) 
and 3(–) levels is the reverse of that shown in Ref. 20.) 
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4. Conclusions 

It has been established that the torsional levels in the NMP cation are 
almost identical to those in the S1 state, and that the Δm = 0 propensity 
rule is closely followed, confirming that the latter is Rydberg-like in the 
Franck-Condon region. The observation of some Δm = ±3 transitions 
allows the accessing of the +m0 level in the ZEKE spectra, and this allows 
the AIE to be established as 64250 ± 5 cm− 1. The 2D-LIF spectrum 
confirms the S1 state assignments and activity involving several ground 
state vibrations is observed. Furthermore, the observed (and unob-
served) torsional activity has been rationalized both in terms of the 
calculated geometries, and via the vibronic interactions. 

In future work, a wide-ranging analysis of the S0, S1 and D0
+ energy 

levels will be presented in a combined fluorescence and ZEKE study 
[29]. 
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N-Methylpyrrole - S0
B3LYP / aug-cc-pVTZ
Geometry: staggered

N-Methylpyrrole - S1
TD-B3LYP / aug-cc-pVTZ

Geometry: eclipsed

N-Methylpyrrole - D0
+

U-B3LYP / aug-cc-pVTZ
Geometry: eclipsed
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1.079 Å 1.079 Å

1.092 Å

1.092 Å

Fig. 5. Optimized geometries of NMP and its cation, at the indicated levels of theory. Note that the methyl group of the S0 state has an optimized staggered geometry, 
while the methyl group of the S1 and D0

+ states are both eclipsed, with respect to the pyrrolyl ring. These geometries were ascertained as minima by calculating the 
vibrational wavenumbers, which were all real – these will be discussed further in later work [29]. 

Table 3 
Calculated F and experimental V6 values (cm− 1) in the S0, S1 and D0

+ statesa.  

m S0 S1 D0
+

F 5.39 5.27 5.35 
V6 –(40–45)b 14 10 

a The F values used here have been calculated from the optimized geometries 
presented in Fig. 5. The V6 values are effective values (see text), and merely 
reproduce the spacing between the m = 3(+) and m = 3(–) states, with the 
appropriate sign. In the S0 state, we have not observed the torsional levels 
themselves, but do see vibtor levels for different vibrations. The vibtor spacings 
could be affected by vibration-induced changes to the torsional potential and/or 
interactions between levels. 

b Values vary slightly for vibtor levels associated with different vibrations – 
see Ref. 20 for a comment on vibration-modified torsional potentials. 
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11. Vibrations of pyrrole, N-substituted

pyrroles, and their cations

Abstract: “The vibrations of pyrrole, N-deuteropyrrole, N-fluoropyrrole, N-

aminopyrrole and N-methylpyrrole are studied. The evolution of the vibrational

wavenumbers of pyrrole is examined, as the mass of the nitrogen-bonded hydrogen

atom is artificially increased. It is found that some vibrations are very sensitive to the

mass of the substituent bonded to the nitrogen, and this can be viewed as vibrations

mixing as that mass increases; however, these mixings stablilize by the time a mass

of 14 mu is reached. A consistent numbering scheme for the ring-localized vibrations

of N-substituted pyrroles is then put forward. A discussion of the vibrations of the

cations of pyrrole and N-substituted pyrroles is then presented. Calculated vibrational

wavenumbers are compared to experimental ones for pyrrole, N-deuteropyrrole

and N-methylpyrrole, as well as the pyrrole cation.”
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Summary: In this paper, we propose a labelling system for the ring-localised

vibrations, based on the similar schemes proposed by Wright et al.158,163,164,207 for

substituted benzenes, which we denote the Pi labels. This labelling scheme is based

on the forms of the vibrations of an N-substituted pyrrole, treating any vibrations of

the substituent independently; this approach has been shown to resolve numerous

flaws with the commonplace Wilson139/Varsányi160,161 and Mulliken162/Herzberg123

schemes for substituted benzene molecules. Despite this, we note the proposed

labelling scheme is exclusive of unsubstituted pyrrole as comparisons of its

vibrations cannot be made easily to those of N-substituted species, owing to
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significant changes in the forms of the vibrations largely arising from the change in

mass of the N-bonded atom (or group) between pyrrole and various N-substituted

pyrroles. Additionally, this scheme excludes other species, such as 2- or 3-substituted

pyrroles as, again, the forms of the vibrations are expected to change significantly

from those of the N-substituted pyrroles.

Herein, we calculate the vibrational frequencies and forms of the vibrational modes

explicitly for the N-substituted species, taking into account both mass and electronic

effects, as well as calculating the forms and frequencies of the vibrational modes of

pyrrole while artificially increasing the mass of the N-bonded hydrogen atom

(retaining the pyrrole force field). These sets of calculations allow the separation of

mass and electronic effects, and we also consider the Duschinsky effect to identify

any vibrational mixing that may occur between the neutral and cationic ground

states. Here, we find that, even for normal modes which induce a significant

displacement of the substituent, the forms of the vibrations have largely settled down

by a substituent mass of approximately 14 mu, which is below the mass of a fluorine

atom, and so justify the use of NFP as the basis for this scheme. We expect this to be

a consistent, general-purpose scheme for labelling the ring-localised vibrations of N-

substituted pyrroles and use this scheme as a basis for all our other work on NMP.

We found that certain extreme cases (such as in N-aminopyrrole+) may lead to two

vibrations becoming heavily mixed versions of more than one NFP S0 vibration,

therefore it becomes difficult to assign a Pi label, but stress we expect these cases to

be in a small minority.

Contributions: All quantum chemical calculations were conducted by myself, with

the exception of the initial calculations on NMP, which were conducted by DJK. All

figures were created by myself with input from TGW. Analysis was conducted by

myself and TGW. Furthermore, I read and commented on multiple versions of the

manuscript, and discussed and helped implement reviewers’ comments to the final

version of the paper.
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1. Introduction

Pyrroles are key building blocks of many biomolecules and
medicines [1,2], and can also be used in the formation of molecular
wires [3]. There are various N-substituted pyrroles, but here we
focus on N-deuteropyrrole (NDP), N-aminopyrrole (NAP), N-
methypyrrole (NMP), and N-fluoropyrrole (NFP), in our analysis
of the vibrations.

A compilation of the vibrational wavenumbers of ground state
pyrrole (Pyr) from liquid/solution studies has been given by Scott
[4]. More precise information on ground state vibrations would
be obtained from dispersed fluorescence (DF) studies; however,
these are hampered by the rapid dissociation of the excited elec-
tronic states of pyrrole following photoexcitation [5]. Further, we
examine Pyr+ and compare with the results of one-photon zero-
electron-kinetic-energy (ZEKE) spectra of Pyr [6]. Although infra-
red spectroscopy has been used to study complexes of Pyr+, these
have focused on the NAH stretching region [7]. Vibrational
wavenumbers have been reported for the ground state of NDP
[4], but we are unaware of any values for the cation.

There has been little work on NAP to date, with the calculated
geometry and harmonic vibrational wavenumbers published,
albeit at a low level of theory [8].

There have been several early studies on the vibrations of NMP,
with many of the values being tabulated from these by Scott [4],
alongside a force field model. Further work on IR spectroscopy of
NMP absorbed on oxide surfaces has also been published [9]. Some
data relevant to the vibrations of NMP+ are available via the obser-
vation of Rydberg states in absorption and resonance-enhanced
multiphoton ionization (REMPI) spectra [10–16]; DF spectra from
the first excited state have also been reported [13]. We have been
examining the vibrations of NMP in its ground and first excited
neutral states and ground state cation, as part of a combined
laser-induced fluorescence and ZEKE study [15,17], for which the
present work is preparatory. As such, we refrain from a detailed
examination of the vibrations of NMP and NMP+ herein, restricting
ourselves to reporting the calculated wavenumber values for each
vibrational mode. In forthcoming work [17], we shall comment on
the DF spectra of Biswas et al. [13], and the proposed assignments
of the first excited neutral state vibrations [13,16], as well as report
vibrational wavenumbers and assignments for vibrations of the
cation.

We also find that there has been very little work on NFP, with
its geometry having been reported using low-level ab initio [18]
and semi-empirical [19] calculations.

2. Calculational details

All geometry optimization and harmonic vibrational frequency
calculations were undertaken using Gaussian 16 [20]. We employ
(U)B3LYP/aug-cc-pVTZ calculations, with the unrestricted version
being used for the cations. Geometries are optimized, and vibra-
tional wavenumbers calculated, at the respective minima; the har-
monic vibrational wavenumbers are scaled by a factor of 0.97 [21],
which we have also used successfully in previous studies on substi-
tuted benzenes. We have based our methodology upon that we
employed when putting forward a consistent labelling scheme

http://crossmark.crossref.org/dialog/?doi=10.1016/j.jms.2020.111410&domain=pdf
https://doi.org/10.1016/j.jms.2020.111410
mailto:Tim.Wright@nottingham.ac.uk
https://doi.org/10.1016/j.jms.2020.111410
http://www.sciencedirect.com/science/journal/00222852
http://www.elsevier.com/locate/jms
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for the ring-based vibrations of the monosubstituted benzenes
[22], and for each of the three isomeric classes of disubstituted
benzenes [23–25]. Such schemes allow comparison of vibrational
activity across molecules from the same isomeric class. Here, we
wish to examine the evolution of the vibrations of pyrrole as the
nitrogen-bonded hydrogen atom is changed to different sub-
stituents. We do this by initially performing ‘‘artificial isotope” cal-
culations whereby the mass of the nitrogen-bonded hydrogen
atom is increased through 1 to 19 mu, to observe how the mass
of the substituent affects these vibrations without introducing
any changes as a result of electronic effects associated with explic-
itly changing the substituent. The variations in the vibrational
wavenumbers can then be tracked as a function of this mass. The
values obtained with that approach can then be compared to the
actual calculated values for NDP, NAP, NFP and NMP. We then
repeat the calculations for the cations.
Fig. 1. Optimized geometries of the neutral (left) and cation (right) geometries of:
(a) Pyr; (b) NFP; (c) NAP; and (d) NMP. Selected bond lengths are given here; a more
complete set of geometric parameters is given as Supplementary Material.
3. Results and discussion

3.1. Optimized geometries: Neutrals

All structures were optimized, with the resultant geometries
shown in Fig. 1, with a complete set of values for the geometric
parameters given in the Supplementary Material.

For pyrrole, excellent agreement is obtained between the pre-
sent calculated geometry [Fig. 1(a)] and the structure determined
from microwave studies on various isotopologues [26]; good
agreement is also seen with the B3LYP-D3/aug-cc-pVTZ calculated
structure reported in Ref. [7].

For NAP, agreement is reasonable between the present geome-
try [Fig. 1(c)] and the calculated one presented in Ref. [18]; it is also
consistent with that discussed in an X-ray and NMR study [19].
Very good agreement is seen with the results of B3LYP/6-31+G**
calculations [8]. It is notable that the hydrogens of the NH2 group
lie perpendicular to the plane of the pyrrolyl ring, in contrast to
aniline, where the NH2 group is rotated by 90� relative to NAP. A
suggested rationale [18] for the NAP geometry was that this is a
balance between the repulsion of the nitrogen lone pairs, and the
energy gained by delocalization of the –NH2 lone pair into the ring
p system. It thus appears that, for aniline, there is more to be
gained from the delocalization, while for NAP the repulsion
remains the larger term and hence the amino group rotates, so that
the lone pairs on the nitrogen atoms are orthogonal. We note that
the –NH2 group in NAP is tilted slightly off-vertical, to the left as
viewed in Fig. 1(c) – see Supplementary Material.

For NMP, good agreement is seen between the present structure
[Fig. 1(d)] and that deduced in microwave studies [27]; in particu-
lar, the ground state geometry has a staggered confirmation of the
methyl group, which agrees with other work [14,15]. Biswas et al.
[13] have reported the results of MP2 and B3LYP calculations on
NMP, using D95++ and 6-311G** basis sets; the latter basis set gave
the better agreement with the results obtained herein, with fairly
similar results obtained with both levels of theory. Good agree-
ment is also seen with the B3LYP/6–31+G** results of Ref. [8].

To our knowledge, there have been no experimental determina-
tions of the geometry of NFP, but very good agreement between
the present geometry [Fig. 1(b)] and that obtained with B3LYP/6–
31+G** calculations [8] is evident, although no vibrational
wavenumbers were reported.
3.2. Vibrations: Neutrals

Calculated vibrational wavenumbers for Pyr and NDP are pre-
sented in Table 1, and compared to experimental values, taken
from Scott [4], where available. In that work, the reported
2

wavenumbers are separated into symmetry classes, which have
been used here to assign to a particular mode. The numbering here
follows the Mulliken [28]/Herzberg [29] scheme, and the vibra-
tional modes of pyrrole are shown in Fig. 2; these also agree with
the modes reported in Ref. [4], obtained from a force field model.
Generally, very good agreement is found, noting that the experi-
mental data was obtained in liquids/solutions, and so are expected
to be shifted from gas-phase values. Overall though, as has been
shown with our previous work [22–25], the modest level of theory
employed here performs surprisingly well.



Table 1
Calculated and experimental vibrational wavenumbers (cm�1) for pyrrole, and N-deuteropyrrole in C2v symmetry.

Symmetry Mullikena Pyrrole N-deuteropyrrole

Calculatedb Experimentc Calculatedb Experimentc

a1 1 3561 3531 3166 3145d

2 3166 3145d 3146 3131d

3 3146 3129d 2622 2607
4 1454 1467 1449 1460
5 1372 1382 1372 1388
6 1137 1144 1129 1139
7 1057 1074 1056 1071
8 1002 1016 998 1011
9 875 881 863 869d

a2 10 867 869 867 869d

11 682 710 682 708
12 612 618 612 618

b1 13 826 826 823 824
14 715 721 713 718
15 623 601 599
16 483 474 375

b2 17 3160 3145d 3160 3145d

18 3135 3129d 3135 3131d

19 1527 1530 1507
20 1400 1422 1337 1410e

21 1276 1287 1256 1210
22 1121 1134 1061
23 1035 1048 898 909
24 855 865 819 827

a Mulliken [28]/Herzberg [29] labels.
b This work – B3LYP/aug-cc-pVTZ, scaled by 0.97.
c Taken from the compilation in Ref. [4]. (Note that an alternate axis system is used in Ref. [4] such that b1 is b2 in the present work and vice versa.)
d These values were not assigned uniquely in Ref. [4], and so each appears twice in a column.
e This assignment looks to be incorrect; in the text we have suggested a reassignment to the first overtone of P11.
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In Tables 2 and 3, we show the calculated vibrational wavenum-
bers for NAP, NFP and NMP, where the numbering will be dis-
cussed later in this subsection.

Vibrational wavenumbers have previously been calculated for
NAP using a small basis set, where the ring-localized and NH2-
localized vibrations were listed together in Cs symmetry classes
[18]; no scaling was performed, but if a scaling factor of 0.9 is
applied [21], many of the values are in close agreement with those
presented herein (Tables 2 and 3). An IR spectroscopic study in CCl4
solutions [30] reported symmetric and asymmetric stretch values
for the NH2-localized vibrations, obtaining values of 3300 cm�1

and 3371 cm�1, respectively; the present calculated values
(Table 3), 3368 cm�1 and 3444 cm�1, suggest that the experimen-
tal values have undergone a solvatochromatic shift.

We have been unable to locate any experimental or calculated
vibrational wavenumber values for NFP, but present our calculated
values in Table 2.

Calculated values for the vibrational wavenumbers of NMP have
been reported by Biswas et al. [13] at the B3LYP/6-311G** level of
theory; these were unscaled and, despite the fact that the methyl
group breaks the C2v symmetry, both the methyl- and ring-
localized vibrations were collected together in C2v symmetry
classes. These agree with the values obtained here (Tables 2 and
3), provided a similar scaling factor similar is employed. Vibra-
tional wavenumbers for the ground state neutral molecule have
also been reported by Kanamaru [31], at the MP2/6-31G** level
(unscaled), separated into both point group and molecular symme-
try group classes; good agreement is seen with the present values.
The available experimental values have been collated by Scott [4],
with very similar values having been obtained for some vibrations
by Dines et al. [9] in a surface IR study – see Table 2. In Ref. [4], the
vibrations were separated into a0 and a00 symmetry classes, but no
specific assignments were made; in Ref. [9], a very brief description
of each mode was given. In Table 2, we have associated each
wavenumber with the best match to the calculated value, taking
3

into account symmetry. Overall, good agreement is obtained
between the present calculated values and the majority of the
reported experimental ones. One exception is that for m20 for
NDP; we suggest that this assignment is incorrect, with a possible
reassignment to the first overtone of P11.

Of note is that there are three a1 symmetry vibrations with
wavenumbers > 3000 cm�1 for Pyr, but only two such for NDP,
NAP, NMP and NFP, and as discussed below, this is because the
N–X stretch vibration decreases sharply in wavenumber as the
mass of the substituent, X, increases; other vibrations will also
be seen to be highly mass dependent.

In earlier work, we have put forward a consistent labelling
scheme for monosubstituted benzenes [22]. The ideas underpin-
ning this are that when substituents are added, both the
wavenumber and vibrational motion can alter as a result of both
mass and electron density changes, but also extra vibrations are
present when the substituent is larger than a single atom. The for-
mer means that labelling schemes based upon the vibrational
motions in the unsubstituted species, such as the Wilson labels
[32] for benzene, can be highly misleading when applied to the
substituted species; the latter means that labels based upon a
wavenumber ordering of the vibrations, such as the Mulliken
[28]/Herzberg [29] scheme, will lead to different numbers for the
same vibrational motion. Varsányi [33] attempted to bring order
to the labels in substituted benzenes, but we have shown that
those still contain significant labelling inconsistencies between
similar molecules [22–25]. As such, in the present work, using a
similar approach to Ref. [22], we put forward labels that will prove
useful both in labelling the vibrations of N-substituted pyrroles,
but we also will show how the vibrations of the parent pyrrole
molecule are related to these. The scheme is based on the
twenty-four ring-based vibrations, with those that are largely loca-
lised on the substituent being deemed to be separate from these:
essentially, we are treating the substituent as a point mass. We cal-
culate the vibrations as the mass of the nitrogen-bonded sub-



Fig. 2. Vibrational mode diagrams for pyrrole. The numbering follows the Mulliken [28]/Herzberg [29] labelling scheme. Nitrogen atoms are blue, carbon atoms are dark grey,
and hydrogen atoms are white. The lengths of the arrows and sizes of the +/- signs are approximate indications of the magnitudes of the atomic displacements. The calculated
wavenumbers can be found in Table 1.
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stituent changes. It has previously been found that, for ground
state neutral substituted benzenes, there is relatively little mixing
of the substituent-localized and ring-based vibrations, and simi-
larly that electronic effects are usually small [22–25].

In Fig. 3(a) we show the variations in the calculated vibrational
wavenumbers of pyrrole, where the mass of the nitrogen-bonded
hydrogen is artificially increased from 1 to 19 mu. We also show
expanded views of the 1–3 mu region in Fig. 3(b) for the a1 and
b2 vibrations that are particularly mass dependent; we highlight
that all of the a2 symmetry vibrations are only weakly mass depen-
dent – see Fig. 3(a). On the left-hand side of each plot, the vibra-
tions are those of 1H–Pyr, while upon moving across to the right-
hand side, we expect these vibrations to resemble closely those
of the N-substituted pyrroles. The plots show behaviour that is
reminiscent of interactions and avoided crossings that one would
see in potential energy curves of diatomic molecules. We interpret
such behaviour as vibrations becoming mixed versions of each
other, with the mixing particularly marked close to an ‘‘avoided
crossing” region; these then evolve further, in some cases closely
resembling their original forms, but with altered energy ordering
(see Refs. [22;23] for further, similar discussion and commentary);
others largely lose their original identity and become significant
mixtures of the original pyrrole modes. The mixing of the modes
is indicated via a Duschinsky matrix in Fig. 4 where the 15H-Pyr
modes are expressed in terms of the 1H-Pyr modes; this, and other
such matrices were created with the FC-LabII program [34]. The
Duschinsky matrix in Fig. 4 indicates that the vibrations of 15H–
Pyr are very different to those of 1H–Pyr; however, from Fig. 3, it
4

is clear that, in all but one case, the curves do not undergo any fur-
ther avoided crossings after 3mu, and all become largely parallel at
masses greater than 14 mu. In our earlier work [22–25], we used
similar observations to propose consistent labelling schemes based
on monofluoro- or difluoro-substituted benzenes, such that the
labels were good representations of the ring motions, whatever
the substituents. Some of the largest changes occurred in the low
mass region, and the same behaviour is seen here; this region rep-
resents the largest relative changes in mass, so this is not unex-
pected – see Fig. 3(b). We thus propose a set of labels for the
vibrations of N-substituted pyrroles that we expect to be valid
for all commonly-occurring nitrogen-bonded substituents, except
for commonly-occurring isotopes of hydrogen; we denote these
vibrations, Pi, with the index, i, being determined by the Mulliken
[28]/Herzberg [29] numbering for ground state neutral NFP. The
calculated vibrational motions for NFP and the Pi labels are shown
in Fig. 5.

In Table 2 we have given both the vibrational wavenumbers cal-
culated for 19H–Pyr and those calculated for NFP, and similarly for
NAP and 14H–Pyr, and NMP and 15H–Pyr. The agreement between
the two sets is generally very good, showing that the majority of
the wavenumber variations result from the mass change; this is
emphasised by the ratios presented, which show values close to
1.00. There are a few exceptions, which suggests that these modes
are sensitive to electronic effects caused by the substitutions; these
could include hyperconjugation and inductive effects. These
effects, however, are not sufficient to cause any ambiguities in
the assignment of the modes.



Table 2
Calculated and experimental wavenumbers (cm�1) for the ring-localized vibrations of N–aminopyrrole, N–methylpyrrole, N-fluoropyrrole, and the corresponding xH–Pyr in C2v
symmetry.

Symmetry Pi NAP NMP NFP

14H–Pyra Calculatedb 15H–Pyra Calculatedb Experimentc 19H–Pyra Calculatedb

a1 1 3166 (0.997) 3174 3166 (1.00) 3160 3130d (3126) 3166 (0.993) 3187
2 3146 (1.00) 3146 3146 (1.00) 3141 3103d (3101) 3146 (0.997) 3155
3 1573 (1.07) 1470 1566 (1.05) 1492 1504 (1509) 1548 (1.07) 1446
4 1374 (0.999) 1377 1374 (1.00) 1375 1416 (1419) 1373 (1.00) 1367
5 1362 (1.06) 1282 1358 (1.06) 1278 1286 (1288) 1343 (1.07) 1254
6 1080 (1.01) 1066 1079 (1.00) 1075 1088 (1091) 1076 (1.03) 1048
7 1048 (1.01) 1042 1048 (1.00) 1045 1058 (1055) 1047 (1.01) 1033
8 969 (1.01) 957 968 (1.01) 956 966 964 (1.02) 948
9 680 (1.03) 658 668 (1.02) 652 662 627 (0.992) 632

a2 10 867 (1.00) 865 867 (1.00) 863 858 867 (1.01) 858
11 682 (1.02) 667 682 (1.01) 675 688 682 (1.08) 629
12 612 (0.994) 616 612 (1.00) 610 612 (1.01) 608

b1 13 821 (1.00) 818 821 (1.01) 814 815 821 (1.03) 796
14 712 (1.00) 712 712 (1.00) 712 720 712 (1.05) 681
15 590 (1.01) 587 590 (0.978) 603 601 590 (1.12) 527
16 207 (1.10) 188 204 (1.10) 186 186 196 (1.39) 141

b2 17 3160 (1.00) 3158 3160 (1.00) 3152 3130d (3126) 3160 (0.992) 3184
18 3135 (1.00) 3134 3135 (1.00) 3132 3103d (3101) 3135 (0.997) 3143
19 1503 (0.999) 1504 1503 (0.999) 1505 1547 1503 (1.01) 1493
20 1321 (0.990) 1334 1321 (0.979) 1350 1321 (0.962) 1373
21 1245 (1.00) 1242 1245 (0.987) 1262 1232 1245 (1.00) 1239
22 1055 (1.00) 1052 1055 (0.983) 1073 1043 1055 (1.01) 1046
23 865 (1.01) 855 865 (1.00) 864 868 865 (1.02) 845
24 422 (1.07) 394 415 (1.20) 347 354 391 (1.01) 388

a This work. These are obtained using the B3LYP/aug-cc-pVTZ force constants for Pyr and calculating the vibrational wavenumbers with the mass of the nitrogen-bonded
hydrogen atom changed to the indicated mass, in mu; the vibrational wavenumbers were then scaled by 0.97. The values in parentheses are the ratio of the xH–Pyr value to
that calculated for the actual molecule.

b This work – B3LYP/aug-cc-pVTZ, scaled by 0.97.
c Taken from the compilation in Ref. [4], with the values in parenthesis being from a surface IR study [9].
d This value was not assigned uniquely in Ref. [4].

Table 3
Calculated wavenumbers (cm�1) for the substituent-localized vibrationsa.

Modea Descriptionb Neutral Cation

Calculatedc Experiment Calculatedc

N-aminopyrrole
Am1 asym str 3444 3371d 3560
Am2 sym str 3368 3300d 3422
Am3 bend 1635 1600
Am4 rock 1284 1212
Am5 inversion 882 197
Am6 torsion 253 355

N-methylpyrrole
Me1 asym CH2 str 3026 2942e,f 3051
Me2 sym CH2 str 2996 2942e,f 3071
Me3 sym CH3 str 2935 2819f 2976
Me4 asym. bend 1467 (1464)f 1442
Me5 sym bend 1447 1382e,f 1463
Me6 umbrella 1409 1382e,f 1408
Me7 sym rockg 1111 (1120)e 1117
Me8 asym rockg 1029 (1127)e 993
Me9 torsion 69 28

a The amine (Am) and methyl (Me) modes, numbered in decreasing wavenumber order in the neutral state, with cation vibrations given the same label for the corre-
sponding motion. These motions are very distinct, and it is clear that the vibrational ordering changes upon ionization.

b Approximate description of the main motion.
c This work – B3LYP/aug-cc-pVTZ for the neutrals and UB3LYP/aug-cc-pVTZ for the cations, each scaled by 0.97.
d IR studies in CCl4 solution [30].
e Taken from the compilation in Ref. [4]. Values in parentheses were estimated using a force field model derived from the available experimental data. This is our best

attempt at associating the presented wavenumbers with these methyl-localized vibrations.
f This value was not assigned uniquely in Ref. [4].
g Of the two methyl rocks the higher wavenumber one (sym) is rocking towards and away from the ring in the cation, maintaining Cs symmetry, while the lower

wavenumber one (asym) is rocking either side of the reflection plane.
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3.3. Optimized geometries: Cations

Very little information is available on the cations. Cursory infor-
mation is available in the one-photon ZEKE spectrum of pyrrole on
the approximate change in geometry [6], with a more-detailed
5

structure for Pyr+ being available at the B3LYP-D3/aug-cc-pVTZ
level in Ref. [7]; the present structure, Fig. 1(a), is in excellent
agreement with that.

We have been unable to find any information on the geometry
of NAP+, although its first and second vertical ionization energies



Fig. 3. Mass correlation diagram for the neutral molecules, 1H–Pyr ? 19H–Pyr. (a) Complete plots for xH–Pyr, x = 1–19 mu, showing the variation of the vibrational
wavenumbers for each C2v symmetry class. (b) Expanded views of the xH–Pyr (x = 1–3 mu) vibrational wavenumber variation for selected vibrations. The colours are merely a
guide to the eye.
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have been measured as 8.36 eV and 9.03 eV, respectively [35]. We
find that the amino group in the cation is planar, in contrast to the
pyramidal structure in the neutral [Fig. 1(c)], which is reminiscent
of the planar pyramidal geometry changes that occurs upon ion-
ization for ammonia [36] and aniline [37]; although, as noted
above, the NH2 group in the neutral NAP is rotated 90� compared
to neutral aniline. Our rationale for the planar geometry of NAP+
6

is that the positive charge, mainly localized in the pyrrolyl ring p
system, makes it more favourable for the –NH2 lone pair to become
involved in the p system, causing partial double-bond character in
the NAN bond; this is confirmed by the significant shortening of
this bond [Fig. 1(c)] upon ionization. This also forces both N atoms
to have a hybridization close to sp2, and so producing a planar
geometry.



Fig. 4. Duschinsky matrix showing how the 1H–Py and 15H–Py vibrations can be
expressed as mixtures of each other.
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For NMP+, there is a change in conformation of the methyl
group upon ionization, with there being a staggered geometry in
the ground state neutral, while the cation has an eclipsed geometry
– see Fig. 1(b). This is in agreement with the results of recent ZEKE
Fig. 5. Vibrational mode diagrams for N–fluoropyrrole. The numbering follows the Mull
scheme for N–substituted pyrroles herein, with the label remaining fixed for the same at
fluorine atoms are yellow-green, carbon atoms are dark grey, and hydrogen atoms are
indications of the magnitudes of the atomic displacements. The calculated wavenumber
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and two-dimensional laser-induced fluorescence (2D-LIF) spec-
troscopy from our group [15,17].

We are unaware of any calculated or experimental information
on the structure of NFP+.

3.4. Vibrations: Cations

In Fig. 6, we show plots similar to those in Fig. 3, but now for the
cation, where we are varying the mass of the nitrogen-bonded
hydrogen atom of Pyr+ artificially from 1 to 19mu. In general terms,
very similar behaviour is observed for the cation and the neutral,
although there are some differences, owing to the different force
fields in these species. Importantly, however, the main conclusion
holds: namely, that the vibrations have settled down in form to
higher mass and hence the ring-localized motions will be very sim-
ilar for different substituents, excluding for commonly-occurring
hydrogen isotopes. In Fig. 7(a), we show Duschinsky matrices that
express the 1H–Pyr+ vibrations in terms of the 1H–Pyr ones, using
the standard Mulliken [28]/Herzberg [29] labelling scheme for
each of these. It can be seen that there is significant mixing of
the vibrations between these two states, so much so that many
of the cation vibrations cannot be straightforwardly identified with
a single ground state vibration. This is true both from the Duschin-
sky mixing matrix, but also upon examining animations of the
modes of the vibration. As such, for pyrrole, and NDP, we conclude
that the ground state neutral and cation vibrations must be
labelled separately.

Yang et al. [6] have recorded a one-photon ZEKE spectrum of
Pyr and assigned a significant number of the fundamental vibra-
tions of Pyr+, which are shown alongside the present calculated
iken [28]/Herzberg [29] labelling scheme, which is then designated the Pi labelling
omic motions. The C2v symmetries of each mode are given. Nitrogen atoms are blue,
white. The lengths of the arrows and the sizes of the +/� signs are approximate
s can be found in Table 2.



Fig. 6. Mass correlation diagram for the cations, 1H–Pyr+ ? 19H–Pyr+. (a) Complete plots for xH–Pyr+, x = 1–19 mu, showing the variation of the vibrational wavenumbers for
each C2v symmetry class. (b) Expanded views of the xH–Pyr+ (x = 1–4 mu) vibrational wavenumber variation for selected vibrations. The colours are merely a guide to the eye.
Note that P6 and P7, and P20 and P21 have switched order in the cation, from that in the neutral.
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Fig. 7. Duschinsky matrices showing how the neutral and cation vibrations can be
expressed as mixtures of each other: (a) for 1H–pyrrole/1H–pyrrole+; (b) for N–
methylpyrrole/N-methylpyrrole+; and (c) N-fluoropyrrole/N-fluoropyrrole+. For (a),
separate Mulliken [28]/Herzberg [29] labels have been used for the neutral and
cation vibrations, while for (b) and (c) the cation vibrations have been labelled with
the Pi labels of the neutral; however, there is significant mixing, and we have
generally used the label that indicates the greatest contribution – see text.
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values in Table 4. Interestingly, as well as the expected totally-
symmetric vibrations being active in the spectrum, a number of
formally symmetry-forbidden bands were also observed, although
mechanisms exist to explain this [38]. The agreement between the
experimental values and those calculated here and in Ref. [6] (if
scaled similarly), using the same DFT method and similar basis
sets, supports the assignments offered, in terms of Mulliken [28]/
Herzberg [29] labels, but with the caveat that many of the cation
vibrations will be significantly altered from those of the neutral
molecule. The calculated value of the NAH stretch vibration in
gas-phase Pyr+ was 3459 cm�1 in Ref. [7], which is in good agree-
ment with the present calculated value (3489 cm�1) – Table 4.

In Table 5 we present the calculated values for the ring-
localized vibrations of N-substituted pyrrole cations, and compare
those calculated by artificially changing the nitrogen-bonded
hydrogen atom in Pyr+. (The substituent vibrational wavenumbers
for NAP, NMP and their cations, are given in Table 3.) Although
many of the vibrations compare well between the two approaches,
there are some notable differences, indicating more significant per-
turbations to the electronic structure; this is particularly true for
NAP+, where we have noted that there is a significant change in
geometry (pyramidal? planar) upon ionization. We highlight that
amongst the a1 vibrations, except for NAP+, P6 and P7 have
switched wavenumber order upon ionization, while for the b2 sym-
metry vibrations, P20 and P21 have changed order for all species –
these points have been confirmed by careful examination of the
motions. These comments are borne out by the Duschinsky matri-
ces presented in Fig. 7(b) and (c) that, despite showing some mix-
ing, are largely dominated by the diagonal elements. It is also the
case that P20 and P23 in NAP+ have become heavily mixed so that
the ring and hydrogen motions do not completely correspond to
the anticipated motion (Fig. 5); as such, it was difficult to assign
a Pi label based on the forms of the vibration alone and use has also
been made of the wavenumber order. (Technical difficulties meant
that it has not been possible to create the Duschinsky matrix for
NAP/NAP+.) Also, there is significant mixing between P9 and P23
in N-methylpyrrole [see Fig. 7(b)], suggesting that the interaction
with the methyl group is enough to cause the true point group
symmetry, Cs, to be experienced, even though the torsional barrier
is �10 cm�1 in the cation [15]. The geometry can be seen to deviate
from C2v [Fig. 1(b)], and a1 and b2 symmetries in C2v both become a0

in Cs symmetry. Despite these points, it was still possible to assign
a Pi label upon visualization of the vibrational mode.
4. Further remarks and conclusions

In the above we have presented a complete set of geometries
and vibrational wavenumbers for Pyr, NAP, NMP and NFP, together
with those for their cations. We have shown that there is a strong
mass dependence for some of the vibrations as the mass of the
nitrogen-bonded substituent increases. This can be viewed as mix-
ing of the pyrrole modes, and this means that many of the vibra-
tions of the substituted pyrroles are very different to those of
pyrrole itself; this is the case for both the neutral and cation spe-
cies. The implication is that one cannot use the same labels for
the vibrations of pyrroles and substituted pyrroles, in a similar
way to that demonstrated in the corresponding case of benzenes
[22–25]. However, for substituents with masses > 14 mu (i.e. most
commonly-occurring substituents), the forms of the vibrations are
very similar – see Fig. 3 – making it meaningful to label these with
the same number. Indeed, even though the Duschinsky matrix
might sometimes indicate a fair amount of mixing, for almost all
vibrations it is relatively straightforward to identify the motion
that corresponds to that in NFP from visualization, and so to asso-
ciate a Pi label with it.



Table 4
Calculated and experimental vibrational wavenumbers (cm�1) for pyrrole+ and N-deuteropyrrole+ in C2v symmetry.

Symmetry Mullikena Pyr+ NDP+

Calculated Experiment Calculated

YLMb Presentc YLMb Presentc

a1 1 3602 3489 3168
2 3271 3168 3149
3 3253 3149 2574
4 1549 1504 1508 1500
5 1459 1415 1418 1409
6 1177 1142 1150 1138
7 1100 1066 1078 1062
8 1075 1043 1060 1041
9 897 869 874 856

a2 10 974 948 943 948
11 858 836 838 836
12 509 496 495 496

b1 13 904 884 895 880
14 750 729 728 729
15 670 653 679 498
16 486 476 466

b2 17 3259 3156 3156
18 3247 3143 3143
19 1496 1450 1480 1374
20 1336 1299 1353 1273
21 1286 1247 1160
22 1025 994 1003 968
23 997 968 979 838
24 735 713 715 713

a Mulliken [28]/Herzberg [29] labels.
b From a one-photon ZEKE spectroscopic study by Yang et al. [6].
c This work – UB3LYP/aug-cc-pVTZ, scaled by 0.97.

Table 5
Calculated and experimental wavenumbers (cm�1) for the ring-localized vibrations of N-aminopyrrole+, N–methylpyrrole+ and N-fluoropyrrole+ and the corresponding xH–Pyr+ in
C2v symmetry.

Symmetry Pi
14H–Pyr+ a NAP+ b 15H–Pyr+ a NMP+ b 19H–Pyr+ a NFP+ b

a1 1 3168 (0.997) 3176 3168 (1.00) 3167 3168 (1.00) 3165
2 3149 (0.997) 3159 3149 (1.00) 3144 3149 (1.00) 3148
3 1599 (1.07) 1494 1594 (1.04) 1527 1580 (1.05) 1508
4 1467 (1.10) 1334 1466 (1.01) 1456 1463 (1.02) 1435
5 1305 (0.912) 1431 1300 (1.07) 1218 1285 (1.04) 1239
6 1050 (0.960) 1094 1050 (0.998) 1052 1050 (1.03) 1018
7 1117 (1.13) 989 1116 (1.01) 1107 1114 (1.01) 1104
8 995 (1.10) 906 993 (1.03) 968 987 (1.02) 970
9 672 (0.984) 683 660 (1.08) 609d 619 (0.964) 642

a2 10 948 (1.05) 906 948 (1.01) 942 948 (1.01) 939
11 836 (1.24) 676 836 (1.00) 833 836 (1.03) 809
12 496 (0.917) 541 496 (1.00) 495 496 (0.992) 500

b1 13 878 (1.02) 865 878 (1.01) 868 878 (1.03) 854
14 729 (1.01) 723 729 (1.01) 721 729 (1.05) 697
15 479 (0.813) 589 479 (0.978) 490 479 (1.13) 425
16 261 (1.09) 240 258 (1.20) 215 247 (1.20) 206

b2 17 3156 (0.995) 3171 3156 (1.00) 3155 3156 (1.00) 3154
18 3143 (0.997) 3154 3143 (1.00) 3138 3143 (1.00) 3143
19 1361 (0.877) 1551 1361 (0.995) 1368 1361 (0.997) 1365
20 1112 (0.869) 957c 1112 (0.942) 1180 1111 (1.03) 1081
21 1270 (1.33) 1280 1270 (0.995) 1275 1270 (1.01) 1252
22 968 (0.902) 1073 968 (1.01) 955 968 (1.03) 938
23 713 (1.26) 567c 713 (1.10) 646d 713 (1.39) 514
24 428 (1.14) 374 421 (1.24) 340 397 (1.01) 392

a This work. These are obtained using the force constants for Pyr+ calculated using UB3LYP/aug-cc-pVTZ and calculating the vibrational wavenumbers with the mass of the
nitrogen-bonded hydrogen atom changed to the indicated mass, in mu, scaled by 0.97. The values in parentheses are the ratio of the xH–Pyr+ value to that calculated for the
actual molecule.

b This work – UB3LYP/aug-cc-pVTZ, scaled by 0.97.
c Modes P20 and P23 become very mixed in NAP+, and have been assigned here on the basis of wavenumber.
d Although assignable, there is a significant amount of mixing between P9 and P23 in NMP+ – see Fig. 7 and text for more details.
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Remarkably, many of the vibrational wavenumbers calculated
from the pyrrole force field, while artificially increasing the mass
of the nitrogen-bonded hydrogen atom, are in very good agree-
ment with the ‘‘explicitly calculated” values, showing that elec-
tronic effects are generally small, particularly in the neutral
10
molecules; indeed any deviations can be used as a signature that
such vibrations are sensitive to substituent-induced electronic
density changes. Further, although there was significantly more
mixing of the modes upon ionization, it was still possible to use
the Pi labels for the cation vibrations in almost all cases. For pyrrole
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itself, however, the modes changed substantially upon ionization,
such that it is not straightforward to use the same labels for the
neutral and cation.

We emphasise that the Pi labels are only expected to be applica-
ble to the nitrogen-substituted species since, in our work on disub-
stituted benzenes, the vibrational motions change significantly
between the ortho, meta and para cases [22–25]. This means that
comparing vibrational activity upon excitation or ionization can
be less than straightforward for different isomers [39], but is a use-
ful framework for assigning the spectra, and identifying phenom-
ena such as Duschinsky mixing. Therefore, we expect the Pi
labels will be useful in assigning the spectra of other N-
substituted pyrroles, including alkyl pyrroles (in addition to
NMP), N–borylpyrrole, N-phosphinylpyrroles, and alkali metal
pyrrolides.

As indicated in the above, we shall soon publish our work on the
vibrations of NMP in the ground and first excited neutral states, as
well as the ground state cation [17], following on from our work on
the NMP torsions in the same three electronic states [15].
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12. Electronic, vibrational and torsional

couplings in N-methylpyrrole: ground, first

excited and cation states

Abstract: “The electronic spectrum associated with the S1 ← S0 ( 1A2← 1A1) one-

photon transition of jet-cooled N-methylpyrrole is investigated using laser-induced

fluorescence (LIF) and (1 + 1) resonance-enhanced multiphoton ionization (REMPI)

spectroscopy; in addition, the (2 + 2) REMPI spectrum is considered. Assignment of

the observed bands is achieved using a combination of dispersed fluorescence (DF),

two-dimensional LIF (2D-LIF), zero-electron-kinetic energy (ZEKE) spectroscopy,

and quantum chemical calculations. The spectroscopic studies project the levels of

the S1 state onto those of either the S0 state, in DF and 2D-LIF spectroscopy, or the

ground state cation (D0
+) state, in ZEKE spectroscopy. The assignments of the

spectra provide information on the vibrational, vibration-torsion (vibtor), and

torsional levels in those states and those of the S1 levels. The spectra are indicative of

vibronic (including torsional) interactions between the S1 state and other excited

electronic states, deduced both in terms of the vibrational activity observed and shifts

from expected vibrational wavenumbers in the S1 state, attributed to the resulting

altered shape of the S1 surface. Many of the ZEKE spectra are consistent with the

largely Rydberg nature of the S1 state near the Franck–Condon region; however,

there is also some activity that is less straightforward to explain. Comments are made

regarding the photodynamics of the S1 state.”
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Summary: This work comprises the main body of the most comprehensive

spectroscopic study, to date, on N-methylpyrrole. Here, we present ZEKE and DF

spectra (and in a few cases 2D-LIF spectra) via almost all bands below ~1100 cm-1 of

the S1 ← S0 transition of NMP. From these spectra, we deduce experimental

vibrational wavenumbers for the majority of the normal modes of NMP in the S0, S1

and D0
+ states. As the 1A2 ← 1A1 electronic transition is symmetry-forbidden, the

structure we observe arises from Herzberg-Teller coupling and we discuss the impact

this has on the ZEKE and fluorescence spectra. We also discuss the coupling regimes

involved as vibronic states of different symmetry (associated with the S1 electronic

state) will gain intensity from different, nearby, electronic states. Furthermore, we

discuss, in depth, the spectra for the b1 symmetry vibrations [these are the out-of-

plane with our axis system (the pyrrolyl ring lies in the yz-plane)] as these spectra

show ZEKE spectra with significantly more activity than one would expect from a

(largely) 3s Rydberg excited state.

We also present multiple ZEKE spectra over a rather congested feature at ~800 cm-1

above the S1 origin; this region is notably complicated when compared to the rest of

the spectrum, whilst this plethora of activity remains relatively localised. Woo and

Kim110, who have conducted a photodynamical study of NMP, note that this region

required multi-exponential fits to describe the lifetime of this feature, requiring three

time constants. In the present work, we suggest that this region is actually numerous

features arising from multiple interacting ZOSs and conclude that Woo and Kim

would be exciting multiple eigenstates coherently within their laser linewidth. This

feature is the result of the serendipitous location of two ZOB states that, owing to

them being fundamental vibrations of different symmetries, do not themselves

interact, but each couples strongly with numerous ZOD states nearby. This region

would, initially, be expected to be the perfect candidate for a 2D-LIF spectrum to

unpick the nuances of the coupling in this region; however, when individual

dispersed fluorescence spectra were recorded, we could only achieve a very weak

spectrum, with few noticeable features, and attribute this to a combination of the

dramatic reduction in the lifetime of the excited state (LIF is a ‘slower’ process than

REMPI, in which the prepared excited state is immediately ionised; see Figure 1,

below, for a comparison of the REMPI and LIF spectra) and the presence of multiple
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ZOSs involved in the interaction. Therefore, while a 2D-LIF spectrum of this region

would be highly desirable, it was not possible to obtain anything of a reasonable

quality.

Furthermore, a (2+2)-REMPI spectrum is presented as, in a two-photon absorption

regime, the 1A2 ← 1A1 electronic transition is allowed and the structure observed

is now dependent on the FCFs, in direct contrast to the one-photon vibronically

allowed structure.

We then discuss the results of previous photodynamics studies, including that of

Woo and Kim, considering quantum chemical calculations and the experimental

results presented herein, noting the complementarity of time- and frequency-resolved

experiments. We also discuss photophysical routes (such as internal conversion and

intersystem crossing) in which electronically excited NMP may lose its absorbed

energy.

Contributions: REMPI and ZEKE spectra were recorded by myself with some input

from DJK. Master’s students under my supervision (LGW and AR) are also thanked

for their assistance in collecting a few of these spectra. The LIF, DF and 2D-LIF

spectra were recorded by myself and DJK. Quantum chemical calculations were

conducted by myself, with input from TGW mostly for the TD-DFT calculations on

various excited states of NMP. The (2 + 2) REMPI spectrum was recorded solely by

myself. The analysis was a collaboration between myself, DJK and TGW owing to

the intricacies of the vibrational and torsional coupling and complications arising

from the ‘ZEKE shadows’, see Section 12.1 and 5.9; although the ZEKE spectra via

the b2 and a2 vibrations were rather straightforward to assign. All figures were

created by myself, with input from TGW. I have also read and commented on

multiple iterations of the manuscript and discussed and implemented the reviewers’

comments to the final version of the paper.

Pre-scriptum: Shortly after publication when recording spectra with a different dye

laser configuration, it was noticed that certain anomalies in our spectra were a result

of resonance and Rayleigh anomalies of a dye laser grating, owing to an oversight
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relating to the effective tuning region of the ionisation dye laser grating used in the

ZEKE and PIE experiments. We discuss our results of this paper in light of the

identification of these anomalies, as well as publishing ZEKE spectra in absence of

these anomalies for three b1 vibrations and one b2 vibration. This is detailed in the

comment in Section 12.1, which immediately follows this section, see also Section

5.9. It is emphasised that this is not an erratum as the discussion and assignments

presented in the original paper are unaffected by these findings, it is simply the

appearance of the PIE and ZEKE spectra, to higher scanning wavenumber, that

change, on which we comment in Section 12.1.
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ABSTRACT

The electronic spectrum associated with the S1← S0 (Ã1A2 ← X̃1A1) one-photon transition of jet-cooled N-methylpyrrole is investigated using
laser-induced fluorescence (LIF) and (1 + 1) resonance-enhanced multiphoton ionization (REMPI) spectroscopy; in addition, the (2 + 2)
REMPI spectrum is considered. Assignment of the observed bands is achieved using a combination of dispersed fluorescence (DF), two-
dimensional LIF (2D-LIF), zero-electron-kinetic energy (ZEKE) spectroscopy, and quantum chemical calculations. The spectroscopic studies
project the levels of the S1 state onto those of either the S0 state, in DF and 2D-LIF spectroscopy, or the ground state cation (D0

+) state, in
ZEKE spectroscopy. The assignments of the spectra provide information on the vibrational, vibration-torsion (vibtor), and torsional levels in
those states and those of the S1 levels. The spectra are indicative of vibronic (including torsional) interactions between the S1 state and other
excited electronic states, deduced both in terms of the vibrational activity observed and shifts from expected vibrational wavenumbers in the
S1 state, attributed to the resulting altered shape of the S1 surface. Many of the ZEKE spectra are consistent with the largely Rydberg nature of
the S1 state near the Franck–Condon region; however, there is also some activity that is less straightforward to explain. Comments are made
regarding the photodynamics of the S1 state.

© 2021 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0050654

I. INTRODUCTION

Pyrroles, including N-methylpyrroles, are key building blocks
of many biomolecules (e.g., tryptophan, haem B, melatonin,
and phycobiliproteins), a range of medicines (including pho-
tomedicines),1,2 metalloporphyrin-based metal–organic frameworks
(MOFs),3 and molecular wires.4 N-methylpyrrole (NMP) has been
the subject of a number of photodissociation studies,5–11 which have
compared and contrasted its behavior with that of pyrrole.12 A
detailed understanding of the photophysics and photodynamics of
molecules relies on establishing the energy-level structure; as such,
there have been a number of spectroscopic studies of NMP.

The absorption spectrum of gaseous NMP molecules
at ambient temperature has been reported by Milazzo,13

McDiarmid and Xing,14 and Cooper et al.15 Spectra of supersonic-
jet-cooled molecules have been presented by McDiarmid and
Xing,14 Philis,16,17 and Biswas et al.;18 additionally, suggested

assignments of the S1 vibrational and torsional levels were given by
Woo and Kim.11 A theoretical study of the torsional levels in NMP
was published by Kanamaru,19 although we have questioned some
of the conclusions of that work.20

The low-lying electronic states of pyrrole and NMP are interest-
ing, with occupied orbitals that are mixtures of valence and Rydberg
character; for pyrrole and other molecules, the ramifications of such
Rydberg-valence character on photodynamics have been discussed
by Paterson and Townsend.21

Initially, treating the methyl group as a point mass, the point
group symmetry of NMP is C2v. Here, we locate the pyrrolyl ring
in the yz-plane, with the N–CH3 bond lying along the z-axis.
The ground electronic state configuration may then be written as
. . .a1

2b1
2a2

2, where the a1 symmetry orbital is mainly σ bonding
(N–CH3) and the two outermost occupied orbitals are π bonding. At
the S0 optimized geometry, the lowest-lying unoccupied orbitals are
largely Rydberg-like and are accessed following vertical excitation
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from the two outermost occupied orbitals into these. The symmetry
of the lowest Rydberg states are 3s (a1), 3px (b1), 3py (b2), and 3pz
(a1). We shall come back to these later, but here we note that the
lowest-energy vertical excitation is the 3s ← a2 excitation, yielding
the S1

1A2 first excited state. In addition, the highest occupied orbital
in the S1 state evolves from 3s character in the Franck–Condon
region to σ∗ character at extended N–CH3 bond lengths.9 Access-
ing this state is electronically forbidden in a one-photon transition,22

although it has been seen in two-photon transitions in some of the
above-cited work11,14–16 and herein; as such, the activity seen in the
one-photon spectrum arises from vibronic interactions. We shall
consider both the one- and two-photon Ã ← X̃ spectra of NMP in
the present work.

The main focus here will be the vibrational and vibration-
torsional (vibtor) levels in the S0, S1, and D0

+ electronic states of
NMP, building on our earlier two-dimensional LIF (2D-LIF) and
zero-electron-kinetic energy (ZEKE) study that concentrated on the
torsional levels20 and where we reported the adiabatic ionization
energy (AIE) as 64 250 ± 5 cm−1. Here, we extend the earlier spec-
troscopic work to provide more definitive assignments of the S1
levels, via both fluorescence and ZEKE spectroscopies. The latter
allows vibrational wavenumbers for ground electronic state NMP+

to be established for the first time. In addition, we obtain gas-phase
S0 vibrational wavenumbers, a number for the first time, from the
dispersed fluorescence (DF) and 2D-LIF spectra; these values are
largely similar to liquid-/solution-phase IR and Raman values.23–25

By comparing the results of quantum chemical calculations for the
S1 and D0

+ states with experimental vibrational wavenumbers, it is
concluded that the shape of the S1 potential energy surface is mod-
ified by the vibronic interactions, particularly along out-of-plane
coordinates.

II. EXPERIMENTAL
The REMPI/ZEKE26 and 2D-LIF27 apparatuses are the same

as those employed earlier and in the recent study addressing the
torsional levels in NMP and NMP+.20 In all of the present exper-
iments, a free-jet expansion of the vapor above room-temperature
NMP liquid (Sigma-Aldrich, 99% purity) seeded in 2 bars Ar was
employed.

For the fluorescence experiments, the free-jet expansion was
intersected at X/D ∼ 20 by the frequency-doubled output of a sin-
gle dye laser (Sirah CobraStretch), operating with Coumarin 480 and
pumped with the third harmonic of a Surelite III Nd:YAG laser. For
the LIF spectra, the fluorescence was focused onto a photomultiplier
tube (Hamamatsu H10721-01). For the 2D-LIF spectra, the fluo-
rescence was collected, collimated, and focused onto the entrance
slits of a 1.5 m Czerny–Turner spectrometer (Sciencetech 9150)
operating in single-pass mode, dispersed by a 3600 groove/mm grat-
ing, allowing ∼380 cm−1 windows of the dispersed fluorescence to
be collected by a CCD camera (Andor iStar DH334T). At a fixed
grating angle of the spectrometer, the excitation laser was scanned,
and at each excitation wavenumber, the camera image was accu-
mulated for 2000 laser shots. This allowed a plot to be produced of
fluorescence intensity vs both the excitation laser wavenumber and
the wavenumber of the emitted and dispersed fluorescence, termed
a 2D-LIF spectrum.28,29

For the ZEKE spectra of NMP, the focused outputs of two
dye lasers (Sirah CobraStretch) were overlapped spatially and tem-
porally and passed through a vacuum chamber coaxially and
counterpropagating, where they intersected the free-jet expan-
sion. The excitation laser operated with Coumarin 480 and was
pumped with the third harmonic (355 nm) of a Surelite III
Nd:YAG laser. The fundamental of the excitation laser was used
to record the (2 + 2) REMPI spectrum, while for the (1 + 1)
REMPI and the ZEKE spectra, that output was frequency dou-
bled. In the ZEKE experiments, the ionization laser operated
with Coumarin 440, pumped with the third harmonic (355 nm)
of a Surelite I Nd:YAG laser, and the output was undoubled.
The jet expansion passed between two biased electrical grids located
in the extraction region of a time-of-flight mass spectrometer, which
was employed in the REMPI experiments. These grids were also used
in the ZEKE experiments by application of pulsed voltages, giving
typical fields of ∼10 V cm−1, after a delay of ∼2 μs; this delay was
minimized while avoiding the introduction of excess noise from the
prompt electron signal. The resulting ZEKE bands had widths of
∼5–7 cm−1. Electron and ion signals were recorded on separate sets
of microchannel plates.

We also report photoionization efficiency (PIE) curves for some
selected levels, where we fix the excitation laser on a particular S1
level and then scan the ionization laser across the ionization thresh-
old, recording the NMP+ ion yield. The PIE curves were recorded
with the same setup used for the REMPI experiments.

III. RESULTS AND DISCUSSION
A. Nomenclature
1. Electronic states

Generally, we shall refer to electronic and vibrational symme-
tries using C2v point group symmetry labels. When we consider
torsional and vibration-torsion (vibtor) levels, we shall employ G12
molecular symmetry group (MSG) labels.30 In Table I, we give the
correspondence between these two sets of labels. Both the symmetry
labels employed will be clear from the context since the G12 labels
have prime (′) or double prime (′′) embellishments, while the C2v
labels do not; occasionally, we give both the C2v and G12 symmetry
labels to aid the reader.

TABLE I. Correspondence of the C2v point group symmetry classes with those of the
G12 molecular symmetry group. Also indicated are the symmetries of the Pi vibrations
and the pure torsional levels.a

C2v G12 Pi
b m

a1 a1
′ P1–9 0, 6(+)

a2 a2
′ P10–12 6(−)

b1 a2
′′ P13–16 3(−)

b2 a1
′′ P17–24 3(+)

e′ 2, 4
e′′ 1, 5

aSymmetries of vibtor levels can be obtained by combining the vibrational symmetry (in
G12) with those of the pure torsional level using a D3h point group direct product table.
bThe Pi vibrational labels are described in Ref. 33, where mode diagrams may also be
found.
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The ground electronic state, S0, of NMP is X̃1A1 and, as given
above, has an outermost electronic configuration . . .a1

2b1
2a2

2. The
lowest energy unoccupied orbitals in the Franck–Condon (FC)
region, which are of interest to the present work, are largely Ryd-
berg in character, corresponding to the 3s or 3px,y,z orbitals. The
first electronically excited state, S1, is the Ã1A2 state and arises from
a 3s ← a2 excitation. This state is of great interest with regard to
the photodynamics of biomolecules, as for the parent pyrrole12 the
HOMO evolves from being Rydberg in character in the FC region
to σ∗ character for longer N–H bond lengths, allowing for rapid
photodissociation when this region of the potential energy surface
is accessed; similar behavior occurs for NMP,9 with regard to the
N–CH3 bond length, and related molecules. This behavior is now
accepted as an important mechanism for the photodissociation of
biomolecules that contain heterocycles and was pioneered in the-
oretical work by Domcke and co-workers.31,32 With this Rydberg
character in mind, we expect the torsional and vibrational energy
levels in the S1 state close to its potential minimum to resemble those
of the ground state cation. The latter arises from a a2

−1 ionization,
forming the +X̃2A2 state, (the D0

+ state) with the b1
−1 ionization

forming the +Ã2B1 state (the D1
+ state). (The D1

+ state may also be
obtained from a a2 ← b1 excitation from the D0

+ state.) With regard
to the neutral electronic states that lie above the S1 state, exami-
nation of the quantum chemical results of some of the photody-
namics studies cited above indicates that their calculated ordering is
dependent on the level of theory/basis set employed and/or whether
vertical or adiabatic excitation energies are calculated. For these rea-
sons, we refrain from labeling these states as Sn(n>1) and instead label
them using the following notation, in which the S1 state is denoted
as (a2, 3s):

. . . b1
2a2

13px
1B2 (a2, 3px),

. . . b1
2a2

13py
1B1 (a2, 3py),

. . . b1
2a2

13pz
1A2 (a2, 3pz),

. . . b1
1a2

23s 1B1 (b1, 3s),

. . . b1
2a2

23px
1A1 (b1, 3px),

. . . b1
1a2

23py
1A2 (b1, 3py),

. . . b1
1a2

23pz
1B1 (b1, 3pz).

In the present work, the (b1, 3s) and the three (a2, 3px,y,z) states
are calculated to be close in energy, with the three (b1, 3px,y,z) states
being higher in energy; furthermore, the states within each of the (a2,
3px,y,z) and (b1, 3px,y,z) sets of Rydberg states are very close in energy,
with the latter states being found to be overlapped by (a2, 3d) states
(see Sec. IV B).

2. Vibrations
The vibrations of NMP are numbered using a scheme that has

been developed by studying how the vibrations of the parent pyr-
role molecule evolve as a function of the artificially varied mass of
the nitrogen-bonded H atom.33 This method examines the effects of
solely changing the mass of a substituent, i.e., without any complica-
tions from steric or electronic perturbations. This is analogous to a
scheme employed for monosubstituted benzenes34 and extended to

the disubstituted benzenes.35–37 For NMP, the Pi labels employed are
based on the motions of the vibrations in N-fluoropyrrole—further
details and vibrational mode diagrams can be found in Ref. 33. We
label the methyl-localized vibrations Mei (i = 1–9), in descending
wavenumber order, as in Ref. 33. The calculated wavenumbers for
the vibrations are presented in Table II. The assignments of the S0
vibrational wavenumbers obtained from IR and Raman studies from
Refs. 23 and 24 were considered in Ref. 33. We have since become
aware of another study by Beć et al.,25 where the IR spectra of pure
liquid NMP have been reported; the obtained values are quite simi-
lar to those reported in Refs. 23 and 24, and in Table II, we retain the
IR/Raman values and assignments for the S0 vibrations presented in
Ref. 33.

3. Torsions and vibtor
If the methyl group is now explicitly considered, then NMP

belongs to the G12 MSG,30 and the torsional levels are described
by the m quantum number, which is signed. Levels with ∣m∣ ≠ 3n
(n = 1, 2, . . .,) are degenerate, with the m = 0 level being non-
degenerate. As is well known, nuclear spin and symmetry consid-
erations mean that it is not possible to cool the m = 1 (strictly
∣m∣ = 1) torsional population into the m = 0 level, and hence, under
the jet-cooled conditions employed herein, both levels have roughly
equal populations. As a consequence, transitions can occur from
either the m = 0 or m = 1 level of the S0 zero-point vibrational level,
with transitions to m = 3n levels originating from the S0 m = 0 level
and those for m ≠ 3n originating from S0 m = 1. We will generally
refer to a level using the notation of a transition, with subscripts
referring to the S0 state and superscripts to the S1 state, and for
cationic levels, we use superscripts together with a pre-superscripted
“+”; furthermore, we shall generally omit the initial level when
designating a transition, as it will be clear from the excited
intermediate level or the jet-cooled conditions employed. (As an
example, a transition from S0 m = 0 to S1 m = 0 will be simply repre-
sented as m0.) Except where explicitly noted, vibrational transitions
implicitly include transitions arising from both of the associated
m = 0 and m = 1 levels, which will be almost perfectly overlapped
in our spectra, as effective torsional rotational constants are very
similar in the S0, S1, and D0

+ electronic states.20

Torsional levels with ∣m∣ = 3n are non-degenerate, forming
linear combinations for n ≠ 0. The splitting of the ∣m∣ = 3n (n ≠ 0)
levels occurs as a result of the hindered rotation and, in a G12 symme-
try molecule, is characterized by the parameter V6. For example, the
m = +3 and −3 levels form combinations that are denoted as 3(+)
and 3(−), with their relative energy ordering controlled by the sign of
V6, which is determined by the minimum energy geometry: for min-
imum energy geometries where the methyl group is eclipsed, with a
C–H bond of the methyl group in the same plane as the pyrrolyl ring,
V6 is positive; while for a minimum staggered geometry where one
of the methyl C–H bonds is perpendicular to the pyrrolyl ring, V6 is
negative. NMP has a staggered orientation in its ground electronic
state but an eclipsed orientation in the S1 state and the ground state
cation.20,33

B. Overview of the REMPI spectra
At the top part of Fig. 1, we show the (1 + 1) REMPI spec-

trum of NMP over the first ∼1110 cm−1. Below this, inverted, is
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TABLE II. Calculated and experimental vibrational wavenumbers (cm−1) for NMP in its S0, S1, and D0
+ states.

S0 S1 D0
+

Expt. Calculated

Sym.a Pi
b Calculatedc IR/Ramand DFe Kanamaruf Woo and Kimg Present workc Expt.h Calculatedc Expt.i

a1 1 3160 3130j (3126) 3151 3167
2 3141 3103j (3101) 3175 3144
3 1492 1504 (1509) 1534 1527
4 1375 1416 (1419) 1398 (1398) 1622 1510 1459 1468 (1473) 1456
5 1278 1286 (1288) 1281 1228 1218
6 1075 1088 (1091) 1092 (1083) 1162 1091 1062 1052 (1048) 1052
7 1045 1058 (1055) (1058) 1104 1094 1107
8 956 966 933 (925) 971 968 968
9 652 662 669 (669) 606 635 613 635 (632) 609 629

a2 10 863 858 857 931 931 928 907 942 937
11 675 688 686 801 877 857 830 833 830
12 610 611 463 520 506 468 495 498

b1 13 814 815 815 (820) 878 891 875 824 868 861
14 712 720 710 (718) 742 718 712 677 721 720
15 603 601 601 (607) 376 491 482 370 490 504
16 186 186 190 (190) 133 217 210 184 215 220

b2 17 3152 3130j (3126) 3168 3155
18 3132 3103j (3101) 3157 3138
19 1505 1547 1484 1397 1372 1368
20 1350 (1388) 1236 1220 1187 1180
21 1262 1232 1388 1301 1278 1275
22 1073 1043 1114 1042 962 971 955 969
23 864 868 874 (877) 730 687 659 644 646 636
24 347 354 359 (354) 340 347 340 351

Methyl Me1 3026 2942j 2944 3051
Me2 2996 2942j 2934 3071
Me3 2935 2819j 2858 2976
Me4 1467 1464j 1569 1419 1424 1463
Me5 1447 1382j 1609 1449 1405 1442

Me6
k 1409 1382j 1489 1405 1386 1390 (1394) 1408

Me7
l 1111 1120j 1219 1138 1115 1100 1117 1113

Me8 1029 1127j (1100) 935 988 1013 993
Me9

m 69 51 28
aC2v symmetry labels, with the pyrrolyl ring lying in the yz-plane. The correspondence to G12 symmetry labels may be found in Table I.
bThe Pi vibrational labels are described in Ref. 33, where mode diagrams may also be found. The correspondence between the current labels and those used in Ref. 18 is provided in
the supplementary material.
cThe quantum chemical calculations undertaken for the different states were B3LYP/aug-cc-pVTZ (S0), TD-B3LYP/aug-cc-pVTZ (S1), and UB3LYP/aug-cc-pVTZ (D0

+). All
harmonic vibrational wavenumbers were scaled by 0.97. The calculated values for the S0 and D0

+ states were discussed in Ref. 33.
dTaken from Ref. 23 and, in parentheses, Ref. 24; an occasional value comes from the force-field calculations employed in Ref. 23 (see Ref. 33).
eFrom dispersed fluorescence experiments of the present work and, in parentheses, Ref. 18.
fCIS/6-31G∗∗ values from Ref. 19.
gTD-B3LYP/aug-cc-pVDZ (unscaled) values from Ref. 11 (in the supplementary material thereof).
hFrom REMPI experiments in the present work and, in parentheses, of Ref. 11. Some values, such as those for P11 and P13 , could be affected by interactions between levels.
iFrom ZEKE experiments of the present work. Some values, such as those for +P9 , +P11 , and +P13 , could be affected by interactions between levels.
jA unique assignment was not provided for this wavenumber.
kThis is the methyl umbrella mode.33

lThis is the in-plane methyl rock.33

mThis is the methyl torsion.33
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FIG. 1. Upper trace: (1 + 1) REMPI spectrum of the one-photon forbidden S1 ← S0 transition of NMP. The feature marked with an asterisk comprises multiple transitions
with the associated indicated levels being the anticipated zero-order bright (ZOB) states and is shown in more detail in Fig. 12. Lower trace: reflected LIF spectrum of NMP.
The LIF intensity dies off to higher wavenumbers, consistent with shorter lifetimes for the associated S1 levels.

the corresponding LIF spectrum, and as may be seen, intensity is
lost to the increasing wavenumber, particularly above ∼600 cm−1,
consistent with the lifetimes of the S1 levels decreasing as the inter-
nal energy increases.9,11 It is the rapid absorption of a second
photon in the (1 + 1) REMPI experiment that allows the higher-
wavenumber region to be seen more clearly than in the LIF
experiment. The (1 + 1) REMPI spectrum looks very similar to
the corresponding spectra reported in earlier studies, notably that
of Ref. 11, while the LIF spectrum looks similar to the limited
range shown in Ref. 18. Transitions neither to the origin nor
to a1 vibrational levels are seen in either spectrum, since these
are one-photon forbidden, although we do see some associated
torsions.

In Fig. 2, we show the (2 + 2) REMPI spectrum of NMP in
the range 0–1500 cm−1, where the now-allowed origin transition22 is
seen and is located at 41 193 cm−1 (Refs. 11 and 18). This spectrum
has a narrower bandwidth than the spectra reported in earlier stud-
ies11,18 and the region shown in our previous work in Ref. 20, and so
a more detailed structure is discernible, allowing other bands to be
identified. It is clear that the only totally symmetric fundamentals are
observed in the (2 + 2) REMPI spectrum, while only those for non-
totally symmetric levels were observed in the (1 + 1) REMPI and
LIF spectra (Fig. 1). As well as the fundamentals, some other bands
are also seen (see Fig. 2), which are not straightforward to assign.
The only reasonable assignment for the band at 542 cm−1 is 151161

and suggests significant anharmonicity, since by summing the

fundamentals found in the (1 + 1) REMPI spectrum, this is expected
at 554 cm−1. The weak band at 665 cm−1 is not assignable to
any obvious combination band, with the vibtor transition 121m6(−)

appearing to be the most likely, with it and the adjacent 242 band
possibly gaining intensity via an interaction with 91. A weak band
at 1127 cm−1 does not have an obvious assignment, and we ten-
tatively opt for 101m6(−), with this possibly gaining intensity from
61. (Both 121m6(−) and 101m6(−) correspond to totally symmetric a1

′

levels.)

C. Vibronic coupling
As pointed out above, the S1 ← S0 (Ã1A2 ← X̃1A1) transition is

one-photon forbidden. As such, the (1 + 1) REMPI and LIF spectra
corresponding to this are dominated by vibronic transitions that are
induced by vibrations of particular symmetries. In Fig. 3, a schematic
energy-level diagram is shown, which indicates that there are a num-
ber of singlet states close to the Ã1A2 state: one of B2 symmetry, two
of B1 symmetry, and, to higher energy, one of A1 symmetry, as well
as other states.

The theory of vibronic coupling is well established,30,38 with
the transition dipole moment (TDM), Mevt, being given by the
following:

Mevt = ∫ ψ′ ∗evt μψ
′′

evtdτevt, (1)
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FIG. 2. (2 + 2) REMPI spectrum of the two-photon allowed S1 ← S0 transition of NMP.

where ψevt are vibronic wavefunctions that also describe the
torsional motion and μ is the dipole moment operator. If the wave-
functions are assumed to be completely separable, the TDM can be
written as

FIG. 3. Schematic, to scale, showing the calculated (TD-CAM-B3LYP/aug-cc-
pVTZ) vertical excitation energies of the various singlet excited states of NMP (see
also Fig. 15 and Sec. IV B). The electronic configurations are indicated in a con-
cise format, as discussed in the text, with the electronic state symmetry indicated.
Also included are the calculated oscillator strengths; those marked with an asterisk
would be expected to be zero if the point symmetry were truly C2v ; however, for
the methyl group, the optimized geometry has Cs symmetry, and only the S1 state
is calculated to have a zero-oscillator strength here. The colored arrows indicate
the main vibronic coupling routes expected, together with the symmetries of the
vibrations that can induce this coupling. The b1 symmetry vibrations (P13–16) pro-
vide the dominant coupling routes, but with activity also seen involving all three a2
symmetry vibrations (P10–12) and the lower-wavenumber b2 symmetry vibrations
(P23 and P24) (see Secs. III G 4 and IV A 3 in the text).

Mevt = ∫ (ψ′eψv
′ψt
′)∗μ(ψ′′e ψ′′v ψ′′t )dτevt, (2)

where the wavefunctions are labeled in an obvious fashion, and
the integration is over all electronic, vibrational, and torsional
coordinates.

If it is assumed that the electronic TDM, Me = ∫ ψ′eμψ′′e dτe,
may be expanded about the equilibrium point for a vibrational or
torsional coordinate, Qi, then we can write

Mevt = ∫ (ψv
′ψt
′)∗Me(ψ ′′v ψ ′′t )dτvt, (3)

with

Me = (Me)eq +∑
i
(∂Me

∂Qi
)

eq
Qi +

1
2!∑i,j
( ∂2Me

∂Qi∂Qj
)

eq
QiQj + ⋅ ⋅ ⋅ .

(4)

Combining these,

Mevt = (Me)eq ∫ (ψv
′ψt
′)∗(ψ ′′v ψ ′′t )dτvt

+∑
i
(∂Me

∂Qi
)

eq
∫ (ψv

′ψt
′)∗Qi(ψ ′′v ψ ′′t )dτvt

+ 1
2!∑i,j
( ∂2Me

∂Qi∂Qj
)

eq
∫ (ψv

′ψt
′)∗QiQj(ψ ′′v ψ ′′t )dτvt + ⋅ ⋅ ⋅ .

(5)

For electronically allowed transitions, the first term in Eq. (5)
is non-zero and is usually dominant; the observed structure
depends on the overlap integral, whose square is the generalized
Franck–Condon factor (FCF). Since we usually start in the (totally
symmetric) zero-point vibrational level in jet-cooled experiments,
then we would only expect to see transitions involving totally sym-
metric vibrational levels in the spectrum from this term. (In Ref.
20, we explicitly discussed the “pure” torsional levels.) The second
term can also be non-zero for electronically allowed transitions, if
there are nearby electronic states to steal intensity. This could affect
the observed intensities of bands arising from transitions involving
totally symmetric vibrational levels, but it also means that we
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may see bands arising from transitions involving non-totally sym-
metric vibrational levels, as often seen in the spectra of substituted
benzenes, for example.

For electronically forbidden transitions, such as is the case here
for NMP, the first term is zero. The second term is then expected
to be dominant and dictates which vibrations can induce activity
and how strong the resulting transitions will be. The situation here
with NMP is similar to that of benzene,39–41 where the transition to
the first electronic state is electronically forbidden for a one-photon
transition. As such, the activity observed in the excitation spectrum
arises from vibrations that induce activity via the variation of the
electronic dipole moment during those vibrations. An alternative
way of viewing this is that the electronically forbidden transition
steals intensity from an allowed transition via the inducing vibra-
tion. Thus, it is a requirement that there are allowed transitions close
in energy to the electronically forbidden transition and of the correct
symmetry for interaction (intensity stealing) to occur via non-totally
symmetric vibrations.

Referring to Fig. 3, it can be seen that there is a 1B2 state,
(a2, 3px), closest in energy to the S1 state, which has the largest
oscillator strength; this state can couple to the S1 state via b1 sym-
metry vibrations, as shown. Slightly higher in energy are two 1B1
states, (a2, 3py) and (b1, 3s) that can couple with the S1 state via b2
symmetry vibrations; in Fig. 3, we have suggested that the activity
of vibrations with b1 symmetry mainly arises via coupling with the
(a2, 3py) state, since it is closer in energy and has the higher oscil-
lator strength. Still higher up is an 1A1 state, (b1, 3px), and this can
couple to the S1 state via a2 symmetry vibrations; this is expected to
be weaker since the state is energetically further removed. Although
there is also a 1A2 state (a2, 3pz), this is also a forbidden transition,
of course, and so no intensity stealing can occur from it. Except for
electronic states of A2 symmetry, the S1 state can steal intensity from
transitions to all of these states, induced by non-totally symmetric
vibrations.

Similar arguments hold for torsional or vibtor levels, where
the G12 symmetries would now need to be considered—see Table I.
Hence, for example, we can expect to see a transition to the m3(−)

level from the m = 0 level in the S0 state in the one-photon absorp-
tion spectrum, via induced intensity stealing from the transition to
the lowest-lying 1A1

′′ (1B2) state, since the m = 3(−) level has a2
′′

symmetry in the G12 MSG. In a similar fashion, the m3(+) transition
can steal intensity from a transition to a 1A2

′′ (1B1) state. The argu-
ments are the same for m = 1 levels, and hence, we may expect to see
significant transitions to m = 2 and 4 levels, which is indeed the case
(see Ref. 20 for further discussion). We do not see activity for m1

nor m5 transitions, both of which have e′′ symmetry, suggesting that
intensity stealing from the 1A1

′ excited level, via a2 (a2
′) symmetry

vibrations, is small.20

D. Expected activity in absorption
From Sec. III C and considering the first-order vibronic cou-

pling terms for vibrations, for induced activity in the S1 state,
we require Γ(ψev

′) = Γ(ψe
′) × Γ(ψv

′) to correspond to an excited
electronic state whose transition is one-photon allowed from the
S0 state. Referring to Fig. 3, this means that S1 vibrations of
the b1 symmetry (P13–P16) can induce intensity stealing from the
(a2, 3px) 1B2 state, and these are expected to be the strongest,

since this electronic transition has the highest calculated oscilla-
tor strength as well as being closest in energy to the S1 state;
vibrations of b2 symmetry (P17–P24) can induce intensity stealing,
mainly from the (a2, 3py) 1B1 state, and this is expected to be
weaker, and vibrations of a2 symmetry (P10–P12) can induce inten-
sity stealing from the (b1, 3px) 1A1 state, which are expected to be
the weakest. Similar comments apply to the torsional levels (see
Sec. III B).

For the (2 + 2) REMPI spectrum, the situation is different, as
now the S1 ← S0 transition is two-photon allowed.22 This means that
the dominant vibrational activity is expected to be that determined
by the FCFs, generalized to cover both torsional and vibtor tran-
sitions and hence totally symmetric levels. Indeed, Fig. 2 (and the
work of Ref. 11) demonstrates that this is borne out. It is interesting
that no vibronic activity is seen, which is in contrast to the allowed
one-photon spectra of substituted benzenes, where both totally sym-
metric and vibronically induced b2 vibrational activity is common-
place. As transitions to the required excited electronic states are still
allowed in the two-photon transition,22 we conclude that such tran-
sitions must simply be too weak to see with the present sensitivity.
Similar comments refer to the torsional levels, where allowed tran-
sitions would be expected to be to m1, as well as m6(+) and m5—the
latter two are Δm = 6 transitions and so expected to be weak; neither
are observed.

E. Expected activity in emission
Similar arguments apply to emission as for one-photon absorp-

tion, except now we are commencing at vibrational levels in the S1
state that are non-totally symmetric. With the excitation laser, we
can select levels of different symmetry in the S1 state and observe
the emission from these; in the free-jet expansion, little vibrational
or torsional relaxation in the S1 state will occur. We now expect the
dominant emission activity to be that corresponding to the initially
excited vibration but in combination with the inducing vibrations of
b1, b2, and (weaker) a2 symmetry, with the first of these dominating.
As will be seen, again these expectations are largely borne out and
are consistent with the activity seen in the corresponding spectra of
benzene.39–41

We comment that Biswas et al.18 reported DF spectra of NMP
when exciting via a number of S1 torsional levels and also 161, 151,
and 241. (We have transcribed their numbering into that employed
herein, with the correspondence included in Table SI of the
supplementary material.) The presentation of the DF spectra in that
work is somewhat difficult to follow, with the same numbered band
corresponding to different terminating levels. We have discussed
the torsional levels in Ref. 20, and we will see that for many of the
vibrational assignments, we agree with those in Ref. 18 for the DF
spectra obtained via the three lowest S1 vibrational levels. In the
present work, we shall see evidence for more widespread vibronic
coupling, examine more levels by both DF and a selected number
with 2D-LIF, and for the first time, report ZEKE spectra of almost
all levels having <1110 cm−1 internal energy in the S1 state, observed
in the (1 + 1) REMPI spectrum. In so doing, we obtain reliable gas-
phase values for a significant number of vibrational wavenumbers
in the S0 and S1 states and will compare to previous assignments;
for the D0

+ state, we report vibrational wavenumbers for the first
time.
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We highlight that, although not emphasized in Ref. 20, we
found the 2D-LIF spectrum recorded for the torsional levels of NMP
to be dominated by 151mx and 161mx bands, at the positions where
the mx transition was excited; this is consistent with activity seen
herein for the vibrations.

F. ZEKE spectra
Since it is known that the S1 state is largely 3s Rydberg-like in

the FC region, then we expect the ZEKE spectra to be dominated
by Δm = 0, Δv = 0, or Δ(v, m) = 0 bands, as appropriate, since
the S1 and D0

+ geometries are expected to be very similar; this is
in line with the results of quantum chemical calculations.20 This
was indeed the case for the ZEKE spectra via the torsional levels,20

and as will be seen, this is also the case for many of the vibra-
tions and vibtor levels in the present work. Additionally, it would
also be expected that the wavenumbers for corresponding vibrations
would be very similar for the S1 and the D0

+ states. Indeed, look-
ing at the calculated wavenumbers in Table II, the values are very
similar across all vibrations for these two electronic states. In con-
trast, there are some exceptions to this expectation for some of the
experimental values, most notably for vibrations of b1 symmetry but
also those of a2 symmetry, and this will be discussed in Secs. III G 4
and IV A 3.

G. Spectra and assignments

1. DF and 2D-LIF spectra via 161

In Fig. 4, we show the DF and 2D-LIF spectra obtained fol-
lowing excitation to the S1 b1 symmetry vibration, 161. In overall
appearance, the DF spectrum is similar to that reported by Biswas
et al.,18 except that the present spectrum is of higher resolution.
We can see that the two most intense bands are those correspond-
ing to 162 and 151161, confirming that P15 and P16 are the vibra-
tions that induce the majority of the vibronic interaction, via the
(a2, 3px) 1B2 state; we also see combination bands involving the
other b1 symmetry vibrations 141161 and 131161, as well as the
152 band. In addition, we see activity induced by a b2 vibration,
161231, and two induced by a2 vibrations, 111161 and 101161. (If
121161 is present, it would be overlapped by 151161.) There are
various other bands, presumably associated with small structural
changes, of the same overall vibrational symmetry as the induced
bands, but there are multiple possibilities for some of the bands
to higher wavenumbers, and so we refrain from giving all of those
an explicit assignment. The given assignments allow the wavenum-
bers for a number of S0 vibrations to be determined, as well as 161

in the S1 state; these are collected together in Table II and con-
cur with those obtained from other spectra discussed in the present
work.

FIG. 4. DF and 2D-LIF spectrum via 161.
Assignments are given for many of the
bands, which are consistent with vibronic
coupling, and are discussed further in the
text.
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We highlight that we see both the 161m3(−) and 161m3(+) bands,
whose activity could be induced by the corresponding torsions,
involving the (a2, 3px) 1B2 (1A1

′′) and (a2, 3py) 1B1 (1A2
′′) electronic

states, respectively. This pair of bands was also seen when exciting
the m3(+) and m3(−) levels.20

The simple appearance of the isolated 161 band in the REMPI
and LIF spectra (Fig. 1) indicates that it is unlikely that 161 is inter-
acting significantly with any other level in the S1 state, and the 2D-
LIF spectrum supports this, in that the main activity is localized,
with a distinctive band shape, and no indications of any overlapping
features are apparent.

We shall discuss the ZEKE spectrum from 161 in Sec. III G 4.

2. DF and 2D-LIF spectra via 151

The DF and 2D-LIF spectra recorded via the S1 151 level, also
a b1 symmetry vibration, are shown in Fig. 5. The DF spectrum is

similar to that reported by Biswas et al.,18 and we agree with their
assignments, but again the present spectrum is of higher resolution.
In a similar way to the DF spectrum from S1161, we see strong activ-
ity induced by b1 symmetry vibrations, with the 152 band being the
most intense, but we also see combination bands associated with the
other b1 symmetry vibrations, 151161, 141151, and 131151, together
with the 162 band. Additionally, we see the transition induced by
a b2 symmetry vibration, 151231, as well as 161231; possible bands
induced by a2 vibrations, 111151 and 101151, are very weak and are
not marked; in addition, if the 121151 band is present, it would lie
under 152. There are various other bands, but we refrain from giv-
ing explicit assignments when there is more than one reasonable
possibility. We do not see the 151m3(−) and 151m3(+) vibtor bands,
although these were seen when exciting via m3(+) and m3(−).20 A
weak band that is at the correct wavenumber to correspond to the
a1
′ symmetry m6(+) is tentatively assigned as such. Assignment of the

FIG. 5. DF and 2D-LIF spectrum via 151.
Assignments are given for many of the
bands, which are consistent with vibronic
coupling, and are discussed further in the
text.
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spectra allows a number of vibrational wavenumbers for the S0 state
to be determined, as well as 151 in the S1 state; these are collected
together in Table II.

The REMPI and LIF spectra (Fig. 1) indicate that it is unlikely
that, as with 161, the 151 level is interacting with any other level in
the S1 state, and the 2D-LIF spectrum again supports this, in that
the main activity is localized, with a distinctive band shape, and no
indications of any overlapping features are apparent.

We shall discuss the ZEKE spectrum from 151 in Sec. III G 4.

3. DF spectrum via 141

In Fig. 6, we show the DF spectrum recorded via 141. This
is dominated by the 141151 band, with 141161, 142, and 131141
also being seen—all induced by b1 symmetry vibrations; bands
induced by a2 symmetry vibrations are not observed here, although
121141 would be overlapped by the 141151 band. Furthermore, bands
induced by a2 and b2 symmetry vibrations are also present. These
assignments allow a number of vibrational wavenumbers for the S0
state to be determined, as well as 141 in the S1 state; these are col-
lected together in Table II. This spectrum has not been reported
previously.

We shall discuss the ZEKE spectrum from 141 in Secs. III G 4
and III G 6.

4. ZEKE and PIE spectra via 161, 151, and 141

In Fig. 7, we show the ZEKE spectra recorded via each of the S1
vibrational levels 161, 151, and 141, all of which are of b1 symmetry.
In addition, for each intermediate, we superimpose the PIE curve
for production of NMP+, covering the main activity in each ZEKE
spectrum.

The ZEKE spectrum recorded via 141 is largely as expected,
with the strong Δv = 0, +141, band dominating. There is a weak,
symmetry forbidden +m0,1 band, but it is not possible to see other
transitions to pure torsional levels. The feature with multiple contri-
butions across the range 635–700 cm−1 (marked with an obelus) will
be discussed further in Sec. III G 6.

Although there is no clear onset, we see that the PIE curve
via 141 shows activity close to the AIE, consistent with the weak
+m0,1 ZEKE band, and this continues up to a sharp rise at the posi-
tion of the Δv = 0 band, +141, as expected. Unexpected, however,
is the sharp drop-off in the PIE intensity at ∼800 cm−1. Indeed,
as can be seen in Fig. 7, the PIEs recorded via the 141, 151, and

161 levels all show such a drop-off, albeit at different wavenum-
bers. Not shown in Fig. 7 is that the PIE intensity picks up again
in all cases to higher wavenumbers and appears to be associated
with the absorption of more than one photon from the ioniza-
tion laser. We are currently investigating this behavior, and the
structure that appears in some regions of the PIE curves, and will
report our findings in due course;42 for the purposes of the present
work, only the regions of the PIE curves before the drop-offs are
pertinent.

In some ways, the ZEKE spectrum recorded via 161 is largely as
expected, with the Δv = 0 band being by far the most intense—in line
with expectations based upon the Rydberg character of the S1 level
and activity seen in other ZEKE spectra. Moreover, the wavenum-
ber for +161 (220 cm−1) is in very good agreement with the calcu-
lated value. It is notable that the experimental wavenumber value
for the 161 level in the S1 state (184 cm−1) is significantly lower
than both the cation value and the calculated value. This will be
discussed further in Sec. IV A 3. Also seen in the ZEKE spectrum
via 161 are bands associated with +m0,1, +m2 (as a shoulder on the
+m0,1 band), and +m4; a weak band that seems to contain contri-
butions from both +m3(+) and +m3(−) is also seen. The torsional
potentials in the S1 and D0

+ states are very similar, in particu-
lar, the sign of the V6 parameter and its almost identical magni-
tude.20 As such, the torsional levels in both states are at very similar
wavenumbers. With regard to the PIE curve, we see a clear onset
at the AIE, followed by a plateau with some structure, and then a
sharp rise at the position of the Δv = 0 band, +161, as expected,
followed by the aforementioned drop-off in intensity, this time at
∼320 cm−1.

Looking now at the ZEKE spectrum recorded via 151, we
see unexpected behavior: the +151 ZEKE band that is observed at
504 cm−1 (Table II) is not the strongest band; this is despite the
expected behavior seen for the DF and 2D-LIF spectra recorded
from this level (see Sec. III G 2). We actually find the strongest
band to be +161. As with the 161 ZEKE spectrum, we see a rea-
sonably intense origin (+m0 and +m1) and bands associated with
+m2 and +m3(+)/+m3(−). In the 345–475 cm−1 range, marked with
an asterisk in Fig. 7(b), there is a complicated set of bands. The
only possible NMP contributions to this region would be +241mx

vibtor levels, and although there are possibilities of interactions
in the S1 state with the 151mx vibtor levels, such as an indirect
151m1. . . 241m1 interaction, explaining the presence of the +241m1

band, there are no obvious signs of interactions in the 2D-LIF

FIG. 6. DF spectra for 141. Assignments are given for many of the bands, which are consistent with vibronic coupling, and are discussed further in the text.
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FIG. 7. ZEKE and PIE spectra via (a) 161; (b) 151; and (c) 141. The sharp drop-offs in the intensities of the PIE curves to high wavenumbers are genuine and will be
discussed in future work,42 as will the structure in the low-wavenumber region of the PIE curves. The ZEKE spectrum for 141 is that expected for ionization from a Rydberg
state, while the other two spectra have unexpected aspects that are discussed further in the text. The relative weakness of the +151 Δv = 0 band in (b) is striking and is
commented on further in the text. The region marked with an asterisk in (b) is likely due contributions from +241mx together with a serendipitous overlap with an NMP-Ar
resonance at this excitation energy.42 The 141 band is overlapped by 91m3(+), which is responsible for the feature marked with an obelus (†) (see Fig. 10 and text).

spectrum (see Sec. III G 2). The +241m3(+) level is totally symmetric,
and its presence is consistent with the appearance of the origin band.
In fact, ongoing experiments42 indicate that, as well as the +241m1

and +241m3(+) bands, the 345–475 cm−1 region has contributions
from NMP-Ar, owing to an overlapping resonance at this excitation
energy.

Looking now at the PIE curve recorded via 151, we see
more-expected behavior. As with the 141 and 161 PIE curves, we
see an onset at the AIE, with structure, followed by a plateau.
Although we then see a clear onset corresponding to a non-Δv = 0
band, +16, consistent with the ZEKE spectrum, this is followed
by the expected sharp rise corresponding to the Δv = 0 transition,
+151, with this latter rise being larger than that of the +161 step.
Thus, from the point of view of the PIE curve, this photoionization
behavior is as expected, with the strongest rise being theΔv = 0 band,
which appears in the expected position, and consistent with a value
for +151 of 504 cm−1 and close to the calculated value (Table II).
The less-intense +151 ZEKE signal is thus highly surprising; indeed,
we have recorded this spectrum under a range of conditions, and
the band is actually absent on some occasions, suggesting a sensitive

dependence on experimental conditions. In addition, the
appearance of the +161 band when exciting via +151 is also
somewhat unexpected as, even though it is symmetry allowed, we
are expecting largely diagonal FCFs.

The lack of +161 and +151 ZEKE bands when exciting via 141 is
in line with expectations. However, given the observed strong activ-
ity of +161 when exciting via 151, then we might have expected
some activity from +151 when exciting via 161, given the afore-
mentioned +161 activity via 151. However, as can be seen in Fig. 7,
there is a complete drop-off of ionization cross section for each of
the PIE curves to higher wavenumbers; that is, no ions, including
fragment ions, are seen that are attributable to ionization of NMP
in these regions. This observation is a possible explanation for the
absence of the +151 band when exciting via 161, as the +151 band
would appear in this drop-off region. In addition, this may have
some bearing on the relative weakness of the Δv = 0+151 band when
exciting via 151, with other possibilities involving a Rydberg state
“window resonance” (i.e., an interaction with a Rydberg state with
a low ionization cross section and so reduction of signal) or highly
efficient autoionization at the +151 position (and so depleting the
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number of ZEKE electrons produced). It is clear that the dimin-
ished +151 ZEKE signal is not directly related to the S1 state as we
see the expected emission activity (Sec. III G 2) and a significant
step in the PIE curve at the expected wavenumber of +151. Further
experiments on the photoionization behavior via these features is
ongoing.42

We highlight the close agreement of the calculated S1 and D0
+

wavenumbers for these three b1 symmetry vibrations (Table II).
Furthermore, the experimental D0

+ wavenumbers are very close
to the calculated ones. With these points taken together with the
deviation of the experimental values of the S1 state from the calcu-
lated ones, they suggest a change in shape of the actual S1 potential
along b1 symmetry coordinates away from that expected from its
3s Rydberg character close to the potential minimum. (The exper-
imental S1 vibrational wavenumber for 151 is 370 cm−1, a shift of
∼23% from the calculated value; that for 161 is slightly lower at
∼12%; and for 141, the shift is smaller still at ∼5%, while for the
final b1 symmetry vibration, 131, the shift is ∼6%—see Table II.)
In Sec. IV A 3, we shall discuss these shifts in wavenumbers in
more detail, but this does not seem to be related to evolution of
the S1 HOMO to σ∗ character along the N–CH3 coordinate, which
would only be expected to change the potential along a1 symmetry
coordinates.

In passing, we comment that although 162 is expected to have
a value close to the 370 cm−1 value in S1, it is of the wrong symme-
try to be active via a one-photon transition, and, furthermore, +162

in the cation would be expected at 440 cm−1 and no such band is
seen.

5. DF and ZEKE spectra via 241 and fluorescence
spectra via 231

The DF spectrum recorded via 241 is shown in Fig. 8 and shows
prominent 161241 and 151241 bands; in addition, we see the weaker
141241, 131241, 101241, and 231241 bands. This confirms that the
same b1 vibrations are inducing the main activity in emission, even
when the intermediate has a different symmetry, and that the other
vibronic mechanisms are also operating similarly. Interestingly, the
141241 band appears to be ∼10 cm−1 higher than expected, but no
other sensible assignment is apparent: although 243 fits better in
terms of wavenumber, we do not expect to see this band. (It is a
pity that the 141241 band was not observed when exciting 141, see
Fig. 6, which would have confirmed this shifted band position.)
Other bands to higher wavenumbers do not have unambiguous
assignments. Assignment of the spectrum allows a number of vibra-
tional wavenumbers for the S0 state to be determined, as well as S1
241 itself; these are collected together in Table II. The assignment of
the DF spectrum largely agrees with that of Biswas et al.18

In addition, in Fig. 8, we also include the ZEKE spectrum
recorded via 241. The assignment of this spectrum is clear, since it
is dominated by the Δv = 0 band and yields a wavenumber for the
+241 vibration of 351 cm−1.

The DF and 2D-LIF spectra recorded via 231 are presented in
Fig. 9. The spectrum is largely as expected, with prominent 151231
and 161231 bands and weaker 141231, 131231, and 232 bands; both
the 161 and 151 bands are also seen. In addition, there are various
other bands to which we are unable to give unique assignments.
The given assignment of the spectra allows a number of vibrational

FIG. 8. (a) DF spectrum via 241. Assignments are given for many of the bands, which are consistent with vibronic coupling, and are discussed further in the text. (b) ZEKE
spectrum via 241.
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FIG. 9. DF and 2D-LIF spectrum via 231.
Assignments are given for many of the
bands, which are consistent with vibronic
coupling, and are discussed further in the
text.

wavenumbers for the S0 state to be determined, as well as 231 itself;
these are collected together in Table II. These spectra have not been
reported previously.

Although there are a number of bands in close proximity in
the (1 + 1) REMPI and LIF spectra, over the region scanned, the
2D-LIF spectrum does not give any clear indication that interactions
are occurring, with each band showing the same distinctive profile.
However, the ZEKE spectra recorded over this region, and which are

discussed in Sec. III G 6, do show evidence of some interactions in
this region of the spectrum, and it is possible that a 2D-LIF spectrum
over the whole 630–720 cm−1 region would show further evidence
for this, but would be very time consuming to obtain.

6. ZEKE spectra via bands in the 630–720 cm−1 region
There is a very intense band in the 630–720 cm−1 region, with

a number of bands to higher wavenumbers. ZEKE spectra have been
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recorded through all of the main bands and the observed activ-
ity, and these are presented in Fig. 10. The expectation of close-
to-diagonal FCFs allows the assignment of the S1 levels. We have
already presented (Fig. 7) the ZEKE spectrum via 141 (at 677 cm−1)
in Sec. III G 4, together with the PIE curve. We have included
the ZEKE spectrum again in Fig. 10 to allow facile comparison
with the other spectra in this region and allow discussion of the
assignments of the weaker features, which have not already been
discussed.

The most intense band at 644 cm−1 has been assigned to
231 on the basis of the DF and 2D-LIF spectrum, discussed in
Sec. III G 5, and again, the ZEKE spectrum confirms that this is the
major contributor, yielding the wavenumber for the D0

+ vibration
of 636 cm−1. We highlight how close the corresponding values are
for both the S1 and D0

+ electronic states, in line with the 3s Rydberg
character of the former.

The assignment of the other ZEKE spectra are now
discussed—no DF spectrum could be recorded for these bands,
except for 141 (Fig. 6), owing to the diminishing lifetimes of the
levels as the internal energy in the S1 state increases. We first

FIG. 10. ZEKE spectra via levels in the 635–715 cm−1 region of the (1 + 1) REMPI
spectrum.

mention that the band at 663 cm−1 in the (1 + 1) REMPI and LIF
spectra is straightforwardly assignable to 231m2 since, first, the
ZEKE spectrum demonstrates a strong Δ(v, m) = 0 band, +231m2,
at 658 cm−1, as expected, and second also shows a clear +m2 band,
with +231m1 also clearly observable.

The other weaker features in the (1 + 1) REMPI spectrum to
higher wavenumbers are not in the correct place to be other 231mx

vibtor levels, and so another assignment was sought. Aided by the
observed torsional structure related to the forbidden origin band in
the (1 + 1) REMPI spectrum20 and by the location of the 91 tran-
sition at 635 cm−1 that is assigned in the (2 + 2) spectrum (Fig. 2
and Ref. 11), we expect to see 91mx vibtor transitions in this region
of the spectrum. Indeed, two of the higher wavenumber bands are
at the correct wavenumber to be 91m3(−) and 91m4. The 91m2 band
can be seen weakly between 231 and 231m2 (not labeled in Fig. 1),
while 91m3(+) will be overlapped by 141 [see Figs. 1 and 10(c)]. No
ZEKE spectrum was recorded via the very weak 91m2 band, with
the ZEKE spectra via 91m4 and 91m3(−) being dominated by a sin-
gle band—see Fig. 10. The observation of the weaker feature in
the ZEKE spectrum recorded via 141, whose wavenumber is con-
sistent with a contribution from +91m3(+), confirms that these two
bands overlap at ∼677 cm−1. There is some slight variation from
the vibtor band positions expected, when employing the value for
91 obtained from the (2 + 2) REMPI spectrum. This could be partly
related to the width of the (2 + 2) REMPI bands but also could be
due to interactions, such as 231m0. . . 91m3(+), 141m0. . . 91m3(−), and
231m1. . . 91m2. . . 141m1, with the latter allowing an indirect cou-
pling between 231m1 and 141m1. As well as slightly shifted REMPI
band positions, the activity in the ZEKE spectra shows some evi-
dence of such interactions. For example, there is a weak band seen
in the ZEKE spectrum via 231 that can be assigned as +141m1; there
is also weak cross-activity between the 141m0 and 91m3(−) spectra.
We comment that seeing such interactions in the ZEKE spectra
here is made difficult for some levels, since the torsional and in-
plane (a1 and b2 symmetry) vibrations are almost identical in the
S1 and D0

+ states so that any interaction would be expected to occur
in both states; hence, vertical transitions will be between the same
eigenstates with the same composition. For the out-of-plane vibra-
tions (a2 and b1 symmetry), however, there are significant shifts
between the two levels, which is consistent with an assignment of
+141 for the weak, higher-wavenumber feature seen in the ZEKE
spectrum via 231, arising from the indirect 231m1. . . 91m2. . . 141m1

interaction.

7. ZEKE spectrum via 121

The ZEKE spectrum via the a2 symmetry 121 level is shown in
Fig. 11 and demonstrates an essentially perfectly diagonal FCF, with
a single band appearing at 498 cm−1, which is in excellent agreement
with the calculated wavenumber for +121, supporting the assign-
ment. Owing to the weakness of the 121 band in fluorescence, no
DF spectrum could be recorded for this level.

There is some possible ambiguity between the assignment of
bands associated with the P12 and P15 vibrations, as these are cal-
culated to have very similar wavenumbers in all three electronic
states under consideration. However, the different symmetries, the
expected vibronic coupling, and the DF and 2D-LIF spectra for 151
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FIG. 11. ZEKE spectrum via 121.

are highly supportive of the assignment of 151 to the strong 370 cm−1

band, supporting a shifted vibrational wavenumber as the result of
the vibronic interaction. This makes the assignment of the signifi-
cantly weaker 468 cm−1 band to 121 secure and hence also estab-
lishes the corresponding vibrational wavenumbers in the S1 and D0

+

states. The 121 assignment is also in line with the observation of tran-
sitions involving the other two a2 symmetry vibrations, 101 and 111,
discussed in Secs. III G 8 and III G 9.

8. ZEKE spectra via the 800 cm−1 feature
In the 800–850 cm−1 region of the (1 + 1) REMPI spectrum,

a complicated feature is seen, which is shown in Fig. 1 and in an
expanded form at the top of Fig. 12. Although this feature has
been referred to previously,11 the clear complexity of the feature
has not; it is evident that there are a number of contributions.
To gain insight into these, we have recorded eleven ZEKE spec-
tra at different positions across the band, as indicated in Fig. 12;
these have been normalized to the most intense band in each case.
Below the Δv = 0 bands at ∼750 cm−1, we have amplified the inten-
sity by a factor of 4 to highlight the weak structure, which turns
out to be crucial to the assignment, and we have also provided
expanded views of the Δv = 0 regions on the right-hand side of
Fig. 12. Although an attempt was made at recording a DF spectrum
via the most intense part of this band, this yielded a noisy spec-
trum, with very few features discernible; this is in line with the very
stark reduction in intensity in the LIF spectrum compared to the
REMPI spectrum—see Fig. 1. Furthermore, the distinct structure
seen in the REMPI spectrum over this region was not resolved in
the LIF spectrum, meaning that any comparison between DF spec-
tra, or even a 2D-LIF spectrum, over this region would have proved
challenging.

The assignment of the ZEKE spectra in Fig. 12 makes use of the
fact that we generally expect largely diagonal FCFs. It is clear that
there are a number of contributions across this region, and the ZEKE
spectra suggest that various interactions are occurring between var-
ious zero-order states (ZOSs). The contributions will consist of one
or more zero-order bright (ZOB) states, interacting with various
zero-order dark (ZOD) states, to produce various eigenstates, which
may comprise vibrational and torsional contributions; we do not
consider rotations. Inspection of the values in Table II and compar-
ing with the ZEKE spectra, taking into consideration the excitation
wavenumber range, suggests that there are two likely fundamen-
tal ZOB states, 111 and 131, each of which has m = 0 and m = 1

components; both of these were suggested as contributing to this
region of the spectrum in Ref. 11. In Table III, we summarize
the vibrational and vibtor levels that are of the same symme-
try as these ZOB states and that may be contributing to this
energy region. These values can only be used as a guide ini-
tially, since levels of the same symmetry may interact, leading to
slightly shifted eigenstates. As well as the fundamentals, Table III
shows that there are also vibrational combinations, which could
be either ZOB states or ZOD states, 91161, 121241, and 161231,
the first two of which can interact with 131, while the latter
one can interact with 111. Activity involving both 131 and 111

would be in line with other transitions seen in the REMPI spec-
trum (see Fig. 1), with the b1 symmetry 131 state expected to be
the brighter, owing to the closer proximity and higher oscillator
strength of the 1B2 state from which it is stealing its intensity
(see Fig. 3).

The complicated nature of the 800–850 cm−1 excitation fea-
ture suggests that there are a number of vibrational/vibtor levels
interacting. Taking account of the wavenumbers and symmetries of
vibrations in the S1 state, the expected torsional spacings, and the
ZEKE activity, the following vibrational interactions (represented by
“. . .”) might be expected, with corresponding interactions occurring
for the m = 1 levels. The expected strongest ZOB state is indicated in
bold, and these couplings are expected to be the strongest, since they
have Δv ≤ 3, and Δm ≤ 3,

a2
′symmetry : 161231m0 . . . 111m0,

a ′′2 symmetry : 91161m0 . . . 131m0 . . . 121241m0.

We have omitted 121151m0,1 from the possible interactions
above, since 121151 has b2 symmetry, and hence, its m = 0 level can-
not interact with the m = 0 level of either 131 or 111, but the m = 1
level could be interacting with 131m1. Moreover, being a combina-
tion band, this transition is not expected to be inherently intense, but
we cannot completely rule out a minor contribution to the REMPI
feature. The ZEKE band is expected at 1006 cm−1, and since only a
very weak band is seen at this wavenumber, we conclude that any
involvement is minimal.

In previous ZEKE studies of vibrational and vibtor studies in
p-fluorotoluene,27,43 we have found that the low-energy region can
often give a good guide as to the contributing levels. Hence, we high-
light that the ZEKE spectra recorded here, via the low-wavenumber
side of the 800–850 cm−1 REMPI feature, show various torsional and
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FIG. 12. ZEKE spectra recorded at
the indicated positions within the
800–850 cm−1 feature in the (1 + 1)
REMPI spectrum, with the relevant
section shown at the top of the figure.
The intensity of the first ∼750 cm−1 has
been enhanced by ×4 to emphasize the
low-wavenumber bands. Expansions of
the 750–950 cm−1 regions of the ZEKE
spectra are shown in the side panel on
the right. Assignments are indicated by
the main zero-order state expected to be
contributing to each of the main features.
The activity is consistent with vibronic
coupling combined with interactions
between different zero-order states (see
text for further discussion).

fundamental bands. Recall that when we excited via 161, then both
+m0,1 and +161 bands were seen in the ZEKE spectrum (Fig. 7). As
such, we conclude that the observation of these bands is consistent
with the involvement of the a2

′′ symmetry 91161. Similarly, weak
+121, +231, and +24 bands are also seen when exciting on the low-
wavenumber side of the 800–850 cm−1 REMPI feature, consistent
with involvement of 121241. The expected positions of the ZEKE

bands from these two combination bands are coincident at 849 cm−1

and so consistent with the lower of the two intense bands seen at
the lower excitation wavenumbers. The higher-wavenumber band
is consistent with +131. Hence, we conclude that in this wavenum-
ber region of the S1 state, we have significant contributions from
three eigenstates arising from interactions involving 131, 91161, and
121241, with the interactions between the 131 ZOB state and each

J. Chem. Phys. 154, 224305 (2021); doi: 10.1063/5.0050654 154, 224305-16

© Author(s) 2021



The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

TABLE III. Expected wavenumbers of S1 zero-order states that could contribute to
the 800–850 cm−1 feature in the (1 + 1) REMPI spectrum.

Levela,b Symmetryc State

m = 0 m = 1
m = 0 m = 1 G12 (C2v) G12 S1

d D0
+d

131

121241m0 121241m1 a2
′′(b1) e′ 815 849

91161m0 91161m1 a2
′′(b1) e′ 819 849

242m5 e′′ 822 831
131m0 131m1 a2

′′(b1) e′ 824 861
152m4 e′ 820 1097

121161m6(−) a2
′′ 843 911

121151m0e 121151m1e a1
′′(b2) e′ 838 1006

111m2 e′ 846 846
231m6(−) a2

′′ 835 829

111

91m6(−) a2
′ 826 822

141m5 e′ 805 849
161231m0 161231m1 a2

′(a2) e′′ 828 856
121241m2 e′′ 831 865

111m0 111m1 a2
′(a2) e′′ 830 830

91161m2 e′′ 835 865
131m2 e′′ 840 877

151241m5 e′′ 845 988
161231m2 e′ 844 872

121241m3(+) a2
′ 859 894

aThe levels have been separated into those vibronically accessible from the m = 0 and
m = 1 levels of the S0 zero-point vibrational level, which can interact either with the
m = 0 or m = 1 level of the expected zero-order bight states, 131 and 111 (see text for
further commentary).
bWithin each block, levels are given in the expected wavenumber order for the S1 state,
although interactions between the zero-order states could change the ordering.
cSymmetries of the levels accessible from the indicated m= 0 or m= 1 levels. C2v symme-
try labels are given for the pyrrolyl ring lying in the yz-plane. For levels where both m =
0 and m = 1 are possible, both the C2v label for the vibration and the two corresponding
G12 symmetry labels are given. For other vibtor levels, just the G12 label is given.
dThese are calculated using experimental vibrational values, where they exist, or using
a calculated value, where they do not (see Table II). For corresponding m = 0 and
m = 1 levels, the same value applies, under the assumption that there are no interactions
between levels. (The given values have been adjusted to be relative to the appropriate
+m0 or +m1 scale.) The torsional energies were obtained from the V6 and F parameters
reported in Ref. 20.
eThe 121151m1 level could interact with 131m1 , but the 121151m0 state cannot interact
with 131m0 , as it has a different symmetry. The 121151m0 state could be vibronically
active but, being a combination band, is unlikely to be very intense.

of the combinations (Δv = 3) expected to be stronger than those
between the two combinations (Δv = 4); it appears that the 91161

interaction with 131 is the stronger. From the lower-wavenumber
activity, based upon relative intensities, we can also deduce that
there is more 91161 character at the very start of the feature, with
121241 then in the ascendent, before the 131 contribution becomes
dominant at ∼824 cm−1.

From 824 cm−1 onwards, we also see activity from +231 and
+161 reappearing when exciting in the center of the REMPI feature,
where 161231 is expected. We also see that the band at ∼860 cm−1

becomes more complicated in structure, consistent with overlapping
+131 and +161231 contributions. To slightly higher wavenumbers,
+131 is expected to wane in intensity, while +161231 waxes, and
the ZEKE spectra confirm this, with the strongest contribution
from +231 bands in the 824–830 cm−1 excitation region. We also
see a ZEKE band at ∼830 cm−1, assigned to +111, which appears
in the ZEKE spectra from 00 + 826 cm−1—slightly broadened
in that spectrum and then as a narrower band in the spectrum
recorded at 00 + 830 cm−1. These observations confirm contri-
butions from eigenstates made up predominantly from 111 and
161231 to the mid- to high-wavenumber end of the 800–850 cm−1

feature.
Various other bands can also be seen, some of which may

be related to FC activity, but we highlight that there are strong
indications that there is a contribution from 91m6(−) to the low-
wavenumber end of the feature, expected to interact with 111m0.
In addition, at the high-wavenumber end of the feature, there are
contributions from 131m2, via interaction with 111m1 and 111m2 via
interaction with 131m1. It is difficult to be definitive about other
contributions to the 800–850 cm−1 feature, but it is likely that
smaller, higher-order interactions are occurring, involving other
levels indicated in Table III.

Generally, the discussed interactions appear to give a good cor-
respondence to the observed features seen in the ZEKE spectra (see
Fig. 12). On the expanded traces on the right-hand side of Fig. 12,
we have indicated the expected positions of the dominant contri-
butions, noting that the eigenstates will be linear combinations of
each ZOB state with the coupled ZOD states of the same symme-
try. The low-wavenumber side of the REMPI band appears to arise
mostly from the transitions involving eigenstates with 131m0,1 con-
tributions, while the high-wavenumber side mostly comprises those
with 111m0,1. The ZEKE spectra clearly indicate that a number of
contributions are present and that the REMPI feature therefore com-
prises transitions to a number of resulting eigenstates. Importantly, a
number of these involve vibtor levels that can only interact with one
of the two m levels associated with a particular ZOB state. Overall,
it means that within this narrow range, four possible independent
routes for energy delocalization can occur. This is reminiscent of a
feature seen in the REMPI spectrum of p-fluorotoluene, where inde-
pendent energy delocalization routes of a different symmetry were
also identified.43

In summary, this is an unusually rich region of the spec-
trum and arises from the serendipitous location of (at least) two
vibronically allowed ZOBs, each with m = 0 and m = 1 com-
ponents, which happen to interact strongly with several vibra-
tional and/or vibtor levels. It is notable that this feature is the
only one in the REMPI spectrum, in the region scanned, which
shows such a complicated structure, although we commented on
the likelihood of some interactions in the 630–720 cm−1 region (see
Sec. III G 6).

9. ZEKE spectra via the >900 cm−1 features
To higher wavenumbers, a few other weaker features appear

in the REMPI spectrum, which are absent from the LIF spectrum
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(see Fig. 1). We have recorded ZEKE spectra via these, which are
shown in Fig. 13. In each case, there is a single intense Δv = 0 band
consistent with our expectations of largely diagonal FCFs and rem-
iniscent of the ZEKE spectra via 241 and 121; together with the cal-
culated values in Table II, this allows the assignments to be made,
as shown in Fig. 13. The REMPI band at 907 cm−1 is assigned to
the remaining a2 symmetry vibration, 101, with the 971 cm−1 band
being assigned to a third b2 symmetry vibration, 221. Both of these
provide good agreement with the calculated wavenumbers of the
vibrations in the S1 state and cation and have symmetries consis-
tent with the vibronic coupling mechanisms discussed; they both
agree with suggested assignments in Ref. 11. The assignment of the
weak structure above the Δv = 0 band in the 221 ZEKE spectrum is
unclear.

There is no obvious pyrrolyl-ring localized fundamental of the
correct symmetry to assign the band at 1100 cm−1. Interestingly, this
band is not apparent in the (1 + 1) REMPI spectrum reported in the
picosecond study,11 and indeed, there seem to be more transitions
at these higher wavenumbers, than apparent in our nanosecond
spectrum, which may be linked to distinct lifetime behaviors of the
different levels.

An assignment of the 1100 cm−1 REMPI band to 71 is dis-
counted: it would be the only a1 symmetry fundamental to be active
in the one-photon spectrum and is symmetry forbidden; more-
over, this transition is observed to slightly lower wavenumbers in
the (2 + 2) REMPI spectrum (see Fig. 2, Table II, and Ref. 11).
Although a possible assignment to the 91121 combination would be
consistent with the excitation wavenumber, this is not consistent
with the wavenumber of the corresponding ZEKE band, with the

FIG. 13. ZEKE spectra via the three bands that appear in the >900 cm−1 region
of the (1 + 1) REMPI spectrum, with suggested assignments.

+121 wavenumber established in Sec. III G 7 and +91 established in
Sec. III G 6. We also reject 61m3(−) as it would be the only vibtor tran-
sition in this region, which is out of line with the torsional structure
seen on the origin (see Fig. 1 and Ref. 20) and the vibtor structure
associated with 91 (see Sec. III G 6). We finally opt for a transition to
a methyl-localized vibration, Me7, which corresponds to an in-plane
rock of the methyl group33 and would fit with the changing disper-
sion interactions experienced by the methyl group in the S0 and S1
electronic states, consistent with the change in torsional potential
between those two states.16,20

IV. DISCUSSION
A. Vibrations
1. Vibrations in S0

The ground state IR and Raman data, obtained from liquid,
solution, and surface studies,23,24 were discussed in Ref. 33 and are
presented in Table II; in Ref. 33, we also presented calculated S0 val-
ues (B3LYP/aug-cc-pVTZ, scaled by 0.97), which were in very good
agreement with the experimental values, and we also discussed pre-
viously reported calculated values. We only include our calculated
values in Table II, as there was good agreement between the various
calculated values, once scaling had been considered. In Table II, we
have tabulated the results from the DF study of Biswas et al.18 along-
side those obtained in the present work. For the cases where a value
was obtained in both studies, the values are in good agreement with
each other and with the present calculated values. A couple of the
assignments in Ref. 18 appear ambiguous, for example, the value for
P20 has an alternative assignment to Me6, the methyl umbrella mode.
The assignment of a 1100 cm−1 vibration could be assigned to either
Me7 or Me8.

The present study obtains a number of jet-cooled, gas-phase
S0 vibrational wavenumber values for the first time, which are
also in generally good agreement with the previous IR/Raman and
calculated values.

2. Vibrations in D0
+

The wavenumbers for the D0
+ state of the cation derived from

the ZEKE spectra are given in Table II and are the first time any
of these values have been reported. (No vibrational structure was
reported for the conventional photoelectron spectrum of NMP by
Baker et al.44) The agreement between the calculated and experi-
mental values is exceptionally good, similar to the good agreement
seen for the S0 state, and provides further confidence that the assign-
ments are correct. Of course, the vibrational wavenumbers for the
cation are expected to be similar to those of Rydberg states of NMP,
and we shall comment on this further in Sec. IV A 3. We provide fur-
ther commentary on the activity in the ZEKE spectra in Sec. IV A 4.
Cooper et al.15 provided some vibrational wavenumbers associated
with various Rydberg states of NMP, but although some of these are
close to cation values presented in Table II, the assignment of all of
these is uncertain.

3. Vibrations in S1 and vibronic coupling
We have collected the present calculated (TD-B3LYP/aug-cc-

pVTZ, scaled by 0.97) and experimental values for the wavenumbers
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of the S1 state vibrations together in Table II. Also included are
the (TD-B3LYP/aug-cc-pVDZ) calculated values reported in Ref. 11,
together with calculated values (CIS/6-31G∗∗) reported in Ref. 19.
(We have only included the calculated values from both Refs. 11 and
19 that were included in Ref. 11 and where they were assigned to par-
ticular vibrations.) Although the TD-B3LYP/aug-cc-pVDZ and TD-
B3LYP/aug-cc-pVTZ results of Ref. 11 and the present work are in
close agreement (noting that the former do not appear to have been
scaled), there is some disagreement with the CIS/6-31G∗∗ values of
Ref. 19. Since the S1 state is Rydberg-like close to the FC region, then
we would expect the vibrational wavenumbers for S1 to be similar
to those in the D0

+ state. Indeed, if the present calculated values in
Table II are considered, this is indeed the case, with all calculated
S1 vibrational wavenumbers being very close to the corresponding
D0
+ ones for all symmetries, although the wavenumbers of the a2

symmetry vibrations are slightly more discrepant. Overall, therefore,
coupled with the good agreement between the experimental and cal-
culated D0

+ vibrational wavenumbers, we have more confidence in
the TD-B3LYP calculated wavenumbers for the S1 state than the CIS
ones of Ref. 19.

In Fig. 14(a), it may be seen that the calculated vibrational
motions of the S1 state are similar to those in the S0 state, support-
ing the use of the same Pi labels for both states, and in Ref. 33,
it was shown that similar comments apply to the vibrations of the
D0
+ state. In addition, the D0

+ ← S1 Duschinsky matrix shown
in Fig. 14(b) is highly diagonal, showing that the calculated vibra-
tional motions in the S1 state are almost identical to those in the
cation, as expected for a Rydberg state with the corresponding ionic
core. Given that there is very good agreement between the calculated
vibrational wavenumbers for the D0

+ state and the obtained experi-
mental values (Table II), then we would also expect correspondingly
close agreement for the S1 vibrations. It is noteworthy although this
expectation is met for the in-plane a1 and b2 vibrations, there are
significant differences between the calculated and experimental S1
vibrational wavenumbers for the out-of-plane b1 and a2 vibrations,
with the S1 experimental values all being significantly lower, partic-
ularly for P15. We now comment on these observations in the light
of the known vibronic interactions in this molecule.

In Fig. 3, we have indicated the approximate vertical energetic
locations of the various excited states of NMP, i.e., at the geome-
try of the X̃ state. The NMP molecule is unusual in two key related
aspects: first, in the FC region, its first excited state is Rydberg in
character, S1 (a2, 3s), yet it fluoresces; and second, there are close-
lying states of three different symmetries that each allow distinct
vibronic interactions to be induced. In Fig. 3, we have indicated
the main excited electronic character of each state and its sym-
metry, as well as the symmetries of the vibrations that induce the
vibronic coupling for each nearby electronic state; furthermore, the
calculated oscillator strengths are also indicated, since for intensity
to be stolen via vibronic coupling, there must be something to be
stolen. Some of the calculated oscillator strengths for some of the
A2 electronic states are not zero (indicated by an “∗” in Fig. 3).
This is likely because at the potential minimum of the X̃ state of
NMP, the geometry is Cs as opposed to C2v, and this breakdown of
C2v symmetry means that these states can be calculated as weakly
allowed.

It is clear from the assignments of the different spectra that
there is strong vibronic coupling induced by vibrations of both b1

FIG. 14. Duschinsky matrices for the (a) S0 ↔ S1, and (b) S1 ↔ D0
+ transitions.

The depth of shading represents the coefficients of mixing between vibrations in
the two electronic states between 0 (white) and 1 (black). The S1 vibrations can,
for the most part, be seen to be dominated by a single S0 vibration, allowing the
Pi labels to be used for those vibrations. The D0

+ vibrations are calculated to be
almost identical to those of the S1 state; however, the experimental results suggest
that some of the S1 vibrations are affected by vibronic coupling. In Ref. 33, we also
discussed the vibrations of D0

+ expressed in terms of those of the S0 state.

and b2 symmetries. Indeed, all four b1 vibrations are observed in the
REMPI spectrum, as well as the three lowest wavenumber b2 vibra-
tions (with the others being higher in wavenumber than the region
scanned.) The intensity of the b2 symmetry, 231 transition is signif-
icant, as are the b1 symmetry 161 and 151 bands; some caution is
required with the intensities, however, since the lifetimes of the levels
are decreasing with the increasing wavenumber, albeit not mono-
tonically.11 Weaker, but still significant are transitions involving all
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three a2 symmetry vibrations. Our resolution is sufficient to discern
the rotational band profile type, and we show these in Fig. S1 of
the supplementary material for the 161, 151, and 231 bands. These
profiles are as expected,38 being of type b for 161 and 151, which
gains intensity from the (a2, 3px) 1B2 ← S0 transition, and type c
for 231, which gains intensity from the (a2, 3py) 1B1 ← S0 transi-
tion. Bands corresponding to transitions to a2 symmetry vibrations
are expected to show type a band profiles, and this is consistent with
observations. We find that our REMPI spectra appear to be slightly
rotationally colder than our LIF spectra and that we only see some
bands clearly in the REMPI spectra; when observed, the band pro-
files are clearer and slightly wider in the rotationally warmer LIF
spectra.

As expected, we see no transitions that involve totally sym-
metric vibrations in our (1 + 1) REMPI spectrum, since these are
forbidden in one-photon transitions, although such transitions are
allowed and dominate in the (2 + 2) REMPI spectrum, as can be seen
in the spectrum in Fig. 2 and that presented in Ref. 11. The bands in
the (2 + 2) REMPI spectrum are broader than those of the (1 + 1)
REMPI spectra, likely due to power broadening effects; the bands
in the present (2 + 2) REMPI spectrum in Fig. 2 are significantly
narrower than those in the corresponding spectrum in Ref. 11, in
line with the higher power and pulse width of the picosecond laser
employed. Despite the rapidly decreasing lifetimes of the levels,11 no
broadening is evident in the (1 + 1) REMPI spectra, for all bands
that we have recorded, up to ∼1110 cm−1 (see Fig. 1)—consistent
with lifetime broadening effects not being significant, in line with
the lifetimes cited in Ref. 11.

From the assignments, the (1 + 1) REMPI and LIF spectra dis-
play three distinct vibronic coupling mechanisms, with the (2 + 2)
REMPI spectrum dominated by FC activity—indeed, no evidence of
vibronic coupling is seen in the (2 + 2) REMPI spectrum, although
it still can occur. As well as being responsible for the observed inten-
sities in absorption, these vibronic coupling mechanisms will also
operate for the emissions and are consistent with the DF and 2D-LIF
spectra. As remarked in Sec. III E, the vibrational structure seen will
depend upon the symmetry of the level from which emission occurs.
The assignment of the DF spectra indicate that the P15 vibration is
the main inducing mode for the emission, with the strongest band
always arising from a combination of P15 with the corresponding
intermediate S1 vibrational level. In addition, we also see vibronic
activity associated with the other b1 symmetry vibrations, with this
being quite strong also for P16, as well as some b2 and, to a lesser
extent, a2 vibrations, confirming that the same vibronic mechanisms
are operating in both emission and absorption. Although the 161,
151, 231, and 141 transitions are strong in absorption, with some
caution required when considering the intensities of the REMPI
and LIF bands because of the lifetime variation, the vibronic cou-
pling involving P15 demonstrates by far the strongest bands in
emission.

As commented hereinbefore, we expect the S1 and D0
+

wavenumbers to be very similar for each vibration, since the S1 state
is Rydberg-like, and this expectation is borne out in the calculated
wavenumbers, for the most part, and by the corresponding almost
perfectly diagonal Duschinsky matrix in Fig. 14(b). This is consis-
tent with the highly diagonal nature of the FCFs for the ionization,
as observed for almost all vibrations. The two major exceptions are
first in the ZEKE spectrum via 161, where the origin transition is

clearly seen, and in the ZEKE spectrum via 151, where we see both
the origin band and a sizeable +161 band. We have commented in
Sec. III G 4 regarding the absence or relative weakness of +151 ZEKE
bands in both of these spectra but also the significant step in the
PIE curve when exciting via +151—these points are the subject of
ongoing investigations.42 Here, we will discuss the effect of vibronic
coupling in the S1 state.

Often, two types vibronic effects are described: a dependence
of the electronic transition moment on the nuclear coordinates and
intensity stealing via vibronic interactions. In the book authored by
Bunker and Jensen,30 it is concluded that these are two manifesta-
tions of the Herzberg–Teller effect and can be viewed as vibration-
induced mixing of electronic wavefunctions away from the equilib-
rium position. Hence, for a one-photon forbidden absorption, if we
denote the final electronic state of symmetry, i, in a transition by
Φ′e,i(0′) , where 0′ represents the equilibrium geometry of that state,
then for small deviations, δQj, along one or more normal modes of
symmetry j, then we can express the electronic wavefunction of the
excited state at the slightly distorted geometry as

Φ′e,i(δQj) = ciΦ′e,i(0′) +∑
j

cjΦe,j(0′), (6)

where the Φe,j are electronic wavefunctions of other excited states
of symmetry j. For small displacements, we can ignore anharmonic
effects and ∣cj∣ will be small and then vanish when all δQj = 0; addi-
tionally, ∣ci∣ will be close to, but less than, 1 for δQj ≠ 0 and equal
to 1 when δQj = 0. Assuming that cj are proportional to the normal
coordinate displacements,30 then

Φ′e,i(δQj) = ciΦ′e,i(0′) +∑
j

CjQjΦe,j(0′). (7)

Thus, the electronic potential experienced by the molecule will
vary along a normal coordinate (more generally, one of the nuclear
coordinates could be torsion), and resultant mixings are possible,
i.e., Cj is non-zero when the symmetry, j, is such that vibronic cou-
pling occurs during a transition from the ground electronic state. It
is this variation that can be viewed as mixing in of other excited state
characters of symmetry j, as a result of a vibronic interaction, away
from the equilibrium position of Φ′e,i. Similar arguments apply to
emission, although in jet-cooled experiments the emitting state will
often be a vibrationally excited level of the upper electronic state;
the latter will also be true of the intermediate level employed for the
resonant ZEKE transitions.

We have seen that there is good agreement between the cal-
culated b1 symmetry vibrational wavenumbers for the S1 state
and the cation and also between the calculated and experimen-
tal values for the cation; in contrast, we find significantly lower
values for the experimental S1 b1 symmetry vibrations. Taken
together, these observations strongly suggest in the S1 state, vibronic
coupling changes the potential experienced by the molecule along
the b1 coordinates and leads to the observed lowering of those
vibrational wavenumbers. A similar, although less marked, sce-
nario emerges for the a2 symmetry vibrations also. It is extremely
interesting that although the in-plane b2 symmetry vibrations are
also involved in inducing vibronic coupling, the experimental values
for the three observed vibrations are almost identical in the S1 and
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D0
+ states, and so, apparently, no potential distortion occurs along

those coordinates.

4. ZEKE spectra
Considering the ZEKE spectra further, we have highlighted

that the majority exhibit very diagonal FCFs, with the Δm, Δv, or
Δ(v, m) = 0 band being by far the most intense in the spectrum—the
ZEKE spectra recorded via the torsional levels have been discussed in
Ref. 20. The main exceptions to this are the ZEKE spectra recorded
via the S1 141, 151, and 161 levels (see Fig. 7), where the origin band
appears, which we shall now discuss.

We first comment that the ZEKE spectrum recorded via 141

is very much as expected, with very strong diagonal FCF charac-
ter but with a weak origin band. (The excitation will involve both
m = 0 and m = 1 components, and so the dominant feature is
expected to be the overlapped +141m0,1 bands; this will be the case
for other intermediates vibrational levels also.) The ZEKE spectrum
recorded via the much stronger 161 level, although being domi-
nated by the +161 band, also exhibits a sizeable origin band, as well
as a number of weak torsional bands, and the ZEKE spectrum via
+151 also exhibits a strong origin band, as well as a +161 band,
with the weakness of the Δv = 0 ZEKE band commented on in
Sec. III G 4.

We have seen that vibronic interactions can cause a change in
the potential along coordinates corresponding to vibronic-coupling
inducing vibrations, and such a vibrationally excited level could
have a slightly distorted average geometry. For b1 vibrations, this
would lead to a small distortion to an out-of-plane averaged geom-
etry and would lead to a Cs symmetry molecule, with the reflec-
tion plane being xz in the current axis system; then, the b1 (a2

′′)
and a1 (a1

′) symmetry levels become totally symmetric in the Cs
point group. Thus, the origin band in the ZEKE spectrum would
become weakly allowed via these intermediate levels, as seen, and
similarly for the +241m3(+) band via 151. Such a mechanism would
also lead to e′′ symmetry torsional and vibtor levels also becom-
ing allowed, with e′ levels already being symmetry allowed from
the m = 1 levels associated with the b1 symmetry intermedi-
ate vibrational levels. Thus, this is a possible explanation for the
appearance of the various torsional bands, particularly evident in
the 151 and 161 ZEKE spectra. That these bands are relatively
weak would be in line with the only small geometric distortions
expected.

Although symmetry-forbidden bands are prevalent in photo-
electron and ZEKE spectra, their origin is not always clear, with the
intrachannel-coupling mechanism of Rathbone et al.45 for photo-
electron spectroscopy (PES), extended to Rydberg states and ZEKE
spectroscopy,46 being one such mechanism. In outline, the outgo-
ing photoelectron wave (in PES) or the high-n Rydberg electron (in
ZEKE) can interact with the vibrations (or torsions and vibtor lev-
els) of the cation core. For NMP, the np ← 3s excitations are most
likely (being Δl = 1 from the 3s S1 Rydberg state), with these hav-
ing the symmetries b1 for npx, b2 for npy, and a1 for npz . Thus,
vibrational bands in the ZEKE spectra corresponding to these sym-
metries, particularly low-frequency, high-amplitude vibrations, can
be rationalized by this mechanism.

We now come back to the ZEKE spectrum via 151, which
has very unexpected activity. First, it is the only ZEKE spectrum

recorded for NMP that does not have the dominant Δv = 0, or
equivalent, band; however, the PIE spectrum suggests that this
absence is due to some interaction occurring in the cation (Fig. 7 and
Sec. III G 4), which is under further investigation.42 Here, we com-
ment on the appearance of the +161 band in this ZEKE spectrum,
despite the Duschinsky matrices (Fig. 14) indicating that any mixing
between vibrational modes during the ionization is minimal. Earlier,
in the present section, we have suggested the possibility that the S1
potential is affected by the vibronic coupling along the out-of-plane
coordinates, particularly those of b1 symmetry, and this would not be
reflected in the calculated Duschinsky matrices; on the other hand,
the DF spectra are clear that the intermediate levels are dominated
by the expected vibration but indicate that there is cross-activity in
the DF spectra recorded via 161 and 151 (see Figs. 4 and 5). We pro-
pose that there is indeed some Duschinsky-type mixing between the
161 and 151 modes, caused by the vibronically induced change in the
S1 wavefunctions away from their cation-like form, therefore leading
to off-diagonal FC activity in both the ZEKE and DF spectra via 151

and in the DF spectrum via 161; this would not be evident in the cal-
culated Duschinsky matrices. With this in mind, we might therefore
expect to have seen +151 activity in the ZEKE spectrum recorded via
161; however, as we commented on in Sec. III G 4, there is a precip-
itous drop-off in photoionization cross section of all PIEs recorded
to higher wavenumbers, as shown in Fig. 7, followed by further mul-
tiphoton activity (not shown and which will be reported at a later
date42).

B. Comments on photodynamics
The prevalence of the pyrrolyl ring in biomolecules, and the

importance of the photostability of biomolecules, has naturally led
to the simplest molecules that contain this group, pyrroles and sub-
stituted pyrroles, being the targets for photodynamical studies. Of
interest is the effect of substituting the N-bonded H atom in pyrrole
for a methyl group. It is known that in the S1 state, pyrrole rapidly
loses the N-bound H atom and is presumed to form the pyrrolyl
radical and an H atom.12,21 By analogy, NMP has been suggested
to lose a methyl group and also form the pyrrolyl radical.5 Under-
standing both how electronically excited molecules fragment and
how they efficiently delocalize their energy is the key aspect of under-
standing the biophysics underpinning solar-radiation-induced rad-
ical production, which can lead to cancer formation in living
organisms.

As commented on in the above, the first electronically excited
state of NMP is Rydberg-like close to the FC region, but at the
long range, this state evolves into a σ∗ unbound state along the
N–CH3 coordinate. Furthermore, movement along this coordinate
involves significant structural changes, mainly involving the CH3
group evolving from a pyramidal to planar geometry. In Fig. 15, we
have optimized the geometry of the S0 state of NMP at the CAM-
B3LYP/aug-cc-pVTZ level and then calculated the vertical excita-
tion energies of excited states at a range of N–CH3 bond lengths,
constraining the rest of the geometric parameters. These plots look
similar to those in Ref. 9, and as may be seen, there is a signifi-
cant barrier to dissociation. We have also optimized the geometries
of the ground electronic states of the pyrrolyl radical (X̃2A2) and
the CH3 radical (X̃2A2

′′) and indicated the energy of this dissoci-
ation asymptote in Fig. 15; this confirms that the asymptote of the
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FIG. 15. Calculated, constrained potential energy plots for the ground and lowest six electronically excited states of NMP. TD-CAM-B3LYP/aug-cc-pVTZ level calculations
were performed, with the geometry fixed at that optimized for the X̃ state, except for varying the N–CH3 bond length. Vertical excitation energies were calculated at a range
of N–CH3 bond lengths for these states to produce the curves shown. In the top right of the figure, an expanded view of the region close to the minima of the excited states
is shown. The colors represent the symmetries of the electronic states, as shown in the legend (see also Fig. 3 and text). On the bottom right of the diagram, the lowest
three pyrrolyl + CH3 asymptotes are shown. Their energies are obtained by optimizing the geometries of the ground states of the two radicals and then calculating vertical
excitation energies. The three lowest asymptotes are found to correspond to ground state CH3, together with three electronic states of pyrrolyl. The coloring indicates the
symmetry of the NMP state that correlates with each asymptote. The lowest dissociation asymptote lies significantly below the minimum of the S1 (1A2) state, consistent
with results from photodissociation experiments; relaxed geometry scans would allow these asymptotes to join smoothly to the respective minima.

constrained S1 state is far above the “relaxed” asymptote, with
the latter lying below the minimum of the S1 state, in agree-
ment with photodissociation studies.5,9,11 The optimized geome-
tries of the pyrrolyl and methyl radicals are given in Fig. S2 of the
supplementary material; both ground states are found to be planar,
with the geometric parameters of pyrrolyl agreeing well with those
of Gianola et al.47 Although there are issues with the calculated state
ordering in Ref. 8, the relaxed scan shown in Fig. 3 of that work
indicates that a barrier still exists to dissociation in the S1 state. In
Fig. 15, we have also indicated the positions of the next two dissoci-
ation asymptotes, which involve electronically excited pyrrolyl (the
pyrrolyl excitation energies used in Fig. 15 are CAM-B3LYP/aug-
cc-pVTZ calculated vertical excitations from ground state pyrrolyl).
These lie below the asymptotes with electronically excited CH3 (not
shown), since the latter are located at >5.7 eV above its ground
state.48 It may be seen that the S1 state of NMP correlates adia-
batically with the lowest energy asymptote, pyrrolyl (X̃2A2) + CH3
(X̃2A2

′′); we assume that it correlates diabatically to an asymptote
involving the 3s Rydberg state of pyrrolyl. The S0 state correlates
with the third asymptote and so produces electronically excited

pyrrolyl, B̃2A1, and ground state CH3. The (a2, 3py) 1B1 state pre-
sumably dissociates diabatically to produce the 3py Rydberg state of
pyrrolyl, but adiabatically it produces the first electronic state, Ã2B1
plus ground state CH3.

Figure 15 also confirms that the X̃ state potential crosses that
of the S1 state along the N–CH3 coordinate; this represents a con-
ical intersection between the S1 and X̃ state surfaces, providing a
route for internal conversion (IC) between the two states; the X̃ state
also crosses the lowest 1B1 surface. A key route to losing energy
in electronically excited NMP (and related molecules) is via IC to
the X̃ state. In solution, IC (an isoenergetic process) is followed by
subsequent solvent-induced collisional energy loss. If this energy
cannot be lost via such mechanisms, for example, in the gas phase
under low pressure conditions or in a supersonic jet, then photofrag-
mentation might be expected. We observe that IC to the X̃ state
will, of course, produce highly vibrationally excited NMP molecules;
although, undoubtedly, this will lead to intramolecular vibrational
relaxation (IVR) in the S0 state. As long as the molecule stays on
the X̃ state surface, it cannot dissociate, since dissociation on this
surface would be to electronically excited pyrrolyl (B̃2A1) and CH3
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(X̃2A2
′′), and this asymptote lies higher in energy than the ground

state asymptote (see Fig. 15). Thus, although IC to the X̃ state does
represent a population loss mechanism from the S1 state, it is not
a direct route for subsequent dissociation to ground state pyrrolyl
+ CH3 products.

Photodissociation can happen on the S1 surface, but Fig. 15
shows that there would need to be efficient routes around the S1 state
barrier to access the dissociation asymptote, and this may reasonably
be expected to depend upon the amount and form of the internal
energy and so the molecular motion. It is also possible to envision
an indirect mechanism consisting of efficient IC from S1 to S0, fol-
lowed by rapid IVR in S0, which then leads to a vibrational motion
that allows favorable IC back to the S1 state on the high-R side of the
barrier, i.e., with vibrational motion excited that leads to extended
vibrationally averaged N–CH3 bond lengths. This process would be
consistent with the observations of Tseng et al.6 and Woo and Kim11

that there is a time delay before dissociation products are seen. The
S1 ← S0 IC could thus produce NMP on the other side of the barrier
with a longer N–CH3 bond, which will facilitate unimolecular decay.
This process could produce vibrationally excited pyrrolyl and/or
CH3 products, and although some excited CH3 products have been
probed,5 it would clearly be useful to interrogate other levels and also
the pyrrolyl product.

There is very little pyrrolyl+ signal in the mass spectra we
record throughout the range of the (1+ 1) REMPI spectrum; further-
more, when we observe the mass spectrum via a two-color process,
such as when recording PIE spectra, we only see NMP+ ions (see
Figs. S3 and S4 of the supplementary material). The absence of the
two-color pyrrolyl+ signal is likely because the ionization energy of
pyrrolyl is 9.11 eV;49 similarly we do not see any significant CH3

+

signal, whose ionization energy is 9.84 eV;50 in both cases, there-
fore, ionization would require multiple photons. In our one-color
experiments, as in Ref. 5, we do see various fragment ions, including
weak pyrrolyl+ and CH3

+, and this is consistent with the mass spec-
tra shown in Fig. 3 of Ref. 5 (albeit the traces seem to be the wrong
way around with respect to the cited excitation wavelengths).

We now comment on some other aspects of the photodynamics
studies.

We do not see long progressions involving vibrations that are
related to N–CH3 stretching vibrations over the regions scanned,
either in the DF or ZEKE spectra, but this could be because of the
limited region of the spectra scanned and that such vibrations would
be in-plane. Dissociation of NMP to ground state pyrrolyl + CH3
products on the S1 surface will occur along the z-axis of NMP, since
pyrrolyl is planar with the unpaired electron in an orbital localized
on the nitrogen atom and pointing along the C2 axis, and the ground
state of CH3 is planar with an electron located in an orbital that
is oriented along the methyl C3 axis. NMP is deduced to dissoci-
ate rapidly when in-plane a1 and b2 vibrations are excited,11 and
very recent simulations on pyrrole corroborate this observation.51

It seems clear that once the dissociation asymptote becomes acces-
sible, then dissociation will lead to both fragments experiencing a
significant impulse—consistent with the results of photodissociation
studies.5,9,11

Figure 15 shows that the potential of the lowest excited 1B1 state
of NMP has a similar profile as the S1 state, but correlating to the
first excited state of pyrrolyl and ground state CH3. This state may be
playing an intermediate role in other IC processes or, indeed, may be

the terminal state, with dissociation on that surface producing elec-
tronically excited pyrrolyl. Wu et al.9 have invoked involvement of
this state at higher excitation energies. There are various crossings
between the lowest 1B1 state and other states, so the IC behav-
ior could be quite complicated. The involvement of excited states
at particular excitation energies has also been commented on by
others.5,6,10,11

Some workers hypothesized that triplet states could be involved
in the photodynamics of NMP.7,10 We observe that each of the open-
shell singlet states in Fig. 15 (see also Fig. 3) has an associated triplet
state, but since one of the unpaired electrons is in a Rydberg orbital,
each of these triplet states would be expected to have potential energy
curves that are largely parallel to their corresponding singlets and
be close in energy and so exhibit similar behavior. If intersystem
crossing (ISC) to the triplet versions of these Rydberg states occurs,
we do not think this would lead to dissimilar spectroscopic and
dynamical behavior. However, if triplet states are accessed where the
two unpaired electrons occupy valence orbitals, this could affect the
observed behavior and has been discussed by Blancafort et al.7 for a
ππ∗ triplet state of NMP.

The Woo and Kim picosecond study11 appears to be the most
comprehensive one to date, in which the lifetimes of many S1 levels
were probed across the internal energy range of ∼0–1850 cm−1, with
levels accessed by either one- or two-photon excitation. A clear, but
non-monotonic, trend was identified of a decrease in lifetime with
internal excitation energy of the S1 state, with occasional small rises
in lifetime occurring within the overall downward trend. Further-
more, some of the decay profiles could be fitted with a single time
constant, while others required two or three, suggesting different
pathways. In particular, IVR was mentioned as a possible expla-
nation for this, with multiple excitations within the width of the
picosecond laser being another. We agree with the possibility of the
latter for some levels but cannot see that IVR will generally be sig-
nificant, since the DOS is not very high below 1500 cm−1 (Fig. 16);
this would be particularly true of levels at very low wavenumbers.
However, one exception may be in the 800–850 cm−1 region, which
was found to have a rather complicated time dependence in Ref. 11,
consistent with the excitation of multiple states; the complexity of
this feature and the involvement of multiple ZOSs was highlighted
in Sec. III G 8.

It was commented in Ref. 11 that the derived lifetimes did not
agree with previous work and suggested that this could be associated
with different experimental conditions, for example, with regard to
the time duration of the laser sources: clearly, very short laser pulses
are more likely to excite more than one eigenstate. It is particu-
larly intriguing that only the “fast” CH3 fragments (with a kinetic
energy of ∼6000 cm−1) were seen at 183 cm−1, with a slow compo-
nent (with a kinetic energy ∼0 cm−1) appearing weakly at 370 and
641 cm−1; the slow component became dominant at 806 cm−1, with
the faster component still sizeable; it was commented11 that these
observations were not wholly in agreement with those of Sage et al.5
A marked change in lifetime was reported at ∼700 cm−1 ascribed
to a non-radiative channel, and it was suggested that this could be
the energy at which an S1/Sn conical intersection could be occur-
ring, but the curves in Fig. 15 seem to suggest that this is unlikely
at these low energies, with the caveat that relaxed scans could alter
the curves significantly. It is interesting that the “PHOFEX” signal
for CH3 in Ref. 11 decreases significantly at around this internal
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FIG. 16. Density of states (DOS) plots for NMP using calculated vibrational wavenumbers from Table II and torsional levels from Ref. 20; these correspond to the number of
states within a 10 cm−1 wide window. (The abscissa and ordinate axis labels on the bottom plot of the figure apply to all five plots.) In the top four plots, the DOS has been
broken down into the symmetries accessible from m = 0 and m = 1 of the zero-point vibrational level in the S1 state and accessing vibrational levels of b1 (a2

′′) or b2 (a1
′′)

symmetry, the symmetries of the main inducing vibrations. In the bottom plot, all symmetries are included. In all cases, torsional, vibrational, and vibtor levels have been
included. It may be seen that the DOS is relatively low in the 0–1500 cm−1 region covered here, and particularly so below 1000 cm−1.
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energy, and it was concluded that the dissociation channel decreases
in importance as other non-radiative channels open up. We sug-
gest that one explanation for this may be that IC occurs to S0,
followed by IVR and subsequent IC back to S1, but that at cer-
tain energies, it becomes more difficult for the molecule to undergo
IC back to the S1, or perhaps to the (a2, 3py) 1B1 surface, where
dissociation can occur. Again, probing the pyrrolyl fragments would
be a valuable addition to our knowledge of the photodynamics of
this molecule.

V. CONCLUSIONS
In this work, we have presented a detailed assignment of the

levels in the S1 state of NMP based on the appearance of DF, 2D-LIF,
and ZEKE spectra. Combined with previous IR and Raman data and
quantum chemical calculations, the majority of assignments of the
individual S1 levels are now secure. The assignments largely agree
with those of the limited levels studied by Biswas et al.18 as well as
many of the suggested assignments put forward by Woo and Kim,11

with the present work providing either concrete evidence for some
of the assignments or new assignments.

We have confirmed the Rydberg nature of the S1 state in the FC
region but have suggested that some vibrationally averaged out-of-
plane deviation may occur. This, and other mechanisms discussed,
is a possible explanation for the appearance of various “forbidden”
bands in some of the ZEKE spectra, particularly when exciting via b1
vibrations. The main conclusion is that multiple vibronic coupling
mechanisms are occurring in the S1 state.

We find that the DOS build up is relatively slow in this molecule
(Fig. 16) and the only significantly congested region of the REMPI
spectrum is the 800–850 cm−1 region. Even in the latter case, the
ZEKE spectra suggest that only limited couplings are occurring, and
so this coupling falls into the restricted IVR regime, rather than
statistical. Furthermore, different routes for energy delocalization
occur under G12 symmetry. Some evidence for the involvement of
the methyl rotor is seen—this is expected to drive a rapid build-
up in the DOS at higher energies, as seen in p-fluorotoluene,52,53

m-fluorotoluene,54 and p-xylene.53

We have also identified highly unusual behavior following ion-
ization via S1 151 in that the expected Δv = 0 ZEKE band was sur-
prisingly weak. The appearance of the expected large step in the PIE
curve, however, indicates that this is due to unusual photoioniza-
tion dynamics; this and the drop-offs in the intensities of other PIE
curves are currently under further investigation.42

In summary, we have confirmed, or obtained for the first time,
a number of vibrational wavenumbers for the S0, S1, and D0

+ elec-
tronic states and confirmed interactions between vibrational and
torsional motion. In principle, therefore, it ought to be possible to
gain detailed insight into the photodynamics of NMP, and indeed,
level-specific behavior was suggested by Woo and Kim.11 However,
some caution is required relating to both the explicit assignments of
that work, particularly as to whether only a single level was excited
at particular cited wavelengths; the present study helps that assess-
ment. For example, in the 800–850 cm−1 feature, it seems clear
that a picosecond laser would have been exciting multiple eigen-
states. The present work allows a definitive assignment of the var-
ious bands seen in the REMPI spectrum, and hence, the motion of
the molecule with particular amounts of internal energy is known.

Trying to understand the wealth of photodynamic results will bene-
fit from dynamical modeling, where particular vibrational motion is
activated in the S1 state of NMP, and the effect on the resulting pho-
todissociation studied, as has been reported very recently for pyr-
role;51 this will, of course, require reliable multidimensional poten-
tials, particularly if multiple IC (or ISC) steps occur, as suggested
herein. Overall, our results and comments emphasize the utility of
knowing which eigenstates are excited in time-dependent experi-
ments and hence reinforces the complementarity of frequency- and
time-resolved experiments.

SUPPLEMENTARY MATERIAL

See the supplementary material for correlation between the
Pi labels and those of Biswas et al.;18 band profiles of the 161,
151, and 231 LIF bands; optimized geometries of the pyrrolyl and
methyl radicals; and mass spectra of NMP recorded in REMPI
experiments.
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12.1. Comment on “Electronic, vibrational and torsional

coupling in N-methylpyrrole: ground, first excited and

cation states” [J. Chem. Phys. 154, 224305 (2021)]

Abstract: “Two-color (1 + 1′) zero-electron-kinetic-energy (ZEKE) and 

photoionization efficiency (PIE) spectra are reported via different levels in the S1 ← 

S0 ( ̃1 2← ̃1 1) one-photon transition of jet-cooled N-methylpyrrole. The laser

radiation is produced using two dye lasers, one with an 1800 l/mm grating and one

with 2400 l/mm. We report spectra where the excitation and ionization radiation are

produced with both combinations of the dye lasers; these spectra differ markedly.

This is attributed to Wood’s anomalies with the 2400 l/mm grating: one aspect is a

loss in light intensity over a range of wavelengths, attributed to a resonance anomaly.

Another is the appearance of a “shadow” ZEKE spectrum and PIE curve at

apparently higher ionization wavenumbers; under some conditions, a third ZEKE

spectrum was observed—these latter observations arise from higher-order dispersion

effects, likely caused by a Rayleigh anomaly. We comment on these observations

and report more representative ZEKE and PIE spectra than those presented in a

recent paper by our group [A. R. Davies, D. J. Kemp, and T. G. Wright, J. Chem.

Phys. 154, 224305 (2021)] for four intermediate S1 levels.”

Authors: Alexander R. Davies, David J. Kemp and Timothy G. Wright
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Summary: Here, we discuss the ZEKE spectra of three b1 vibrations and one b2

vibration, in light of our investigation into the ‘ZEKE shadows’ observed in the

ZEKE spectra of NMP in Section 12. We conclude it is a combination of a grating

resonance anomaly (often referred to as “Wood’s anomaly”), which reduces the

efficiency of the grating of the dye laser in a certain energetic region but also,
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interestingly, the Rayleigh anomaly, which, under certain conditions, redistributes

the light into higher propagating orders. It is the latter which is largely responsible

for the ‘ZEKE shadows’, which arose from second- and (on occasion) third-order

diffraction from the dye laser grating. To support our findings, we present ZEKE

spectra and PIE curves ionising with a different dye laser, with a different grating;

these are more akin to what one would expect, and we clearly observe a strong Δ(v,

m) = 0 band in the ZEKE spectrum via 151, which was previously absent or very

weak. We also present dye curves for the dyes used in the experiment and we clearly

see the reduction in efficiency arising from the resonance anomaly in the grating

affected, followed by a distinct return of signal due to higher-order dispersion,

arising from the Rayleigh anomaly, which are not observed in a dye curve of an

unaffected grating. Finally, we discuss the effect of the resonance and Rayleigh

anomalies in terms of molecular spectra which, to our knowledge, had not been

reported previously.

Contributions: All ZEKE spectra, dye curves and PIE curves were recorded by

myself. All figures were produced by myself. Discussions with TGW were had on

what data was required for the experiments and how to present them in the figures,

with analysis by myself and TGW (which was rather straightforward in light of the

work presented in Section 12). Additionally, I read and commented on multiple

versions of the manuscript and discussed and implemented the comments from the

reviewers to form the final version of the paper.

Reproduced from J. Chem. Phys., 2021, 155, 117101, with the permission of AIP
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ABSTRACT
Two-color (1 + 1′) zero-electron-kinetic-energy (ZEKE) and photoionization efficiency (PIE) spectra are reported via different levels in the
S1 ← S0 (Ã1A2 ← X̃1A1) one-photon transition of jet-cooled N-methylpyrrole. The laser radiation is produced using two dye lasers, one with
an 1800 l/mm grating and one with 2400 l/mm. We report spectra where the excitation and ionization radiation are produced with both
combinations of the dye lasers; these spectra differ markedly. This is attributed to Wood’s anomalies with the 2400 l/mm grating: one aspect
is a loss in light intensity over a range of wavelengths, attributed to a resonance anomaly. Another is the appearance of a “shadow” ZEKE
spectrum and PIE curve at apparently higher ionization wavenumbers; under some conditions, a third ZEKE spectrum was observed—these
latter observations arise from higher-order dispersion effects, likely caused by a Rayleigh anomaly. We comment on these observations and
report more representative ZEKE and PIE spectra than those presented in a recent paper by our group [A. R. Davies, D. J. Kemp, and T. G.
Wright, J. Chem. Phys. 154, 224305 (2021)] for four intermediate S1 levels.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0063264

INTRODUCTION

In a very recent paper,1 we reported (1 + 1) and (2 + 2)
resonance-enhanced multiphoton ionization (REMPI) spectra of
N-methylpyrrole (NMP), as well as a significant number of
two-dimensional laser-induced fluorescence (2D-LIF) and zero-
electron-kinetic-energy (ZEKE) spectra recorded through a wide
range of S1 intermediate levels—these significantly extended an
earlier study of the torsional levels of NMP using 2D-LIF
and ZEKE spectroscopy.2 In that recent study,1 photoionization
efficiency (PIE) spectra were also reported. The collection of
spectra reported in Ref. 1 allowed many vibrational fundamental
wavenumbers to be established in the S0, S1, and D0

+ states. The
work in Refs. 1 and 2 built on the dispersed fluorescence, LIF,
and REMPI work by Philis3,4 and Biswas et al.,5 as well as the
time-resolved study by Woo and Kim.6

The present work focuses on some unusual observations we
made when recording the ZEKE and PIE spectra in Refs. 1 and 2,
regarding which we made only passing comment in Ref. 1. These
will be described and discussed in the section titled Observations and
that titled Wood’s Anomalies and their Effect on the ZEKE Spectra.

EXPERIMENTAL

The apparatus used is the same as employed earlier.1,7 In all
of the present experiments, a free-jet expansion of the vapor above
room-temperature NMP liquid (Sigma-Aldrich, 99% purity) seeded
in 2–3 bar Ar was employed.

For the ZEKE and PIE spectra of NMP, the focused outputs of
two dye lasers (Sirah Cobra-Stretch) were overlapped spatially and
temporally and passed through a vacuum chamber coaxially and

J. Chem. Phys. 155, 117101 (2021); doi: 10.1063/5.0063264 155, 117101-1
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counterpropagating, where they intersected the free-jet expansion.
One of these dye lasers had a 2400 l/mm grazing incidence
grating, and the other had an 1800 l/mm grazing incidence grating.
In our earlier work,1,2 the excitation laser was always the one with
1800 l/mm, while the ionization laser was always the one with
2400 l/mm. In the present work, we will present ZEKE and PIE
spectra, both recorded with the same configuration of lasers and
also by reversing the roles of the lasers (also switching the dye,
of course); for the latter case, extended wavenumber scans will
also be presented. In both cases, the excitation laser was pumped
with the third harmonic (355 nm) of a Surelite III Nd:YAG laser
(Continuum) operating with Coumarin 480 and was frequency
doubled. The ionization laser operated with either Coumarin 440 or
Stilbene 420. In the experiments reported in Ref. 1, the dye laser with
the 2400 l/mm grating (the ionization laser) was pumped with the
third harmonic (355 nm) of a Surelite I Nd:YAG laser (Continuum);
however, in the experiments reported here, it was pumped with
a second Surelite III Nd:YAG laser (Continuum). In all cases, the
output of the ionization laser was always undoubled. During the
scans, data were only collected when the grating mirror had stopped
moving.

We also report a photoionization efficiency (PIE) spectrum for
a selected S1 level, where we fix the excitation laser on that level
and then scan the ionization laser across the ionization threshold,
recording the NMP+ ion yield.

The jet expansion passed between two biased electrical grids
located in the extraction region of a time-of-flight mass spectrom-
eter, which was employed in the PIE experiments. These grids were
also used in the ZEKE experiments by application of pulsed voltages,
giving typical fields of ∼10 V cm−1 after a delay of ∼2 μs; this delay
was minimized while avoiding the introduction of excess noise from
the prompt electron signal. The resulting main ZEKE bands had
widths of ∼5 to 7 cm−1, although narrower ZEKE bands were seen to
have higher wavenumbers in each spectrum—see the section titled
Observations. Electron and ion signals were recorded on separate
sets of microchannel plates.

OBSERVATIONS

The nomenclature used for vibrations, torsions, and electronic
states is explained in Refs. 1, 2, and 8.

To set the scene, we present four pairs of ZEKE spectra in
Fig. 1. For each pair, one (upper red trace) was recorded with the
1800 l/mm grating dye laser (frequency doubled output) as the
excitation laser and the 2400 l/mm dye laser (fundamental output)
as the ionization laser; the second of the pair (lower black trace) was
recorded with the roles of the dye lasers switched, viz., the 2400 l/mm
dye laser (frequency doubled output) as the excitation laser and the
1800 l/mm grating dye laser (fundamental output) as the ionization
laser. It is immediately obvious that for higher wavenumbers, the
spectra in each pair are very different. Furthermore, in the cases
when the 2400 l/mm grating laser is used as the ionization laser, the
low-wavenumber structure appears again at a higher wavenumber
but with the bands having half the width of the lower-wavenumber
spectrum and the spacing between these bands also halved—we
shall refer to this as the first “shadow” ZEKE spectrum. On a
number of occasions, this structure appeared again at even higher

wavenumbers, but now with the bands a third of the width of the
lower-wavenumber spectrum and the spacings also a third—we refer
to this as the second “shadow” ZEKE spectrum. ZEKE “shadow”
spectra were only seen when the 2400 l/mm dye laser was used as
the ionization laser and was seen on all occasions, i.e., via all inter-
mediate S1 levels considered in Ref. 1, when a scan went high enough
in wavenumber to capture this. Note that, pending the further inves-
tigations reported herein, we only presented the regions of the ZEKE
spectra in Ref. 1 that did not show the “shadow” spectra.

In Ref. 1, we also reported PIE spectra via the S1 141, S1 151,
and S1 161 vibrational levels, which showed sharp steps in line with
the strongest ZEKE bands, as expected. However, as we commented
on in that work, we saw a sudden drop-off in the intensity of the ini-
tial PIE band at higher wavenumbers. We also commented on, but
did not show, that there was a second PIE spectrum at even higher
wavenumbers—we refer to the latter as a PIE “shadow” spectrum.
It was postulated in Ref. 1 that the “shadow” PIE and ZEKE bands
may have been arising from the absorption of more than one photon
from the ionization laser—this is now known not to be the case,
as will be demonstrated. At the bottom of Fig. 1, we show the PIE
spectrum recorded via the S1 151 vibrational level with the two
configurations of the dye lasers; it may be seen that it is only with
the 2400 l/mm grating that the large loss of intensity occurs, and for
which the shadow PIE band appears. (The decay in the ion signal
at the higher wavenumber side of the PIE spectrum, recorded with
the 1800 l/mm grating as the ionization laser, is due to the fall-off
in the Coumarin 440 dye efficiency at these wavenumbers—see
Fig. 2.)

WOOD’s ANOMALIES AND THEIR EFFECT
ON THE ZEKE SPECTRA

The explanations for our observations are twofold, with the first
being an issue we perhaps ought to have identified earlier and the
second being an unusual phenomenon that is less well-known. To
aid our discussions, in Fig. 2 we present dye curves for the two dyes
employed in the ionization laser, Coumarin 440 and Stilbene 420, as
recorded with both of the dye lasers used.

The loss of signal in the ZEKE spectra, and its subsequent
return when recorded with the 2400 l/mm grating, occurs as a
result of the anomalies reported by Wood,9,10 with there being two
main types: Rayleigh anomalies11,12 and resonance anomalies.13,14

(Early on, such grating anomalies were considered by Fano15 and
are related to Rowland ghosts.16,17) Resonance anomalies cause a
dramatic reduction in the efficiency of the 2400 l/mm grating in this
region of the spectrum and is generally accepted to arise from surface
phonons that occur across the grating at certain incidence angles
and at certain wavelengths; they depend upon the groove separa-
tion of the grating, among other things. Rayleigh anomalies cause a
redistribution of energy into other propagating orders. These effects
occur most prominently for light that is polarized perpendicular to
the grating groove direction, as is the case in our dye lasers. The reso-
nance anomaly is well known;14 however, owing to the appearance of
the “shadow” ZEKE bands, which we conclude are due to a Rayleigh
anomaly, we had not appreciated the role that the 2400 l/mm dye
laser output was playing across the range where the ZEKE spec-
tra in Fig. 1 were recorded. (Wood’s anomalies for the 1800 l/mm

J. Chem. Phys. 155, 117101 (2021); doi: 10.1063/5.0063264 155, 117101-2
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FIG. 1. (Top) ZEKE spectra recorded via four S1 intermediate levels with their C2v symmetry indicated. Each spectrum was recorded using two configurations of the two dye
lasers employed, and the coloring of the traces indicates the grating used for the ionization laser. In the upper (red) traces, the fundamental output of the dye laser with a
2400 l/mm grating was used as the ionization laser. In the lower (black) traces, the fundamental output of the dye laser with an 1800 l/mm grating was used as the ionization
laser. The lower-wavenumber regions of the upper traces, up to the arrows, are essentially those reported in Figs. 7 and 10(a) of Ref. 1 and, we now believe, are affected
by Wood’s anomalies; the higher-wavenumber regions of these spectra after the arrows (not shown in Ref. 1) show “shadow” ZEKE spectra—see text. (The arrows indicate
the approximate position at which the spectra were truncated in Ref. 1 and where the first-order light output of the 2400 l/mm grating drops to zero—see Fig. 2.) The lower
(black) traces are not affected by Wood’s anomalies and hence represent the true ZEKE spectra via the indicated S1 intermediate levels. Assignments are given for the main
bands based on previous work,1 with the corresponding “shadow” ZEKE band assignments on the upper (red) traces being indicated in square brackets. (Unless explicitly
indicated, assignments refer to both m = 0 and m = 1 components; further discussion is provided in Ref. 1.) The asterisks mark multiple bands, which are discussed in
Ref. 1. (Bottom) PIE spectra recorded via the S1 151 level, with the coloring of the traces matching those of the corresponding ZEKE spectra. At higher wavenumbers, the
loss of PIE signal in the black trace arises due to the loss of efficiency of the Coumarin 440 dye (see Fig. 2). The loss of the PIE signal in the range ∼550 to 700 cm−1 in the
red trace is due to a resonance anomaly; the PIE signal in the red trace above 700 cm−1 arises from higher-order dispersion caused by the Rayleigh anomaly—see text. The
PIE spectra have been shifted so that the center of the largest step aligns with the +151 ZEKE band—this corrects for the larger electric field used in the PIE experiments
compared to that employed in the ZEKE experiments.

J. Chem. Phys. 155, 117101 (2021); doi: 10.1063/5.0063264 155, 117101-3
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FIG. 2. Dye curves recorded for Coumarin 440 and Stilbene 420—the two dyes
employed in the ionization laser—as indicated. (Stilbene 420 was not used in the
2400 l/mm grating dye laser for the photoionization experiments but is included
here for completeness.) The dashed box in the bottom part of the figure indicates
the approximate position of Wood’s anomalies for the 2400 l/mm grating, with the
smaller, higher-wavenumber feature being due to higher-order dispersion effects.
In all plots, the abscissa scales refer to the expected dye laser outputs over the
range of the dye laser resonator scanned.

grating occur in the range 555–575 nm and so are far removed from
the spectral regions covered in the present work.)

In the present case, we believe that the resonance anomaly
causes a loss of intensity of the main ZEKE bands, as can be clearly
seen by comparing the upper and lower traces of each pair of ZEKE
spectra in Fig. 1, and echoes the observation made by Wood9,10

where, for one of the gratings used therein, one of the sodium D
lines was absent in the recorded spectrum. Related to this, Kessel18

has highlighted that in fluorescence emission spectra of solutions,
the appearance of spectra can be altered owing to Wood’s anomalies
and can be detected by re-recording spectra with a second grating
with a different l/mm spacing or by adding a polarizer between the

emission source and the grating; indeed, the latter is used routinely
to avoid this issue.19 Here, we were able to use an alternative grating,
which will be seen to overcome the issue; testing the polarizer
solution is impractical with our systems.

ZEKE spectra recorded with the interchanged configuration of
the dye lasers such that the ionization laser is now the one with the
1800 l/mm grating are shown as the bottom trace (black) of each
pair in Fig. 1. Two things are evident: the “shadow” bands are no
longer present, and the new ZEKE spectra have an extended struc-
ture at higher wavenumbers. The latter is attributable both to the
absence of a resonance anomaly at these wavenumbers for the 1800
l/mm grating and the fact that we have extended the ZEKE spectra
to higher wavenumbers than those of Ref. 1 by using the Stilbene 420
dye. In Fig. 1, we also provide assignments for the main bands that
were not present in the ZEKE spectra of Ref. 1. It is now evident
that, contrary to the surprising appearance of the ZEKE spectra
recorded via S1 161 and S1 151 noted in Ref. 1, these ZEKE spec-
tra are as expected, in terms of the dominant Δv = 0 bands, since
the intermediate S1 electronic state is largely Rydberg-like in the
Franck–Condon region. These new observations support the main
conclusions of Ref. 1; in particular, both the presence of the ori-
gin band and the large change in wavenumber for the P15 and P16
vibrations upon ionization, contrary to the expectation from the
Rydberg character of the S1 state, are both still significant obser-
vations from the ZEKE spectra and were discussed in full detail in
Ref. 1. We highlight that when considering the ZEKE spectra
recorded with the 1800 l/mm grating in the ionization laser and
comparing to those recorded with the 2400 l/mm grating in the
ionization laser, together with the dye curves reported in Fig. 2,
some of the ZEKE bands at higher wavenumbers ought to have been
visible if the second “hump” in the dye curve arose from first-order
dispersion. It is clear that ZEKE bands are not present, and it is only
the shadow ZEKE bands that are present in that region—we will
come back to this below. At the bottom of Fig. 1, the PIE spectrum
via S1 151 that was recorded with the 2400 l/mm grating dye laser as
the ionization laser, shows a similar effect to the ZEKE spectra, with
the loss of signal and then a recurrence of signal at higher wavenum-
bers, across the region where Wood’s anomalies occur; however,
such effects are absent when the 1800 l/mm grating dye laser is used
as the ionization laser. As we mentioned in Ref. 1, we did not always
see the +151 ZEKE band when exciting via S1 151, as is the case in the
spectrum recorded with the 2400 l/mm grating we present in Fig. 1,
and it is likely a result of differing performance of the dye, which
degrades rapidly with use. Finally, we point out that in the PIE curve
in Fig. 1 and as seen in those in Ref. 1, there are some bands seen in
the low-wavenumber region. We have still not established the origin
of these, but they likely arise from complex resonances involving
Rydberg states converging to the various vibrational photoionization
limits.

We believe that the “shadow” ZEKE and PIE spectra arise from
enhanced intensity in second and third order dispersion from the
grating associated with the Rayleigh anomaly. We were initially
slightly misled on this since the spacings between the “shadows”
were not simply the expected half or a third of the spacings in
the main spectrum when viewed on a wavenumber scale. In Fig. 3,
we plot the ZEKE spectrum recorded via the S1 161 intermediate
level on an apparent wavelength scale (i.e., the dye laser wavelength
reading, based on the number of grating motor steps from a
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FIG. 3. ZEKE spectra obtained with the
2400 l/mm grating dye laser used as the
ionization laser. In (a), the main spec-
trum is shown, plus the first and second
“shadow” spectra presented on a wave-
length scale as deduced directly from the
dye laser calibration; the most intense
bands have been truncated. In (b), the
main bands only are shown on the wave-
length scale, with the +161 band slightly
saturated. In (c), the dye laser wave-
length scale has been expanded by a
factor of two, and the spectrum shifted
to align the first “shadow” spectrum with
the main spectrum. In (d), the dye laser
wavelength scale has been expanded
by a factor of three, and the spectrum
shifted to align the second “shadow”
spectrum with the main spectrum. It may
be seen that the main and two shifted,
scaled spectra are essentially the same,
indicating that the “shadow” spectra arise
from higher-order dispersion.

factory-set “zero”). We then plot this again twice, scaled by
factors of two and three and offset so as to match up the first bands
of the main and “shadow” spectra. (The wavenumbers reported
here are in vacuo, while the wavelengths are in aerem.) These offset
spectra strongly suggest that the source of the “shadow” ZEKE
spectra is indeed higher-order dispersion that occurs from the
2400 l/mm grating. Such higher-order spectral lines have, for exam-
ple, been seen for grazing incidence gratings using X-radiation as
a function of the grating angle, where the bands also appear with
decreased width.20

The non-appearance of the main ZEKE bands at higher
wavenumbers, even when the dye curve suggests that light is present,
coupled with the appearance of the shadow ZEKE bands, leads
us to conclude that the second hump in the dye curve recorded
for Coumarin 440 (highlighted in Fig. 2) arises solely from a

second-order dispersion effect and actually comprises the same
wavelengths of light that produce the main dye band. As can be
seen from Fig. 2, the dye curves are slightly misleading, as it initially
appears that the Coumarin 440 dye curve from the 2400 l/mm
grating is merely missing some of the output, attributed to the
resonance anomaly; in fact, the first-order output is missing over
a wider range of wavelengths <434 nm (>23000 cm−1), and the
apparent recovery of the dye laser output is actually due to the
onset of the second-order dispersion effect. (Unfortunately, we do
not have dye curves that show the expected additional hump that
would correspond to the appearance of the second “shadow,” since,
as remarked, we only saw these on a few occasions, and we attribute
this to favorable dye laser powers on those occasions.)

Although there is a wealth of literature on Wood’s
anomalies—for example, see Ref. 21—these are often specialist
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publications in optics, and it is not clear to us that the present
behavior has been previously examined explicitly in molecular
spectroscopy, in the production of the observed “shadows.”

ASSIGNMENT OF THE SPECTRA

The assignments of the ZEKE spectra are included in Fig. 1
based on the experimental and calculated vibrational wavenumbers
presented in Ref. 1. For the purposes of discussing the assignments,
we shall only refer to the ZEKE spectra recorded with the 1800 l/mm
grating dye laser as the ionization laser, i.e., in the absence of the
ZEKE “shadows.” We can see that the Δv = 0 band is the most intense
feature in all of the spectra shown in Fig. 1, in agreement with the S1
state being Rydberg-like in the Franck–Condon region and in line
with the majority of the spectra shown in Ref. 1; these also confirm
the assignments of the S1 vibrational levels used as intermediate
states. In particular, the +151 ZEKE band is the most intense when
exciting via S1 151, which was not the case in Ref. 1, and as can also
be seen in Fig. 1 when using the 2400 l/mm grating dye laser for
ionization. There is now also the expected cross-activity of the +161

and +151 ZEKE bands when exciting through the S1 161 and S1 151

intermediate levels.
We highlight that for intermediate S1 vibrational bands of b1

C2v point group symmetry (a2
′′ G12 molecular symmetry), we see

ZEKE bands made up of the Δv = 0 level but in combination with
each of +161, +151, and +141. This is similar to the behavior seen
in the 2D-LIF spectra reported in Ref. 1, for which it is even more
marked, with the combination emission bands involving 151 actually
being the most intense. The ZEKE behavior reported in the present
work is further confirmation of the vibronic coupling discussed in
Ref. 1, which we suggested causes the marked difference in the
vibrational wavenumber of P15 and P16 between the S1 and ground
cationic state, notwithstanding the Rydberg nature of the former;
this is in contrast to the majority of vibrations where the wavenum-
bers were very similar in both states. Moreover, the new ZEKE
spectra are now in line with the expected Δv = 0 behavior.

FINAL REMARKS

Here, we have presented spectra that show an unusual behav-
ior arising from Wood’s anomalies. The unusual behavior arises
from the use of a particular grating for the ionization step and
affects both ZEKE and PIE spectra; the unusual behavior has been
shown to be an artifact by recording spectra with a grating with
a different groove density (l/mm). Newly reported in the present
work, when Wood’s anomalies are present, we see a partial ZEKE
spectrum that is then repeated at an apparently higher wavenumber,

but this has been shown to be spurious due to a higher-order
dispersion effect—the Rayleigh anomaly; on occasions, a second
such spectrum was observed. Although Wood’s anomalies are well
known, the effect on a resolved molecular spectrum does not appear
to have been reported previously. Interestingly, while this might be
regarded as a nuisance to be aware of, such anomalies have been
proposed as ways of developing sensors.22
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13. Spectroscopy of N-methylpyrrole-RG

(RG = Ar, Kr) complexes: first excited

neutral and cationic states

Abstract: “N-methylpyrrole-RG (RG = Ar, Kr) complexes are investigated using

resonance-enhanced multiphoton ionization (REMPI) and zero-electron-kinetic-

energy (ZEKE) spectroscopy. The presence of the RG atom makes the electronic

transition allowed, and the REMPI spectrum is blue-shifted compared to the N-

methylpyrrole origin, with no bands associated with vibrational excitation of the N-

methylpyrrole moiety. The nature of the electronic structure of the S1 state is

discussed. Binding energies are obtained for all three electronic states. Adiabatic

ionization energies are obtained from the ZEKE spectra, yielding values of 64077 ±

5 cm-1 and 64029 ± 5 cm-1 for RG = Ar and Kr, respectively.”
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Summary: We present REMPI and ZEKE spectra of NMP-RG (RG = Ar, Kr) and

find the structure in the REMPI spectrum of NMP-RG is surprisingly localised in

wavenumber, with two distinct bands, followed by a broad, unstructured region. We

deduce that we observe the origin of NMP-RG which implies that the addition of RG

is sufficient to perturb the electronic structure of NMP from its pseudo-C2v

symmetry. Furthermore, the origin of NMP-RG is blue-shifted from the reported

origin of NMP, indicating that the S1 state is less strongly bound than the ground

state, in line with the NMP S1 ← S0 transition being a 3s ← π transition (in the FC 

region), with the RG competing with the 3s Rydberg electron for the ionic core. We
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also note the ZEKE spectra are surprisingly ‘clean’, with distinct bands, even as one

excites via the broad, unstructured part of the REMPI spectrum, although we do

observe a multitude of structure that is tricky to assign. We propose this is a result of

the intermolecular modes of the S1 state coupling with the torsional levels and that

many transitions become allowed owing to the decrease in symmetry and,

additionally, the overlap of m0 and m1 in the S1 state.

From these spectra, we deduce the adiabatic ionisation energies for NMP-Ar and

NMP-Kr, as well as determining the binding energies of NMP-RG in the S1 state (of

which is a lower bound in the case of NMP-Kr, owing to the REMPI spectrum

gradually decaying into the baseline at higher scanning wavenumber rather than the

intensity dropping abruptly as occurs in the REMPI spectrum of NMP-Ar). From

this, we then determine the binding energies of the cation and ground state, and

compare these to quantum chemical calculations. We note that the (R)CCSD(T)

calculations on the CAM-B3LYP geometries yield binding energies in good

agreement with the experimental binding energies, even though only a modestly

sized basis set was employed.

Contributions: REMPI and ZEKE spectra were recorded by myself assisted by

JTLH, a Master’s student under my supervision; quantum chemical calculations were

conducted by myself, with analysis between myself, TGW and JTLH. Figures were

created by myself, with input from TGW. Furthermore, I have read through multiple

iterations of the manuscripts and discussed and implemented the changes requested

by the referees to yield the final version of the paper.
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Spectroscopy of N-methylpyrrole-RG (RG = Ar, Kr) complexes: First excited 
neutral and ground cationic states 
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A B S T R A C T   

N-methylpyrrole-RG (RG = Ar, Kr) complexes are investigated using resonance-enhanced multiphoton ionization 
(REMPI) and zero-electron-kinetic-energy (ZEKE) spectroscopy. The RG atom makes the electronic transition to 
the S1 state allowed, and the REMPI spectrum is blue-shifted compared to the N-methylpyrrole origin, with no 
bands associated with vibrational excitation of the N-methylpyrrole moiety. The nature of the electronic struc-
ture of the S1 state is discussed. Binding energies are obtained for all three electronic states. Adiabatic ionization 
energies are obtained from the ZEKE spectra, yielding values of 64077 ± 5 cm− 1 and 64029 ± 5 cm− 1 for RG = Ar 
and Kr, respectively.   

1. Introduction 

In recent work [1-4], we have examined the electronic spectroscopy 
of the S1 electronic state of N-methylpyrrole (NMP), probing the 
vibronic interactions using two-dimensional laser-induced fluorescence 
(2D-LIF), resonance-enhanced multiphoton ionization (REMPI), and 
zero-electron-kinetic-energy (ZEKE) spectroscopy. The work built upon 
earlier spectroscopic [5-9] and photodissociation [10-16] studies by a 
number of workers; additionally, very recently a far infrared spectrum of 
NMP has been reported [17]. The S1 state of NMP is found to be a largely 
Rydberg-like 3s state in the Franck-Condon region of the S1 (1A2) ← S0 
(1A1) transition, but at extended N–CH3 bond lengths, the state evolves 
into a σ* state. Although there has been a microwave study [18] of 
NMP–Ar, which concluded the Ar atom is located above the pyrrolyl ring 
in the ground electronic state, we are unaware of any studies on excited 
or cationic states of complexes of NMP, which we rectify herein by 
reporting REMPI and ZEKE spectra of NMP–RG (RG =Ar, Kr). Part of the 
impetus for this is to investigate whether the perturbation of the elec-
tronic structure by the RG atom is sufficient to render the origin tran-
sition symmetry allowed, as well as to see whether it is possible to 
observe intermolecular and torsional motion for such complexes. The 
ZEKE spectra would also be expected to yield ionization energies and, 
together with the REMPI spectra, binding energies in the different states 
should be available. This would be the first step in investigating the role 
of solvation on this forbidden electronic transition. This also opens up 
the possibility of undertaking ultrafast experiments to see how solvation 
affects the photophysics of NMP and perhaps pyrrole itself – a key 

chromophore in many biomolecules. 

2. Experimental 

The REMPI/ZEKE [19] apparatus is the same as that employed in our 
recent studies on NMP [1-3]. In all of the present experiments, a free-jet 
expansion of the vapour above room-temperature NMP liquid (Sigma- 
Aldrich, 99% purity) was employed. For the NMP–Ar complexes, the 
backing gas was pure Ar at a pressure of 3 bar, while for the NMP–Kr 
complexes, mixtures of 20–40% Kr in Ar were employed, with a total 
pressure of 2–3 bar. 

For the one-colour REMPI experiments, we employed the frequency- 
doubled output of a dye laser (Sirah CobraStretch), operating with 
Coumarin 480 and pumped with the third harmonic of a Surelite III Nd: 
YAG laser. For the two-colour REMPI and ZEKE spectra of NMP, the 
focused outputs of two dye lasers (Sirah CobraStretch) were overlapped 
spatially and temporally, and passed through a vacuum chamber coax-
ially and counterpropagating, where they intersected the free-jet 
expansion. The excitation laser was the same for all REMPI and ZEKE 
experiments, while the ionization laser for the two-colour REMPI and 
ZEKE experiments operated with Coumarin 440, pumped with the third 
harmonic (355 nm) of a Surelite I Nd:YAG laser, and the fundamental 
output was employed. 

The jet expansion passed between two biased electrical grids located 
in the extraction region of a time-of-flight mass spectrometer, which was 
employed in the REMPI experiments. These grids were also used in the 
ZEKE experiments by application of pulsed voltages, giving typical fields 
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of ~10 V cm− 1, after a delay of ~2 μs (this delay was minimized while 
avoiding the introduction of excess noise from the prompt electron 
signal). The resulting ZEKE bands had widths of ~5–7 cm− 1. The elec-
tron and ion signals were each recorded on a separate set of micro-
channel plates. 

3. Quantum chemistry 

Quantum chemistry calculations were undertaken using density 
functional theory, for which we employed the CAM-B3LYP functional 
[20] to better-describe long-range interactions than the B3LYP func-
tional itself, which we had used previously for NMP [2,3]. 

We optimized the geometries of three different isomers of the S0 and 
D0
+ states using the (U)CAM-B3LYP/aug-cc-pVTZ level of theory: one 

with the RG atom above the NMP ring, one with the RG approaching the 
methyl group, and one with the RG approaching the NMP molecule from 
the opposite end from the methyl group – see Figure S1 of the Supple-
mentary Material. These calculations indicated that the lowest-energy 
isomer was the one with the RG atom above the ring, in agreement 
with the results of a microwave study [18]. 

We also calculated binding energies for the S0 and D0
+ states. This was 

done at the CAM-B3LYP level by simply subtracting the energy of the 
complex from that of each of the RG and NMP species, with the latter at 
its (U)CAM-B3LYP/aug-cc-pVTZ-optimized geometry. Single-point (R) 
CCSD(T) calculations using the same geometry and basis set were also 
undertaken, and counterpoise-corrections were undertaken to obtain 
the basis set superposition error (BSSE). This was obtained for each 
moiety at the complex geometry and was then subtracted from the 
aforementioned calculated binding energy. The latter calculations 
confirmed that the lowest-energy isomer was the ring-bound one, again 
consistent with the results of a microwave study [18]. 

Fully optimizing the geometry of the S1 state of the ring-based 
structure proved problematic, and so we froze the NMP moiety at the 
TD-CAM-B3LYP/aug-cc-pVTZ optimized geometry, and then optimized 
the position of the RG atom for the above-ring structure, again using the 
TD-CAM-B3LYP method. For NMP–Kr, we then relaxed and fully- 
optimized the structure, and found a minimum with an intermolecular 
bond length only 0.02 Å longer; although this procedure was still un-
successful for NMP–Ar, the NMP–Kr result suggests that the unfreezing 

of the NMP moiety would make little difference to the calculated 
intermolecular separation. 

4. Results 

In Figs. 1 and 2 we present the REMPI spectra of NMP–Ar and 
NMP–Kr, respectively. In the case of NMP–Ar, these were recorded for 
the dominant isotopologue involving 40Ar. In the case of NMP–Kr, the 
combined signals involving all naturally-occurring isotopes of Kr were 
recorded, since it is not anticipated that any isotopic differences will be 
discernible with the resolution of our lasers. As noted above, both one- 
colour and two-colour REMPI spectra were recorded, and these were 
found to be very similar. The spectra shown in Figs. 1 and 2 have been 
selected based on their quality and minimal interference from NMP 
resonances. 

Although we scanned > 750 cm− 1 to lower wavenumber 
and > 750 cm− 1 to higher wavenumber, in both cases, signal was only 
obtained over a narrow range of wavenumbers (see Figs. 1 and 2); in 
particular, no structure was observed that is associated with excitation 
of the NMP-localized vibrational modes that were active in NMP itself. 
[2,16] Although chromophore-localized structure can be seen in the 
REMPI spectra of complexes of other molecules, such as complexes of 
phenol with methanol [21] and others,[22,23] often the focus is on the 
intermolecular bands associated with the origin transition, such as in 
work on complexes of substituted benzenes.[24,25] Interestingly, for 
complexes of benzene with rare gases, the symmetry lowers from 
D6h → C6v upon complexation, but the origin transition remains 
forbidden and so intermolecular modes have been studied in combina-
tion with the degenerate ν6 vibration [26-28], which induces the 
vibronic activity in S1 ← S0 absorption spectrum. In the present case of 
NMP–RG complexes, the symmetry lowering causes the S1 ← S0 origin 
transition that is forbidden in NMP, to become allowed. 

In line with the present quantum chemical calculations and micro-
wave studies of the NMP–Ar complex [18], we assume that we observe 
the global minimum, with the RG atom above the ring. (Although it is 
possible that more than one isomer could be produced during the non- 
equilibrium conditions of the supersonic jet expansion, there is 
nothing in the REMPI or ZEKE spectra to suggest that there is more than 
one isomer present in the free-jet expansion.). 

Fig. 1. (1 + 1′) REMPI spectrum of NMP–Ar 
(with the ionization laser set at 22916 cm− 1). The 
lower trace shows the spectrum over the full 
range scanned (1 cm− 1 step size), showing that 
signals over a very limited wavenumber range 
were obtained. The upper trace shows a 0.2 cm− 1 

step-size scan of the NMP–Ar spectrum and, in 
grey, a section of the NMP spectrum, to indicate 
where accidental excitations of the monomer 
might occur. Although this is a cold spectrum, it 
is possible that signals from hot NMP complexes 
could contribute to the regions around these 
bands – these would be expected to be signifi-
cantly weaker than the cold monomer bands, but 
still potentially significant compared to the much 
weaker complex signals.   
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5. Assignments and discussion 

5.1. REMPI spectra 

The REMPI spectrum of NMP–Ar in Fig. 1 shows a strong band at 
41527 cm− 1, which we shall conclude is the origin band, based upon the 
ZEKE spectra discussed in the next subsection; there is then a small gap 
followed by another discrete band, before a broad feature. To higher 
wavenumber is a well-defined drop in intensity marking the end of the 
observed spectrum. As mentioned above, and as shown in Fig. 1, we 
scanned a wide range of wavenumbers above and below this REMPI 
spectrum, and no other features were seen. We can immediately make 
several observations. First, that the appearance of the origin band in the 
one-photon electronic spectrum suggests that the presence of the Ar 
atom is sufficient to perturb the NMP electronic structure from its 

effective C2v symmetry, such that the Ã
1
A2←X̃

1
A1 transition, dipole 

forbidden in NMP itself, becomes allowed. Secondly, the observation of 
the drop in intensity at higher wavenumber gives an estimate of the 
dissociation energy of the Ã state of NMP–Ar, D0

′, of ≈ 105 ± 2 cm− 1. 
Thirdly, the lack of observation of any other bands to higher or lower 
wavenumber suggests that the REMPI spectrum in Fig. 1 is associated 
with vibrationless NMP, and that levels associated with vibrational 
excitation of NMP in its Ã state are rapidly depopulated by some 
mechanism – presumably the presence of the low-frequency, anhar-
monic intermolecular vibrations accelerates the various processes that 
have been discussed for the short lifetimes of the NMP excited vibra-
tional levels [2,10,11,12,13,14,15,16]. Fourthly, the spectrum is blue- 
shifted with respect to the NMP spectrum, whose origin is at 
41193 cm− 1 (Ref. [16]), indicating that the S1 state of NMP–Ar is less- 
strongly bound than the S0 state – see below. 

Similar comments apply to the similar-looking REMPI spectrum of 
NMP–Kr shown in Fig. 2. Again, a strong origin band is seen at 
41522 cm− 1, with some further structured bands, followed by a broad 
feature to higher wavenumber. This time there is no clear drop-off in 
intensity to higher wavenumber, but a gradual decay. Since diminishing 
Franck-Condon factors, for example, can also cause a loss of intensity in 
the spectrum, only lower-bound estimate of the dissociation energy of 
the Ã state, D0

′ ≥ 170 cm− 1 can be deduced from where the NMP–Kr 

REMPI spectrum reaches the baseline at higher wavenumber. Again, the 
spectrum is blue-shifted with respect to that of NMP itself. 

The spectra are very different to those observed previously for 
complexes of RG atoms with substituted benzenes, where discrete bands 
are seen with no significant unstructured region – in the case of tolue-
ne–RG complexes, which also have a hindered methyl rotor, the bands 
have been assigned to transitions involving intermolecular vibrations 
and hindered rotor levels [24,25]. In particular, we note that Gascooke 
and Lawrance [25] were able to identify contributions from a1 and e 
symmetry levels, using 2D-LIF spectroscopy. We will make further 
comments regarding the REMPI spectra of the NMP–RG complexes, in 
the light of the ZEKE spectra, in the next subsection. 

Regarding the nature of the electronic structure, it is known that the 
S1 state of NMP, arising from a 3s ← π excitation, is Rydberg-like in the 
Franck-Condon region. For the S1 state of the NMG–RG complexes, we 
have both a 3s Rydberg electron and the RG atom each competing for the 
NMP+ cationic core. This situation is reminiscent of the Ã 2Σ+ states of 
the NO–RG complexes, corresponding to a 3s ← π* excitation on NO, 
where the state was unbound for RG =Ne [29], and weakly bound for 
RG =Ar, Kr and Xe [30-32], with the interaction becoming stronger as 
the polarizability of RG increased, but all significantly more weakly- 
bound than the corresponding cations. As here, the REMPI spectrum 
of NO–Ar was blue-shifted with respect to the corresponding transition 
in NO, indicating the Ã state was less strongly bound than the X̃ state. 
This was explained in terms of the competition between the low-lying 3s 
Rydberg electron and the RG atom for the NO+ cationic core. For the S1 
states of the NMP–RG complexes, we also conclude that the interaction 
of the RG atom with the NMP+ core is weakened by the presence of the 
low-lying 3s electron, so that the RG atom largely is interacting with a 
neutral molecule, rather than wholly with the cationic core. This is in- 
line with the calculated S1 optimized geometry, notably the signifi-
cantly longer intermolecular bond lengths than in the S0 state. 

5.2. ZEKE spectra 

We show the low-wavenumber regions of ZEKE spectra recorded for 
NMP–Ar and NMP–Kr in Figs. 3 and 4, respectively. 

When exciting via the origin band, well-defined structure can be seen 
in the ZEKE spectra at low wavenumber; the structure is somewhat 

Fig. 2. (1 + 1) REMPI spectrum of NMP–Kr. The 
lower trace shows the spectrum over the full 
range scanned (1 cm− 1 step size), showing that 
signals over a very limited wavenumber range 
were obtained (the weak feature at ca. 
42240 cm− 1 is spurious). The upper trace shows a 
0.2 cm− 1 step-size scan of the NMP–Kr spectrum 
and, in grey, a section of the NMP spectrum, to 
indicate where accidental excitations of the 
monomer might occur. Although this is a cold 
spectrum, it is possible that signals from hot NMP 
complexes could contribute to the regions around 
these bands – these would be expected to be 
significantly weaker than the cold monomer 
bands, but still potentially significant compared 
to the much weaker complex signals.   
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clearer for NMP–Kr than it is for NMP–Ar. This structure is likely to arise 
from a mixture of torsional and intermolecular vibrations in the D0

+

state, as seen for the S0 and S1 states of toluene–RG (RG =Ar–Xe) by 
Mons et al. [24] and toluene–Ar by Gascooke and Lawrance [25]. In our 
previous work on NMP [1], it was found that a Δm = 0 propensity rule 
was strongly adhered to – this was in line with the Rydberg-like nature of 
the S1 state of NMP in the Franck-Condon region. The NMP–RG com-
plexes differ from NMP in several ways: the symmetry is lowered, 
making the electronic transition allowed; the torsional potential for 
NMP–RG will not be the same as for NMP itself, with the introduction of 
a V3 term into the torsional potential if the RG atom lies along the z axis 
of the complex, with other Vn terms arising if the RG atom is positioned 
asymmetrically; the S1 state is not expected to be Rydberg-like (see 
below). 

We first address the fact that we might expect to see two different 
origins, corresponding to the m0 and m1 transitions in the REMPI spec-
trum. The splitting between the first two main REMPI bands is too large 
to be these, as seen, for example, by comparing to the distinct origins 
seen for m-fluorotoluene [33-35] and o-fluorotoluene [33]. The first 
REMPI bands here do show a small splitting, but the ZEKE spectra from 
each are essentially identical (see Figs. 3 and 4), and so we associate this 
with overlapping, unresolved rotational structure. As a consequence, we 
conclude that the m0 and m1 transitions are heavily overlapped in our 
spectra (we note that these are separated by only 0.9 cm− 1 in toluene–Ar 
[25]). For m-fluorotoluene, which also has G6 molecular symmetry, 
significant torsional structure is seen in the ZEKE spectrum; in addition, 
there is a change in the sign of the potential upon ionization leading to 
the Δm = 0 propensity rule not being followed [35,36]. For NMP, the 
phase of the potential does not change between the S1 and D0

+ states [1], 
and so we do expect the Δm = 0 propensity rule to be followed; hence, 
we would expect to see a strong, overlapped +m0,1 ZEKE band, with less- 
intense, but sizeable +m2, +m3(+) and +m4 (Δm = 3) bands; contributions 
from the Δm = 6 bands and others would be expected to be weak. 

We expect the torsional levels will also be similar to those of NMP+

reported in Ref.1. We refrain from giving specific assignments except for 
the origin bands, since: some bands are overlapped; each band has a 
width arising from unresolved rotational structure and some are asym-
metric; some intermolecular levels are likely to be in Fermi resonance 

[24,25]; and there is likely to be coupling between torsional and inter-
molecular vibrational levels forming “vibtor” eigenstates [25] – thus, 
levels may have varying admixtures of intermolecular and torsional 
character. Given the preceding discussion, and the present resolution in 
the ZEKE spectra, we do not feel we can extract any further detailed 
information of the make-up of the cationic intermolecular vibration/ 
torsion states in the NMP–RG complexes, nor can we determine the Vn 
and F parameters in the torsional potential. (Even in the microwave 
study of NMP–Ar [18], the V6 parameter had to be assumed to be the 
same as that for NMP within the fit.) 

Taking the first band in each ZEKE spectrum as the adiabatic ioni-
zation energy (AIE), gives values of 64077 ± 5 cm− 1 for NMP–Ar, and 
64029 ± 5 cm− 1 for NMP–Kr. These suggest stabilization of the NMP 
cation by 173 cm− 1 and 221 cm− 1 for each of Ar and Kr, respectively. 
(Note that we do not correct the AIE for the applied field, since such 
corrections are imprecise, particularly for larger molecules where decay 
of the lower-lying Rydberg states means the true field-shifted ionization 
energy onset is seldom seen [37]). 

When we excited via the level associated with the second discrete 
band in the REMPI spectrum for NMP–Ar at 00 + 16 cm− 1, we find that 
the low-wavenumber structure is absent (Fig. 3), with only broad 
structure to higher wavenumber. We suggest that, comparing with the 
observations in NMP–Kr, this indicates that the transition intensity to 
the intermolecular modes has been dissipated to numerous cation levels, 
but since the transitions are weaker than those in NMP–Kr, each is too 
weak to be discerned in the present work. In the NMP–Kr spectrum 
(Fig. 4), however, significant structure can be seen when exciting 
through other levels, although the intensities of the different bands vary 
significantly. For example, when exciting the second band 
(00 + 16 cm− 1), it can be seen that the origin is much less intense, but 
that there is a plethora of activity up to ~300 cm− 1. This is consistent 
with a significant change in the intermolecular potential upon ioniza-
tion. It is possible that the second REMPI band consists of overlapped 
intermolecular bend and m2 torsional transitions, for both complexes. 
We cannot be certain of the assignment of the other two bands in the 
NMP–Kr REMPI spectrum; but since they are too low in wavenumber to 
be overtones or other torsional levels, we suggest that one arises from 
the second bending mode, while the other is the stretch, but the ordering 

Fig. 3. Low-wavenumber region of ZEKE spectra of NMP–Ar exciting through the indicated levels. Assignments have only been given for the lowest wavenumber 
band, since many of the levels are expected to have mixed character owing to Fermi resonances and vibration-torsional coupling – see text. 
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is not obvious. 
It is difficult to ascribe the unstructured region of the REMPI spec-

trum wholly to significant coupling between S1 state intermolecular and 
torsional levels, and so it may arise from rapid internal conversion, 
intersystem crossing or from coupling to levels around the barrier to 
dissociation, i.e. mechanisms discussed in other studies on NMP 
[2,12,14,16], but all enhanced by both the presence and the anharmo-
nicity of the intermolecular motions. This is notable, since this lack of 
structure is present at very low internal energies; indeed, even low- 
energy torsional levels, such as m3(+) and m4, both observed in uncom-
plexed NMP [1], are seemingly contained within this broad feature. In 
other ZEKE spectra (not shown), other bands, often broad, were seen to 
higher energy than the features shown in Figs. 3 and 4, and this was 
particularly the case when exciting within the broad features of the 
REMPI spectra. Several of these appear to be associated with excitation 
of the NMP monomer – for example, coincidentally exciting the 241 

band or 151 bands (see Figs. 1 and 2). It is not possible that the NMP–RG 
complexes have dissociated to form NMP + RG at these low energies. In 
addition, to still higher wavenumber than that shown, effects were seen 
in all ZEKE spectra arising from the presence of Wood’s and Rayleigh 
anomalies associated with the 2400 l/mm grating employed in the 

ionization dye laser, as discussed in Ref. 3, to which the reader is 
referred for further commentary; as such, we do not discuss this further 
here. In the future, recording higher wavenumber regions of the ZEKE 
spectra with a different grating and/or mass-analyzed threshold ioni-
zation (MATI) spectra, would likely give further insight into whether 
any NMP-localized vibrational excitation is present in the photoioniza-
tion spectra of these complexes. 

5.3. Binding energies 

In the above for NMP–Ar, we have deduced a value of D0 ≈ 105 cm− 1 

for the S1 state, and using the T0
′ values for NMP and NMP–Ar, we obtain 

a value for the S0 state, D0
′′ = 440 cm− 1. Similarly, for NMP–Kr, a lower 

bound value of D0 ≥ 170 cm− 1 is found for the S1 state, and using the T0
′

values for NMP and NMP–Kr, we obtain a lower-bound value for D0
′′

of ≥ 500 cm− 1. It can be seen that both of these values are consistent 
with the calculated CCSD(T) values in Table 1. In contrast, it can be seen 
that the CAM-B3LYP binding energies are significantly different to the 
CCSD(T) ones, and in poor agreement with experiment. 

When each AIE is combined with the D0
+ ← S1 ionization energy of 

the relevant complex, and using the AIE of NMP from Ref. 1, then using 

Fig. 4. Low-wavenumber region of ZEKE spectra of NMP–Kr exciting through the indicated levels. Assignments have only been given for the lowest wavenumber 
band, since many of the levels are expected to have mixed character owing to Fermi resonances and vibration-torsional coupling – see text. 
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the S1 dissociation energies above, one obtains values for the dissocia-
tion energy of the cation complexes as D0 ≈ 610 cm− 1 for NMP+–Ar, and 
D0 ≥ 720 cm− 1 for NMP–Kr. Again, it can be seen that the value for 
NMP–Kr is close to the calculated RCCSD(T) values in Table 1, while the 
agreement with the calculated value for NMP–Ar is reasonable, but not 

as good. 
This poor performance of the CAM-B3LYP method with regard to the 

binding energies, observing that these would be even lower if these were 
corrected for basis set superposition error, leads us to conclude that the 
calculated intermolecular wavenumbers should only be used in a quali-
tative manner, particularly given their low harmonic values, and the ex-
pected anharmonicities of the actual vibrations; as such, we do not report 
these explicitly. Of course, this also suggests that caution is required in 
employing the CAM-B3LYP geometries in the RCCSD(T) calculations for 
the binding energies. We note that the calculated intermolecular bond 
length here of Re = 3.67 Å is not too far from the microwave R value of 
3.448 Å for the S0 state, and so we feel the CAM–B3LYP structures are 
likely to be fair indications of the actual structures, which is supported by 
the reasonable agreement of the (R)CCSD(T) binding energies with 
experiment. 

Overall, it is clear that basis set superposition error (BSSE) is playing 
a significant role here (see Table 1), and so larger basis sets might be 
expected to be advantageous, as would using geometries optimized at 
higher levels of theory; however, each of these is computationally 
expensive. 

6. Conclusions 

We have reported REMPI spectra for NMP–Ar and NMP–Kr. We 
believe we have seen the origin transition, implying that the perturba-
tion of the NMP electronic structure is sufficient to render this a dipole- 
allowed transition. Further, both spectra are blue-shifted with respect to 
the NMP origin, consistent with the S1 states being more weakly bound 
than the S0 state. In addition, the activity in the REMPI spectra was 
localized to the region around the origin, with no activity seen for 

Fig. 5. Calculated geometries of NMP–RG using 
the indicated levels of theory. Owing to diffi-
culties with the full optimization, for the S1 state 
of NMP–Ar, the NMP ring was fixed at its TD- 
CAM-B3LYP/aug-cc-pVTZ-optimized geometry, 
and the position of the Ar atom was optimized; 
for NMP–Kr, a full optimization was successful 
[with a similarly constrained optimization giving 
a r(Kr–N) distance only 0.02 Å longer]. Cartesian 
coordinates for the optimized structures are given 
in the Supplementary Material.   

Table 1 
Calculated and experimental binding energies (cm− 1) for NMP–Ar and NMP–Kr.  

NMP–RG  CAM–B3LYPa, 

b 
(R)CCSD(T)a Exptd    

BSSE 
(RG) 

BSSE 
(NMP) 

RCCSD 
(T)c  

NMP–Ar S0 87 108 31 429 440  
S1     105  
D0
+ 262 106 27 534 610 

NMP–Kr S0 85 81 33 517 ≥

500  
S1     ≥

170  
D0
+ 343 86 28 690 ≥

720  

a De value, i.e. no correction for zero-point energies. 
b Not counterpoise corrected. 
c Counterpoise corrected. 
d Approximate D0 values – see text. The values for NMP–Kr are based on the 

high-wavenumber offset in the REMPI spectrum, which is taken as a lower 
bound for D0 in the S1 state; thus, the values for the S0 and D0

+ states are also 
lower bounds. For NMP–Ar, there is a better-defined offset, and so the uncer-
tainty in the S1 binding energy value is likely ca. ± 2 cm− 1, and this uncertainty 
will contribute to the values for the other states also. For the S0 state, the un-
certainty will be similar, while with regard to the cation, for NMP+–Ar, the 
broader ZEKE bands mean that the uncertainty is likely ± 5 cm− 1. 
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excited NMP-localized vibrations, interpreted in terms of the low- 
frequency intermolecular modes exacerbating coupling between 
levels, shortening their lifetimes. It would be interesting to record 
REMPI spectra of these species using picosecond lasers, to ascertain 
whether the absence of NMP-localized excited vibrational bands in the 
present work is due to their short lifetime. It would also be of interest to 
investigate other ligands. 

We have discussed the origin of the low-wavenumber structure in the 
ZEKE spectra in terms of torsional and intermolecular transitions during 
the ionization, and we were able to obtain AIEs for both complexes, but 
not detailed information on the torsional potentials. Possibly 2D-LIF 
spectra over the electronic absorption spectrum might also prove use-
ful in identifying torsional and intermolecular bands, as it was in the 
case of toluene–Ar [25]; however, this relies on being able to distinguish 
between bands of a1 and e symmetry, and hence on the separation of the 
m0 and m1 bands in the excitation spectrum, which may well not be 
possible in the present case. 

From the REMPI and ZEKE spectra, we were able to deduce estimates 
of binding energies, and these generally agreed well with calculated 
values at the (R)CCSD(T) level for the S0 and D0

+ states, although those at 
the CAM-B3LYP level were not in good agreement. MATI spectra would 
be a means of confirming the deduced binding energies in the cation. 
Indeed, such binding energies have been measured [38] with the MATI 
technique to yield values of p-fluorotoluene–Ar in the S0 and D0

+ states as 
329 cm− 1 and 510 cm− 1, respectively; these compare well to the present 
respective values for NMP–Ar of 440 cm− 1 and 610 cm− 1. 
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The main focus of the work presented in this thesis has been an in-depth

spectroscopic study of two very different molecules, namely mFT and NMP, in the

S0, S1 and D0
+ electronic states. Notably, these two molecules differ by their

symmetry (mFT belongs to the G6 MSG and NMP to the G12 MSG) and in that S1 ← 

S0 transition in NMP is symmetry-forbidden, meaning all activity observed in the S1

state is a result of vibronic coupling, whereas the same transition in mFT is

symmetry-allowed such that the majority of the activity observed is determined by

the FCFs. A series of spectroscopic techniques have been used to probe these states,

including REMPI, LIF, ZEKE, 2D-LIF and DF. Spectra have been presented for

almost all levels up to ~1350 cm-1 (mFT) and ~1100 cm-1 (NMP) above the S1 origin,

to gain insight into the interactions that are occurring within these electronic states

and how the methyl rotor affects the build-up of these interactions.

Owing to the lower symmetry of mFT, it is perhaps expected that the build-up of

IVR is far more rapid than it is for NMP. Significant interactions are seen between

vibration-vibration and vibration-torsion modes in mFT at even modest internal

energies. Arguments for this have been presented in terms of the build-up in the DoS,

remarking that this is significantly more rapid in mFT than in NMP, and also in terms

of the methyl rotor permitting vibration-torsion interactions to further disperse

internal energy. Indeed, we note that statistical IVR regime has largely been reached

by ~950 cm-1 above the S1 origin, based on the appearance of a broad, unstructured

background in the 2D-LIF and ZEKE spectra for the bands at 00 + ~960 cm-1 and 00

+ ~1260 cm-1 (most notably in the latter) – these also show limited population

remains localised to a small number of vibrations, but most is largely dissipated to a

range of motions. The onset of statistical IVR makes it a fruitless task to attempt to

assign all of the activity, owing to ‘smearing’ of the activity in the 2D-LIF spectra,

and the multitude of bands in the ZEKE spectra.

Even at (relatively) low internal energies of ~750 cm-1 above the S1 origin in mFT, it

is shown that there are still significant and complicated interactions, some of which
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only arise as a direct result of another interaction, with all spectra showing

significant activity. This amount of activity, and its complexity, is surprising given

such a low internal energy. Furthermore, owing to the congested nature of the ZEKE

spectra, these have not been useful in unpicking the nuances of said interactions,

arising from the change in phase of the torsional potential between S1 and D0
+ (this

leads to the Δm = 3 propensity occurring upon ionisation), in tandem with the

complicated interactions in the S1 state, leading to significant activity in the ZEKE

spectra. Therefore, the ZEKE spectra are difficult to interpret reliably. Nevertheless,

these do act as a useful confirmatory tool for determining the identity of the major

component of the eigenstate pumped as the expected activity, namely the Δ(v, m) =

(0, 3) activity, remains prominent, even at high S1 internal energies, although the

nuances of any interactions are lost within the structure of the spectra.

It is, however, the 2D-LIF spectra that are the most useful tool for unpicking the

interactions in the S1 state of mFT, and indeed, also the S0 state, arising from the

ability to disperse the fluorescence as one scans across various features in the S1

state. This means that one can see how the emissions vary as one scans across the m

= 0 and m = 1 components of a vibration, noting that a1 and e symmetry components

cannot interact. Therefore, any e symmetry activity extending over an excitation of

an a1 symmetry vibration means there must be some band overlap, whether this

arises from serendipitous bright states with the same energy, or an interaction

causing an eigenstate to overlap with something else in energy. To distinguish

interactions and overlaps in this way is seldom easy in ZEKE spectroscopy.

Furthermore, it is noted that the vibtor interactions are more common for e symmetry

vibrations than for a1 vibrations, largely owing to the more rapid increase in the

density of e symmetry states (Sections 8 and 9); it is the m = 1 component of a

vibration that largely drives m-specific couplings. However, a notable exception is

the 261281 vibration, where it is actually the m = 0 component that interacts, and

probing this demonstrates where the majority of the activity is observed.

Moreover, attempts have been made to compare the build-up of IVR between mFT

and pFT (G12), noting that the build-up of the DoS is far more erratic, and slower, in
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pFT than it is in mFT, and this largely arises from the higher symmetry of pFT

leading to a smaller number of same-symmetry levels available to couple that are

accessible from either m = 0 or m = 1, which are both populated in the free-jet

expansion. However, caution is recommended in attempting to directly compare such

activity, as the forms of the vibrations are significantly different between para- and

meta-disubstituted benzenes. Remarkably, the vibrations probed in the original

chemical timing experiments by Parmenter et al.74 are different in mFT and pFT

despite a prominent vibration being pumped at about the same internal energy: in

mFT, the vibration is largely a ring-based distortion (the D11 vibration using the mDi

labelling scheme158), whereas for pFT, it is a symmetric C-F and C-CH3 stretching

mode (the D5 vibration in using the pDi labelling scheme164). As the forms of these

vibrations are different, one would expect them to couple to different states; notably,

the mD11 vibration involves an out-of-plane wagging of the ring-localised hydrogen

atoms, which one would expect to interact more strongly with the methyl rotor than

would the pD5 vibration, which is in-plane. Therefore, a direct comparison of the

build-up of IVR between para- and meta-substituted benzenes remains difficult, even

when considering vibrations at a similar energy.

While the S1 ← S0 transition of NMP was only accessed to ~1100 cm-1 above the S1

origin, compared to ~1300 cm-1 in mFT, it is notable that the activity observed in all

three electronic states is significantly different when compared to that in mFT.

Naturally, with the S1 state of NMP being a 3s Rydberg state, one would expect to

observe highly diagonal FCFs for the D0
+ ← S1 ionisation, however even when

looking via bands as high as ~1100 cm-1 above the S1 origin, there is little evidence

of IVR shown in the ZEKE spectra, in contrast to mFT where IVR was approaching

the statistical regime at ~950 cm-1 above the S1 origin.

The most significant region of coupling in NMP was the 00 + ~800 cm-1 region, in

which there were two ZOB states, 111m0 (a2′ symmetry in the G12 MSG) and 131m0

(a2″ symmetry in the G12 MSG), interacting with numerous ZOD states to produce a

surprisingly localised region of activity, in direct contrast to the rest of the S1 ← S0

spectrum, even to higher internal energies. Here, it is noted that a degree of

serendipity is involved in this region of the REMPI spectrum: while the overall DoS
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is reasonably high at this internal energy (Figure 16 of Section 12) there just so

happens to be the presence of two, nearby ZOB states (each with their own m = 0 and

m = 1 components) which couple strongly to multiple ZOD states; indeed, these ZOB

states are required in order to see such coupling. (One should note that the build-up

of the DoS is not necessarily smooth but may be somewhat ‘clumpy’ in that there

may be a region of low state density, followed by a ‘clump’ of states straight after –

i.e., the rise in the number of states in a given energy range is not monotonic.)

It is remarkable that the ZEKE spectra via the bands in this region were so ‘clean’

and that, from this, it was possible to use these to determine the nature of the

interactions and therefore propose the identities of the ZOB and ZOD states that

comprise the interactions. Indeed, it was the low wavenumber region of these ZEKE

spectra that assisted in determining the nature of such interactions as there is a

tendency for the components of a combination band (if symmetry-allowed in

isolation) to be active in a spectrum where one projects the population of that state

onto another, such as in ZEKE spectroscopy. Furthermore, it is worth reiterating that,

while a 2D-LIF spectrum over this region would have been desirable, it was not

possible to achieve anything of sufficient quality.

This is in direct contrast to mFT where the 2D-LIF spectra were very useful in the

determination of the nature of the couplings, whereas the ZEKE spectra were not.

This is put down purely to the nature of the S1 state of NMP, which is a mixture of a

3s Rydberg and σ* valance character at extended N-CH3 bond lengths. At increasing

internal energies in S1, the lifetime of the electronic state decreases significantly,

largely due to the population accessing a region beyond a potential barrier, leading to

predissociation. This means the ability to resolve various bands in the 2D-LIF spectra

decreases with increasing internal energy as the population of the S1 excited state

decays before the molecule can fluoresce. Conversely, in the ZEKE spectra, as this is

a much faster process, the population does not have time to decay before ionisation.

Furthermore, in NMP, it is the b1 symmetry vibrations in S1 whose ZEKE spectra

show the most activity, with some of it being nominally symmetry-forbidden, such as

the origin transition. This is proposed to arise from vibronic coupling (the b1
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vibrations are expected to be coupling the strongest in this manner, owing to the high

oscillator strength and proximity in energy of the 1B2 electronic state, from which

intensity is gained) which leads to a change in the average geometry along the out-

of-plane b1 coordinates. This would reduce the symmetry from effective-C2v

symmetry to effective-Cs symmetry, through which one would expect the a1

symmetry levels to become allowed, and hence may explain the observance of the

origin.

It has also been commented that, in order to understand the photodynamics, and thus

the fate of an excited state, it is pertinent to know which eigenstates are being excited

coherently inside the width of a picosecond (or shorter) laser pulse in time-resolved

experiments. This not only reinforces the complementarity of time-resolved and

frequency-resolved experiments but also suggests that, in the future, it may be a good

idea to reconsider the photodynamics of NMP, knowing which eigenstates are

excited in the pulse, in order to determine the fate of the S1 excited state.

Additionally, one could then probe the pyrrolyl fragment to allow one to determine

whether a two-step internal conversion from S1 to a vibrationally excited S0 state and

back to S1 (or indeed S2) at long N-CH3 separations, or whether intersystem crossing

to nearby triplet states contributes to the photodynamics and photofragmentation of

NMP.

The NMP-RG vdW complexes have proven to be interesting as the presence of the

RG allows the origin transition to be observed. As such, it would be of benefit to

conduct a time-resolved experiment on these complexes, to elucidate the origins of

the broad, unstructured REMPI spectrum and why activity is only observed via the

NMP origin and not via other, excited NMP-localised vibrations, such as P16 and P23,

as would be expected. MATI experiments would also be useful on these complexes

as well, to elucidate whether the broad, higher-wavenumber structure of the ZEKE

spectra arises from the complex, or something else in the free-jet expansion.

Although it has been said that it is very difficult to compare directly similar

molecules, of different isometric classes, such as para- and meta-disubstituted

benzenes, and this likely to be the case with N-substituted versus 2- or 3-substituited
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pyrroles, rudimentary comparisons between the build-up of IVR are possible, albeit

with some caveats. As such, it may be interesting to conduct similar experiments to

those presented as part of this thesis on 2- or 3-methylpyrrole, to determine how the

rate of IVR may change between locations of substitution. Given the lower symmetry

of these molecules as well, when compared to NMP, it may be interesting to see if

this permits the methyl rotor to facilitate vibration-torsion coupling more efficiently

than was seen in NMP. Furthermore, other, related N-substituted pyrroles could be

studied to confirm that the labelling scheme devised for N-substituted pyrroles

remains valid, and to also see how changes in mass and electronic structure can

further affect the rate of IVR in N-substituted pyrroles.

As a final note, a theme mentioned early on in this thesis was that systems such as

NMP and mFT can be considered as simple analogues to larger, more complex

molecules with biological relevance. Therefore, it would be interesting to consider

spectroscopic studies, such as those presented herein, on fused-ring systems such as

indole or N-methylindole. Now that the fields of substituted benzenes and N-

substituted pyrroles are well established and the spectroscopic activity is now well

understood, it may be possible to glean something from the (inevitably more

complex) spectra of fused-ring systems, in light of the information presented in this

thesis and in the surrounding literature. Indeed, indole may be a solid at room-

temperature, but as it has a low melting point, it would not be too difficult to modify

a standard pulsed valve to heat it up and produce a significant vapour, and retain the

sample in the gas-phase, before seeding in a rare-gas for a supersonic jet expansion.

Additionally, it appears that N-methylindole is a liquid at room temperature so this

may be more facile for the spectroscopist, although it may still require some heating

to get a sufficient number density seeded in a free-jet expansion.
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N meta

Figure A1.1. Mode diagrams depicting the vibrational modes of N-fluoropyrrole and their symmetries, which are the basis of the Pi labelling scheme. Fluorine is yellow, nitrogen is blue, carbon

is grey, and hydrogen is white. The lengths of the arrows and sizes of the ‘+’ and ‘-’ symbols approximately indicate the magnitude of the vibrational motion. See Section 11.
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Figure A1.2. Mode diagrams depicting the vibrational modes of meta-difluorobenzene, alongside their

symmetries, that form the basis of the mDi labelling scheme. Note that symmetries of the a1 and b2 modes in C2v

decompose to a′ in Cs symmetry, and the b1 and a2 modes decompose to a″. Fluorine is yellow, nitrogen is blue, 

carbon is grey, and hydrogen is white. The lengths of the arrows and sizes of the ‘+’ and ‘-’ symbols

approximately indicate the magnitude of the vibrational motion. Adapted from Ref. 158.
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Presented below are the character tables for the symmetry classes which have been

considered in this thesis.

Table A2.1. Character table for the Cs point group, alongside the linear functions, rotations and quadratic

functions.

Cs E σh

A′ 1 1 x, y, Rz x2, y2, z2, xy

A″ 1 -1 z, Rx, Ry yz, xz

Table A2.2. Character table for the C2v point group, alongside the linear functions, rotations and quadratic

functions.

C2v E C2 σv(xz) σv(yz)

A1 1 1 1 1 z x2, y2, z2

A2 1 1 -1 -1 Rz xy

B1 1 -1 1 -1 x, Ry xz

B2 1 -1 -1 1 y, Rx yz

Table A2.3. Character table for the C3v point group, alongside the linear functions, rotations and quadratic

functions. Note that this character table is isomorphic to the character table of the G6 MSG.

C3v E 2C3 3σv

A1 1 1 1 z x2 + y2, z2

A2 1 1 -1 Rz -

E 2 -1 0 x, y, Rx, Ry x2 - y2, xy, xz, yz
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Table A2.4. Character table for the D3h point group, alongside the linear functions, rotations and quadratic

functions. Note that this character table is isomorphic to that of the G12 MSG.

D3h E 2C3 3C2 σh 2S3 3σv

A1′ 1 1 1 1 1 1  x2 + y2, z2

A2′ 1 1 -1 1 1 -1 Rz

E′ 2 -1 0 2 -1 0 x, y x2 - y2, xy

A1″ 1 1 1 -1 -1 -1   

A2″ 1 1 -1 -1 -1 1 z

E″ 2 -1 0 -2 1 0 Rx, Ry xz, yz

Table A2.5. Character table for the G6 molecular symmetry group, alongside the translational and rotational

operations. Note that this character table is isomorphic to the character table of the C3v point group; the

translational (Ta, Tb and Tc) and rotational (Ja, Jb and Jc) functions are given with respect to the principal inertial

axes rather than Cartesian axes and are not the same as those in the C3v character table.

G6 E (123) (23)*

A1 1 1 1 Ta, Tb, Jc

A2 1 1 -1 Tc, Ja, Jb

E 2 -1 0

Table A2.6. Character table for the G12 molecular symmetry group, alongside the translational and rotational

operations. Note that this character table is isomorphic to that of the D3h point group; the translational (Ta, Tb and

Tc) and rotational (Ja, Jb and Jc) functions are given with respect to the principal inertial axes rather than Cartesian

axes and are not the same as those in the D3h character table.

G12 E (123) (23)* (ab)(cd) (123)(ab)(cd) (23)(ab)(cd)*

A1′ 1 1 1 1 1 1 Ta

A1″ 1 1 1 -1 -1 -1 Tb, Jc

A2′ 1 1 -1 1 1 -1 Ja

A2″ 1 1 -1 -1 -1 1 Tc, Jb

E′ 2 -1 0 2 -1 0

E″ 2 -1 0 -2 1 0
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Table A3.1. The mDi labels, separated by Cs symmetry (G6 symmetry label in parentheses) and the corresponding

calculated harmonic vibrational wavenumbers (in cm-1) for the S0 states of mFT and mDFB – the basis for the mDi

vibrational labels. See Ref. 158 for more details and discussion.

mDi C2v mDFBa mFTa

a′ (a1)b

D1 a1 3122 3108

D2 a1 3116 3089

D3 b2 3112 3087

D4 a1 3090 3072

D5 a1 1597 1578

D6 b2 1592 1602

D7 b2 1475 1479

D8 a1 1439 1419

D9 b2 1304 1302

D10 a1 1255 1240

D11 b2 1252 1271

D12 b2 1145 1148

D13 b2 1102 1127

D14 a1 1058 1071

D15 a1 994 989

D16 b2 941 913

D17 a1 726 719

D18 a1 514 519

D19 b2 502 505

D20 b2 467 435

D21 a1 320 285
a Harmonic vibrational wavenumbers calculated at the B3LYP/aug-cc-pVTZ level, scaled by 0.97208. These

values have been obtained from Ref. 158.

b The a1 and b2 symmetry modes decompose to a′ symmetry in the Cs point group and to a1 in the G6 MSG.

c The a2 and b1 symmetry modes decompose to a″ symmetry in the Cs point group and to a2 in the G6 MSG.
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Table A3.1 (continued). The mDi labels, separated by Cs symmetry (G6 in parentheses) and the corresponding

calculated harmonic vibrational wavenumbers (in cm-1) for the S0 states of mFT and mDFB – the basis for the mDi

vibrational labels. See Ref. 158 for more details and discussion.

mDi C2v mDFBa mFTa

a″ (a2)c

D22 b1 963 968

D23 a2 871 886

D24 b1 856 860

D25 b1 767 774

D26 b1 671 683

D27 a2 597 557

D28 b1 455 443

D29 a2 239 235

D30 b1 222 198

a Harmonic vibrational wavenumbers calculated at the B3LYP/aug-cc-pVTZ level, scaled by 0.97208. These

values have been obtained from Ref. 158.

b The a1 and b2 symmetry modes decompose to a′ symmetry in the Cs point group and to a1 in the G6 MSG.

c The a2 and b1 symmetry modes decompose to a″ symmetry in the Cs point group and to a2 in the G6 MSG.
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Table A3.2. The Pi labels, sorted by C2v symmetry (with the G12 symmetry label in parentheses), and the

corresponding harmonic vibrational wavenumbers (in cm-1) for the S0 states of NFP and NMP. See Section 11 for

more details and discussion.

Pi NFPa NMPa

a1 (a1′) 

P1 3187 3160

P2 3155 3141

P3 1446 1492

P4 1367 1375

P5 1254 1278

P6 1048 1075

P7 1033 1045

P8 948 956

P9 632 652

a2 (a2′) 

P10 858 863

P11 629 675

P12 608 610

b1 (a2″) 

P13 796 814

P14 681 712

P15 527 603

P16 141 186

b2 (a1″) 

P17 3184 3152

P18 3143 3132

P19 1493 1505

P20 1373 1350

P21 1239 1262

P22 1046 1073

P23 845 864

P24 388 347

a Harmonic vibrational wavenumbers calculated at the B3LYP/aug-cc-pVTZ level, scaled by 0.97208, see Section

11.
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The following pages contain the supplementary material for the following papers, in

the same order as the list below, included as part of this thesis. This material is

included here for the convenience of the reader.

1. Vibrations of pyrrole, N-substituted pyrroles and their cations, J. Molec.

Spectrosc., DOI: 10.1016/j.jms.2020.111410. The supplementary material

presented below gives the geometric parameter values for pyrrole, N-

fluoropyrrole, N-aminopyrrole and N-methylpyrrole and their corresponding

cations. (n.b., a title has been added to this for clarity, which does not appear

in the document found via the above DOI.)

2. Electronic, vibrational and torsional couplings in N-methylpyrrole:

ground, first excited and cation states, J. Chem. Phys., DOI:

10.1063/5.0050654. The supplementary material presents a correlation table

between the vibrational labels used by Biswas et al.100 and the Pi labels

(Section 11). Furthermore, we present expansions of the LIF spectrum of the

1A2 ← 1A1 transition of NMP around the 161, 151 and 231 vibrational

bands, showing their band shapes are consistent with the intensity stealing

arguments presented therein. We also present geometric data for the CH3 and

pyrrolyl radicals (see Figure 15 of Section 12 and the surrounding

discussion). Finally, we show the one-colour and two-colour mass spectra

when exciting via the 161 and 151 levels in S1.

3. Spectroscopy of N-Methylpyrrole-RG (RG = Ar, Kr) complexes: first

excited and cation states, Chem. Phys. Lett., DOI:

10.1016/j.cplett.2022.139800. Included in this supplementary material is a

schematic description of the various isomers of NMP-RG that were

considered as a part of this work and also the Cartesian coordinates of the

optimised geometries of the complexes investigated.



Pyrrole and Pyrrole+

Parameter Pyr (C2v) Pyr+ (C2v)

Bond lengths / Å

N-H1 1.003 1.010

C1-H2 1.076 1.079

C2-H3 1.076 1.077

N-C1 1.371 1.358

C1-C2 1.373 1.429

C2-C2 1.422 1.368

Bond angles / o

H1-N-C1 125.1 125.5

C1-N-C1 109.8 109.1

N-C1-H2 121.3 121.8

N-C1-C2 107.7 108.3

C1-C2-C2 107.4 107.2

C1-C2-H3 125.8 124.8

Supplementary Information

Vibrations of pyrrole, N-substituted pyrroles and their cations

Alexander R. Davies, David J. Kemp, and Timothy G. Wright



N-Fluoropyrrole and N-Fluoropyrrole+

Parameter NFP (C2v) NFP+ (C2v)

Bond lengths / Å

N-F 1.367 1.342

C1-H1 1.074 1.079

C2-H2 1.076 1.077

N-C1 1.359 1.351

C1-C2 1.380 1.436

C2-C2 1.418 1.366

Bond angles / o

F-N-C1 123.2 123.8

C1-N-C1 113.7 112.3

N-C1-H1 121.6 121.8

N-C1-C2 105.1 106.0

C1-C2-C2 108.1 107.8

C1-C2-H2 125.0 124.1



N-Aminopyrrole and N-Aminopyrrole+Parameter NAP (Cs) NAP+ (C2v)

Bond lengths / Å

N1-N2 1.401 1.316
N2-HA 1.014 1.010
N2-HB 1.014 -
N1-C1 1.369 1.400
C1-H1 1.075 1.076
C1-C2 1.374 1.352
C2-H2 1.076 1.077
C2-C2 - 1.465
C2-C3 1.421 -
C3-H3 1.076 -
C3-C4 1.374 -
C4-H4 1.076 -
N1-C4 1.375 -

Bond angles / o

HA-N2-HA - 121.1
HA-N2-HB 108.7 -
HA-N2-N1 109.5 118.7
HB-N2-N1 109.5 -
N2-N1-C1 122.8 124.6
N2-N1-C4 127.4 -
N1-C1-H1 120.1 120.9
C1-N1-C1 - 110.8
C1-N1-C4 109.8 -
N1-C4-H4 120.9 -
N1-C1-C2 107.7 106.5
N1-C4-C3 107.5 -
C4-C3-H3 125.7 -
C1-C2-H2 125.7 126.0
C1-C2-C2 - 108.1
C1-C2-C3 107.4 -
C4-C3-C2 107.5 -

Dihedral angle / o

HA-N2-N1-C1 120.5 7.840 ‘-’ means this parameter is not applicable to the molecule.



N-Methylpyrrole and N-Methylpyrrole+Parameter NMP (Cs) NMP+ (Cs)

Bond lengths / Å

CMe-HA 1.088 1.085

CMe-HB 1.092 1.087

CMe-HC 1.088 1.087

N-CMe 1.448 1.471

N-C1 1.372 1.350

C1-H1 1.076 1.079

C1-C2 1.375 1.436

C2-H2 1.077 1.077

C2-C2 1.419 -

C2-C3 - 1.365

C3-H3 - 1.077

C3-C4 - 1.426

C4-H4 - 1.079

N-C4 - 1.367

Bond angles / o

HA-CMe-HB 108.8 109.4

HA-CMe-HC 108.4 109.4

HB-CMe-HC 108.8 110.1

HA-CMe-N 109.7 108.6

HB-CMe-N 111.6 109.6

HC-CMe-N 109.7 109.6

CMe-N-C1 125.5 126.6

CMe-N-C4 - 125.6

C1-N-C1 108.9 -

C1-N-C4 - 107.8

N-C1-H1 120.8 121.5

N-C1-C2 108.4 109.2

C1-C2-H2 125.8 124.7

C1-C2-C2 107.2 -

C1-C2-C3 - 106.9

C2-C3-C4 - 106.8

C2-C3-H3 - 128.3

C3-C4-N - 109.2

C3-C4-H4 - 129.6

Dihedral angles / o

HA-CMe-N-C1 33.43 0.008

HB-CMe-N-C1 87.12 119.5
‘-’ means this parameter is not applicable to the molecule.
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Table SI: Correlation between the labels used by Biswas et al.1 and the Pi labels2 used in the present

work.

Biswas Pi

a1

1 1

2 2

4 3

6 4

7 5

8 6

9 7

10 8

11 9

a2

12 10

13 11

14 12

b1

19 13

20 14

21 15

22 16

b2

23 17

24 18

26 19

28 20

29 21

31 22

32 23

33 24

Me

25 Me1

16 Me2

3 Me3

27 Me4

17 Me5

5 Me6

18 Me7

30 Me8

15 Me9

1 N. Biswas, S. Wategaonkar, and J. G. Philis, Chem. Phys. 293, 99 (2003).

2 A. R. Davies, D. J. Kemp and T. G. Wright, J. Molec. Spec. 376, 111410 (2021).



Figure S1: Expanded views of the 161, 151 and 231 LIF bands and principal inertial axes for NMP.

These band contours demonstrate that the 161 and 151 bands are type b, consistent with being

induced via vibronic intensity stealing from a 1B2  S0 electronic transition, while the 231 band is

type c, consistent with being induced via vibronic intensity stealing from a 1B1  S0 electronic

transition. The x-axis wavenumber scale is merely given as an indication of scale.



Figure S2: Optimized geometries (CAM-B3LYP/aug-cc-pVTZ) of pyrrolyl ( ෨ܺ2A2) and CH3 ( ෨ܺ2A2).

These correspond to the lowest-energy dissociation asymptote of N-methyl pyrrole into pyrrolyl +

CH3, and the energies are employed in Figure 15 of the main article.



Figure S3: Mass spectra in a (1+1) and (1+1) REMPI experiment recorded when exciting via 161, with

the excitation wavenumber set above the first step in the PIE curve (see Figure 7 of main text) at

~23,100 cm-1

Suggestions of assignments for a number of the bands are given. The NMP+ parent-ion signal is off-

scale to allow the other masses to be seen. It is deduced that the lower masses come from

multiphoton fragmentation. To higher time-of-flight are the ions of various clusters.



Figure S4: Mass spectra in a (1+1) and (1+1) REMPI experiment recorded when exciting via 151, with

the excitation wavenumber set above the first step in the PIE curve (see Figure 7 of main text) at

~22,900 cm-1

Suggestions of assignments for a number of the bands are given. The NMP+ parent-ion signal is off-

scale to allow the other masses to be seen. It is deduced that the lower masses come from

multiphoton fragmentation. To higher time-of-flight are the ions of various clusters. A new ion

appears here: NMP+-Ar, arising as there is a serendipitous resonance involving NMP-Ar at this

wavenumber. Spectra have been recorded for this species, and will be reported in due course.
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Figure S1. Schematic depictions of the conformations investigated. Blue: nitrogen; grey: 

carbon; white: hydrogen and green: Ar/Kr. 
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Geometries of the complexes investigated – given as Cartesian coordinates, (x, y, z) in 

Ångstrom. These geometries had all real frequencies, unless otherwise stated. 

a. NMP-Ar  

i. S0 state [(R/TD/U)-CAM-B3LYP/aug-cc-pVTZ] 

1. Ar above the pyrrolyl ring: 
C 1.09836200 -0.07540000 -1.11048600 
C 1.31338000 -1.36545500 -0.70759600 

C 1.31337500 -1.36545700 0.70763400 
C 1.09835500 -0.07540300 1.11052600 
N 0.97394300 0.70856500 0.00002000 
H 1.02875900 0.35083400 -2.09603700 

H 1.46415100 -2.21101500 -1.35576000 
H 1.46414300 -2.21101900 1.35579700 
H 1.02874600 0.35082800 2.09607700 
C 0.65183100 2.11538600 0.00002100 

H 1.07799400 2.58795300 0.88168400 
H 1.07796100 2.58794500 -0.88166100 
H -0.42646600 2.27848100 0.00004100 

Ar -2.57692800 -0.22755500 -0.00004900 

 

2. Ar aligned with the methyl rotor: 
C 1.87516900 -1.11055400 -0.01513500 
C 3.18196200 -0.70764400 0.03607800 

C 3.18193300 0.70769600 0.03607700 
C 1.87512400 1.11055300 -0.01513800 
N 1.08217300 -0.00001700 -0.05210500 

H 1.44365200 -2.09610400 -0.03330700 
H 4.04054200 -1.35577300 0.06007600 
H 4.04048700 1.35586100 0.06007400 
H 1.44356600 2.09608600 -0.03331200 

C -0.36075500 -0.00004600 -0.02306900 
H -0.73707700 0.88145800 -0.53647100 
H -0.73704200 -0.88156400 -0.53647500 

H -0.74096500 -0.00005600 0.99901800 
Ar -4.15827600 0.00000900 0.01512500 

 

3. Ar at the base of the pyrrolyl ring: 
C -1.41296300 -1.11056500 -0.01932800 

C -0.10519900 -0.70764900 -0.01104500 
C -0.10519900 0.70764900 -0.01104500 
C -1.41296300 1.11056500 -0.01932800 
N -2.20671700 0.00000000 -0.03026500 

H -1.84483000 -2.09612200 -0.02335900 
H 0.75381500 -1.35558900 -0.01524000 
H 0.75381500 1.35558900 -0.01524000 

H -1.84483000 2.09612200 -0.02335900 
C -3.64791700 0.00000000 0.04642200 
H -4.04065300 0.88162000 -0.45437100 
H -4.04065300 -0.88162000 -0.45437100 

H -3.99378000 0.00000000 1.08065100 
Ar 3.87831000 0.00000000 0.01128300 
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ii. S1 state 

1. Ar above the ring – note this is a rigid optimisation, where the NMP 

moiety was fixed at its S1 state optimised geometry and only the Ar was 

allowed to relax – see text for details: 
C -1.68538300 -0.08824300 -1.09071100 
C -2.02843200 -1.39986100 -0.67955600 

C -2.06182400 -1.38796900 0.67896000 
C -1.73628200 -0.05910900 1.08823800 
N -1.51699500 0.69284100 0.00356100 
H -1.55765100 0.31205000 -2.08061600 

H -2.21899200 -2.22217700 -1.34473400 
H -2.28483100 -2.19706100 1.35030400 
H -1.65855300 0.35282900 2.07861200 
C -1.15538800 2.11155600 -0.01777000 

H -1.10373300 2.46896600 1.00753000 
H -0.18367400 2.22436800 -0.49616300 
H -1.91853600 2.66549600 -0.56199100 

Ar 4.08604400 -0.19514500 0.00817600 

 

2. Ar aligned with the methyl rotor: 
C 1.85884500 1.09227400 0.00031000 
C 3.22026700 0.66183000 0.00047000 
C 3.20274900 -0.69716300 0.00035300 

C 1.84043000 -1.08791100 0.00014500 
N 1.05942600 0.01876200 0.00012100 
H 1.45584500 2.08946200 0.00032700 

H 4.06942000 1.32069500 0.00063100 
H 4.03607000 -1.37587500 0.00039900 
H 1.40658900 -2.07201200 0.00000100 
C -0.40438700 0.02008700 -0.00000500 

H -0.76147000 -0.48544200 0.89584800 
H -0.74762500 1.05176800 -0.00056400 
H -0.76129700 -0.48632900 -0.89542400 

Ar -4.13449700 -0.00601700 -0.00053900 

 

3. Ar at the base of the pyrrolyl ring: 
C 1.46770300 1.09141600 -0.00005600 
C 0.10155000 0.67560800 -0.00012600 

C 0.10438200 -0.68342400 -0.00015900 
C 1.46261200 -1.08895800 -0.00011300 
N 2.25541300 0.00925000 -0.00005000 
H 1.88155700 2.08403300 -0.00001400 

H -0.74077300 1.34300500 -0.00014800 
H -0.73655500 -1.35250600 -0.00021500 
H 1.88592400 -2.07752800 -0.00012300 

C 3.71888600 -0.00535100 0.00002900 
H 4.07096800 -0.51522900 -0.89551800 
H 4.07391900 1.02243600 -0.00007700 
H 4.07087700 -0.51502000 0.89573200 

Ar -3.96803400 0.00057300 0.00018100 
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iii. D0
+ state 

1. Ar above the pyrrolyl ring: 
C 1.64588100 0.24342000 -0.87139900 
C 1.94060100 -1.12731900 -0.58437700 

C 1.33294200 -1.42248000 0.59420900 
C 0.67114000 -0.23945800 1.02387000 
N 0.88390600 0.74698700 0.11368400 
H 1.94702400 0.84537400 -1.71453200 

H 2.53628400 -1.77167000 -1.20800200 
H 1.33261700 -2.35775800 1.12695600 
H 0.07869100 -0.06514700 1.90841200 

C 0.35408200 2.10964200 0.19768200 
H 0.67210400 2.56675100 1.13030500 
H 0.74319100 2.68590700 -0.63492000 
H -0.73072400 2.08310000 0.14460500 

Ar -2.69080000 -0.36657200 -0.20602900 

 

2. Ar aligned with the methyl rotor: 
C -1.79470500 1.09269100 -0.00024700 
C -3.16886100 0.69037400 -0.00040700 

C -3.18169300 -0.66808900 -0.00038600 
C -1.82487600 -1.09237500 -0.00021200 
N -1.01470100 -0.00028700 -0.00013100 

H -1.37327500 2.08585400 -0.00021200 
H -4.00709600 1.36591900 -0.00051900 
H -4.03392000 -1.32560000 -0.00047700 
H -1.41604000 -2.09093800 -0.00014400 

C 0.45024900 -0.02802200 0.00002300 
H 0.80668700 -0.53824900 -0.89018700 
H 0.81796300 0.99233500 0.00026500 

H 0.80648400 -0.53858800 0.89011900 
Ar 4.03452300 0.00465500 0.00052400 

 

3. Ar at the base of the pyrrolyl ring: 
C 1.37161900 1.09144400 0.00002100 

C 0.00355000 0.66966900 0.00001000 
C 0.00984200 -0.68886100 0.00001100 
C 1.37213100 -1.09413700 0.00001900 

N 2.16722200 0.00944200 0.00002200 
H 1.77900900 2.09045500 0.00002200 
H -0.84586200 1.33100100 0.00000400 
H -0.83479100 -1.35599700 0.00000600 

H 1.79504200 -2.08682300 0.00002000 
C 3.63188100 0.00220800 0.00002600 
H 3.99485100 -0.50325600 -0.89045400 
H 3.98448300 1.02805800 0.00003700 

H 3.99484400 -0.50327100 0.89050000 
Ar -3.74290400 0.00287800 -0.00004600 
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b. NMP-Kr [(R/TD/U)-CAM-B3LYP/aug-cc-pVTZ(-PP); ECP10MDF used for Kr) 

i. S0 state 

1. Kr above the pyrrolyl ring: 
C 1.74379300 -0.11844500 -1.11048700 
C 1.86048800 -1.42111900 -0.70758000 

C 1.86048300 -1.42112000 0.70760800 
C 1.74377800 -0.11844800 1.11051700 
N 1.67912700 0.67269800 0.00001500 
H 1.70691000 0.31185600 -2.09603400 

H 1.94670900 -2.27566500 -1.35576400 
H 1.94669900 -2.27566700 1.35579100 
H 1.70688100 0.31185100 2.09606400 

C 1.46650100 2.10021900 0.00001600 
H 1.92784100 2.53846500 0.88169300 
H 1.92785600 2.53846800 -0.88165300 
H 0.40400600 2.34600500 0.00000700 

Kr -2.09364000 -0.06474200 -0.00001800 

 

2. Kr aligned with the methyl rotor: 
C 2.90220100 -1.11056300 -0.01515700 
C 4.20889200 -0.70765200 0.03839400 

C 4.20887500 0.70769600 0.03821000 
C 2.90215900 1.11056400 -0.01504100 
N 2.10927500 -0.00001300 -0.05343100 

H 2.47070100 -2.09611000 -0.03408400 
H 5.06742400 -1.35578700 0.06391600 
H 5.06739000 1.35586000 0.06359900 
H 2.47062300 2.09609600 -0.03389100 

C 0.66630800 -0.00004100 -0.02712600 
H 0.29082100 0.88144900 -0.54118200 
H 0.29085000 -0.88149200 -0.54127100 

H 0.28403100 -0.00009900 0.99421300 
Kr -3.33437100 0.00000400 0.00797300 

 

3. Kr at the base of the pyrrolyl ring: 
C -0.01679800 2.38540500 1.11056700 

C -0.01679800 1.07760900 0.70764200 
C -0.01679800 1.07760900 -0.70764200 
C -0.01679800 2.38540500 -1.11056700 

N -0.02268900 3.17920000 0.00000000 
H -0.01808000 2.81727800 2.09612900 
H -0.02641600 0.21869200 1.35568500 
H -0.02641600 0.21869200 -1.35568500 

H -0.01808000 2.81727800 -2.09612900 
C 0.06312100 4.61988800 0.00000000 
H -0.43517600 5.01578100 -0.88162200 
H -0.43517600 5.01578100 0.88162200 

H 1.09952200 4.95918000 0.00000000 
Kr 0.00119600 -3.12757200 0.00000000 
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ii. S1 state 

1. Kr above the ring: 
C -2.62521100 -0.06574600 -1.08854000 
C -3.00734300 -1.36859400 -0.68154200 

C -3.00758200 -1.36993200 0.67753200 
C -2.62377000 -0.05856700 1.09176500 
N -2.40847500 0.69808500 0.00867100 
H -2.50023400 0.33740300 -2.07755600 

H -3.23928400 -2.17736600 -1.35008900 
H -3.23950900 -2.17868300 1.34617100 
H -2.50179100 0.33786400 2.08389800 

C -1.99735500 2.10257600 -0.00738300 
H -1.80712000 2.41795100 1.01557300 
H -1.08405700 2.19816400 -0.59281800 
H -2.79504100 2.70563000 -0.43786600 

Kr 3.15538700 -0.11016600 0.00002800 

 

2. Kr aligned with the methyl rotor: 
C 2.86375400 1.09219700 0.00038100 
C 4.22546700 0.66245700 0.00050100 
C 4.20866800 -0.69650100 0.00057500 

C 2.84638500 -1.08802400 0.00042600 
N 2.06499100 0.01819100 0.00032000 
H 2.46010500 2.08908600 0.00031100 

H 5.07429600 1.32170600 0.00055300 
H 5.04235000 -1.37473900 0.00069400 
H 2.41301900 -2.07230300 0.00041200 
C 0.60105400 0.01882500 0.00014700 

H 0.24398300 -0.48733700 0.89558700 
H 0.25711200 1.05025000 0.00015700 
H 0.24419200 -0.48725200 -0.89542300 

Kr -3.29616500 -0.00279100 -0.00046400 

 

3. Kr at the base of the pyrrolyl ring (n.b. this geometry has two 

imaginary frequencies which are 7.54i and 0.74i cm-1): 
C 2.50840800 1.09138400 0.00008800 
C 1.14239900 0.67539000 0.00010900 
C 1.14539600 -0.68364100 0.00009500 

C 2.50352800 -1.08902100 0.00010900 
N 3.29633000 0.00933000 0.00008100 
H 2.92208100 2.08410800 0.00007600 
H 0.29989900 1.34260000 0.00011400 

H 0.30440700 -1.35269100 0.00009100 
H 2.92694300 -2.07757900 0.00010600 
C 4.75972000 -0.00509300 0.00005100 

H 5.11191100 -0.51477000 -0.89553000 
H 5.11464900 1.02269600 0.00006900 
H 5.11194300 -0.51481000 0.89559700 
Kr -3.25619000 0.00030600 -0.00010600 
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iii. D0
+ state: 

1. Kr above the pyrrolyl ring: 
C 2.34361100 0.15336300 -0.87418700 
C 2.51631800 -1.23674200 -0.58235700 

C 1.88298000 -1.47352900 0.59584100 
C 1.32671100 -0.23540100 1.02057200 
N 1.62720000 0.72530800 0.10794900 
H 2.69767300 0.72379400 -1.71864300 

H 3.05410600 -1.93302300 -1.20273900 
H 1.79934000 -2.40340400 1.13143900 
H 0.75112000 -0.00668800 1.90370500 

C 1.21897200 2.12934300 0.18667700 
H 1.58378200 2.56321200 1.11327900 
H 1.64897400 2.66413600 -0.65344500 
H 0.13546300 2.19630200 0.14296000 

Kr -2.18867800 -0.13621300 -0.09865200 

 

2. Kr aligned with the methyl rotor: 
C 2.78074600 1.09274100 0.00034200 
C 4.15485900 0.69013900 0.00054700 

C 4.16739800 -0.66831000 0.00049700 
C 2.81046100 -1.09227400 0.00035500 
N 2.00053100 -0.00002800 0.00025400 

H 2.35948700 2.08597100 0.00029600 
H 4.99322800 1.36551200 0.00067000 
H 5.01946600 -1.32601900 0.00058200 
H 2.40134700 -2.09071700 0.00029700 

C 0.53558000 -0.02749400 0.00009600 
H 0.17878500 -0.53766200 0.89017600 
H 0.16769700 0.99279100 -0.00010900 

H 0.17899100 -0.53793800 -0.88990800 
Kr -3.22213900 0.00220700 -0.00041100 

 

3. Kr at the base of the pyrrolyl ring: 
C 2.28750900 1.09145800 -0.00003700 
C 0.91951100 0.66953900 0.00000000 

C 0.92591900 -0.68899000 -0.00002400 
C 2.28813800 -1.09416500 -0.00002300 
N 3.08324200 0.00953900 0.00000500 
H 2.69485900 2.09048100 -0.00002900 

H 0.06942600 1.33005500 0.00001900 
H 0.08071400 -1.35543800 -0.00002200 
H 2.71122000 -2.08677200 -0.00001500 

C 4.54781500 0.00239900 0.00004200 
H 4.91091500 -0.50303000 -0.89041300 
H 4.90037900 1.02826700 0.00005100 
H 4.91087800 -0.50303300 0.89051200 

Kr -2.99095700 0.00142400 0.00000300 
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