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Abstract 

This thesis presents a framework that I name the MRC framework, as its purpose 

is to capture how people go from Morality to Rules to Choices. I embed two theories, 

Blame Avoidance and Praise Seeking, within the MRC framework. The former states 

that subjects are impelled to avoid what they consider as blameworthy strategies from 

an impartial perspective, given all the circumstances that surround their evaluation of 

such strategies. The latter states that subjects are impelled to seek doing what they 

consider as the most praiseworthy strategies from an impartial perspective, given all 

the circumstances that surround their evaluation of such strategies. The chief 

characteristic feature that distinguishes my new models from those present in the 

literature is that they explore the motivational force of prosociality from an impartial 

perspective, thereby replacing the characteristic self-centredness of most models of 

other-regarding preferences within the literature. My theories and classical models of 

other-regarding preferences need not be either orthogonal or theories making different 

predictions. Rather, what I contend is that their ultimate explanation for the flourishing 

of prosocial behaviour is radically different. Whereas social preferences contend that 

subjects are moved by their self-interest, howsoever enlightened and altruistically 

inclined, our theories propose that self-interest plays a minor role, if any at all, in 

prosocial considerations.  

As a first step towards this end, the thesis focuses on studying how these newly 

developed theories fare at explaining behaviour at public goods games, a canonical 

form of a social dilemma. The thesis contains three core chapters – chapter 2, chapter 

3, and chapter 4 – plus an introduction (chapter 1) and a conclusion (chapter 5). The 

first of those (chapter 2) starts by developing an elicitation tool that allows us to 

measure empirically the moral judgments of a person, from an impartial perspective. 

Chapter 3 uses the newly developed tool and the theories proposed to test the 

explanatory of the MRC framework in predicting unconditional contributions and 

contribution attitudes to give-some and take-some public goods. Chapter 4 goes 

beyond the scope of chapter 3 and makes a direct test of the MRC framework against 

several canonical models of social preferences at the individual level: material 

selfishness, inequality aversion, reciprocity, social efficiency, maximin, and spite. The 

test explores the explanatory power of each of the theories at predicting contribution 



attitudes of a social dilemma (MPCR <1) and a common interest game (MPCR >1). 

Our results show that (i) social dilemmas are perceived as moral issues (chapter 2); 

(ii) blame avoidance can predict contribution attitudes of both give and take social 

dilemmas, and blame avoidance and praise seeking can predict unconditional 

contributions in give and take social dilemmas (chapter 3); and (iii) that blame 

avoidance, along with inequality aversion and maximin, is among the three best 

performing theories in predicting contribution attitudes to social dilemmas and 

common interest games (chapter 4).  
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Chapter 1. Introduction 

 

The purpose of this thesis is to enquire whether in a society, in its natural state, that 

is, with no enforceable norms, and no views to future rewards or punishment, or 

reputational concerns confounding motivations for action, people still perform 

cooperative actions; and to propose two different mechanisms for the flourishing of 

such actions: that of blame avoidance, viz., a normative determination to avoid 

performing that which one perceives as blameworthy, and that of praise seeking, viz., 

a normative determination to seek performing that which one perceives as most 

praiseworthy, from an impartial standpoint, and given the circumstances that surround 

their normative evaluations of all potential actions available at the moment of choice. 

The two theories I propose in this thesis, blame avoidance and praise seeking, provide 

workable models that capture how people’s moral judgments influence cooperation.  

Morality plays an important part in our daily lives. According to Hofmann et al 

(2014), who surveyed several people in distinct times of their day, subjects self-

reported that around 29% of their daily live situations were of moral significance. Yet, 

to date, and as Ellemers et al (2019) suggest after surveying the content of 1,278 papers 

published in moral and social psychology between 1940 and 2017, there is very little 

work done with regards to the relation between moral judgments and behaviour in 

decision situations. In their own words, ‘substantial knowledge has accumulated 

about the way people think about morality; however, we know much less about how 

this affects their moral behaviour’ (pp.354). The motivation of this thesis is to explore 

whether the newly developed theories of blame avoidance and praise seeking 

influence people’s behaviour in cooperation problems, thereby allowing us to 

contribute to advancing the knowledge within the aforementioned gap. 

The relation between ethics and economics has been the source of an important 

debate between economists, and there is no homogeneous view on the subject. On the 

one hand, some economists defend the position that ethics and economics influence 

each other. As an example of a defence of this view, see Alfred Marshall’s claim: 

 

“Ethical forces are among those of which the economist has to take account” 

Alfred Marshall (2013), Principles of Economics 



 

On the other hand, other economists contend that normative judgments should play 

no role in what we know as positive economics. As an example of this view, see Milton 

Friedman’s claim: 

 

“Positive economics is in principle independent of any particular ethical position 

or normative judgments.” 

Milton Friedman (1953), Essays in Positive Economics 

 

Moral philosophers have traditionally seen the field of ethics as practical in nature, 

as its goal is to provide us with the knowledge of what is right and what is wrong to 

do, which ought to be binding in nature. As an example of a view from philosophy, 

see David Hume’s claim: 

 

“Philosophy is commonly divided into speculative and practical; and as morality 

is always comprehended under the latter division, ‘tis supposed to influence our 

passions and actions” 

David Hume (1739), A Treatise of Human Nature 

 

Hume’s conception of human action is closer to Marshall’s, and contrasts with that 

of Friedman’s, who, in principle, saw positive economics as independent of normative 

judgments. Milton Friedman has been one of the greatest contributors to the 

methodology of the economic science, but one may wonder: what if David Hume was 

right? What if, nonetheless the well-founded methodological concerns that we may 

have, people’s normative judgments about the strategies available to them in the 

decision situation they face influence their actual play in the game? If this is the case, 

then an economic model that aims to describe the causes of actions will be incomplete 

without considering such normative judgments. This thesis lies at the core of this 

debate, and its objective is to empirically explore whether normative judgments do, 

indeed, influence people’s behaviour, and hence if they shall form part of what we 

know as positive economics, providing two such models – that of blame avoidance 

and praise seeking – as defined above. 



 

Neoclassical economists, as a first step into generating a model of human action to 

be applied in economic settings, envisaged a narrow conception of human motivations 

for action, being the material payoff resulting from a strategy combination the primary 

determinant of people’s utility.  Hence, the well-known predictions of play in social 

settings: economists predicted people to offer nothing in ultimatum or dictator games, 

to defect in social dilemmas, and more important to the theme of the thesis, to under-

supply public goods in the absence of self-regarding incentives to do so. Any evidence 

against those predictions was seen as an anomaly, and, indeed, Economists in the 

1980’s documented a wide range of such anomalies. As a response to them 

behavioural economics broadened the preference domain of a subject’s utility, 

enlarging one’s own motivational space to include inequality aversion, reciprocity, 

impure altruism, social efficiency, and maximin concerns, among others, thus 

circumventing the inconsistencies of the narrowly conceived vision that neoclassical 

economics had of the human nature.  

Nowadays, it is widely accepted that people have such other-regarding preferences, 

but one may wonder whether ethical judgments, characteristic of their binding nature 

and their obligatory mandates, could also be a potential explanation for the altruistic 

behaviour displayed by people. Both views do not need to be orthogonal to each other: 

one can credibly argue that normative judgments induce a person to develop strong 

aversions against violating the ethical code derived from such moral judgments. 

However, what I want to contend is that both have different implications for the 

motivations underlying a subject’s choice: while the broadened preference domain 

approach is self-centred and considers actions as flowing from how certain social 

properties influence a person’s own utility, an approach based on moral judgments 

captures a disinterested approach to decision making. Namely, that a person acts not 

because inequality, or other social characteristics, pains them, but because they judge 

inequality as morally wrong; possibly, but not only, because it generates a pain in 

others, regardless of how much it generates in them. This thesis, by examining the 

extent to which moral judgments influence behaviour through the theoretical 

constructs of blame avoidance and praise seeking mentioned earlier, sheds new light 

on the implications of the altruistic nature of humans. 

To achieve all the aims discussed earlier, this thesis contains seven chapters. The 

first chapter is the one you are reading, and presents an introduction to the aims, 

objectives and work done. The second chapter presents the first experiments that were 



carried out in the thesis. In short, I investigated the moral evaluations of impartial 

spectators regarding play in a three-person, simultaneous move, one-shot public goods 

game. Impartial spectators rated one of the three players in several scenarios, on a 

scale from -50 (extremely bad) to +50 (extremely good), were I manipulated (i) the 

framing of the decision situation as either a give-some or a take-some public good; (ii) 

the effective contribution of the judged player towards the public good; (iii) the 

effective average contributions of the non-judged group members towards the public 

good; and (iv) the dispersion in the effective contributions of the non-judged group 

members towards the public good. I find that factors (i) to (iv) influence the moral 

judgment our subjects ascribe to the judged person: (i) free riding (resp. half 

contribution) is seen as more blameworthy (resp. more praiseworthy) in give-some 

than in take-some public goods; (ii) free riders are judged as blameworthy, and 

contributors are judged as praiseworthy; (iii) moral judgments ascribed to free riders 

and half-contributors are decreasing in the average contribution of the non-judged 

group members; and (iv) free riding (resp. half contribution) is seen as less 

blameworthy (resp. less praiseworthy) when the contributions of the non-judged group 

members are different than when they coincide.  

Chapter three studied, within a two-person, simultaneous move, one-shot public 

goods game, whether blame avoidance and praise seeking were determinants of (i) 

cooperation attitudes, as elicited by the strategy method presented in Fischbacher et al 

(2001), when controlling for the contribution of the other group member; and (ii) 

unconditional contributions, when controlling for the ABC method as advanced in 

Fischbacher and Gächter (2010). I studied the empirical validity of both theories for 

(i) and (ii) for Provision and Maintenance public good problems (or give-some and 

take-some versions of public goods problems). I find that (i) blame avoidance, but not 

praise seeking, influence cooperation attitudes of Provision and Maintenance 

problems even when controlling for the contribution of the other person; and (ii) that 

blame avoidance and praise seeking influence unconditional contributions to both 

Provision and Maintenance public goods. More specifically, I find that blame 

avoidance and praise seeking have both direct and indirect effects (i.e., through 

influencing cooperation attitudes, which influence the ABC method’s prediction) on 

unconditional contributions. Both effects are more pronounced in Maintenance than 

in Provision public goods problems. 



 

Chapter four embeds blame avoidance and praise seeking into a more general 

framework, the MRC framework, which allows me to present the theories more 

formally. I use the newly developed framework to test the two theories against six 

canonical models of economic decision-making: material selfishness, inequality 

aversion, reciprocity, social efficiency, maximin, and spite. The test is performed 

regarding contribution attitudes, as defined above, towards a social dilemma and a 

common interest game version of a public goods problem. A common interest game 

is defined as a public good game where the marginal per capita return to contributions 

is greater than one, thereby making full contribution both the selfish and the social 

optimum. We find that blame avoidance and praise seeking add to our understanding 

of cooperation attitudes in both social dilemmas and common interest games, as they 

predict data beyond what can be predicted by the other canonical models. Blame 

avoidance deserves special mention, as it is within the set of the best performing 

theories predicting cooperation attitudes of social dilemmas and common interest 

games, accompanied by models incorporating inequality aversion and maximin 

motives. 

Chapter five concludes the core of the thesis, summarising the main results of the 

three main chapters (two, three, and four) of the thesis. Chapter six provides the reader 

with three appendices, one for each of the core chapters of the thesis. The reader will 

be referenced in the main text to the relevant parts of the appendices. Finally, chapter 

seven provides the references for all the works cited in the thesis. 

 

 

 

  



 



 

Chapter 2. The moral perception of 

players in social dilemmas 

 

 

 

In this chapter we report the findings of two studies that aim to investigate the moral 

significance of free riding and cooperation in social dilemmas from an impartial 

perspective. Furthermore, we study whether two newly developed theories of morality 

within the moral psychology literature, “Moral Foundations Theory” (e.g., Haidt and 

Joseph, 2004) and “Morality As Cooperation” (e.g., Curry, 2016), can explain 

individual differences in people’s understanding of the moral significance of free 

riding and cooperation from that impartial perspective1.  

Cooperation is conjectured to be important from a moral perspective, as judged by 

several moral theories that argue for a link between both concepts (see Curry, 2016 

for a review of such link along with Haidt and Kesebir’s, 2010 and Curry et al’s., 2019 

definitions of morality as a regulator of social behaviour). Yet, and as argued by some 

moral psychologists, a vast amount of research output has put its focus on studying 

the moral perceptions of scenarios that abstract from everyday life situations such as 

cooperation issues (see, for instance, Bauman et al, 2014, and Graham, 2014 for 

critiques along these lines). Adding to such external validity concerns of studies within 

moral psychology, some authors state that trolley problems, commonly used to pit 

utilitarian against deontological moral judgments, are not satisfactory to capture an 

essential feature of utilitarian philosophy, viz., its impartial beneficence; asking for 

new experimental paradigms that can adequately test that defining feature of utilitarian 

                                                 
1 A detailed coverage, or review, of Moral Foundations Theory and Morality As Cooperation theory 

lies outside the scope of the chapter and the thesis. Rather, we are strictly interested in whether those 

theories can explain our subjects’ moral judgments of free riding and cooperation in social dilemmas. 

Hence, in the main text of the chapter we focus on testing the theories, and we relegate a presentation 

of a summary of both theories to Appendix A.3. Additionally, the spelling of the latter theory is 

normally Morality-as-Cooperation, rather than our usage Morality As Cooperation. However, as we 

use the acronym MAC later to refer to the theory we considered capitalising the second word as a 

natural step. 



philosophy (see, most notably, Kahane, 2015; Kahane et al, 2015; Kahane et al, 2018; 

and Everett and Kahane, 2020).  

Those criticisms form an important part of our motivation to study the moral 

judgments of social dilemmas for two main reasons. First, social dilemmas are, 

perhaps, the most canonical form of cooperation present in daily life and have arguably 

been the most used games to investigate cooperation in several disciplines. Hence, 

they do not lack external validity – they are, in an important sense, the most common 

decision situations of cooperation faced by humans throughout history. Second, and 

unlike trolley problems, cooperation in social dilemmas has the potential to capture 

utilitarianism’s impartial beneficence. To see this, note that, in trolley problems, the 

utilitarian solution entails sacrificing others’ wealth to achieve a higher societal wealth 

(e.g., killing one person to save several other persons). This solution captures the 

darker side of utilitarianism: the side that prescribes harming others when such harm 

is smaller than the aggregate benefit to society. Social dilemmas capture a 

fundamentally different feature of utilitarianism, as the utilitarian solution (i.e., full 

cooperation) prescribes sacrificing one’s own wealth to increase the total wealth in a 

society. That is, the utilitarian solution to social dilemmas captures benefiting others, 

even at one’s own cost, to promote the greatest overall wealth in a society. Both 

solutions strike us as radically different, and the increasing interest within moral 

psychology to investigate the positive side of utilitarianism makes social dilemmas a 

fruitful tool for such an endeavour. Although in this chapter we do not explicitly 

compare utilitarianism with deontology, or other moral theories, as an explanation for 

our moral judgments, we considered the development of an scenarios-based elicitation 

tool measuring moral judgments of social dilemmas to be important to the discipline 

in their search for different methods to study features of utilitarianism that have, 

hitherto, received little attention. 

In this chapter we use a tool developed by Cubitt et al. (2001) to elicit the impartial 

moral views regarding behaviour in social dilemmas. In both studies we present 

subjects some scenarios based on a three-person, simultaneous game, one-shot version 

of a social dilemma. Each scenario shows a description of the decision situation and 

the actions of each of the people involved in the decision situation (henceforth, group 

members). We ask our subjects to judge one of the group members from an impartial 

spectator viewpoint (that is, taking the position of a person not taking part in the 

decision situation) on a scale from -50 (extremely bad) to +50 (extremely good). We 



 

manipulate each of four key variables between scenarios orthogonally: (i) the total 

contribution to the public good of the judged group member (as a consequence of their 

action); (ii) the average contribution to the public good of the non-judged group 

members; (iii) the dispersion in the contribution of the non-judged group members; 

and (iv) the frame of the decision situation (Give frame for some scenarios; Take frame 

for other scenarios). This experimental design allows us to clearly identify the effect 

of each of the four variables in our subjects’ impartial moral judgments of scenarios 

of social dilemmas. 

Additionally, we present our subjects the Moral Foundations Questionnaire 

(Study1) and the Morality As Cooperation Questionnaire (Study 2), which aim to 

capture the strength of several concepts (henceforth, foundations) in a person’s own 

conception of morality. We use the scores in all foundations to investigate whether 

individual differences in the importance of each foundation for our subjects’ 

conception of morality explains, to some extent, the individual variation of our 

subject’s impartial moral judgments, elicited as described in the previous paragraph. 

We find in Study 1 – and replicate in Study 2 – that selfish and cooperative 

behaviour in social dilemmas trigger strong and vastly different impartial moral 

judgments: free riding triggers condemnation and cooperation triggers moral praise. 

More specifically, the four variables that we manipulated between scenarios are key 

determinants of the impartial moral judgments of our scenarios, and their specific 

effect can be summarised as follows. First, impartial moral judgments are influenced 

by the contribution of the judged group member, evidenced by the fact that the judged 

person is praised more the higher their contribution. Second, impartial moral 

judgments are influenced by the average contribution of the non-judged group 

member, as the moral ratings decline whenever the contribution of the judged person 

is lower than the average contribution of the non-judged group members. Third, 

impartial moral judgments are influenced by the dispersion in the contribution of the 

non-judged group members, as free riders are perceived as less blameworthy, and half 

contributors are perceived as less praiseworthy, when the non-judged group members 

contribute differently. And fourth, impartial moral judgments are influenced by the 

framing of the decision situation, as free riders are perceived as more blameworthy, 

and half contributors are perceived as more praiseworthy, in give-some social 

dilemmas than in take-some social dilemmas. The foundations of Moral Foundations 

Theory and Morality As Cooperation theory can capture individual differences in 



moral judgments, although their relative importance is smaller than the variables 

manipulated across scenarios. 

This chapter makes two important contributions to economics and moral 

psychology. First, we build on Cubitt et al (2011) in that we study impartial moral 

judgments of social dilemmas. However, we extend their work in such a way that 

allows us to study not only the moral dimension of free riding but also the moral 

dimension of half and full contribution. The works within economics that specifically 

study the relation between morality and cooperation are scarce (but see, most notably, 

Dal Bó and Dal Bó, 2014; Hauge, 2015; and Cappelen et al, 2019), and we contribute 

to that literature by providing an overall picture of how a wide range of actions within 

a canonical cooperation problem are perceived by impartial spectators. Second, we 

contribute to the literature in moral psychology in that we bring Moral Foundations 

Theory and Morality As Cooperation theory directly to the test in their most natural 

setting. That is, our study allows us to explore whether theories that were generated to 

capture the relation between cooperation and moral judgments are, indeed, able to 

explain people’s moral judgments towards violations of (i.e., free riding) or 

engagement in (i.e., contribution) cooperation.  

The chapter proceeds as follows. Section 2.2 presents the tool we develop to elicit 

the impartial moral judgments of several scenarios to subjects. Section 2.3 presents 

the experimental design, and results, of Study 1. Section 2.4 presents the experimental 

design, and results, of Study 2. Section 2.5 concludes by summarising the main results 

and outlining future potential avenues of research in lieu of our results. 

 

 

 

Cubitt et al (henceforth CDGK, 2011) introduced an experimental survey method 

to elicit subjects’ moral perceptions of free riders in social dilemmas. More 

specifically, they presented subjects several scenarios regarding a public goods game 

involving two people, and ask them to judge, from an impartial spectator viewpoint, 

the morality of one of the two group members. The Moral Evaluation of Social 

Dilemmas (henceforth, MESD) we use is based on the elicitation procedure developed 

in CDGK (2011), as we retain the roles of the experimental subject as an impartial 

spectator, and the judged and non-judged group members as the basis of the scenarios. 



 

We extend (and modify) their design in two important ways. First, we vary the actions 

of the judged person across the scenarios presented to subjects. This allows us to study 

how the moral perception ascribed to a group member changes with their action in a 

public goods game. And second, scenarios involve two, rather than one, non-judged 

group members. This allows us to study whether the heterogeneity in the non-judged 

group members’ actions influences the moral perception ascribed to the judged 

players. Before introducing the scenarios, we describe the decision situation on which 

the scenarios are based. 

 

 

 

The scenarios are based on the following version of a three-person, simultaneous, 

one-shot public goods game. Each group member controls 20 tokens. Each group 

member must allocate their tokens between a group project and their private account, 

and the allocation decision is restricted to be an element of {0,10,20}. Decisions are 

made simultaneously and in private.   

Each group member receives $1 for each token they allocate to their own private 

account; and each token allocated to the group project yields $0.5 for each group 

member. Hence, each token allocated to the project generates more than $1 aggregate 

wealth in the group (as $1.5 > $1), but each group member gains more payoff by 

allocating each token to their private account, as $0.5 < $1. The monetary 

consequences derived from the allocation decisions are common knowledge and the 

same for every group member. 

We considered two different frames of the social dilemma: Give and Take. The 

only difference between frames is the initial allocation of players’ tokens. In the Give 

frame, each group member initially has 20 tokens in their private account whereas the 

group project has 0 tokens; and each group member has to decide how many tokens 

to contribute to the group project. In the Take frame, the group project initially has 60 

tokens whereas each group member has 0 tokens in their private account; and each 

group member’s decision is to decide how many, up to 20 tokens, to withdraw from 

the project.   

For the remainder of the chapter, we refer to the number of tokens contributed to 

(in the Give frame) or left in the group project (in the Take frame) as that person’s 



effective contribution. Using the concept of effective contribution allows us to isolate 

the effect of the framing of the game from the monetary consequences in the moral 

perceptions of the different scenarios we study. 

 

 

 

Each scenario presents the description of the decision situation and an ‘ending’ to 

the decision situation. The ending of the decision situation consists of the allocation 

decisions of the three group members. We label the judged group member as Person 

A and the non-judged group members as Persons B and C. Our subjects’ task was to 

rate the morality of Person A between -50 (extremely bad) to +50 (extremely good) in 

each scenario we presented to them from an impartial spectator stance. That is, our 

subjects did not play the game and, hence, had no stakes in the decision situation.  

We first introduce some notation to be able to define the scenarios in a compact 

way. Let 𝑓 ∈ {𝐺𝑖𝑣𝑒, 𝑇𝑎𝑘𝑒} be the frame of the decision situation, 𝐶𝐴, 𝐶𝐵, 𝐶𝐶 ∈

{0,10,20} be the effective contribution levels of the three group members, and 𝐶𝐵𝐶 ∈

{0,10,20} be the average effective contribution of Persons B and C. Additionally, let 

𝑑 ∈ {𝐸𝑞𝑢𝑎𝑙, 𝑈𝑛𝑒𝑞𝑢𝑎𝑙} take the value 𝐸𝑞𝑢𝑎𝑙 when Person B and Person C’s effective 

contributions coincide (𝐶𝐵 = 𝐶𝐶) and 𝑈𝑛𝑒𝑞𝑢𝑎𝑙 otherwise (i.e., when 𝐶𝐵 ≠ 𝐶𝐶). A 

scenario is, then, defined by a quadruple of the form 〈𝑓, 𝐶𝐴, 𝐶�̅�𝐶 , 𝑑〉. Since each group 

member’s effective contribution is an element of {0,10,20}, it follows that both 𝐶𝐵𝐶 =

0 and 𝐶𝐵𝐶 = 20 require 𝑑 = 𝐸𝑞𝑢𝑎𝑙, whereas 𝐶𝐵𝐶 = 10 is also compatible with 𝑑 =

𝑈𝑛𝑒𝑞𝑢𝑎𝑙. As we do not give any information to distinguish between Person B and 

Person C, except possibly their effective contributions, we focus on combinations, 

rather than permutations, of 𝐶𝐵 and 𝐶𝐶.2 The scenarios we study, in terms of a generic 

frame f, are shown in Table 2.1: 

The MESD consists of 24 scenarios, 12 per frame. For the remainder of the paper, 

when we refer to the scenarios we will only include the term 𝑑 when allocations of 

Person B and Person C are unequal (i.e., 𝑑 = 𝑈𝑛𝑒𝑞𝑢𝑎𝑙). Thus, for instance, with 

                                                 
2 Note that, for instance, the scenario 〈𝐺𝑖𝑣𝑒, 0,10, 𝑈𝑛𝑒𝑞𝑢𝑎𝑙〉 can be achieved with either 

〈𝐶𝐵 = 20, 𝐶𝐶 = 0〉 or 〈𝐶𝐵 = 0, 𝐶𝐶 = 20〉. To avoid redundancy, in our studies we only present scenarios 

involving one of the two possibilities to the subjects. The specific permutation for each combination of 

𝐶𝐵 and 𝐶𝐶 chosen for constructing our scenarios is kept constant across treatments. 



 

〈𝑓, 10,10〉 we refer to the scenario where 𝐶𝐵 = 𝐶𝐶 = 10 and with 〈𝑓, 10,10, 𝑈𝑛𝑒𝑞𝑢𝑎𝑙〉 

we refer to the scenario where 𝐶𝐵 = 20 > 𝐶𝐶 = 0. 

 

Table 2.1. Scenarios included in the task provided to subjects facing frame 𝑓 

 

 

 

 

 

 

 

 

We presented two different tasks to our participants. One of the tasks was a set of 

12 scenarios from the MESD we developed. We presented to each subject all the 

scenarios involving a given frame. That is, we manipulated 𝑓 between subjects and 

𝐶𝐴, 𝐶𝐵𝐶 and 𝑑 within subjects. The other tasks we presented to our subjects was the 

Moral Foundations Questionnaire developed by Graham et al (2011), to which we 

added the additional material developed in Iyer et al (2012). The Moral Foundations 

Questionnaire was built to operationalize Moral Foundations Theory (henceforth, 

MFT), by Haidt and Joseph (2004) and subsequently refined in Haidt and Joseph 

(2007), Haidt and Graham (2007), Haidt and Graham (2009), Graham et al (2009), 

and Graham and Haidt (2010). Put shortly, MFT presents a theoretical framework that 

depicts moral judgments as (i) mainly coming from intuition; (ii) culturally variable; 

(iii) a path towards social regulation; (iv) fed by plurality of aspects; and (v) serving 



the purpose of binding people in communities (see Haidt, 2007 and 2013 for reviews, 

and 2012 for a book-length accessible summary of the theory). 

To capture the plurality of aspects considered in people’s morality, MFT proposes 

the concepts of Harm/Care, Fairness/Reciprocity, Ingroup/Loyalty, 

Authority/Respect, and Purity/Sanctity3. Additionally, Iyer et al (2012) propose 

Economic and Lifestyle Liberty to be further aspects important to moral judgments. 

For compactness, in the remainder of the chapter we refer to those concepts as the 

moral foundations of Harm, Fairness, Loyalty, Authority, Purity, Economic, and 

Lifestyle Liberty4. Crucially, Graham et al’s (2011) Moral Foundations Questionnaire 

elicits a score per each of these moral foundations, ranging from 0 to 5. The score is 

to be interpreted as the importance of a given aspect for one’s own conception of 

morality, a higher score denoting a higher relevance of a given aspect to one’s own 

conception of morality. We use the scores per each foundation at the individual level 

to test whether, and, if so, how, moral foundations proposed by MFT influence the 

moral judgments of social dilemmas, as elicited by MESD. 

We manipulated the order in which we presented the two tasks between subjects. 

This resulted in a 2 × 2 between-subjects design, where the framing of the decision 

situation and the order of the two tasks were the treatment variables.  Subjects were 

randomly allocated to one of the four treatments and were allowed to participate only 

once.  

After presenting a description of the decision situation, and before subjects could 

make the moral ratings of the 12 scenarios, they had to answer several control 

questions to assess their understanding of the determination of monetary consequences 

in the scenarios5. Only subjects that answered them correctly were able to continue 

with the experiment. This allowed us to make sure that subjects finishing the 

experiment understood the monetary and distributional consequences of different 

                                                 
3 Here, and in what follows, we fix the notation of the moral foundations to be the one presented in 

Haidt and Joseph (2007). 
4 The concept of a foundation is a difficult one, as MFT feeds from several disciplines, such as 

evolutionary psychology and cultural psychology. We will not define the concept in detail here, but, 

put shortly, a module is a region within the mind that contains innate information, is fast, and which 

arose favoured by evolution (for a more detailed exposition, see Haidt and Joseph, 2007, section 3.4). 

Hence, moral foundations can be seen, more coarsely, as an innate predisposition to consider aspects 

as innately relevant for our moral judgments. 
5 The frame of the description of the decision situation, of the control questions and of the scenarios 

task was the same within subjects. 

 



 

combinations of effective contributions before they made their judgments. Hence, and 

beyond any mistakes in judgments that could have arisen from confusion, this design 

feature ensured that insensitivity of our subjects’ impartial moral judgments with 

respect to 𝐶𝐴, C𝐵𝐶  and/or 𝑑 was intentional. 

We paid subjects a flat fee of $3 after they completed the study. Payment was not 

conditional on the responses of the subjects, to avoid confounding their moral 

perceptions of the scenarios with beliefs about which responses would be better 

rewarded (for a discussion of the rationale of this incentive scheme, see CDGK, 2011, 

p. 257). The instructions of the experiment are provided in Appendix A.1 of the thesis. 

 

 

 

We recruited 398 participants on Amazon Mechanical Turk (average age: 35.45 

years; 44% females; 53% liberals; and 38% religious)6. Subjects of Study 1 replicate 

the main empirical regularities of MFT: differences in scores between liberals and 

conservatives, similar factor loadings of exploratory factor analysis and similar 

qualitative results from confirmatory factor analysis – See Appendix A.2 of the thesis.  

 

 

 

 

 

We use the Moral Evaluation Functions (henceforth, MEF) as the main way to 

analyse our data. CDGK (2011) defined the MEF as the average moral judgment 

ascribed to free riders expressed as a function of the actions of the non-judged group 

member. However, our study differs from theirs in two important ways. First, our 

scenarios study the judged person (Person A) in situations where Person A does not 

necessarily free ride. Second, our scenarios are based on a group with two non-judged 

group members (Persons B and C) rather than one. As a natural step, we revise 

CDGK’s (2011) definition to make it more general. We redefine the MEF of 𝐶𝐴 as the 

                                                 
6 We asked each subject to fill a sociodemographic questionnaire within the experiment. Data 

reported here refers to subjects’ self-reported statements. For more detail on all the questions within the 

sociodemographic questionnaire, and the specific scale of each of the questions, one can refer to the 

experimental instructions provided in appendix A of the thesis. 



mean moral rating ascribed to Person A as a function of the effective average 

contributions of the non-judged group members.  

We report in Figure 2.1. the Moral Evaluation Functions of free riders (𝐶𝐴 = 0, left 

panel), half contributors (𝐶𝐴 = 10, centre panel) and full contributors (𝐶𝐴 = 20, right 

panel) for the Give and Take treatments independently (Give treatments: solid lines; 

Take treatments: dashed lines), plotting each average moral judgment with its 

corresponding 95% confidence interval. Additionally, we plot with the symbol “X” 

the average moral rating of scenarios where Person B and C’s effective contributions 

differ (𝑑 = 𝑈𝑛𝑒𝑞𝑢𝑎𝑙. Give treatments: black cross; Take treatments: grey cross). The 

horizontal axis gives the average effective contribution of the non-judged group 

members (𝐶𝐵𝐶) and the vertical axis our subjects’ impartial average moral rating 

ascribed to Person A. For reference, in each panel we draw a dashed line at a moral 

rating of 0, representing a benchmark of moral neutrality where neither scenario is of 

moral significance.  

 

 

Figure 2.1. Mean Moral Evaluations (of impartial spectators) ascribed to Person A - 

Study 1 

 



 

We observe five behavioural patterns in Figure 2.1. First, and most importantly, 

social dilemmas have a moral dimension in the eyes of impartial spectators. In each 

of the three panels, the MEF’s differ markedly from the moral neutrality benchmark 

(the dashed lines at 0), providing support for the claim that our subjects view scenarios 

of social dilemmas as of moral significance in their impartial moral judgments of 

Person A. 

Second, our subjects’ impartial moral judgments ascribed to Person A are, on 

average, increasing in 𝐶𝐴 (i.e., Person A’s own contribution): effective free riders are 

judged as blameworthy, and effective contributors are judged as praiseworthy; and 

subjects judge Person A as more praiseworthy the higher their effective contribution. 

These patterns emerge regardless of the frame and regardless of what Person B and 

Person C’s effective contributions are.  

Third, the impartial moral judgments ascribed to Person A crucially depend on how 

𝐶𝐴 compares with 𝐶𝐵𝐶 (i.e., the average effective contribution of Persons B and C). 

Whenever 𝐶𝐴 ≥ 𝐶𝐵𝐶, the slope of the MEF’s is flat. In contrast, the MEFs are 

negatively sloped when 𝐶𝐴 ≤ 𝐶𝐵𝐶.  

Fourth, the moral perceptions of social dilemmas are influenced by 𝑑 (i.e., the 

heterogeneity in the effective contributions of the non-judged group members). In 

scenarios where 𝐶𝐵𝐶 = 10, we can observe that free riders are judged to be less 

blameworthy, and half contributors are judged to be less praiseworthy in the scenarios 

where 𝑑 = 𝑈𝑛𝑒𝑞𝑢𝑎𝑙 than in scenarios where 𝑑 = 𝐸𝑞𝑢𝑎𝑙. The lower condemnation of 

free riders is especially prominent in the Give frame, whereas the lower 

praiseworthiness of half-contributors is as equally marked in both frames. 

Fifth, the moral perception of social dilemmas is influenced by 𝑓 (i.e., the framing 

of the decision situation). More specifically, the influence of framing is different at 

each effective contribution level of Person A: free riders are judged to be more 

blameworthy in the Give than in the Take frame, half contributors are judged to be 

more blameworthy in the Take than in the Give frame, and full contributors are judged 

to be equally praiseworthy in both frames.  

We investigate not only the average impartial moral judgments but also the level 

of dispersion of our subjects’ moral views of social dilemmas, that is, the degree of 

individual differences on people’s impartial moral ratings of Person A. To report the 

heterogeneity of our subjects’ impartial moral judgments of the scenarios in the Give 



and Take treatments, Figure 2.2. shows the violin plots of all the scenarios for which 

𝑑 = 𝐸𝑞𝑢𝑎𝑙. The top three panels contain the violin plots of the Give scenarios, and 

the bottom three panels contain the violin plots of the Take scenarios. Both the top and 

bottom rows follow closely the structure of Figure 1.1. (i.e., each row contains three 

panels, each panel contains all scenarios for a given effective contribution level of 

Person A, and panels are ordered, from left to right, in increasing order of 𝐶𝐴).  

 

 

Figure 2.2. Violin plots of the moral judgments of scenarios - Study 1 

 

Each violin plot shows the median moral judgment (white dot), the interquartile 

range (dark bar), the whiskers (dark line) and a measure of density (grey area) of the 

moral judgments per scenario (see Hintze and Nelson, 1998, for a detailed description 

of violin plots). We observe that in most cases the density of moral judgments spread 

over a substantial part of the range of moral ratings for both Give (top row) and Take 

(bottom row) scenarios. This shows that, at the individual level, people do not 

converge to a singular moral rating but, rather, that they perceive scenarios differently.  

Finally, and given the existence of a substantial degree of dispersion in the impartial 

moral judgments of scenarios as captured by Figure 2.2., we wanted to explore the 

moral judgments from a more qualitative perspective in the search of a plausible 



 

framework that can capture such individual differences. For that, we calculate the 

proportion of different shapes of MEF’s for different levels of 𝐶𝐴. This allows us to 

observe if there is a systematic structure underlying the dispersion of moral judgments; 

and, if so, whether that structure depends on the effective contribution level of the 

judged Person (i.e., 𝐶𝐴). 

 We, first, provide below precise definitions of the five different shapes of MEF’s 

that we consider: those being flat, decreasing, increasing, triangle, and reverse 

triangle shapes of MEF’s. For compactness of the definitions, we fix 𝑚𝑖 to be the 

impartial moral judgment of subject 𝑖: 

 

 A MEF of 𝐶𝐴 is categorised as flat for a given 𝑓 iff 𝑚𝑖(〈𝐶𝐴, 0, 𝑓〉) =

𝑚𝑖(〈𝐶𝐴, 10, 𝑓〉) = 𝑚𝑖(〈𝐶𝐴, 20, 𝑓〉) 

 A MEF of 𝐶𝐴 is categorised as decreasing for a given 𝑓 iff 𝑚𝑖(〈𝐶𝐴, 0, 𝑓〉) ≥

𝑚𝑖(〈𝐶𝐴, 10, 𝑓〉) ≥ 𝑚𝑖(〈𝐶𝐴, 20, 𝑓〉), with at least one inequality holding 

strictly. 

 A MEF of 𝐶𝐴 is categorised as increasing for a given 𝑓 iff 𝑚𝑖(〈𝐶𝐴, 0, 𝑓〉) ≤

𝑚𝑖(〈𝐶𝐴, 10, 𝑓〉) ≤ 𝑚𝑖(〈𝐶𝐴, 20, 𝑓〉), with at least one inequality holding 

strictly. 

 A MEF of 𝐶𝐴 is categorised as triangle for a given 𝑓 iff 𝑚𝑖(〈𝐶𝐴, 0, 𝑓〉) <

𝑚𝑖(〈𝐶𝐴, 10, 𝑓〉) > 𝑚𝑖(〈𝐶𝐴, 20, 𝑓〉). 

 A MEF of 𝐶𝐴 is categorised as reverse triangle for a given 𝑓 iff 

𝑚𝑖(〈𝐶𝐴, 0, 𝑓〉) > 𝑚𝑖(〈𝐶𝐴, 10, 𝑓〉) < 𝑚𝑖(〈𝐶𝐴, 20, 𝑓〉). 

 

Table 2.2. reports the proportion of each shape of MEF for all effective contribution 

levels of Person A separately for Give and Take treatments. The first two columns 

(resp. the central two columns; resp. the last two columns) present the proportion of 

each shape of MEF for 𝐶𝐴 = 0 (resp. 𝐶𝐴 = 10; 𝐶𝐴 = 20). The last row reports the chi 

2 tests to assess whether the distribution of the adherence rate of the shape of MEF’s 

differ across frames, but we do not find any evidence to support that claim. Hence, the 

dispersion of moral judgments of scenarios, as least when looked from the shapes of 

the MEF’s perspective, does not vary across frames. 

 



Table 2.2. Proportions of the different shapes of the MEF's of each level of 𝐶𝐴 for 

each frame - Study 1 

 

 

Table 2.2 shows that there is a substantial adherence to different shapes of MEF at 

each level of 𝐶𝐴. And, more importantly, we notice that the adherence to a given shape 

of MEF varies with 𝐶𝐴. For instance, we observe the decreasing MEF has its greatest 

adherence in free riding; and the adherence to it drops substantially the higher 𝐶𝐴. In 

contrast, the increasing MEF has the greatest adherence at the highest level of 𝐶𝐴, and 

its adherence decreases the lower the level of 𝐶𝐴. A triangle MEF shows its greatest 

adherence at 𝐶𝐴 = 10, and a flat MEF is most common at 𝐶𝐴 = 20, and at 𝐶𝐴 = 0. 

These patterns emerge in both Give and Take frames of social dilemmas.  

Taken together, these findings suggest that the dispersion in moral judgments can 

be captured by the different frequencies of shapes of MEF’s. But, more importantly, 

the different shapes of MEF’s at different levels of 𝐶𝐴 suggest that the dispersion of 

the data is dependent on 𝐶𝐴. This is perhaps better exemplified by referring to the 

distribution of joint MEF’s7: less than one-third of our subjects (around 31% in either 

frame) have the same shape of MEF at all contribution levels, and most that do, hold 

either a decreasing (around 17% out of the total subjects in either frame) or a flat 

(around 11% of subjects in either frame) MEF at all levels of 𝐶𝐴. Between one-fifth 

and one-quarter of subjects (around 22% in either frame) switch from a decreasing 

MEF of free riders to a non-decreasing MEF of half contributors, being the most 

common pattern within that switch the one involving a decreasing MEF of free riders 

                                                 
7 As we have five different shapes of MEF’s and three different levels of 𝐶𝐴, this implies the 

potential of 125 potential different joint MEF’s. Whilst we do not report the full distribution of the 125 

joint MEF’s as most have little to no adherence, in the main text we discuss the most common forms of 

joint MEF’s that our subjects endorsed. 



 

and a triangle shape of half contributors (around 15% subjects of either frame hold 

this pattern).  

 

 

 

To analyse the effect of moral foundations on the moral judgments of the MESD 

scenarios we run the following OLS regression seven times, one per each of the moral 

foundations captured by MFT, clustering in each the standard errors at the individual 

level to control for the dependency of moral judgments within individuals: 

 

(2.1)  𝑚𝑖,𝑗 = 𝛽1 + ∑ 𝛽𝑗 ∗ 𝐷𝑗
24
𝑗=2 + 𝛽25 ∗ 𝑧_𝑀𝐹𝑖 + ∑ 𝛽24+𝑗 ∗ 𝐷𝑗 ∗ 𝑧_𝑀𝐹𝑖 + 𝑢𝑖,𝑗

24
𝑗=2  

 

In equation (2.1) the dependent variable 𝑚𝑖,𝑗 represents the moral judgment of 

subject 𝑖 in scenario 𝑗 from an impartial spectator stance; 𝑢𝑖,𝑗 represents the error term 

in the regression equation; and the independent variable 𝑧_𝑀𝐹𝑖 represents subject 𝑖’s 

score in the standardised transformation of a moral foundation score. That is, 

 

(2.2)    𝑧_𝑀𝐹𝑖 =
𝑀𝐹𝑖 − 

∑ 𝑀𝐹𝑖
𝑁
𝑖=1
𝑁

√∑ (𝑀𝐹𝑖 − 
∑ 𝑀𝐹𝑖
𝑁
𝑖=1
𝑁

)

2
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Hence, a value of -1 (resp. +1) in the 𝑧_𝑀𝐹𝑖 variable implies that subject 𝑖’s score 

in the moral foundation 𝑀𝐹 is exactly the value of one negative (resp. one positive) 

standard deviation from the sample mean in the moral foundation 𝑀𝐹. For the 

remainder of the chapter, and for compactness and ease of understanding, we will refer 

to scores of -1 (resp. +1) as low (resp. high) scores in a moral foundation. Additionally, 

𝐷𝑗  represents a generic dummy that takes the value 1 for scenario 𝑗 and 0 for all other 

scenarios. That is, there are 24 such dummies, one per each scenario outlined in the 

MESD section. We leave the scenario 𝑗 = 〈𝐶𝐴 = 0, 𝐶𝐵𝐶 = 0, 𝑓 = 𝐺𝑖𝑣𝑒〉 as the 

baseline one and include the 23 remaining dummies in the regressions.  

To examine how each of the moral foundations influences moral judgments, we 

calculate the predicted values of each of the 24 scenarios at 𝑧_𝑀𝐹𝑖 = −1 and 𝑧_𝑀𝐹𝑖 =

+1, and plot those predicted moral judgments, with 95% confidence intervals, in 



different figures, one per each moral foundation8. This allows us to visually inspect 

whether, for each scenario, subjects with high and low scores in each foundation are 

predicted to have, on average, significantly different moral judgments in any of the 

scenarios we elicited via the MESD.  

In the main text of the chapter, and to avoid unnecessarily inflating it with figures 

that look very similar, we only include the figures for the Harm and Fairness 

foundations, and we relegate the results of the other foundations to Appendix A.4.1. 

The decision to specifically keep Harm and Fairness within the main text is because 

they were, ex ante, the foundations more closely related to issues of cooperation. For 

instance, harming others can be interpreted, in a broader sense, as making another 

person worse-off with respect to the counterfactual of full contribution. Additionally, 

the Fairness foundation is commented by the authors of MFT (e.g., see Haidt and 

Joseph, 2007) to be the one more closely related to social dilemmas and free riding, 

so we considered it to be the most relevant to study within our Study.  

To support our discussion of each foundation, both in here and the one ensuing in 

Appendix A.4.1, we provide the results of several tests of hypotheses regarding the 

regressions we run. We provide a rationale for and the specifics of the tests more 

formally in appendix A.5. 

The three panels at the top of each of the subsequent figures (Figures 2.3 and 2.4) 

represent the predicted MEF’s of Give scenarios for low and high scores in each 

foundation, while the three panels at the bottom represent the MEF’s of the Take 

scenarios for low and high scores in each foundation. The panels are organised in a 

similar fashion as the ones presenting the MEF’s earlier on. That is, each panel 

represents the average predicted moral judgments of all scenarios corresponding to a 

specific effective contribution level of the judged person (Person A); the vertical axis 

represents the predicted moral judgments from the regression, that can range between 

-50 (extremely bad) to +50 (extremely good); and the horizontal axis represents the 

effective average contribution of the non-judged group members (Person B and Person 

C). As before, the panels are displayed in increasing order of the effective contribution 

of Person A, being the panel corresponding to predicted moral judgments of scenarios 

                                                 
8 It is those values (i.e., 𝑧_𝑀𝐹𝑖 = −1 and 𝑧_𝑀𝐹𝑖 = +1) the ones we use to refer to in the figures 

that follow as low and high scores of a given foundation, respectively. In order not to clutter the captions 

of each of the figures that follow with repetitive mathematical notation, we will use the terms high and 

low from now on to refer to 1 negative (resp. one positive) standard deviation from the standardised 

score in each foundation.  



 

where 𝐶𝐴 = 0 (resp. 𝐶𝐴 = 10; resp.  𝐶𝐴 = 20) the leftmost (resp. central; resp. 

rightmost) panel. 

 

 

Figure 2.3. Predicted MEF's evaluated at high and low scores of the Harm foundation 

- Top Panels: Give scenarios; Bottom Panels: Take scenarios 

 

We start our discussion with the predicted moral judgments of high and low scores 

of the Harm foundation, reported in Figure 2.3. When considering all 24 scenarios 

jointly, we find evidence of a small but significant effect of Harm on moral judgments 

(𝐹(24,397) = 1.60, 𝑝 = 0.04). More specifically, this effect is driven by the 

influence of Harm in the moral judgments of the Give scenarios (Give frame: 

𝐹(12,397) = 1.86, 𝑝 = 0.04; Take frame: 𝐹(12,397) = 1.35; 𝑝 = 0.19). Overall, a 

higher score in the Harm foundation is associated with more blameworthy judgments 

of free riders in the Give frame (see top left panel) and more praiseworthy judgments 

of full contributors in both the Give and Take frames (see top and bottom right panels); 

albeit the effects are small. Additionally, we do not find evidence of Harm as a 

statistically significant moderator of framing effects (𝐹(12,397) = 0.90, 𝑝 = 0.55). 

Albeit not reaching statistical significance, there is a tendency for a high score (relative 



to a low score) in the Harm foundation to generate a more pronounced condemnation 

of free riders.  

 

 

Figure 2.4. Predicted MEF's evaluated at high and low scores of the Fairness (MFT) 

foundation - Top Panels: Give scenarios; Bottom Panels: Take scenarios 

 

Figure 2.4. reports the predicted moral judgments of all scenarios of high and low 

levels of the Fairness foundation. This is the foundation in MFT that is more closely 

related to social dilemmas, so we expected ex ante to be the one performing the best 

in driving moral judgments of MESD scenarios. However, we do not find evidence of 

a significant effect of Fairness on moral judgments; neither at the aggregate level 

(𝐹(24,397) = 1.34, 𝑝 = 0.13) nor when considering Give and Take scenarios 

independently (Give frame: 𝐹(12,397) = 1.46, 𝑝 = 0.14; Take frame: 𝐹(12,397) =

1.23; 𝑝 = 0.26). Even when the effects do not reach significance, they are in line with 

our expectation, viz., that a higher score in the Fairness foundation is associated with 

more blameworthy judgments of free riders in the Give frame (see top left panel) and 

more praiseworthy judgments of full contributors in the Give and Take frames (see 

top and bottom right panels). We additionally do not find evidence of Fairness being 

a moderator of framing effects, as it falls short of significance (𝐹(12,397) = 1.36; 



 

𝑝 = 0.18). Its qualitative effects, however, are similar to those of the Harm 

foundation.  

To summarise briefly the results regarding the non-included foundations, we can 

make the following statements. First, we do not find any support for the Loyalty 

foundation as a significant driver of moral judgments of the Give or Take scenarios, 

neither support of the Loyalty foundation as a driver of the framing effects of the 

MEF’s presented earlier. Second, the Authority and the Purity foundation have strong 

significant effects (𝑝 < 0.05) in predicting moral judgments of our scenarios, and only 

the purity foundation is a statistically significant driver of framing effects. However, 

their effect size in either case is small. Third, among the Liberty foundations the 

Economic liberty fares better, and plays an opposite role to that of the other 

foundations. Namely, that a higher score in the Economic liberty foundation decreases 

(rather than increases) the perceived blameworthiness of free riders in the Give frame. 

 

 

 

Overall, the data suggests that each action has its own moral space. Each action is 

perceived differently in terms of its morality: free riding is perceived as morally bad 

whereas contributions are perceived as praiseworthy. Moreover, we find that the 

circumstances that surround a scenario (what we label as 𝐶𝐴, 𝐶𝐵𝐶, 𝑓 and 𝑑 in the 

scenarios) are crucial to determine the perceived morality of the judged group member 

from an impartial perspective. Additionally, we find large and substantial individual 

differences in moral judgments. This struck us as an interesting finding given that 

moral judgments are made from an impartial perspective, and thus provide evidence 

in favour of a subjectivist account of moral judgments: even when subjects do not have 

stakes in the social dilemmas and are given full information about the scenario to be 

rated, their impartial views of free riders, half contributors, and full contributors vary 

widely. Our results, thus, suggest that, on top of the level of relevant information being 

a driver of the dispersion of people’s impartial moral judgments, as Konow (2009, 

pp.116-119) reports, individual differences are a crucial factor in impartial moral 

judgments of social dilemmas. 

We also find that almost all moral foundations contribute to partially explaining the 

individual differences in moral judgments. More generically, we find that (i) a higher 



score in most foundations tends to increase the blame ascribed to free riders and the 

praise ascribed to full contributors in the Give frame; (ii) the effect of the foundations 

on the moral judgments of scenarios tends to be stronger in the Give frame; and (iii) 

that Economic liberty plays an opposite role to the other foundations, as a higher score 

in this foundation reduces the blame ascribed to free riders in scenarios of the Give 

frame. Additionally, none of the foundations appears to be a strong driver of the 

framing effects in the MEF’s we report earlier. It is also worth noting that Harm and 

Fairness have the largest effects on moral judgments, although the statistical 

significance of the Authority and Purity foundations in the effects of moral judgments 

is stronger. This does not highlight that Authority and Purity are more important than 

Harm and Fairness in understanding individual differences of moral judgments. 

Rather, it implies that their estimates of an effect are more precise.  

One conclusion we can take from our study is that the effect of the foundations is 

smaller than the effect of either variable manipulated within scenarios. This is not a 

surprise, as the information we provide to individuals is crucial to their understanding 

of behaviour and its implications (e.g., distribution of final outcomes). However, it 

highlights that there is scope for future research to identify different variables that aid 

to further advance our understanding of the individual differences in impartial moral 

judgments that we report in Figure 2.2 and Table 2.2, especially when it comes to our 

understanding of the sources of framing effects in moral judgments. It is partially with 

this in mind that Study 2 investigates how a newly developed theory in moral 

psychology, Morality As Cooperation theory, fares at explaining individual 

differences in moral judgments of social dilemmas. 

 

 

 

The purpose of this study is twofold. First, we wanted to observe if we could 

replicate the findings of Study 1 regarding the moral perceptions of social dilemmas. 

This is of crucial importance to social science and psychology, as previous work has 

documented a widespread problem in the replication of findings of several studies 

(see, for instance, Ioannidis, 2005, and more recently Camerer et al, 2018). Second, 

we wanted to investigate whether Morality As Cooperation theory (henceforth, MAC), 

which is rooted in the theory of nonzero sum games and hence closely related to social 



 

dilemmas, performed better than MFT in capturing individual differences in the moral 

judgments of subjects. 

 

 

 

 

 

The only difference between the experimental design of Study 1 and Study 2 is that, 

in Study 2, we used the morality as cooperation questionnaire developed in Curry et 

al (2019) rather than the moral foundations questionnaire. We held constant, as far as 

possible, the other procedures of Study 1 so that the replication was as informative as 

possible.  

The Morality As Cooperation Questionnaire was built to operationalize MAC, 

which was developed in Curry (2016) and subsequently discussed in Curry et al 

(2019), Gellner et al (2020), and Curry et al (2020 and 2021). Put shortly, MAC 

presents a theoretical framework that depicts morality as (i) based on biological and 

cultural adaptations to problems of cooperation; and (ii) based on seven types of 

cooperation related to the literature of evolutionary game theory. 

To capture the seven types of cooperation that form the basis of morality, MAC 

proposes the foundations of Family Values, based on the cooperation problem of 

allocating resources to one’s kin; Group Loyalty, based on coordination games; 

Reciprocity, based on social dilemmas; Heroism and Deference, based on hawk and 

dove games; Fairness, based on bargaining games; and Property Rights, based on 

interpersonal conflicts over resources9. For the remainder of the chapter, we shortened 

the names of the foundations to Family, Loyalty, Reciprocity, Heroism, Deference, 

Fairness, and Property so that, as the foundations of MFT, they can be referenced with 

the use of a single word.  

                                                 
9 For the sake of consistency within the Study 1 and Study 2 sections, and at the risk of being 

imprecise, we also name the seven items of MAC as foundations. Curry et al (2019) use the word 

foundation only to refer to Moral Foundations Theory, whereas they refer to their items as types of 

cooperation. However, as their questionnaire uses the same elicitation tool as the one developed in 

Moral Foundations Theory, we found it convenient to name whatever is elicited with the same tool by 

the same name. Additionally, and for the remainder of the chapter we shortened the names of the 

foundations to Family, Loyalty, Reciprocity, Heroism, Deference, Fairness, and Property, so that, as 

the foundations of MFT, they can be referenced with the use of a single word. 



Crucially, Curry et al’s (2019) Moral Foundations Questionnaire elicits a score for 

each of these moral foundations, ranging from 0 to 100. As with the foundations 

elicited with the Moral Foundations Questionnaire, the score is to be interpreted as the 

importance of a given aspect for one’s own conception of morality; a higher score 

denotes a higher relevance of a given aspect to one’s own conception of morality. 

Analogously to Study 1, we use the standardised score of each foundation to test 

whether, and, if so, how, MAC’s moral foundations influence the moral judgments of 

the scenarios of social dilemmas. 

 

 

 

To give MFT and MAC the same statistical power, we recruited the same number 

of participants (𝑛 = 398) for Study 2. As in Study 1, we recruited the subjects from 

MTurk. To minimise the difference in socio-demographic background of our 

participants between studies, we carried out the experiment at the same times and days 

of the week as in Study 1 (average age of participants: 36.53 years; 43% females; 51% 

liberals; and 40% religious). Our subjects capture the qualitative features regarding 

MAC-Q reported in Curry et al (2019) – See Appendix A.2.  

 

 

 

 

 

We use the same main tool of analysis – the Moral Evaluation Functions of free 

riders, half, and full contributors – as for Study 1. Figure 2.5 plots the MEFs of Study 

2. 

Data from Study 2 successfully replicate the five main findings that emerged in 

Study 1, as Figure 2.5 shows10. First, the MEF’s are substantially different from the 

moral neutrality benchmark. Second, our subjects perceive Person A to be more 

praiseworthy the higher his or her effective contribution, for any given effective 

                                                 
10 We carry out a pairwise comparison of means between equivalent scenarios of Study 1 and Study 

2. We observe no statistical difference in any of the scenarios, which we take as evidence that we also 

replicate quantitatively the findings of Study 1. Appendix A.6 provides a table with these pairwise 

comparison of means of impartial moral judgments of scenarios between studies. 



 

contribution pattern of Persons B and C. Third, the shape of the MEF’s is decreasing 

whenever 𝐶𝐴 ≤ 𝐶𝐵𝐶 and flat otherwise. Fourth, our subjects perceive free riders as less 

blameworthy and half contributors as less praiseworthy when Person B and Person C 

act differently (i.e., 𝑑 = 𝑈𝑛𝑒𝑞𝑢𝑎𝑙). And fifth, the framing of the decision situation 

influences the moral judgments of our scenarios, especially of those where Person A 

effectively contributes 10.  

 

 

Figure 2.5. Mean Moral Evaluations (of impartial spectators) ascribed to Person A - 

Study 2 

 

However, there are two minor differences between the data from both studies. First, 

the MEF’s of 𝐶𝐴 = 0 for the Give and Take treatments are now parallel, whereas in 

Study 1 the slope of the MEF of 𝐶𝐴 = 0 was steeper for the Take treatments. Second, 

in Study 2 the MEF’s of effective full contribution tend to vary according to the 

framing of the decision situation: full contributors are judged by our subjects, on 

average, to be more praiseworthy in the Give frame than in the Take frame of the 

social dilemma.  

We additionally replicate the individual differences in subjects’ moral judgments 

that we found in Study 1. We report the violin plots for the data of Study 2 in Figure 



2.6. As in Study 1, the density of the moral judgments of scenarios spread over a 

substantial part of the range of the moral ratings scale. It is noteworthy to see that the 

dispersion in moral judgments is similar in Give and Take treatments.  

 

 

Figure 2.6. Violin plots of the moral judgments of scenarios – Study 2 

 

We furthermore provide, in Table 2.3 and for all levels of 𝐶𝐴, the share of subjects 

displaying one of the five shapes of MEF’s described earlier. As in Study 1, Table 2.3 

documents the widespread adherence to different shapes of MEF at all levels of 𝐶𝐴, 

and a systematic adherence to different shapes of MEF’s at different levels of 𝐶𝐴. Most 

remarkably, we replicate, both qualitatively and in size, the proportions of adherence 

of each shape of MEF at all levels of 𝐶𝐴. More specifically, some patterns emerge that 

match what we observed in the data of Study 1: (i) a decreasing MEF is most common 

when judging free riders, and its adherence rate is decreasing in the level of 𝐶𝐴; (ii) 

the increasing MEF is most common when judging full contributors and is increasing 

in the level of 𝐶𝐴; (iii) the adherence rate to a triangle MEF is most common at 𝐶𝐴 =

10; and (iv) the adherence rate of a flat MEF is most common when judging full 

contributors, but is also substantially present when judging free riders.  



 

Unlike in Study 1, this time we do find evidence of a framing effect. More 

specifically, we find that the distribution of adherence to different shapes of MEF’s 

between frames is statistically significant at 𝐶𝐴 = 10, being an adherence to a 

decreasing MEF at 𝐶𝐴 = 10 substantially more common in the Take treatments. 

 

Table 2.3. Proportions of the different shapes of the MEF’s of each level of 𝐶𝐴 for 

each frame – Study 2 

 

 

 

 

We follow the same approach to analyse the incidence of the moral foundations of 

MAC in the moral judgments of the MESD scenarios. That is, we estimate equation 

(2.1) for all the seven foundations, standardising the score of each foundation using 

the formula presented in equation (2.2). Furthermore, we present the data in figures, 

as we did for Study 1, and report the same statistical tests we reported in the previous 

section. Also as in the previous section, in the main text of the chapter we only report 

the results for the Reciprocity and the Fairness foundations, which are the ones more 

closely related to social dilemmas and relegate to appendix A.4.2. the discussion of 

the remaining five foundations. Strictly speaking, the Reciprocity foundation is the 

one that captures the cooperation problem of social dilemmas. However, the fairness 

foundation aims to capture the problem of bargaining and allocation of resources. As 

differential contributions have distributional consequences in a public goods game, we 

thought this foundation as also capturing, to a certain extent, an important qualitative 

feature of some of our scenarios (i.e., the distributional consequences emanating from 

the strategy combinations made by each of the group members). 



 

 

Figure 2.7. Predicted MEF's evaluated at high and low scores of the Reciprocity 

foundation - Top Panels: Give scenarios; Bottom Panels: Take scenarios 

 

We start our discussion with the predicted moral judgments of high and low scores 

of the Reciprocity foundation, reported in Figure 2.7. This is the foundation of MAC 

that is most closely related to social dilemmas, so we expected reciprocity ex ante to 

be the one performing the best in driving moral judgments of MESD scenarios. When 

considering all 24 scenarios jointly, we find evidence of a significant effect of Harm 

on moral judgments (𝐹(24,397) = 2.51, 𝑝 = 0.00). More specifically, this effect is 

driven by the influence of Reciprocity in the moral judgments of the Give scenarios 

(Give frame: 𝐹(12,397) = 2.72, 𝑝 = 0.00; Take frame: 𝐹(12,397) = 1.03; 𝑝 =

0.42). Overall, a higher score in the Reciprocity foundation is associated with (i) more 

blameworthy judgments of free riders in the Give frame, driven by a more negative 

slope of the MEF of 𝐶𝐴 = 0 (see top left panel); (ii) more praiseworthy judgments of 

half contributors when 𝐶𝐴 ≥ 𝐶𝐵𝐶 in the Give frame (see top central panel); and (iii) 

more praiseworthy judgments of full contributors, especially in the Give frame (see 

top and bottom right panels). The effects are bigger than the ones associated with any 

of the foundations of MFT. Additionally, and in this time more in line with the 



 

previous findings regarding MFT, we do not find evidence of Reciprocity as a 

moderator of framing effects (𝐹(12,397) = 0.51, 𝑝 = 0.91). Nonetheless, there 

seems to be a tendency of a high score (relative to a lower score) in the Reciprocity 

foundation in generating (i) a harsher condemnation of free riders; and (ii) a more 

accentuated praise of half and full contributors.  

 

 

Figure 2.8. Predicted MEF’s evaluated at high and low scores of the Fairness (MAC) 

foundation – Top Panels: Give scenarios; Bottom Panels: Take scenarios 

 

Figure 2.8. reports the predicted moral judgments of all scenarios of high and low 

levels of the Fairness foundation. We do find strong evidence of a significant effect 

of Fairness on moral judgments; both at the aggregate level (𝐹(24,397) = 5.36, 𝑝 =

0.00) and at both Give and Take scenarios (Give frame: 𝐹(12,397) = 5.86, 𝑝 = 0.00; 

Take frame: 𝐹(12,397) = 4.86; 𝑝 = 0.00). As with the Reciprocity foundation, a 

higher score in the Fairness foundation is associated with (i) more blameworthy 

judgments of free riders in the Give frame, driven by a more negative slope of the 

MEF of 𝐶𝐴 = 0 (see top left panel); and (ii) more praiseworthy judgments of full 

contributors in both the Give and the Take frames (see top and bottom right panels). 

Additionally, a high score in the Fairness foundation is also associated with (iii) more 



blameworthy judgments of free riders as well in the Take frame (see bottom left 

panel). In line with the findings of the Reciprocity foundation, we do not find evidence 

of Fairness being a moderator of framing effects (𝐹(12,397) = 0.96; 𝑝 = 0.49). That 

being said, there is a tendency of a high score (relative to a low score) in the Fairness 

foundation to generate a more accentuated praise of half contributors. Overall, the 

effects of the Fairness foundation are bigger than the effects of the Reciprocity 

foundation, especially the ones related to each foundation’s moderating role of 

framing effects.  

We can briefly summarise the results found from the other foundations as follows. 

First, all but the deference foundations are, overall, significant predictors of moral 

judgments. Second, the Group foundation have bigger effect sizes than the other 

remaining foundations. And third, some foundations seem better to explain the moral 

judgments of Give scenarios (i.e., Deference), others seem better to explain the moral 

judgments of Take scenarios (i.e., Property, Heroism, and Family), and only the Group 

foundation can predict moral judgments of Give and Take scenarios equally well. 

 

 

 

Overall, we replicate the main empirical patterns of moral judgments that we 

observed in Study 1 with striking precision. The effects of 𝐶𝐴, 𝐶𝐵𝐶, 𝑓, and 𝑑 on the 

moral judgments of our subjects is qualitatively similar to the ones we found in Study 

1. Furthermore, we also replicate the substantial individual differences in the impartial 

moral judgments of scenarios of social dilemmas, and we can use the shape of the 

MEF’s to represent qualitatively the observed individual differences in moral 

judgments. Both the density of moral judgments and the adherence rate of different 

shapes of MEF’s for all levels of 𝐶𝐴 match qualitatively and quantitatively with what 

we reported in Study 1, thereby making the results of this chapter stronger evidence 

of an underlying moral landscape of social dilemmas. 

Lastly, individual differences in moral judgments are captured substantially better 

by MAC than by MFT, as evidenced by greater effect sizes and stronger significance 

in the effects. More specifically, (i) all but the Deference foundation have an overall 

significant effect on moral judgments; (ii) the Reciprocity and Deference foundations 

have a significant effect on the moral judgments of Give scenarios, the  Property, 



 

Heroism, and Family foundations have a significant effect on the moral judgments of 

Take scenarios, and the Fairness and Group foundations have a significant effect on 

the moral judgments of both Give and Take scenarios; and (iii) the Reciprocity, 

Fairness and Group foundations are more significant contributors to the explanation 

of individual differences in the moral judgments of scenarios than the other 

foundations. However, like MFT, we do not find evidence of the Foundations in MAC 

as being driving forces behind the framing effects of the MEF’s presented earlier, and 

the effect sizes observed are not able to capture the full extent of individual differences 

in moral judgments. Hence, further research is needed to document variables that can 

explain a greater share of the individual differences that we find.  

 

 

 

The contribution of this paper is twofold. First, we contribute to economics by 

studying whether public goods provision, a type of social dilemma, is perceived as a 

moral issue. Second, we contribute to moral psychology by testing how well two 

recent theories aiming at explaining cooperativeness through a diverse array of moral 

foundations, those captured by Moral Foundations Theory and Morality As 

Cooperation theory, perform at shaping people’s moral judgments of social dilemmas.  

Amartya Sen has done extensive work on the relationship between ethics and 

economic behaviour, and on how the former could be a motivational force for the latter 

(see, especially, Sen, 1973 and 1977). Lately, Smith and Wilson (2017, 2019), based 

on Adam Smith’s Theory of Moral Sentiments, proposed that moral concerns could 

drive prosocial actions. Although we remain silent about whether morality regulates 

behaviour in social dilemmas, in this chapter, as a first empirical step towards that 

goal, we explore the extent to which people consider several scenarios in social 

dilemmas as morally relevant. By measuring impartial moral judgments of both selfish 

and cooperative players of two social dilemmas, we provide a systematic picture of 

people’s moral views of Give and Take social dilemmas. We show that social 

dilemmas are morally relevant decision situations. It is not only the negative side of 

morality, viz., that of free riders being perceived as blameworthy (shown by CDGK 

2011), that matters; people also perceive contributors as praiseworthy. In sum, both 

blame for free riding and praise for cooperation are part of the moral landscape of 



social dilemmas. The next chapters will build on these results to analyse whether 

subjects’ moral judgments of social dilemmas influence their unconditional 

contributions and contribution attitudes to public goods. 

Moral Foundations Theory and Morality As Cooperation theory have an important 

aspect in common: the function of their moral foundations is to regulate selfishness 

and promote cooperativeness. The issue of moral motivation as a pathway to human 

behaviour has been extensively discussed, both in classical moral philosophy (see, 

e.g., Kant’s Groundwork of the Metaphysics of Morals) and in modern moral 

psychology (see, for instance, Aquino and Reed, 2002). These two foundation-based 

theories provide a clear way to capture a wide range of topics that are perceived to be 

morally relevant, and that have the potential to explain the moral understanding, and 

regulation, of behaviour. In this chapter we put both theories to the test and contribute 

to the discussion of their validity by analysing whether the foundations of both theories 

can explain people’s moral judgments of a canonical problem of cooperation: a social 

dilemma. Although both MFT and MAC provide foundations that can capture 

individual differences in moral judgments, the explanatory power of each foundation 

is rather small, and more research is needed to document which traits underly people’s 

differences in their moral judgments of social dilemmas. Our data suggests, if 

anything, that people’s moral worldviews as captured by MFT, and MAC play a small 

role when it comes to explaining moral judgments of free riding and cooperation. 

Furthermore, it is not only the specific foundations relevant to social dilemmas (i.e., 

the Fairness foundation of MFT and the Reciprocity foundation of MAC) that matter 

to explain our subjects’ impartial moral judgments of our scenarios, revealing that 

different features inherent of social dilemmas (i.e., the distributional consequences of 

different combinations of actions) can trigger attitudes towards the moral perceptions 

of social dilemmas beyond what can be captured by the characteristic features of these 

decision situations (i.e., exploiting opportunities for mutual advantage). 

To conclude, our findings shed some light into the moral dimension of social 

dilemmas. More specifically, people perceive free riders as blameworthy and 

contributors as praiseworthy. The framing of the decision situation, the contribution 

of the judged person, the heterogeneity in the non-judged group members’ actions, 

and the effective average contribution level of the non-judged group members are 

important factors influencing our subjects’ impartial moral judgments of social 

dilemmas. Furthermore, our results show the moral foundations of MFT, and MAC 



 

do not fully capture individual differences in moral judgments of problems of 

cooperation. Thus, further investigation needs to be carried out to determine what 

factors influence the subjective account of impartial morality that the data from our 

studies transpire.  

 

  



 



 

Chapter 3. The Morality of Voluntary 

Cooperation 

 

 

 

The main aim of this chapter is to explore the relationship between moral 

motivations and behaviour in public goods games. Four well documented empirical 

regularities motivate our present study. First, and contrary to the predictions of 

standard economic theory, people contribute positive amounts to a public good11. 

Second, people’s contributions to the public good are conditional on the contribution 

of other group members (see Weimann, 1994, Keser and Van Winden, 2000 and 

Fischbacher et al, 2001 among others). Scholars interpret this finding as evidence that 

subjects’ preferences for their contribution choices, henceforth contribution 

preferences, are conditional on the contributions of other group members. Third, 

beliefs play an important role in determining a subject’s contribution to a public good 

(see, for instance, Fischbacher and Gächter, 2010). Finally, there are different types of 

public goods, and people’s behaviour in each of them is different. Whereas some 

public goods do not exist in the first place and people need to provide them (Provision 

problems. e.g. universal primary education), others already exist, and people have to 

maintain them (Maintenance problems. e.g., the environment). Studies have shown 

that people tend to be more cooperative in Provision than in Maintenance problems12. 

These four facts have been replicated several times, but there is no agreement on their 

explanation.  

The present chapter seeks to answer three different questions. Contribution 

preferences are assumed to exist and are used as a tool to predict contributions to a 

public good, paying little attention to the origin of those preferences. To shed some 

                                                 
11 See Bohm (1972); Dawes et al (1977), Marwell and Ames (1979) and Isaac et al (1984) for early 

evidence, and Ledyard (1995) for a survey. See, more recently, Zelmer (2003), Chaudhuri (2011), and 

Gächter (2014). 
12 See Rutte et al (1987); Fleishman (1988); Van Dijk and Wilke (1997); Cookson (2000); Ellingsen 

et al (2012); and Gächter et al (2017). More recently, see Isler et al (2021). 



light into their origin, we study whether moral motivations for avoiding blame and 

seeking praise are determinants of contribution preferences. We also study whether 

moral motivations influence a subject’s contribution decision, either through this route 

or otherwise. Lastly, we study whether different moral views of what is blameworthy 

and praiseworthy in Provision and Maintenance problems can account for the different 

cooperativeness across the different problems13. 

Several reasons have been proposed to explain people’s contributions to public 

goods: kindness, confusion, impure altruism, and conditional cooperation being the 

most notable ones14. Theoretical models of other-regarding preferences have been 

developed that can explain cooperation in public goods games15. Some of those 

models, such as reciprocity and guilt aversion, can additionally predict different 

cooperativeness across payoff-isomorphic Provision and Maintenance problems 

provided that subjects’ beliefs vary across them (see Dufwenberg et al, 2011). These 

other-regarding preferences capture people’s moral preferences indirectly. Yet, there 

is another explanation involving morality that has hitherto received little attention: that 

people’s moral judgments of all the different choices in a public good problem drive 

their behaviour in those problems. Some economists propose people’s moral 

impersonal considerations as a potential explanation of prosocial behaviour (see 

Harsanyi, 1955; Sen, 1977 and Smith and Wilson, 2019)16. In moral psychology and 

related disciplines it is common to define the purpose of moral judgments in terms 

such as “to facilitate social regulation …, ensuring cooperation among group 

members” (Anderson et al, 2020, p.3)17. Building on both literatures, we present and 

                                                 
13 Some initial evidence of different moral views of Provision and Maintenance problems is 

documented in Cubitt et al (2011) and chapter two of this thesis, where findings point out that free 

riding is seen as more reprehensible, and contribution as more praiseworthy, in Provision than in 

Maintenance problems. 
14 See, for instance, Andreoni (1988); Andreoni (1990); Weimann (1994); Andreoni (1995); Croson 

(1996); Palfrey and Prisbey (1996 and 1997); Anderson et al (1998); Keser and Van Winden (2000); 

Fischbacher et al (2001); Fischbacher and Gächter (2010); and Ferraro and Vossler (2010). 
15 See, e.g., Sugden (1984); Rabin (1993); Levine (1998); Fehr and Schmidt (1999); Bolton and 

Ockenfels (2000); Charness and Rabin (2002); Dufwenberg and Kirchsteiger (2005); Falk and 

Fischbacher (2006); Batigalli and Dufwenberg (2007); Cox et al (2007); López-Pérez (2008); Alger 

and Weibull (2013) and Masclet and Dickinson (2019). 
16 For other work in economics linking morality to prosocial behaviour, see, e.g., Laffont (1975), 

Etzioni (1987), Bordignon (1990), Binmore (1998), Brekke et al (2003), Bilodeau and Gravel (2004), 

Bénabou and Tirole (2006), Croson (2007), Roemer (2010), Alm and Torgler (2011), Bénabou and 

Tirole (2011), Nielsen and Mcgregor (2013), Dal Bó and Dal Bó (2014), Hodgson (2014), Blasch and 

Ohndorf (2015), Hauge (2015), Daube and Ulph (2016), Capraro and Rand (2018) and Friedland and 

Cole (2019). 
17 There is an increasing literature on the relationship of morality and social regulation. See, e.g., 

Blasi (1984); Kohlberg and Candee (1984); Nucci (1996); De Waal (1997); Fischer and Ravizza (2000); 



 

measure the role of two different procedures that capture two different moral 

motivations for action: praise seeking and blame avoidance.  

To test the influence of those moral motives on contribution preferences and 

contributions, we present three experimental tasks to each of our subjects: the M-

experiment, which measures – from an impartial spectator viewpoint – their moral 

judgments of all the different strategy combinations of the public good problem; the 

P-experiment, which allows us to measure contribution preferences; and the C-

experiment, which measures contributions to a public good and beliefs about the 

contributions of the other group members. We frame the three experimental tasks in 

two different ways by eliciting moral judgments, contribution preferences, 

contributions and beliefs in Provision and Maintenance problems, manipulating those 

frames between subjects. To ensure we isolate the influence of the frame in subjects’ 

choices, the Provision and Maintenance problems we study are isomorphic in terms 

of their payoff consequences. Using the moral judgments from the M-experiment, we 

generate predictions of contributions and contribution preferences for each subject, 

both for blame avoidance and praise seeking motives. We compare these predictions 

with subjects’ actual choices in the P- and C-experiments to study the influence of 

moral motivations on behaviour in Provision and Maintenance problems. 

Our results point to four conclusions. First, a moral motivation to avoid being 

blameworthy explains contribution preferences even when controlling for strong 

reciprocity. Second, moral motivations to avoid being blameworthy and to seek praise 

explain contributions even when controlling for contribution preferences. Third, 

contribution preferences are the main motivation behind people’s contributions, but a 

big part of its success is due to the effect that moral motivations (esp. blame avoidance) 

have in shaping people’s contribution preferences. Fourth, the logic behind 

contributions is different in Provision and Maintenance problems. Whereas the 

Provision of public goods is mainly explained by contribution preferences, the 

Maintenance of public goods is achieved, to a greater extent, by the direct effect of 

people’s moral motivations in shaping their cooperation. 

Our results shed some light on three important issues in the literature on 

cooperation. First, we find that moral motivations explain people’s contribution 

                                                 
Aquino and Reed (2002); Fiske (2002); Hardy and Carlo (2005); Krebs and Denton (2005); Haidt 

(2008); Janoff-Bulman et al (2009); Rai and Fiske (2011); Ellemers and Van den Bos (2012); Fiske 

(2012); Gray et al (2012); Ellemers et al (2013); Curry (2016); and Schein and Gray (2018). 



preferences even when controlling for the contribution of the other group member. We 

show some evidence suggesting that, on top of such conditionality, people’s choices 

of their contribution preferences tend to rely on what they believe is morally right or 

wrong.  

Second, moral motives (avoid being blameworthy and seek being praiseworthy) 

explain why contribution choices sometimes deviate from people’s contribution 

preferences. Whether this deviation is better captured by an additional, different 

preference for moral actions, or by moral actions that may not rely on preferences but, 

rather, on moral principles and rules as Sen (1977) and Smith and Wilson (2019) 

suggest is an open debate for future research to explore.  

Third, we find that moral motivations are a better predictor of framing effects in 

contribution choices than other theoretical alternatives. Distributional preferences 

cannot predict different attitudes in payoff isomorphic games, and the alternative 

explanation is that psychological game theory models like reciprocity can predict a 

framing effect through different beliefs across frames (e.g., Dufwenberg et al. 2011). 

Even when controlling for beliefs, the main difference in contributions across frames 

is due to our two moral motives as the different beliefs we observe would predict a 

pattern of behaviour opposite to the one observed in the data. A higher belief in 

contributions of the Provision frame would suggest a higher predicted contribution in 

Provision frames, but the average contribution across frames is not significantly 

different. A higher reliance on praise seeking and blame avoidance appear to be the 

motives sustaining contributions in the Maintenance of public goods. 

The chapter is organised as follows. Section 3.2 presents the experimental design. 

Section 3.3 presents the theoretical predictions, focusing on presenting the different 

procedures we use to generate predictions of contributions and contribution 

preferences. Section 3.4 discusses the results and Section 3.5 concludes.  

 

 

 

The experiment consists of two different parts: experimental tasks and three 

questionnaires. The experimental tasks were based on the same decision situation: a 

linear, one-shot, simultaneous move, two-person public goods game. The basic setup 

was framed either as a give-some or a take-some problem, which we refer to 



 

respectively as Provision and Maintenance problem. We manipulated the frame 

between subjects. 

In the Provision problem, each group member is endowed with 30 tokens. He or 

she has to decide how many to give to the public good, which we referred to within 

the experiments as a “group project”. Each group member’s possible levels of giving 

were 0, 10, 20 and 30. The material payoff function of subject 𝑖 in the Provision 

problem is: 

 

(3.1)  𝜋𝑖 = 30 − 𝑔𝑖 + 0.75 × (∑ 𝑔𝑗
2
𝑗=1 ) 

 

where 𝑔𝑖 refers to the number of tokens a group member gives to the public good. 

Per token kept for him or herself, subject 𝑖 gets one point. The marginal per capita 

return of the public good (henceforth, MPCR) is 0.75, meaning that subject 𝑖 receives 

0.75 points per token given to the public good regardless of who gave it.  

In the Maintenance problem, the public good is initially populated with 60 tokens. 

Each group member has control over 30 of them. Their task is to decide how many, 

up to 30, to take from the public good. Each group member’s possible levels of taking 

were 0, 10, 20 and 30. The material payoff function of subject 𝑖 in the Maintenance 

problem is: 

 

(3.2) 𝜋𝑖 = 𝑡𝑖 + 0.75 × (60 − ∑ 𝑡𝑗
2
𝑗=1 ) 

 

where 𝑡𝑗 refers to the number of tokens a group member takes from the public good. 

Each token taken from the public good gets subject 𝑖 one point. The MPCR was the 

same as in the Provision problem, 0.75, meaning that per token maintained in the 

public good subject 𝑖 receives 0.75 points regardless of who decided to leave it there. 

In both decision situations, the total points a subject gets from the actions of all group 

members are converted to monetary payoffs by dividing the number of points by 35.  

The Provision and Maintenance problems are isomorphic in terms of monetary 

consequences. Exploiting this fact, we define the term effective contribution of subject 



𝑖, 𝑐𝑖 = 𝑔𝑖 = 30 − 𝑡𝑖,  as the strategy that yields the same payoff in both frames. It then 

follows that there are no differences in terms of equilibrium play in both frames: 

standard theory predicts 𝑐𝑖 = 0 in both frames.  

 

 

 

We use three different experimental tasks in our experiment, which we refer to as 

the M-experiment, the P-experiment, and the C-experiment. The M-experiment 

consists of eliciting the moral judgments that subjects have, from an impartial 

spectator viewpoint, of all the strategy combinations of the decision situation 

presented to them. The P-experiment elicits subjects’ unconditional effective 

contributions and effective contributions conditioned on what the other group member 

does. The C-experiment elicits subjects’ unconditional effective contributions and 

beliefs about the play of their partner within the setup of our decision situation.  

 

 

 

Moral evaluations of social dilemmas were first studied in Cubitt et al (2011). The 

structure of the M-experiment follows their (and the previous chapter’s) 

implementation, with some amendments. In short, subjects are first presented the 

public goods game in a given frame. The group members are referred to as Person A 

and Person B. Subjects are asked to rate the morality of Person A from an impartial 

spectator viewpoint in different scenarios: third parties that are not involved in the 

decision situation at the moment of judging. This is akin to how some theories of moral 

philosophy envisage moral judgments as drivers of behaviour (for an in-depth 

coverage of the subject see, for instance, the articles in the issue of Ethics, 101(4); 

Mendus, 2002; Raphael, 2009; and Feltham and Cottingham, 2010). This view has 

received some support in economics, especially in the work of Konow (2009, 2012).  

The M-experiment asks the subjects to rate the morality of person A in several 

scenarios. The moral rating ascribed to Person A in a given scenario is a number on a 

scale from -50 to +50, were -50 is labelled as extremely bad, +50 as extremely good 

and 0 as morally neutral. We introduce some notation in order to define the scenarios 

in a compact way. Let 𝐶𝐴: = {0,10,20,30} – with typical element 𝑐𝑎 – be the set of 



 

possible effective contributions of Person A, 𝐶𝐵: = {0,10,20,30}  – with typical 

element 𝑐𝑏 – be the set of possible effective contributions of Person B and 𝐹:=

{𝑝𝑟𝑜𝑣𝑖𝑠𝑖𝑜𝑛,𝑚𝑎𝑖𝑛𝑡𝑒𝑛𝑎𝑛𝑐𝑒}  – with typical element 𝑓 – be the set of the frames of the 

decision situation we study. The set of scenarios of the M-experiment comprises all 

ordered triples within the Cartesian product 𝐶𝐴 × 𝐶𝐵 × 𝐹, with typical element 𝑥 ≔

〈𝑐𝑎, 𝑐𝑏 , 𝑓〉; where each element 𝑥 defines each scenario. Thus, the M-experiment 

comprises 32 scenarios, 16 per frame. We presented the 16 scenarios to each subject 

for the frame they were randomly allocated to (within-subjects design), which allowed 

us to elicit the moral perception of our subjects about person A for every strategy 

combination of the relevant decision problem. This entails a mixture of a between-

subjects design, given that the frame was manipulated between subjects, and a within-

subjects design (see above). Figure 3.1 presents an example screenshot of how we 

presented the scenarios to subjects facing the Provision problem. 

There are three aspects of the M-experiment that are noteworthy. First, we did not 

link moral judgments to monetary incentives as the very nature of moral judgments, 

as evidenced by the data of the previous chapter, is inherently subjective. Second, the 

way we elicit moral judgments in the M-experiment, and how we subsequently use 

them, is a departure from the work of Smith and Wilson (2017, 2019), who draw some 

general principles from their interpretation of Adam Smith’s Theory of Moral 

Sentiments18. The philosophical doctrine of moral sentimentalism endorses the 

individualism of people’s normative principles (see, for instance, Schmitter, 2020)19. 

Indeed, our data and the data of the previous chapter corroborates this stance: subjects’ 

moral perceptions of free riding and positive contributions in social dilemmas are 

importantly heterogeneous. This can be seen as an empirical challenge to the 

universalisation of moral views. Given such heterogeneity, it is natural to let each 

subject express their own moral views of the decision situation without imposing any 

more structure on them than is implicit in the procedures described when presenting 

                                                 
18 Smith and Wilson (2017) derive some general ethical principles of behaviour from Adam Smith’s 

Theory of Moral Sentiments and compare subjects’ behaviour with those general principles. In contrast, 

we measure each subject’s own moral views about the decision situation and use them to explain their 

play in the decision situation.  
19 For instance, David Hume, in his essay Of the Standard of Taste (1757, ST 2 and 3), stated that 

‘The sentiments of men often differ with regard to beauty and deformity of all kinds … Those who 

found morality on sentiment, more than on reason, are inclined to comprehend ethics under the former 

observation, and to maintain, that, in all questions, which regard conduct and manners, the difference 

among men is really greater than at first sight it appears’. 



the M-experiment. Finally, we opt for measuring the morality of persons performing 

actions rather than the morality of actions themselves as the existing literature suggests 

blame can only be assigned to the former, and our goal is to test blame and praise as 

moral motivations for action (see Malle, Guglielmo and Monroe, 2014 for a 

discussion). 

 

 

Figure 3.1.Screenshot of some scenarios of the M-experiment (Provision problem) 

 

 

 

The P-experiment was first presented in Fischbacher et al (2001) and was 

subsequently named the P-experiment in Fischbacher and Gächter (2010). The 

validation of the method was investigated in Fischbacher et al (2012). The P-

experiment consists of two tasks: an unconditional choice and a conditional choice 

task. Subjects had to answer both tasks without knowing the answers of other group 

members. In the unconditional choice task, a group member decides his or her effective 

contribution. The conditional choice task uses a modified version of the strategy 

method, developed by Selten (1967), whereby subjects have to state their preferred 



 

effective contribution as a function of each of the potential effective contributions of 

the other group member. We refer to this vector of effective contributions as a 

subject’s effective contribution preferences.  

To ensure incentive compatibility, each task is chosen with a probability of 50% 

for payment, not disclosing the chosen task for payment until the experiment had 

ended. This meant that both tasks were payoff-relevant, as they could potentially be 

chosen for payment. As subjects are randomly matched in groups of two, in practice 

this meant that for one subject in the group the unconditional choice task was chosen 

for payment while for the other group member the conditional choice task was chosen 

for payment. 

 

 

 

The C-experiment consists of two tasks: an unconditional choice task and an 

incentivised belief elicitation task. Subjects were matched with different people in the 

P- and C-experiments in order to avoid any strategic considerations or learning 

influencing the decisions of the C-experiment20. In the unconditional choice task 

subjects had to decide their effective contribution without knowing the choice of the 

other group member. In the belief elicitation task subjects had to guess the other group 

member’s choice in the unconditional choice task of the C-experiment. Each subject 

earned $0.34 more if their guess was correct and nothing otherwise21.  

We opted for a single round of unconditional choices instead of the 10 rounds in 

Fischbacher and Gächter (2010) because, unlike Fischbacher and Gächter (2010), we 

are not interested in how cooperation develops over time. Additionally, we wanted to 

keep the set of scenarios in the M-experiment described above manageable, and the 

time component substantially increased the set of feasible strategies for each player.  

 

                                                 
20 To ensure that no learning could take place, subjects did not learn the choices of his previous 

partner in the P-experiment before engaging with the C-experiment. 
21 The choice of the incentivisation rule is different from previous ones used in the literature (see 

Croson, 2000 and Gächter and Renner, 2010). The choice of the incentivisation mechanism was done 

to prevent any strategic motivations biasing the beliefs. Under the previous incentivisation schemes and 

given that a guess of 10 or 20 has a maximum mistake of 20 whereas a guess of 0 or 30 has a maximum 

mistake of 30, subjects may be induced to report partial effective contributions as their guesses to 

maximise their minimum earnings from the guessing task. The smaller strategy set we employ made 

this more salient to the subjects 



 

 

Subjects answered three different questionnaires after they finished the M-

experiment task: the Moral Foundations Questionnaire developed by Graham et al 

(2011. Henceforth, MFQ), the Morality As Cooperation Questionnaire developed by 

Curry et al (2019. Henceforth, MAC-Q) and a sociodemographic questionnaire to 

gather some information on the background characteristics of our participants. The 

moral questionnaires capture people’s general moral worldviews. The theories behind 

the questionnaires posit that morality’s purpose is to regulate behaviour, and that 

morality is based on several foundations that are intuitive and built in human nature 

prior to experience. Foundations in MFQ are measured on a scale ranging from 0 to 5 

whereas foundations in MAC-Q are measured on a scale ranging from 0 to 100. For 

an in-depth coverage of Moral Foundations Theory (henceforth, MFT), see Haidt and 

Joseph (2004, 2007), and Haidt and Graham (2009). For a coverage of the theory 

behind Morality As Cooperation theory (MAC), see Curry (2016). For the original 

papers presenting MFQ and MAC-Q and showing their internal and external 

consistency, see Graham et al (2011) and Curry et al (2019) respectively.  

 

 

 

In all treatments, subjects were first presented with a description of the public goods 

problem. The presentation of the task did not refer to them as one of the members of 

the group as the M-experiment was to be done as a third party. The subjects were 

explicitly briefed on when they were a part of the group (in the P- and C-experiments) 

and when they were making judgments as an outside, impartial observer (in the M-

experiment).  Immediately after presenting them with the corresponding decision 

problem, we asked subjects to answer 10 control questions to make sure they 

understood the monetary consequences of five strategy combinations for the two 

group members. Subjects were allowed to continue with the experiment once they 

answered the control questions correctly. We told them that the experiment consisted 

of several parts but did not disclose the content of each part until it was reached. This 

procedure minimises the danger of spillover effects between tasks.  



 

The frame of the decision situation was manipulated between-subjects. Subjects 

were randomly assigned to the Maintenance (Provision) frame and took part in the 

Provision (Maintenance) version of the M-, P- and C-experiments. All the other tasks 

(the three questionnaires) were the same for all the subjects.  

To control for order effects, we manipulated between-subjects the sequence in 

which the tasks were presented to subjects. To make the number of potential orders 

manageable, we constrained the different orders in which all the tasks could be 

presented according to the following set of criteria. First, the M-experiment was 

always followed by the sociodemographic questionnaire. Second, the 

sociodemographic questionnaire was always followed by the two moral questionnaires 

(MFQ and MAC-Q). Third, the P-experiment was always presented right before the 

C-experiment. Subject to these constraints, we manipulated (i) the order of the two 

moral questionnaires (the MFQ was presented before or after MAC-Q); (ii) the order 

of the two tasks within the P-experiment (the unconditional choice task was presented 

before or after the conditional choice task); (iii) whether the P-experiment and the C-

experiment were presented before the M-experiment or after the two moral 

questionnaires. This generated eight potential different sequences in which to present 

all the tasks to the subjects. Together with the frame manipulation, this generated 16 

different treatments. Subjects were randomly allocated to one of these 16 treatments. 

 

 

 

We ran the experiment online on MTurk with 603 participants: 324 in the Provision 

treatments, and 279 in the Maintenance treatments. The average age was 35.3 years; 

48.1% were female; 67.7% identified as liberals and 52.3% said they are religious22. 

The procedures were as follows. Participants were only able to participate if they 

had not participated in the experiments of the previous chapter. Subjects were paid a 

participation fee of $3 provided they completed the whole experiment. On top of that, 

they were paid according to their answers in the P-experiment and the C-experiment. 

                                                 
22 In the sociodemographic questionnaire, we asked for self-reports of political ideology and 

religiousness. Regarding the political ideology scale, subjects to the left (right) were classified as 

liberals (conservatives). Regarding the religiousness scale, subjects that answered “not at all religious” 

were classified as not religious. Otherwise, we classified them as religious. For more information on all 

the questions asked in the sociodemographic questionnaire and the scaling of each question, one should 

refer to the experimental instructions presented in Appendix B. 



The consequences of the decisions in the P-experiment and the C-experiment were 

framed as experimental points, that were subsequently converted into dollars. The 

average payment was $5.28 (including the $3 participation fee), and the average 

completion time was 28.5 minutes (average payment rate: $11.1/hr). Within the P- 

and C-experiments, subjects did not receive any feedback on their performance on the 

previous tasks to prevent any spillover effects between tasks. 

 

 

 

In this section we present three different procedures: ABC, blame avoidance and 

praise seeking. Each procedure generates, for each subject, a point prediction of his or 

her effective contribution in the C-experiment. Additionally, blame avoidance and 

praise seeking generate, for each subject, a prediction of his or her schedule of 

effective contributions in the P-experiment. We briefly describe these procedures and, 

for the key two innovations – blame avoidance and praise seeking – provide examples 

to show how they generate their predictions.  

 

 

 

The ABC approach explains cooperation as a function of a subject’s attitudes and 

beliefs. The ABC approach was developed in Fischbacher and Gächter (2010), 

Fischbacher et al. (2012) and Gächter et al (2017) who also introduced the ABC 

terminology. ABC uses effective contribution preferences and beliefs to make a point 

prediction of a subject’s effective contribution in the C-experiment. The experimenter 

elicits a function 𝑎𝑖: 𝐶−𝑖 → 𝐶𝑖 for subject 𝑖 using the conditional choice task of the P-

experiment, where 𝐶𝑖 and 𝐶−𝑖, with typical elements 𝑐𝑖 and 𝑐−𝑖, are, respectively, the 

sets of the effective contributions of subject 𝑖 and the other group member in the 

decision situation. The function 𝑎𝑖 reveals the preferred effective contribution of 

subject 𝑖 for each effective contribution of the other group member, hence capturing 

subject 𝑖’s effective contribution preferences.  The belief elicitation task reveals the 

belief that subject 𝑖 holds about the effective contribution of the other group member 

in the C-experiment. The strategy method assumes 𝑎𝑖, subject 𝑖’s effective contribution 

preferences, as governing subject 𝑖’s decisions and 𝑏𝑖 as an input to such preferences 



 

in order to generate a point prediction about 𝑖’s effective contribution in the C-

experiment: 𝑎𝑖(𝑏𝑖) = �̂�𝑖 ∈ 𝐶𝑖. 

 

 

 

The moral psychology literature has proposed moral blame to be a regulator of the 

social world (See Darley and Shultz, 1990; Cushman, 2013, Malle et al, 2014 and 

Malle, 2021). More recently, some economists have proposed “not wanting blame and 

to not be blameworthy” as a “human motivation for action” (Smith and Wilson, 2019, 

p. 77)23. These two strands of the literature compelled us to study whether a moral 

motivation to avoid being blameworthy is a driver of people’s behaviour in public 

good problems. We developed (and present below) the Blame Avoidance procedure 

(henceforth, BA) as a technique to generate, for each subject, predictions of their 

effective contribution preferences and effective contributions. 

We first introduce some terminology that we use when describing the BA 

procedure. We define a given strategy as blameworthy for subject 𝑖 when subject 𝑖’s 

moral rating of a person performing that strategy is lower than 0, neutral when 𝑖’s 

moral rating of a person performing that strategy is equal to 0 and praiseworthy 

otherwise. BA is constructed by applying three different concepts: the desire to avoid 

being blameworthy and the assumptions of self-love and self-command. The desire to 

avoid being blameworthy implies that, among the feasible strategies for a given 

subject, he or she will refrain from choosing those which he or she considers would 

make him to be blameworthy. The assumption of self-love is similar to Smith and 

Wilson’s (2019, P.69) axiom 0 and implies that a subject is inclined to choose the 

strategy which maximises his or her own material payoff. The assumption of self-

command is also similar to Smith and Wilson (2019, pp.101-103), and follows from 

the impartial spectator design feature of the M-experiment: a subject deciding whether 

to behave according to his or her moral views consults the moral views that he or she 

                                                 
23 For a different approach to modelling blame within economics, see Çelen et al (2017). However, 

their approach is fundamentally different from the one proposed by Smith and Wilson (2019) and the 

one we present here, as their conception of blame-freeness relies on a self-centred perspective based on 

what one would do in the situation of the other. This is, perhaps, more akin to Scanlon’s (1998) 

contractualism, or to Darwall’s (2006) second-person standpoint within moral philosophy, rather than 

to our strict focus on an impartial spectator stance.  



believes an impartial spectator – that is, a disinterested actor in the scenario judged of 

– should hold.  

The BA procedure applies these three different concepts in sequence to obtain 

predictions of our subjects’ behaviour. First, the desire to avoid being blameworthy 

and the assumption of self-command restrict the strategies a subject will consider 

doing to be those for which him or her judged Person A as morally neutral or 

praiseworthy in the M-experiment. The key point to note here is that self-command 

implies that a subject will consider whether he or she is blameworthy whenever he or 

she considered, in the M-experiment, Person A to be blameworthy. Lastly, the 

assumption of self-love chooses, from this subset of strategies, the one that gives him 

or her the highest material payoff.  

As an example of how BA makes point predictions from the moral judgments we 

elicit in the M-experiment, let’s consider we present the Provision problem to subject 

𝑖 and his or her belief is 𝑏𝑖 = 20. If subject 𝑖 believes that the other group member 

will effectively contribute 20, then 𝑏𝑖 together with self-command will restrict the set 

of relevant moral judgments to those he or she expressed in scenarios where 𝑐𝑏 = 20. 

There are two reasons for this. First, self-command imposes that the relevant moral 

judgments for subject 𝑖 are those he or she expressed in the M-experiment. Second, 𝑏𝑖 

implies that subject 𝑖’s strategies will be embedded in scenarios where the other group 

member chooses 𝑏𝑖 = 20. As Person B is the other group member in the scenarios of 

the M-experiment, self-command and 𝑏𝑖 = 20 restrict the relevant moral judgments to 

be those of the scenarios where 𝑐𝑏 = 20. Hence, those of the form 〈𝑐𝑎, 𝑐𝑏 =

20, 𝑝𝑟𝑜𝑣𝑖𝑠𝑖𝑜𝑛〉. Let’s assume subject 𝑖’s vector of the moral ratings of those scenarios 

is (-20, 0, +20 +20), where the first (resp. second; resp. third; resp. fourth) element 

refers to the scenario where 𝑐𝑎 = 0 (resp. 𝑐𝑎 = 10; resp. 𝑐𝑎 = 20; resp. 𝑐𝑎 = 30). 

From the four strategies available to Person A, only free riding makes Person A to be 

perceived as blameworthy (-20 < 0) in the M-experiment. And, by self-command, it 

follows that subject 𝑖 will also perceive him or herself as being blameworthy when 

free riding. Hence, subject 𝑖 will refrain from free riding and will consider choosing 

any of the other strategies. The assumption of self-love induces subject 𝑖 to choose an 

effective contribution of 10, as it is the remaining strategy that gives him or her the 

highest material payoff. Hence, the BA procedure predicts that, given 𝑏𝑖 = 20, subject 

𝑖 will contribute 10 in the C-experiment.  



 

Additionally, BA allows us to get predicted effective contributions for each 

effective contribution level of the other group member in both Maintenance and 

Provision games. The logic behind these predictions is the same as the one behind the 

prediction of the effective contribution in the C-experiment, which we have explained 

in detail above. The only difference is that instead of using 𝑏𝑖 to constrain the relevant 

moral judgments to those of scenarios where 𝑐𝑏 = 𝑏𝑖, we use the effective contribution 

of the other group member, 𝑐−𝑖, to constrain the moral judgments to those of scenarios 

where 𝑐𝑏 = 𝑐−𝑖. As there are four possible effective contributions of the other group 

member, BA will make four predictions, one per each effective contribution level of 

the other group member. The vector of these predictions is the predicted effective 

contribution preferences that BA makes. By comparing these predictions with subject 

𝑖’s answers to each entry of the conditional choice task in the P-experiment, we can 

study whether BA is a good predictor of subject 𝑖’s effective contribution preferences. 

 

 

 

In addition to blame as a motivation for social regulation, some recent research 

suggests that moral praise can act as a reinforcement of moral behaviour (Anderson 

et al, 2020). Although the literature on praise is relatively small when compared to 

that of blame, some authors have established an asymmetry between judgments of 

blame and praise, where, empirically, judgments of praise are not necessarily the 

opposite of judgments of blame (see Pizarro et al, 2003). Furthermore, some studies 

show that the tendency to blame wrong actions is orthogonal to the tendency to praise 

right actions (see Wiltermuth et al, 2010). Taking into account these considerations, 

we see as plausible that praise has a different role than blame in driving behaviour. 

We develop the Praise Seeking procedure (henceforth, PS) as an attempt to capture a 

moral motivation for doing what is perceived as most praiseworthy. PS is based not 

only on the moral psychology literature cited above, but also on Smith and Wilson 

(2019), who state that “human motivation for action arises from wanting praise and to 

be praiseworthy” (p. 77).  

PS is constructed by applying three different concepts: the desire of being as 

praiseworthy as possible and the assumptions of self-love and self-command. Being as 

praiseworthy as possible implies that, among the feasible strategies for a given subject, 



he or she will only consider choosing those actions which he or she considers make 

him or her most praiseworthy. These three concepts are applied sequentially in a 

similar manner as in BA. First, the desire of being most praiseworthy together with 

self-command restricts the set of strategies a subject will consider choosing to those 

for which him or her rated Person A as most praiseworthy in the M-experiment. The 

assumption of self-love then chooses, from this subset of strategies, the one that gives 

him or her the highest material payoff. 

Following the example above, let’s assume subject 𝑖 is presented with the Provision 

problem and has 𝑏𝑖 = 20. As in BA, and following the same logic, 𝑏𝑖 = 20 will 

constrain the relevant moral ratings to be those where 𝑐𝑏 = 20. Let’s assume, for the 

sake of simplicity, that the vector of relevant moral ratings is the same one as above: 

(-20, 0, +20 +20). The strategies that make subject 𝑖 to perceive Person A as most 

praiseworthy are the effective contributions of 20 and 30, as +20 is the highest moral 

rating attached to Person A for scenarios where 𝑐𝑏 = 20. Self-command makes subject 

𝑖 to perceive him or herself as most praiseworthy when he or she effectively 

contributes 20 or 30 to the public good. Among those strategies, self-love induces 

subject 𝑖 to choose an effective contribution of 20 as it is the strategy that gives subject 

𝑖 the highest material payoff. Hence, it follows that PS will predict subject 𝑖 to 

effectively contribute 20 in the C-experiment.  

Also, as in BA, PS additionally gives us a prediction for each effective contribution 

level of the other group member. The vector of those predictions is the PS prediction 

for subject 𝑖’s effective contribution preferences. Again, by comparing these 

predictions with subject 𝑖’s actual behaviour in the conditional choice task of the P-

experiment we can investigate whether PS is a driver of contribution preferences. 

 

 

 

 

 

We plot the average moral judgments (with 95% confidence intervals) of all the 

scenarios of the M-experiment in Figure 3.2, dividing them into 4 different panels. 

Each panel contains all the average moral judgments referring to a given effective 

contribution level of Person A (the person being judged). The horizontal axis denotes 



 

the effective contribution level of Person B (the non-judged person), and the vertical 

axis denotes the moral rating of a given scenario, ranging from -50 (extremely bad) to 

+50 (extremely good). A moral rating of 0 implies that a given scenario has no moral 

significance and, as a not-morally-relevant benchmark, we plot a dashed horizontal 

line at that level in the four panels. Based on Cubitt et al (2011) and on the previous 

chapter of the thesis, we define the Moral Evaluation Function of 𝑥 (henceforth, MEF 

of 𝑥) as the average moral evaluation ascribed to the judged Person when he or she 

effectively contributes 𝑥, expressed as a function of the effective contribution of the 

non-judged person.  

Each of the four panels in Figure 3.2 contains two MEF’s, the one of Provision and 

the one of Maintenance problems. The MEF’s of Provision problems are plotted as 

black, solid lines and the MEF’s of Maintenance problems are plotted as black, dashed 

lines. The effective contribution of the judged Person is written at the top of each 

panel.  

 

 

Figure 3.2. Moral Evaluation Functions of all Effective Contribution Levels of the 

Decision Situation 

 



Four characteristics of the moral views elicited in the M-experiment are worth 

mentioning and replicate most of the qualitative findings of the previous chapter and 

of Cubitt et al (2011) for free riding. First, most of the scenarios have an average moral 

rating different from 0, evidencing that subjects do perceive Provision and 

Maintenance problems as being morally significant. Second, the morality ascribed to 

Person A is increasing in his or her own effective contribution. This is evidenced in 

Figure 3.2 by an upward shift in the MEF’s of Person A the higher his or her effective 

contribution, being the MEF’s of free riding the ones with the lowest moral ratings 

and the MEF’s of full effective contribution the ones with the highest moral ratings. 

Third, the MEF’s are decreasing in the effective contribution of Person B. This effect 

is moderated by the effective contribution of Person A: the negative slope of the 

MEF’s is greatest in free riding and non-existing in effective full contribution. Finally, 

framing effects are mainly present at free riding: Person A is seen as more 

reprehensible when not giving than when taking everything. The MEF’s of effective 

positive contributions do not vary substantially with the frame of the decision 

problem24. 

 

 

 

We follow Fischbacher et al (2001) in that we analyse effective contribution 

preferences by splitting our sample according to different contribution types. 

However, we use the refined classification scheme of Thöni and Volk (2018), which 

considers five different contribution types: Free riders, conditional co-operators, 

unconditional co-operators, triangle contributors and not classified (n.c.). Table 3.1 

below shows the percentages of each contribution type across frames.  

We observe that the distribution of types varies across frames. We see a 

significantly higher percentage of not-classified subjects in the Maintenance problems 

and a significantly higher percentage of conditional co-operators in the Provision 

problems. This is consistent with the findings of Gächter et al (2017) and Isler et al 

                                                 
24 Note that there is a tendency to a greater disparity between average moral judgments of Provision 

and Maintenance problems when the other group member contributes extreme levels. For instance, a 

contribution of 10 when the other group member free rides is more praiseworthy in the Maintenance 

treatments. Also, a contribution of 30 when the other group member contributes 20 is seen as more 

praiseworthy on Maintenance treatments. 



 

(2021), who find more conditional co-operators in Provision than Maintenance 

problems. 

 

Table 3.1. Percentage of each contribution type - per frame 

 
Notes: * p<0.1; ** p<0.05; *** p<0.01. 

 

However, unlike previous studies we do not find evidence of a higher percentage 

of free riders in Maintenance problems. The high percentage of conditional co-

operators and low percentage of free riders is also consistent with the findings of 

Kocher et al (2008) who document a higher percentage of conditional co-operators in 

the US than in other countries (i.e., they found around 80% of conditional cooperation 

in the USA compared to around 40% of conditional co-operators in Austria and Japan). 

 

 

 

We did not find any statistically significant difference in average effective 

contributions across frames (Mann-Whitney test, 𝑝 = 0.3677), whereas average beliefs 

were statistically significantly different (Mann-Whitney test, 𝑝 = 0.0030)25. 

The next three subsections use statistical analyses to answer three questions. First, 

do the moral motivations of blame avoidance and praise seeking influence the 

effective contribution preferences elicited in the P-experiment? Second, do the moral 

motivations of blame avoidance and praise seeking influence the effective 

contributions elicited in the C-experiment? Third, do the moral motivations of blame 

avoidance and praise seeking influence the behaviour of Provision and Maintenance 

problems differently? We answer the third question by carrying out all the statistical 

                                                 
25 This result is robust to the non-parametric test used. The equality of medians test also yields 

similar qualitative results for median effective contributions (𝜒2 = 0.0001; 𝑝 = 0.991, ties split across 

groups) and beliefs (𝜒2 = 4.7422; 𝑝 = 0.029, ties split across groups). The two-sample Kolmogorov-

Smirnov test for equality of distributions also yields the same qualitative results for effective 

contributions (𝐷 = 0.0836, 𝑝 = 0.229) and beliefs (𝐷 = 0.1664, 𝑝 = 0.000). 



analyses separately for the Provision and Maintenance problems. The discourse of the 

following subsections is as follows.  

 

 

 

We use regression analysis (OLS estimates) as our main statistical tool to document 

the relation between the effective contribution preferences elicited in the P-experiment 

and the BA and PS procedures. As a baseline model, we regress (separately for the 

Provision and Maintenance problems) the effective contributions of the conditional 

choice task on the effective contribution of the other group member. The regression 

includes the observations of all subjects, meaning four observations per subject given 

that the conditional choice task elicits the preferred effective contribution per each of 

the feasible effective contributions of the other group member. To control for the 

dependency of the observations at the subject level, we cluster the standard errors at 

the subject level. We use this technique as it generalizes the one used to measure 

conditional cooperation in the literature (see, for example, the statistical methods of 

Gächter, Kölle and Quercia, 2017). The slope coefficient of this regression is 

interpreted as a measure of strong reciprocity.  

We expand the baseline model by including the predictions of the BA and PS 

procedures for each observation as regressors. These variables measure the extent to 

which moral motivations influence effective contribution preferences in both decision 

problems. Additionally, we expand the previous model by including several controls 

and restricting the sample. This allows us to see the robustness of the effect of BA and 

PS, because we can test whether any significance of the BA and PS regressors is due 

to either (a) an under specification of the regression model or (b) including confused 

subjects in the regressions. 

Table 3.2 presents the regression outputs for the models we introduced above. The 

results reveal three main insights. First, effective contribution preferences are 

influenced positively by the effective contribution of the other group member. This 

influence is slightly stronger in the Provision treatments. This replicates the findings 

of Gächter et al (2017) and Isler et al (2021), showing that many people are strong 

reciprocators. 

 



 

Table 3.2. Regressing effective contribution preferences on blame avoidance and 

praise seeking: Regression output 

 

Notes: OLS estimates. We cluster the standard errors at the individual level (displayed in 

parentheses) as each regression includes the four elicited (via the strategy method) preferred effective 

contributions of each subject. Models (1), (2) and (3) run regressions including only subjects from the 

Provision treatments, whereas models (1’), (2’) and (3’) run those same models including only subjects 

from the Maintenance treatments. Models (1) and (1’) run the following equation: 𝑐𝑐𝑖 = 𝛽0 + 𝛽1 ×
𝑂𝑡ℎ𝑒𝑟𝑖 + 𝑢𝑖, where 𝑐𝑐𝑖 represents the effective contribution of subject 𝑖 (subscript 𝑖 refers to a given 

subject) and 𝑂𝑡ℎ𝑒𝑟𝑖 ∈ {0, 10, 20, 30} represents the effective contribution of the other group member. 

Models (2) and (2’) run the following equation: 𝑐𝑐𝑖 = 𝛽0 + 𝛽1 × 𝑂𝑡ℎ𝑒𝑟𝑖 + 𝛽2 × 𝐵𝐴𝑖 + 𝛽3𝑃𝑆𝑖 + 𝑢𝑖, 
where 𝐵𝐴𝑖 and 𝑃𝑆𝑖 represent, respectively, the Blame Avoidance and Praise Seeking predictions of 

subject 𝑖. Models (3) and (3’) add sociodemographic variables and all the moral foundations of MFQ 

and MAC-Q to the specification of models (2) and (2’). Additionally, models (3) and (3’) exclude both 

non-US subjects, subjects that failed the attention checks of MFQ and MAC-Q and subjects classified 

as hump-shaded or others in the strategy method task. * p<0.1; ** p<0.05; *** p<0.01. a The Blame 

Avoidance variable is statistically significant at least at the 5% level in either fixed-effects, random-

effects, tobit or ordered probit panel data models.b The Praise Seeking variable, in the Maintenance 

treatments, is statistically significant at least at the 5% level in either fixed-effects, random-effects, tobit 

or ordered probit panel data models. c Joint test of significance of Blame Avoidance and Praise seeking 

(𝐻0: 𝛽2 = 𝛽3 = 0; 𝐻1: 𝛽2 = 𝛽3 ≠  0). 

 

Second, we find that blame avoidance is another driver of people’s effective 

contribution preferences in the Provision problem. In model (2), the positive 

coefficient of BA is statistically significant at the 1% level and the joint test of 

significance of both BA and PS is rejected at the 1% level.  

Additionally, both goodness-of-fit tests unambiguously favour the model including 

the BA and PS procedures. Model (3) shows that BA is still statistically significant at 

the 5% level. Furthermore, the statistical significance of BA remains even when we 



use different ways to model the data: fixed-effects, random-effects, tobit and ordered 

probit panel data models.  

Third, blame avoidance and praise seeking influence people’s effective 

contribution preferences in the Maintenance problem. Model (2’) shows a positive 

significant coefficient of BA, and the joint test of significance of BA and PS is rejected 

at least at the 10% level in models (2’) and (3’). Statistical significance of BA remains, 

and PS becomes statistically significant, with all the remaining model specifications 

we used to analyse our data: fixed-effects, random-effects, tobit and ordered probit 

panel data models. 

Taken together, these results reveal that both strong reciprocity and moral 

motivations are drivers of people’s contribution preferences. Strong reciprocity has a 

larger effect than moral motivations on effective contribution preferences. Whilst 

strong reciprocity and BA are significant regressors in both decision problems, PS is 

only important in the Maintenance problem.  

One issue with the previous analysis is that it does not control for the potential 

endogeneity of the effective contribution of the other group member, BA and PS. More 

specifically, it is conceivable, given Figure 3.2 above, that the effective contribution 

of the other group member influences the moral judgments of our subjects. If the 

variation in moral judgments is such that the prediction of BA and/or PS changes, then 

changes in the effective contribution of others will not only influence our dependent 

variable but also BA and PS.  

Hence, one may wonder whether the statistical significance of BA or PS is an 

artefact of this endogeneity, and its effect indirectly pertains to the effective 

contribution of others. If this is the case, then BA and PS would not explain our 

subject’s effective contribution preferences.    

To control for the aforementioned issue, we analyse each effective contribution 

decision in the conditional choice task separately. More specifically, we analyse for 

each subject whether BA or PS successfully predict each effective contribution 

decision he or she made in the conditional choice task. This allows us to control for 

the endogeneity issue because looking at the different decisions in the conditional 

choice task separately holds the effective contribution of the other group members 

constant. 

Additionally, and as a baseline, we analyse whether perfect conditional cooperation 

(making the same effective contribution as the other group member) successfully 



 

predicts each of the decisions in the conditional choice task. This baseline is akin to 

what Sugden’s (1984) principle of reciprocity would predict under certain 

circumstances26. Also, this baseline can be seen as a proxy of the influence of the 

effective contribution of others in each decision in the conditional choice task.  

Following the previous analysis, we calculate (separately for each decision in the 

conditional choice task) the percentage of subjects for which perfect conditional 

cooperation successfully predicts each decision. We also compute the percentage of 

subjects for which either BA or PS successfully predict a given decision.  

 

 

Figure 3.3. Percentage of subjects' choices in each decision of the conditional choice 

task consistent with the analyse theories - per frame 

 

Figure 3.3 plots the percentage of subjects in one of four categories: (i) only 

consistent with perfect conditional cooperation; (ii) only consistent with either BA or 

PS; (iii) consistent with both perfect conditional cooperation and either BA or PS; (iv) 

inconsistent with the three procedures considered. Figure 3.3 plots, in different 

                                                 
26 Perfect conditional cooperation would be predicted by Sugden (1984) if subjects’ strategies are 

symmetric, and everyone would think that higher effective contribution is better than a lower effective 

contribution. Given the structure of the decision situations we analyse, the first condition holds. We 

take the moral judgments of Figure 3 as support for the second condition.  
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columns, the stacked percentages of these four categories for each decision in the 

conditional choice task. The left panel plots the statistical analysis for the Provision 

treatments and the right panel plots the statistical analysis for the Maintenance 

treatments. 

Figure 3.3 presents our first main result. Moral motivations help to explain the 

decisions that subjects make in each of the decisions of the conditional choice task: 

between 11.7% and 23.5% of subjects’ decisions in the Provision problem (and 11.9% 

to 26.2% in the Maintenance problem) are only consistent with at least one of the 

moral motivations we consider in this chapter. This reinforces our previous claims of 

the importance of moral motivations as drivers of effective contribution preferences. 

Even when we fix the effective contribution of others at a given level, and hence we 

control for the endogeneity issue mentioned earlier, moral motivations are the only 

theories to successfully predict the choices of a nontrivial percentage of subjects.  

 

Table 3.3. Percentage of subjects' choices in the conditional choice task predicted by 

each of the analysed theories 

 
Notes: PCC = Perfect Conditional Cooperation; BA = Blame Avoidance; PS = Praise Seeking. 

 

If we further disaggregate the data and consider BA and PS separately, as we do in 

Table 3.3, we observe four main features. First, Perfect Conditional Cooperation has 

a higher overall hit rate than either BA or PS. Second, the hit rates of Perfect 

Conditional Cooperation and BA are consistently higher than that of randomness 

(higher than 25%) in almost all the decisions of the conditional choice task. Third, the 

hit rate of BA is greater than that of PS for effective contributions of 0, 10 or 20, the 



 

reverse being correct for effective contributions of 30. Finally, for effective 

contributions of 0, 10 and 20, PS is the only theory that can predict the choices of 8.3% 

to 15.1% of the subjects in the Provision treatments (7.9% to 15.1% of the subjects in 

the Maintenance treatments). In other words, even when PS has a lower hit rate, it still 

adds to our understanding of the contribution preferences of a nontrivial minority of 

subjects. These four findings corroborate the qualitative findings of the regression 

models of Table 3.2. 

 

 

 

The previous subsection documented a relation between effective contribution 

preferences and the BA and PS procedures. Given that ABC is constructed using 

effective contribution preferences, and that those are influenced by BA and PS, one 

may wonder to which extent ABC is capturing motives different from BA and PS. To 

answer this question, Figure 3.4 plots proportional Venn diagrams (one per each 

decision problem. Top panel, Provision problem; bottom panel, Maintenance 

problem)27. Each of the three ellipses represent the number of subjects for which a 

given procedure makes a correct prediction of their effective contributions in the C-

experiment.  

Each zone in the Venn diagrams is proportional to the number of subjects that fall 

within each zone, and, for reference, includes the percentage of the total subjects that 

lie inside it.  

The Venn diagrams provide us with four insights. First, ABC has a substantially 

higher hit rate than either BA or PS (71.6% vs 34.6% vs. 38.6% in the Provision 

problem; 65.5% vs. 46.8% vs. 40.3% in the Maintenance problem). More importantly, 

the hit rates of all the theories are higher than what would be successfully predicted 

by randomness (25%)28.  

 

                                                 
27 We use the EulerAPE program presented in Micallef and Rodgers (2014) to generate our 

proportional Venn diagrams. To make each area of the Venn-Diagram proportional to the number of 

subjects that lie within it, the Venn-Diagrams had to use ellipses.  
28 As there exist four effective contribution levels in the unconditional choice task of the C-

experiment, a predictive device that would give an equal chance to each effective contribution choice 

to be selected as the prediction (a uniform distribution randomness model) would have a 25% chance 

of getting an effective contribution choice right.  



 

Figure 3.4. Proportional Venn Diagrams (top panel - Provision frame, bottom panel 

- Maintenance frame) of the predictive success of the ABC, BA, and PS procedures 



 

 

Second, looking at the non-intersection zones of the ellipses we see that all the three 

procedures have instances of being the sole predictor of effective contribution choices. 

ABC has the higher hit rate of non-intersection zones (24.1% vs 5.6% vs. 5.6% in the 

Provision problem: 14.7% vs. 6.8% vs. 7.9% in the Maintenance problem). Third, both 

the overall and the non-intersection zones hit rates of ABC decrease in the 

Maintenance frame whilst those of the two moral motivations increase. This shows 

that moral motivations have a higher relative importance, when compared to ABC, in 

explaining effective contribution choices in the Maintenance problem.  

Finally, and most importantly for the question raised before, a substantial number 

of subjects lie within the intersection zones between the three procedures (49.5% of 

subjects in the Provision frame; 52.9% of subjects in the Maintenance frame), 

especially in the intersection zones between the moral motivations and ABC.  

This corroborates the claim that effective contribution preferences are influenced 

by BA and PS; and that, consequently, the predictions of ABC and those of either BA 

or PS are not mutually exclusive. 

As a first approach to explaining effective contributions in the C-experiment, the 

remainder of the section will look at the importance of ABC, BA, and PS in driving 

effective contributions without considering the relation between ABC and the BA and 

PS procedures (which will be dealt with in the next subsection). 

We use an econometric approach to measure the importance of ABC, BA, and PS 

in shaping our subjects’ effective contributions in Provision and Maintenance 

problems. As a baseline model, and adapting Fischbacher and Gächter’s (2010) 

regression approach, we regress the effective contributions in the C-experiment on the 

prediction from the ABC method and the beliefs about the effective contribution of 

the other group member. We expand this baseline model by including the predictions 

from the BA and PS procedures.  

Our approach allows us to replicate previous results by using the baseline model, 

and to explore the extent to which the moral motivations captured by the BA and PS 

procedures influence effective contribution choices in the C-experiment. Finally, as a 

robustness check we include the moral foundations of MFQ and MAC-Q and several 

sociodemographic variables as controls in the previous model, and we further restrict 

the sample. This allows us to test whether BA and PS procedures predict the data 

because the moral motivations capture specific cognitive processes behind subjects’ 



choices or simply because they are correlated with subjects’ general moral 

worldviews, that can be correlated with behaviour but that have no underlying 

structure on how to map those views into predicted actions. We report the regression 

outputs in Table 3.4.   

 

Table 3.4. Regressing effective contributions in the C-experiment on Blame 

Avoidance and Praise Seeking: Regression Output 

 
Notes: OLS estimates. Robust standard errors reported in parentheses. Models (1), (2) and (3) run 

regressions including only subjects from the Provision treatments, whereas models (1’), (2’) and (3’) 

run those same models including only subjects from the Maintenance treatments. Models (1) and (1’) 

run the following equation: 𝑐𝑖 = 𝛽0 + 𝛽1 × 𝑏𝑒𝑙𝑖𝑒𝑓𝑖 + 𝛽2 × 𝐴𝐵𝐶𝑖 + 𝑢𝑖, where 𝑐𝑖 represents the effective 

contribution of subject 𝑖 in the C-experiment, 𝑏𝑒𝑙𝑖𝑒𝑓𝑖 ∈ {0, 10, 20, 30} represents the belief of subject 

𝑖 about the effective contribution level of the other group member and 𝐴𝐵𝐶𝑖 represents the prediction 

that the ABC method makes given the first-order belief and effective contribution preferences of subject 

𝑖. Models (2) and (2’) add, to the specification of models (1) and (1’), terms for the predictions of Blame 

Avoidance and Praise Seeking. Models (3) and (3’) add sociodemographic variables and all the moral 

foundations of MFQ and MAC-Q to the specification of models (2) and (2’). Additionally, models (3) 

and (3’) exclude both non-US subjects, subjects that failed the attention checks of MFQ and MAC-Q 

and subjects classified as hump-shaded or others in the strategy method task. * p<0.1; ** p<0.05; *** 

p<0.01. a Joint test of significance of Blame Avoidance and Praise seeking. 

 

 

We have three main findings from the econometric models reported in Table 3.4. 

First, and in line with Fischbacher and Gächter (2010), the slope coefficient of the 

predicted effective contribution made by ABC in the baseline model is positive and 

significant, outlining the importance of ABC as an explanation of effective 

contribution choices in the C-experiment. A 1 token increase in the predicted effective 

 Dependent variable: Effective contributions in the C-Experiment 

 Provision treatments  Maintenance treatments 

       (1)       (2)       (3)        (1’)       (2’)       (3’) 

Constant 4.078*** 2.572** 3.825  4.768*** 2.892*** 13.397** 

 (0.758) (0.995) (4.039)  (0.936) (0.962) (6.473) 
 Belief 0.244*** 0.239*** 0.020  0.363*** 0.200** 0.064 

 (0.079) (0.081) (0.089)  (0.076) (0.080) (0.127) 
ABC 0.563*** 0.544*** 0.747***  0.419*** 0.398*** 0.608*** 

 (0.073) (0.077) (0.085)  (0.073) (0.071) (0.117) 

Blame 
Avoidance 

 0.054 0.035   0.220*** 0.139* 

  (0.044) (0.051)   (0.066) (0.074) 
Praise Seeking  0.055 0.153**   0.116** 0.144* 

  (0.040) (0.061)   (0.052) (0.082) 

Controls No No Yes  No No Yes 

MFQ variables No No Yes  No No Yes 

MAC-Q 
variables 

No No Yes  No No Yes 

Observations 324 324 229  279 279 179 

Adjusted R2 0.60 0.60 0.66  0.51 0.56 0.61 
p value of F 

testa 
 0.078 0.018   0.000 0.019 

AIC 2,153.616 2,151.868 1,530.274  1,972.622 1,947.135 1,260.783 

BIC 2,164.958 2,170.772 1,633.286  1,983.515 1,965.291 1,356.405 

 



 

contribution by ABC raises effective contributions, on average, by 0.56 (0.42) tokens 

in the Provision (Maintenance) problems. The significance and sign of the slope 

coefficient of ABC is robust to the inclusion of the BA and PS procedures and all the 

control variables. Also, the belief coefficient is positive and significant in both 

Provision and Maintenance treatments: a 1 token increase in beliefs of the other group 

member’s contribution increases effective contributions by 0.24 (0.36) tokens in the 

Provision Maintenance treatments, and its significance and sign are robust to the 

inclusion of the BA and PS procedures. This shows that an extra reciprocity, on top of 

the conditional cooperation attitudes captured by the ABC approach, influences our 

subjects’ behaviour in both frames. 

Second, we find weak evidence favouring moral motivations as direct drivers of 

effective contribution choices in the Provision problem. Even when neither BA nor 

PS have a significant coefficient in model (2), the joint test of significance of both 

procedures is rejected at the 10% significance level. Furthermore, once we include all 

the controls and restrict our sample (see the note under table 4 for the specifics of the 

restriction rules we apply) PS becomes significant at the 5% level and the joint test of 

significance of both ethical theories is rejected at the 5% significance level as well. 

The slope coefficients of BA and PS, however, play a minor role in shaping effective 

contributions: their size is around 9% of the slope coefficient of ABC. 

Third, we find strong evidence supporting both moral motivations as direct drivers 

of effective contribution choices in the Maintenance problem This claim is supported 

by the positive and significant coefficients of BA and PS in model (2’), by a rejection 

of the joint significance test of BA and PS at the 1% significance level in model (2’) 

and by the survival of their statistical significance to the inclusion of several controls 

in model (3’). Furthermore, the relative size of the BA and PS slope coefficients with 

respect to ABC increases substantially when compared to Provision problems: the size 

of the slope coefficient of BA (PS) is around 55% (29%) the size of the slope 

coefficient of ABC.  

Overall, this subsection provides evidence to support the view that the three 

procedures we consider motivate subjects’ effective contribution choices. ABC plays 

a prominent role in shaping effective contributions, especially in the Provision 

problem. The BA and PS procedures have a substantial importance in directly shaping 

effective contributions in Maintenance problems. 

 



 

 

As stated previously, the ABC approach and the moral motivations captured by BA 

and PS are not mutually exclusive. As BA and PS influence effective contribution 

preferences, which are at the core of the ABC method, this calls for a reformulation 

of the econometric model to account for such a relation. Otherwise, the coefficient of 

ABC in the regressions of Table 3.4 will be partially capturing an effect that is 

implicitly driven by BA and PS. Hence, the previous results are an accurate picture of 

the total effect of ABC on effective contributions. However, the picture of the effect 

of BA and PS in effective contributions is incomplete as the models in Table 4 do not 

reveal the indirect influence of BA and PS on effective contributions through effective 

contribution preferences. As such, the previous results should be interpreted with 

caution. As our interest lies on understanding the total effect that each of the 

procedures has in shaping subjects’ effective contribution decisions, we use a 

mediation analysis to unravel the indirect effect of BA and PS in effective contribution 

choices.  

The mediation analysis we use estimates two equations. The first equation is model 

(2) in Table 3.4 (for the Provision frame, and (2’) for the Maintenance frame): we 

regress the effective contributions in the C-experiment on beliefs and the effective 

contributions predicted by the ABC, BA, and PS procedures. The second equation 

regresses the effective contribution predicted by ABC on the effective contributions 

predicted by BA and PS. There are several reasons for the choice of this second 

equation. First, the ABC procedure is already constructed by using the belief of the 

effective contribution of the other group member. Hence, it is redundant to include 

beliefs in the equation. Any extra effect of beliefs on the effective contributions in the 

C-experiment should uniquely be captured by its relevant coefficient in the first 

equation, which can be interpreted as an extra conditional cooperation attitude on top 

of the one coming from effective contribution preferences. Second, the ABC method 

is based on the usage of effective contribution preferences, which – as we know from 

subsection 3.4.4. – are influenced by BA and PS. So, a priori we would expect there 

to be a relation between the predictions of BA and PS and the predictions of ABC. We 

take such a relation as a proxy for the underlying relation between effective 

contribution preferences and the moral motivations captured by BA and PS. To 



 

summarise, the mediation analysis simultaneously estimates the following two 

structural equations using the maximum likelihood method: 

 

(3.3) 𝐶𝑖 = 𝛽0 + 𝛽1 × 𝑏𝑖 + 𝛽2 × 𝐴𝐵𝐶𝑖 + 𝛽3 × 𝐵𝐴𝑖 + 𝛽4 × 𝑃𝑆𝑖 + 𝑢𝑖 

 

(3.4)   𝐴𝐵𝐶𝑖 = 𝛿0 + 𝛿1 × 𝐵𝐴𝑖 + 𝛿2 × 𝑃𝑆𝑖 + 𝜀𝑖 

 

Substituting the second equation into the first one and doing some simple algebraic 

rearrangement, we can rewrite the first equation in terms of the total effect of blame 

avoidance and praise seeking on the effective contributions in the C-experiment: 

 

(3.5) 𝐶𝑖 = 𝛽0 + 𝛽1 × 𝑏𝑖 + 𝛽2 × (𝛿0 + 𝜀𝑖) + (𝛽3 + 𝛽2 × 𝛿1) × 𝐵𝐴𝑖 + (𝛽4 + 𝛽2 × 𝛿2) × 𝑃𝑆𝑖 + 𝑢𝑖 

 

where 𝛽2 is the total effect of ABC on effective contributions; 𝛽3 and 𝛽4 are the 

direct effects of BA and PS on effective contributions; 𝛽2 × 𝛿1 and 𝛽2 × 𝛿2 are the 

indirect effects of BA and PS on effective contributions through ABC and 

(𝛽3 + 𝛽2 × 𝛿1) and (𝛽4 + 𝛽2 × 𝛿2) are the total effects of BA and PS on effective 

contributions.  

Figure 3.5 plots the results of the mediation analysis for the Provision problem and 

Figure 3.6 for the Maintenance problem. The top panels of Figures 3.5 and 3.6 present 

the estimates for the six relevant coefficients (𝛽1, 𝛽2, 𝛽3, 𝛽4, 𝛿1 and 𝛿2) in a path 

diagram and the bottom panels show the total effects of each of the four variables 

(beliefs, ABC, blame avoidance and praise seeking) disaggregated into direct and 

indirect effects. Both beliefs and ABC only have a direct effect whereas both blame 

avoidance and praise seeking have indirect effects as well. The numbers above the 

bars represent the value of the total effect and the numbers within the bars represent 

the value of the indirect effect. The grey-coloured parts of the bar representing the 

total effect of ABC correspond to the indirect effect of either BA or PS (light shading: 

blame avoidance; dark shading: praise seeking). We plot the indirect effects of BA 

and PS with the same shades of grey used in the total-effects-bar of ABC to stress the 

connection between them. The grey-coloured parts of the bars are to be interpreted as 

mediated effects: the effect of blame avoidance and praise seeking that is mediated by 

ABC. We include stars signifying statistical significance (* 10%, ** 5%, *** 1% 



significance levels) in both the top and the bottom panels. The mediation analysis 

modifies the results of the previous section in several respects.  

First, the mediation analysis reveals a stronger effect than the one reported in the 

previous section of BA and PS on the effective contributions in the C-experiment. 

Regardless of the framing of the decision situation, there is at least one indirect effect 

that is statistically significant. 

 

 

Figure 3.5. Regression coefficients (top panel) and disaggregated total effects (bottom 

panel) of the mediation analysis - Provision treatments 

 

Second, and as can be seen in Figure 3.5, BA proves to be an important motive 

behind the effective contribution choices in the Provision frame. Moreover, its 

importance relies solely on the indirect effect that it has on effective contributions: BA 

has a statistically significant indirect effect, representing 43.20% (
0.235

0.544
= 𝛿1 = 0.432 



 

of the total effect of ABC on effective contributions. This is a huge increase compared 

to the previous section, where the slope coefficient of BA represented around 9% of 

the slope coefficient of ABC. 

This effect dramatically changes the picture depicted by the previous section. It is 

not the case that moral motivations do not drive effective contributions in the C-

experiment of the Provision problem; but, rather, that they do so by influencing the 

subjects’ effective contribution preferences. This is qualitatively consistent with the 

findings of subsection 3.4.4., where model (2) of Table 3.2 showed a positive relation 

between BA and effective contribution preferences. 

 

 

Figure 3.6. Regression coefficients (top panel) and disaggregated total effects (bottom 

panel) of the mediation analysis - Maintenance treatments 

 



Third, results presented in Figure 3.6 point out that both BA and PS are important 

drivers of effective contribution choices in the Maintenance frame. Unlike in the 

Provision frame, both direct effects of BA and PS are statistically significant in the 

Maintenance frame. On top of them, both indirect effects are statistically significant 

as well. 30.65% (
0.122

0.398
≈ 0.3065𝛿1)29 of the total effect of ABC captures an underlying 

effect of BA on effective contribution preferences, whereas 27.64% (
0.110

0.398
= 𝛿2 ≈

0.2764) of the total effect of ABC captures an underlying effect of PS on effective 

contribution preferences.  

Added together, 58.24% of the total effect that ABC has on effective contributions 

is capturing the underlying effects that BA and PS have on effective contribution 

preferences. Again, these results are consistent with the discussion in subsection 3.4.4. 

Finally, the mediation analyses show that people rely more on their moral 

motivations, as captured by BA and PS, when making their effective contribution 

choices in the Maintenance frame. Whereas in the Provision frame PS’s total effect on 

effective contributions is practically non-existent, in the Maintenance frame its total 

effect is more than half of the total effect of ABC (
0.226

0.398
× 100 = 56.78%). 

Additionally, the total effect of BA increases from 0.288 in the Provision problem to 

0.342 in the Maintenance problem (cf. lower panels of Figs. 3.5 and 3.6).  

Overall, the mediation analysis confirms that ABC, BA, and PS are important 

motives that drive people’s effective contribution choices.  It also allows us to identify 

the cause of the big effect size of ABC: ABC mediates the effect of the moral 

motivations captured in BA and PS. Once we account for that mediation, both BA and 

PS are substantial drivers of behaviour in public goods games. Without them, we fail 

to understand not only a significant proportion of subjects’ choices but also the reasons 

as to why effective contribution preferences make ABC so successful in predicting 

effective contributions in the C-experiment. 

 

 

 

                                                 
29 Note that, if we divide the indirect effect of blame avoidance by the direct effect of ABC, we get 

the coefficient 𝛿1: 
𝛽2×𝛿1

𝛽2
= 𝛿1. Hence, 𝛿1 can also be interpreted accordingly.  



 

 

 

In this chapter, we investigate (i) the role of the effective contribution of the other 

group member and the moral motivations of blame avoidance and praise seeking, as 

captured by BA and PS respectively, in shaping effective contribution preferences; (ii) 

the role of beliefs, effective contribution preferences and the moral motivations of 

blame avoidance and praise seeking in driving effective contributions. We do this for 

two different frames of a public good problem: the Provision and the Maintenance 

problems. To do that, we elicit effective contribution preferences with a conditional 

choice task in the P-experiment; we elicit beliefs with an incentivised belief task in 

the C-experiment; and we measure the moral perception of our subjects, from an 

impartial spectator viewpoint, for all the strategy combinations of the decision 

problem he or she is confronted with (M-experiment). We then use this data to generate 

predictions using three procedures: ABC, BA and PS. The ABC approach captures the 

potential effects of effective contribution preferences and beliefs in effective 

contributions and BA and PS procedures capture the potential effects of the moral 

motivations of blame avoidance and praise seeking in effective contributions. We use 

the predictions of ABC and the predictions of BA and PS to measure their importance 

in shaping effective contribution decisions (C-experiment). Additionally, we use the 

predictions of BA and PS to measure the importance of moral motivations in shaping 

effective contribution preferences (P-experiment).   

We find that moral motivations are an important driver of effective contribution 

preferences. On top of the effect of the effective contribution of the other group 

member, we observe that blame avoidance drives people’s effective contribution 

preferences in both the Provision and Maintenance problems. Additionally, we 

observe that praise seeking potentially drives effective contribution preferences in the 

Maintenance problem.  Additionally, we find that beliefs, effective contribution 

preferences, blame avoidance and praise seeking influence people’s effective 

contributions in the C-experiment. More specifically, beliefs, effective contribution 

preferences and blame avoidance are important motives in shaping effective 

contributions in both the Provision and Maintenance problems, and praise seeking is 

mostly important in Maintenance problems.  Moreover, we find that a great deal of 

the importance of effective contribution preferences, and hence the ABC method, in 



shaping effective contributions is due to the influence that moral motivations have in 

shaping those effective contribution preferences in the first place. In other words, 

moral motivations play a dual role: that of shaping effective contributions directly and 

that of shaping effective contribution preferences, which are a determinant of effective 

contributions. 

In both economics and philosophy, there has been a debate as to whether all 

prosocial actions are fully reducible to personal considerations or not. Amartya Sen 

(1977) distinguishes between sympathy and commitment, the former including the 

welfare of others within one’s own welfare as an explanation of prosociality and the 

latter driving prosocial actions without any consideration to one’s own welfare, 

however broadly construed. Sen (1977) comments that (i) ‘Commitment is, of course, 

closely connected with one’s morals’ (pp.329); (ii) ‘one area in which the question of 

commitment is most important is that of the so-called public goods’ (pp.330); (iii) 

‘commitment does involve, in a very real sense, counterpreferential choice’ (pp. 328). 

Almost all social preferences models in economics are encapsulated in choices driven 

by preferences and, as such, they keep the Sympathy paradigm as the driving 

mechanism explaining people’s actions.  

Even the most recent models including moral concerns as a driving force of 

behaviour are based on preferential choice (e.g.  Alger and Weibull, 2013). However, 

some authors advocate for a counterpreferential approach to prosociality. Smith and 

Wilson (2017, 2019) present a model where moral judgments of praiseworthiness and 

blameworthiness of an action change the probability of choosing such action, rather 

than changing one’s own utility attached to that action. They propose blame and praise 

as two different mechanisms driving people’s behaviour. Recognising Sen’s (1977) 

and Smith and Wilson’s (2019) arguments supporting the link between morality and 

behaviour we build two procedures, BA, and PS, to investigate the role of the moral 

motivations of blame avoidance and praise seeking in shaping people’s contribution 

choices in public goods games.  

Regardless of whether the moral motivations we consider are utility-based or 

channelled through non-preference paths, such as rules or principles governing 

behaviour, what is clear is that they do influence people’s effective contributions and 

effective contribution preferences in public good games. Our analysis leaves as an 

open question how it is best to model moral motivations for decision making. 

However, some features of our data (e.g., the role of blame avoidance in shaping 



 

effective contribution decisions) suggest economists may find it useful to investigate 

the relevance of non-utility maximisation models to explain prosocial behaviour.  

 

  



 



 

Chapter 4. Moral Rules and Social 

Preferences in Cooperation problems 

 

 

 

The objective of my chapter is to study whether, and if so how, moral judgments 

and social preferences influence cooperation attitudes in two public goods problems: 

a social dilemma game, where individual and social interests are opposed, and a 

common interest game, where individual and social interests are aligned. Throughout 

this paper I define cooperation attitudes as the schedule of preferred contributions, for 

different average contribution levels of other members of the group. 

To achieve this, I elicit each subject’s moral judgments of all strategy combinations 

of both public goods problems, and I present a new framework, the MRC framework, 

that uses such moral judgments to make predictions of cooperation attitudes in both 

public goods problems. We introduce two moral rules within the MRC framework 

(each of them providing us with a different prediction for a subject’s cooperation 

attitudes): blame avoidance, or an imperative to avoid doing blameworthy actions, and 

praise seeking, or an imperative to do the most praiseworthy actions. Additionally, I 

use several experimental games to elicit, at the individual level, the parameters of a 

set of social preference models (inequality aversion, maximin, reciprocity, social 

efficiency, and spite); and use the elicited parameters to calculate, for each subject and 

social preference, each subject’s optimal cooperation attitudes in both public goods 

problems. By eliciting for each experimental subject the cooperation attitudes in both 

cooperation problems and comparing them to the predictions of the social preference 

and moral rules models, I can observe the predictive success of all the considered 

theories at the individual level and establish which of their underlying motivational 

factors are determinants of cooperation attitudes in social dilemma games and 

common interest games. 

Public goods are ubiquitous in human social life. We vote to maintain democracy, 

and we appreciate traffic rules and primary education, among other goods, daily. Yet, 



we cannot exclude other members of a community from using those goods if they do 

not contribute to them. The neoclassical economics framework, assuming strictly 

selfish individuals, predicts the under Provision of public goods (see Samuelson, 

1954). However, there exist some ‘privileged groups’ where at least some – if not all 

– of its members find it profitable to fully contribute at the individual level to provide 

the public good (see Olson, 1965, pp. 49-50). Experiments in the 1970’s onwards 

reported that, in one-shot interactions, subjects significantly deviated from the 

theoretical predictions by contributing around half of their endowment in social 

dilemmas (see Ledyard, 1995, and Zelmer, 2003 for reviews), and they also deviated 

by contributing less than optimally in common interest games (see Saijo and 

Nakamura, 1995)30. To rationalize these behaviours, economists challenged the 

assumption of the selfish utility and allowed different social motives to be included 

within a subject’s utility (see Sobel, 2005 and Cooper and Kagel, 2017)31. More recent 

research shows that people’s cooperation attitudes are such that many people tend to 

contribute more the higher the average contributions of other co-players, whereas a 

non-negligible share of subjects are free riders in social dilemmas (see Chaudhuri, 

2011 for a review, and Fischbacher, Gächter and Fehr, 2001, Fischbacher and Gächter, 

2010, and Thöni and Volk, 2018)32.  

Despite the wide range of social preferences that can explain cooperation attitudes 

(see, for instance, Fehr, Fischbacher and Gächter, 2002 and Fehr and Schmidt, 2006, 

pp. 669-673), explicit tests of the success of social preferences in predicting 

cooperation attitudes are scarce, let alone i) tests that compare several theories at the 

same time, and ii) tests that analyse a theory’s predictive success at the individual level 

                                                 
30 See Bohm (1972); Dawes et al (1977); Marwell and Ames (1979) and Isaac et al (1984) for early 

evidence on contributions to social dilemmas; and see also Palfrey and Prisbey (1997); Brunton et al 

(2001); Brandts et al (2004); and Reuben and Riedl (2009) for evidence on common interest games. 
31 For empirical evidence, see, as well, Andreoni (1988, 1990 and 1995); Croson (1996); Ferraro 

and Vossler (2010); Palfrey and Prisbey (1996 and 1997); Anderson et al (1998). For theoretical models 

built to accommodate this evidence, see Fehr and Schmidt (1999) and Bolton and Ockelfels (2000) for 

inequality aversion motives, Sugden (1984), Rabin (1993), Dufwenberg and Kirchsteiger (2004), and 

Cox et al (2007) for reciprocity motives, Falk and Fischbacher (2006) for a mixture of inequality 

aversion and reciprocity motives, Charness and Rabin (2002) for a mixture of social efficiency and 

maximin motives, Batigalli and Dufwenberg (2007) for guilt aversion motives, McKelvey and Palfrey 

(1995) for confusion motives, Cappelen et al (2007) for egalitarian, libertarian and liberal egalitarian 

concerns, Andreoni (1990) for impure altruistic concerns, and Levine (1998) for spiteful concerns.   
32 For literature on cooperation attitudes to public goods, one can additionally refer to Weimann 

(1994); Bardsley (2000); Keser and Van Winden (2000); Frey and Meier (2004); Croson et al (2005); 

Herrmann and Thöni (2009); Neugebauer et al (2009); Smith (2011); Cartwright and Lovett (2014); 

Hartig et al (2015); Gächter et al (2017); Andreozzi et al (2020); and Eichenseer and Moser (2000) 

among others. 



 

(but see, for instance, Beranek et al, 2017 for a within-subjects test of inequality 

aversion’s predictive power of cooperation attitudes in a social dilemma game). 

Although in general social preferences showcase a high predictive success at the 

aggregate level, one of their flaws is their lower consistency at the individual level 

(see Blanco et al, 2011). In this paper, we contribute to the understanding of the 

underlying motivations behind cooperation attitudes in public goods games by testing, 

at the individual level, several social preferences and two new moral rules, and 

investigate whether the latter are better predictors of cooperation attitudes at the 

individual level.  

Additionally, by examining jointly the cooperation attitudes in social dilemmas and 

common interest games allows a theoretical separation between the predictions of the 

considered theories33. More specifically, we set our experimental design so that most 

social preferences (inequality aversion, reciprocity, social efficiency, and spite) could 

not predict a joint pattern of cooperation attitudes that we conjectured, ex ante, to be 

prevalent among subjects (conditional cooperation in the social dilemma and 

unconditional cooperation in the common interest game). Hence, only maximin and 

the two moral rule theories within the MRC framework were ex-ante compatible with 

the conjectured pattern of joint cooperation attitudes. Besides the theoretical 

usefulness of studying common interest games, they represent real life cooperation 

problems where parties have their interests aligned. Different public goods have 

different levels of productivity, and/or different intrinsic utility to agents. Hence, 

public goods with a high enough level of productivity or intrinsic utility for the agents 

in a community will resemble the common interest situation (see Olson, 1965 and 

Reuben and Riedl, 2009 for a discussion). 

Another novelty of the chapter is the development of a novel framework to model 

the influence of moral judgments in subjects’ choices, inspired by the works of Sen 

(1977), Smith and Wilson (2019), and some moral philosophers34. Morality has been 

                                                 
33 This is highlighted in Palfrey and Prisbey (1997, see especially the discussion in pp. 830-831). 

But switching the focus to cooperation attitudes makes the theoretical separation more interesting, as it 

allows me to differentiate between different social preference models (see section 4 and Appendix C.2). 
34 Works that have influenced my view on the topic and prosociality and driven me to study morality 

are those of Aristotle (2000); Thomas Hobbes (1996 and 2008); the Earl of Shaftesbury (2000); Francis 

Hutcheson (2002 and 2004); David Hume (1739 and 1983); Adam Smith (1982); Kant (1998); 

Rousseau (1979); and John Stuart Mill (1998). In economics, there is another branch of the literature 

that tries to incorporate morality as a special case of a social preference function – see, most notably, 

Alger and Weibull (2013), and more recently Masclet and Dickinson (2019). One can additionally refer 

to Sen (1977); Tungodden (2004); or Vanberg (2008) for good discussions on the relation between 



studied since ancient times and has been a way to prescribe different ways to act that 

were deemed good. Throughout history, moral philosophers have emphasized it as a 

motivational factor in people (e.g., see, for instance, David Hume’s, 1739 quote 

‘morals excite passions, and produce or prevent actions’). My framework departs 

from social preference models in two main ways. First, the MRC framework 

conjectures that it is people’s conscious normative evaluations of positive concepts 

that explains people’s actions. In short, it is not because ‘this action yields unequal 

outcomes’ why a person acts to avoid inequality. Rather, I propose that it is because 

this action yields unequal outcomes, and ‘yielding unequal outcomes is immoral’, is 

the reason why a person actively refrains from choosing that action. Second, the MRC 

framework departs from a self-centered conception of decision making as it considers 

the moral judgments made from an impartial spectator stance to be the ones 

influencing a person’s moral code of conduct. Whereas models of inequality aversion 

or reciprocity consider only inequality or reciprocity with respect to oneself, the MRC 

framework considers the moral judgment of a given strategy from a position where a 

person is detached from his/her stakes in the situation.  

The statistical analysis of the experimental games indicates that cooperation 

attitudes in the social dilemma and the common interest game differ markedly. Whilst 

most people are either conditional co-operators or free riders in the social dilemma, a 

substantial number of subjects are unconditional co-operators in the common interest 

game, and the share of conditional cooperation in the common interest game is 

substantially lower. Interestingly, the unconditional co-operators in the common 

interest game are not the free riders in social dilemmas. Rather, most unconditional 

co-operators in the common interest game tend to be conditional co-operators in the 

social dilemma (as we conjectured). Additionally, I find that both moral judgments 

and social preferences determine people’s cooperation attitudes in both games. More 

                                                 
economics and morality. The works, in economics, of Harsanyi (1955); Laffont (1975); Etzioni (1987); 

Bordignon (1990); Binmore (1998); Brekke et al (2003); Bilodeau and Gravel (2004); Bénabou and 

Tirole (2006); Croson (2007); Roemer (2010); Alm and Torgler (2011); Bénabou and Tirole (2011); 

Nielsen and Mcgregor (2013); Hodgson (2014); Blasch and Ohndorf (2015); Hauge (2015); Daube and 

Ulph (2016); Capraro and Rand (2018); and Friedland and Cole (2019) and the works, in psychology, 

of Blasi (1984); Kohlberg and Candee (1984); Nucci (1996); De Waal (1997); Fischer and Ravizza 

(2000); Aquino and Reed (2002); Fiske (2002); Hardy and Carlo (2005); Krebs and Denton (2005); 

Haidt (2008); Janoff-Bulman et al (2009); Rai and Fiske (2011); Ellemers and Van den Bos (2012); 

Fiske (2012); Gray et al (2012); Ellemers et al (2013); Curry (2016); Schein and Gray (2018); and 

Anderson et al (2020) among others serve to highlight the importance of morality in the literature of 

decision theory as a regulator of behaviour. 

 



 

specifically, blame avoidance, maximin, and inequality aversion motives are the major 

determinants of cooperation attitudes in social dilemmas and common interest games. 

Reciprocity, social efficiency, praise seeking, and material selfishness are only 

determinants of cooperation attitudes in common interest games, and spite is not a 

determinant of cooperation attitudes in either cooperation problem. 

The chapter proceeds as follows. Section 4.2 presents the experimental design. 

Section 4.3 presents the novel theoretical framework and its theoretical predictions. 

Section 4.4 discusses the theoretical predictions of the social preference models I 

consider. Section 4.5 presents the results of my experiment and section 4.6 concludes. 

 

 

 

Each subject completed eight experimental tasks. Three of them – an ultimatum 

game (henceforth, UG), and a set of modified dictator games (henceforth, MDG) and 

reciprocity games (henceforth, RG) – were designed to elicit the parameters of a set 

of social preferences. Two experimental tasks involved two different versions of a 

two-person, one-shot, simultaneous move public goods game. I refer to these versions 

as a social dilemma game (henceforth, SDG) and a common interest game (henceforth, 

CIG), and to the tasks related to these versions as P-experiments. They elicited each 

subject’s cooperation attitudes (as defined above – a subject’s desired schedule of 

contributions for each contribution of the other group member). Additionally, subjects 

had to complete what I refer to as two M-experiments, one related to the SDG and 

another related to the CIG. The M-experiments elicited each subject’s moral 

judgments of each strategy combination of the SD and the CIG. Finally, subjects also 

completed a sociodemographic questionnaire. 

For the remainder of the chapter, I refer to all tasks related to the SDG (the relevant 

P- and M-experiments) as the social dilemma tasks and to all tasks related to the CIG 

(the relevant P- and M-experiments) as the common interest game tasks. I also refer 

to tasks involving UG, MDG and RG as parameter-elicitation tasks.  

The order in which subjects performed the experimental tasks was as follows. 

Everyone answered the sociodemographic questionnaire at the end and the parameter-

elicitation tasks after all the social dilemma and common interest game tasks had been 

completed. The sequence in which all subjects answered the parameter elicitation tasks 



was kept the same for all: they completed the UG first, followed by the RG and, finally, 

the MDG. In contrast, I manipulated two aspects of the order of tasks: (i) whether the 

social dilemma tasks preceded or followed the common interest game tasks; and (ii) 

whether the M-experiments preceded or followed the P-experiments. This led to four 

different sequences in which tasks could be presented. 

This manipulation led to a mixed design, where each subject had to complete all 

the tasks (within-subjects component) and subjects were randomly assigned to a 

treatment arm with a particular sequence (between-subjects component). The rationale 

for this design choice is threefold. First, moral suasion in public goods has been 

documented previously (see Dal Bó and Dal Bó, 2014). I wanted to control for any 

spillover effects between the M-experiments and the P-experiments to clearly identify 

any relation between moral judgments and cooperation attitudes beyond that captured 

by order effects in the presentation of the tasks. Second, I wanted to control for 

spillover effects between social dilemma tasks and common interest game tasks. Since 

they are very similar games, I want to be sure I can control for any anchoring effect 

that may arise by having been exposed to a similar game before when analysing 

cooperation attitudes. Third, by eliciting the P-experiments, M-experiments, and the 

parameters for each subject I was able to get each subject’s observed cooperation 

attitudes of the SDG and the CIG and the predictions that each of the considered 

models make for those cooperation attitudes. The within-subjects element of the 

design allowed us, thus, to have all the necessary information to test the theories at the 

individual level. 

To ensure that subjects understood the incentives of the SDG and the CIG, they had 

to answer some control questions after reading the instructions but before completing 

the M- and P-experiments.  Only after they answered all control questions correctly 

they could proceed to complete those tasks. Subjects were allowed to participate in 

the experiment once only, and they received no feedback on their earnings and co-

player’s decisions until all tasks had been completed. This procedure is similar to that 

of Blanco et al (2011) and minimizes the chance of learning about the co-player’s 

choices between tasks.  

Only the two P-experiments and the parameter-elicitation games were incentivized. 

The incentivization scheme was as follows. Subjects played different games, each 

game had different roles and two games (RG and MDG) had different versions with 

different payoff allocations. I first gathered all the data, and, at the end of the 



 

experiment, I randomly assigned subjects to games, and all subjects assigned to a 

given game were randomly matched into pairs. Once subjects were matched into pairs, 

I randomly assigned each pair member to one of the two possible roles for the game 

they had been allocated to. Lastly, for games with several versions (RG and MDG) 

one of the versions was randomly chosen to be relevant for each pair. Only the relevant 

actions arising from the randomization procedure implemented determined our 

subjects’ final payoffs. Subjects were briefed about the procedure and knew how 

payoff were calculated. They also knew that all games, roles, and versions had the 

same probability of being chosen.  

In the next subsections I provide a description of all tasks subjects had to complete. 

Given that one of the aims of the chapter is to study the motivations behind 

cooperation attitudes in social dilemmas and common interest games, I start by giving 

a detailed account of the public goods game I used in the experiment prior to briefly 

presenting each experimental task. 

 

 

 

The two cooperation problems I study – SDG and CIG – are based on the same 

decision situation: a linear, one-shot, simultaneous move, two-person public goods 

game. In the public goods game versions I implemented, each of the group members 

is endowed with 30 tokens and must decide how many to contribute to a group project 

(the public good). The material payoff function of a generic subject 𝑖 is: 

 

(4.1)     30 − 𝑐𝑖 +𝑚 ∗ (𝑐𝑖 + 𝑐−𝑖) 

 

Where 𝑐𝑖 (𝑐−𝑖) refers to the token contributions of 𝑖 (𝑖’s co-player) to the public 

good. A subject’s feasible contribution levels are constrained to 0, 10, 20 or 30 tokens. 

For each token a subject does not contribute to the public good, that subject gets 1 

token, and all the other group members get nothing. For each token a subject 

contributes to the public good, every member gets 𝑚 ∈ {𝑚,𝑚} tokens – that is, the 

benefits of the public good are non-excludable. 



For the social dilemma I set 𝑚 to 0.6, and for the common interest game I set 𝑚 to 

1.235. Although the functional form of the payoff function is the same for both games, 

the qualitative incentive structure of the games is different because of the difference 

in the value of 𝑚. In the SDG, a subject gets more by not contributing a token to the 

public good (as 1 > 0.6) whereas the total social payoff is maximized by contributing 

that token (as 1.2 > 1). In contrast, in the CIG both the individual and total social 

payoff are maximized by contributing the token to the public good (1.2 > 1, and 2.4 >

1 respectively).  

 

 

 

 

 

I use the survey method introduced by Cubitt et al (2011), and used in previous 

chapters of the thesis, and adapt it to systematically elicit people’s personal normative 

views of each strategy combination of the SD and the CIG.  

Each M-experiment starts by presenting a given game to our subjects as an 

interaction between Person A and Person B. Then, I present each subject with several 

scenarios. Each scenario presents the contributions made by Person A and Person B 

to the public good and asks subjects to rate the morality of Person A on a scale ranging 

from -50 (extremely bad) to +50 (extremely good). A moral judgment of 0 is labelled 

as neutral. I run two M-experiments, one regarding the SDG and another one regarding 

the CIG. Each M-experiment consists of 16 scenarios, as I present to subjects one 

scenario for each strategy combination of Person A and Person B and the M-

experiments are based on the SDG and CIG described earlier, where two players 

interact, each having only 4 feasible contribution levels (0, 10, 20, and 30). Figure 

4.1.a provides a screenshot of how a set of scenarios of the SDG were presented to 

subjects, with Person B’s contribution held constant but Person A’s contribution 

varied across the scenarios in a given set. Recall that it is always Person A who is 

being judged. 

                                                 
35 More generally, for a SDG, then 

1

𝑛
< 𝑚 < 1 and for a CIG, then 𝑚 > 1 



 

 

Figure 4.1. (a) Top Panel: Screenshots of scenarios; (b) Bottom Panel: 

Implementation of the Impartial Spectator feature 

 



Three characteristics of the M-experiment are worthy of discussion. First, I told 

subjects that they are neither Person A nor Person B and, rather, they are giving their 

moral views as an outside observer (an impartial spectator). This design choice aims 

to capture impartiality in moral judgments typical of the moral theories, among others, 

of Adam Smith (see Konow, 2009, 2012 for discussion of the topic). A third party or 

a spectator has been used in the economics literature previously (see, for instance, Fehr 

and Fischbacher, 2004, for the use of third parties and, more recently, Konow, 2009, 

Smith and Wilson, 2014, Cappelen et al, 2019 and Almas et al, 2020). It is because 

the theories I develop are based on the moral judgments that one forms as an impartial 

spectator guiding one’s own behaviour that I implemented this design choice. Figure 

4.1.b summarizes how I introduced this feature to subjects in the M-experiment for 

the SDG. 

Second, subjects were explicitly told to give their own moral views rather than 

society’s normative opinions about the scenarios. I use this approach as the theories I 

present in this chapter are based on an individual’s moral code rather than the social 

moral conventions. This follows the tradition of an important part of moral philosophy 

(see Russell, 2009, ch.42, p.334-344 for a discussion). 

Third, the M-experiments are not incentivized. I made this decision so that I did 

not confound subjects’ true moral views with some hypothetical moral views that, if 

reported, would have maximized their payoff in the M-experiment given the incentive 

structure I would have chosen for it (see Cubitt at al, 2011 for discussion of this 

topic)36. This departs from what is currently done in the literature of social norms, 

where incentivized coordination games are used to elicit subjects’ beliefs about the 

norms in their group (see Krupka and Weber, 2013 for one such approach). As good 

as this procedure sounds in the right context, it would not be appropriate for my design 

as I focus on subject’s individual views rather than on their perceptions of the average 

social or moral conventions.  

 

 

 

                                                 
36 Additionally, there exists preliminary evidence suggesting that self-reported data contains 

important information aligning with subjects’ attitudes in prosocial environments (see, for instance, 

Cappelen et al, 2011). 



 

 

 

I implement two tasks for both the SDG and the CIG: an unconditional contribution 

and a contribution table task. In the unconditional contribution task, a subject has to 

choose their contribution level without knowing what the other group member will 

choose. In the contribution table task, each subject must state their desired contribution 

per each feasible contribution of the other player. As each subject has four potential 

contribution levels (0, 10, 20, or 30), the contribution table task elicits four 

contributions per subject, one for each contribution level of the other player. It is this 

schedule of contributions from the contribution table task that I refer to as the subject’s 

cooperation attitudes, and which constitutes the dependent variable in our statistical 

analyses. Implementing the contribution table task in the SDG and CIG allows me to 

elicit such attitudes for both cooperation problems. The joint incentive-compatible 

elicitation of both tasks per each game constitutes the core methodology developed in 

Fischbacher, Gächter and Fehr (2001)37, to which I refer to as the P-experiment. 

To fix some notation, I define a free rider as a subject whose contributions are of 

the type 𝑐𝑖
∗ = 0∀𝑐−𝑖; a perfect conditional cooperator as a subject whose contributions 

are of the type 𝑐𝑖
∗ = 𝑐−𝑖∀𝑐−𝑖; and an unconditional cooperator as a subject whose 

contributions are of the type 𝑐𝑖
∗ = 30∀𝑐−𝑖.  

 

 

 

Subjects played three different games to elicit the parameters of a set of social 

preference theories. One such game was the two-person, ultimatum game. In the 

generic ultimatum game (Güth et al, 1982), two players – a proposer and a responder 

– interact. In the first stage, the proposer’s decision is the number of monetary units 

out of a total pie 𝑃 to offer to the responder. In the second stage, the responder’s 

decision is whether to accept the offer. Letting 𝑜 denote the offer, the respondent’s 

acceptance of the offer implies the proposer gets 𝑃 − 𝑜 and the responder gets 𝑜 units 

                                                 
37 To make both tasks incentive compatible, Fischbacher, Gächter and Fehr (2001) impose, to each 

group member, a probability 𝑝 for the unconditional contribution task to be payoff relevant and a 

probability 1 − 𝑝 for the contribution table task to be payoff relevant. The probability 𝑝 is known ex 

ante, but the realization of who will have the unconditional contribution and who will have the 

contribution table task as relevant is only realized after each subject has played both games.  
 



as payoff. If, however, the responder rejects the offer, both players get nothing. In 

essence, the respondent gets to decide between two allocations – (𝑃 − 𝑜, 𝑜) and (0,0) 

– where the first (last) entry in each of the allocations defines the proposer’s 

(respondent’s) material payoff. I impose the following restrictions to the parameters 

of the game: (i) 𝑜 ∈ ℕ∗; (ii) 𝑜 ∈ [0,
𝑃

2
], and iii) 𝑃 = 14. Each subject had to make their 

decision as a proposer and decide whether to accept the offer for each potential 𝑜 that 

the proposer can send.  

I also presented to subjects a set of modified dictator games based on the ones 

described in Blanco et al (2011). In these games, the dictator must choose between 

keeping the full pie (denoted 𝑃, as before) for himself or split another pie (2𝑥) into 

two equal shares. In essence, it is a decision between two allocations – (𝑃, 0) and 

(𝑥, 𝑥) – where the first (last) entry in each of the allocations defines the dictator’s 

(recipient’s) payoff. Implementing several versions of this game in which I keep 𝑃 

fixed and vary 𝑥 allows me to elicit each subject’s willingness to pay to implement an 

equal split of income. I impose the following restrictions when setting all the 

implementations of the game: i) 𝑥 ∈ ℕ∗; ii) 𝑥 is an even number; iii) 𝑃 = 20; and iv) 

𝑥 ∈ [0,32]. Restriction iv) is a significant one as it allows subjects to reveal negative 

willingness to pay for implementing an equal split of the total pie for any 𝑥 > 𝑃38.  

The reciprocity games I implemented followed the ones presented in Bruhin et al 

(2019). Each reciprocity game is a two-stage, sequential game. In the first stage, the 

first mover decides whether to implement the allocation – (5,95) – or pass on that 

allocation. In the second stage, the second mover only gets to choose if the first mover 

passes from implementing (5,95), in which case he can select one of two alternative 

allocations – (𝑥4, 𝑥2) and (0,0), where I only vary the alternative allocation (𝑥4, 𝑥2) 

between versions of the reciprocity game. Across all reciprocity games, I impose 𝑥2 <

95 so that the first mover’s decision to pass on implementing the allocation (5,95) is 

unambiguously unkind for the second mover (as either of the alternative distributions 

gives him/her a lower payoff). Each subject had to state, per each version, whether to 

pass on (5,95) when playing the role of the first mover and which of the alternative 

allocations to select as the second mover. 

                                                 
38 The direct implication is that, unlike Blanco et al (2011), I am explicitly able to detect subjects 

with spiteful preferences (i.e., subjects that derive pleasure for being ahead of others, and would need 

to be paid extra to accept an equal split of resources).  



 

I follow Blanco et al (2011) in using a revealed-preference approach based on the 

games just described to calibrate the parameters of all the social preference models I 

consider. Using this approach for all the choices made, the revealed-preference 

approach reveals a range of values for the relevant parameter – provided that the 

subject’s responses are compatible with any (i.e., if choices do not violate any axiom 

underlying preference relations). In Appendix C.2 I present propositions showing the 

inequalities, for all the parameters of the social preference theories I consider, that are 

revealed given subjects’ behaviour in the parameter elicitation games, but I briefly 

outline the intuition underlying the method in the following paragraphs.  

As in Blanco et al (2011), I use the UG and the MDG to elicit the inequality 

aversion parameters (see Blanco et al, 2011 for a discussion on how to retrieve the 

inequality aversion parameters for each subject). Allowing for 𝑥 > 𝑃 in the MDG 

allows me to capture negative values for the advantageous inequality parameter, which 

I use for a model of spiteful preferences. Additionally, the MDG allow me to extract 

the parameters of a social efficiency and a maximin model, and the reciprocity games 

allow me to retrieve the parameter of a model of sequential reciprocity.  

I now briefly sketch the intuition behind the revealed preference approach for the 

social efficiency, maximin, and reciprocity models, starting with the social efficiency 

model. Whenever 𝑥 < 𝑃 < 2𝑥, a subject’s self-interest is better off with allocation 

(𝑃, 0) but a group’s total payoff is better off when the subject chooses allocation 

(𝑥, 𝑥). Hence, within the range 𝑥 ∈ [
𝑃

2
, 20] there exists a tension between a subject’s 

self-interest and social efficiency. The more money a subject is willing to forego (i.e., 

the higher 𝑃 − 𝑥) to choose the equal allocation reveals a higher concern for social 

efficiency.  

Regarding maximin, whenever 𝑥 ∈ [0,20] ≤ 𝑃 the person playing against the 

dictator will be worse off regardless of the allocation chosen (as 0 < 𝑃, and 𝑥 ≤ 𝑃). 

Hence, within that range there will be a tension between increasing the payoff of the 

worse off by choosing (𝑥, 𝑥) or maximizing one’s own payoff by choosing (𝑃, 0). The 

more payoff a person is willing to forego (i.e., the higher 𝑃 − 𝑥) to increase the payoff 

of the person worse off, the higher the concerns for maximin a person reveals to have.  

Lastly, in the reciprocity games having chosen to pass on (5,95) is perceived as 

unkind by the second mover, as 𝑥2 < 95. Also, choosing the allocation (0,0) instead 

of the allocation (𝑥4, 𝑥2) is an unkind move towards the first mover, as 0 < 𝑥4. The 



higher the sum of money that the second mover is willing to forego (i.e., the higher 

the maximum 𝑥2 rejected), the higher a subject’s revealed willingness to reciprocate 

perceived unkindness with unkindness. 

 

 

 

Once subjects had finished all the previous tasks, I presented them several questions 

about their background characteristics. More specifically, I asked them about their 

gender, age, political identification (ranging from very left to very right), religiosity 

(ranging from not religious at all to very religious), the community size (in number of 

inhabitants) where they lived most of their life, their field of study and presented them 

with the big five personality traits questionnaire. 

 

 

 

Due to Covid restrictions, I ran the experiment online during May 2021 using 

Qualtrics. I recruited 318 students from the University of Nottingham using the 

ORSEE platform (Greiner, 2015). The number of participants was determined by a 

power calculation aiming to achieve 80% power given available estimates from the 

previous chapter (see the pre-registration document for more details). The average 

earning per subject being £7.88.  

The average age of subjects was 21.4 years, 56.7% of subjects were female, another 

51.9% identified as left and a further 42.5% self-reported as being religious. 

 

 

 

 

 

The MRC framework models individuals as having impartial moral judgments (i.e., 

personal normative evaluations) of all strategy combinations of the decision situation 

of interest. It assumes that subjects have a moral rule that receives those moral 

judgments as inputs and outputs a set of normative prescriptions for desired play at 

the relevant decision situation. In the case there is more than one suggested way to 



 

proceed, material selfishness acts as a tiebreaker to decide which, among all the 

morally suggested actions, to choose. My methodological framework owes 

intellectually to the contribution of Smith and Wilson (2019), which transformed 

Adam Smith’s moral theory into an economically tractable framework, and to Francis 

Hutcheson’s (2004) and David Hume’s (1960 and 1983) works. The framework I 

present is novel as it mixes some concepts of the latter philosophers to the general 

theory of Smith and Wilson (2019) to be able, for the first time, to use a theory of 

personal moral judgments to make precise, testable predictions of behaviour at the 

individual level. 

The MRC framework departs from the classical way to model social preferences, 

which revolve around self-centered individuals pursuing the maximization of their 

own broadened utility, normally containing their material payoff along with a specific 

social goal (e.g., inequality aversion, reciprocity, social efficiency, maximin, spite, 

and so on). My framework, instead, is based on subjects whose impartial judgments 

influence the way they ought to act. There are three main points of departure with the 

classical way in which social preferences are modelled, which I proceed to discuss 

below. 

Self-centeredness has been proven an undesirable feature of some of those models 

(i.e., models of direct reciprocity), as evidenced, for instance, by people’s tendency to 

punish as third parties (see, most notably, Fehr and Fischbacher, 2004): it is because 

subjects cannot consider a harmful action geared towards another person as unkind 

why reciprocity cannot predict to engage in costly punishment as a third party. By 

modelling the way in which morality drives behaviour as impartial, I allow people to 

base their behaviour on how a situation is perceived regardless of whether it involves 

them. 

Additionally, my framework assumes that it is not the properties of the social 

interaction that directly feed one’s choice deliberation. Rather, it is subjects’ implicit 

judgments about those properties that are relevant for their decisions: I assume that it 

is not because some outcomes are unequal why subjects avoid inequality; but, rather, 

that only if those unequal outcomes are morally blameworthy subjects will avoid them. 

Modelling morality in this way I allow subjects to act differently in payoff-equivalent 

situations to the extent that those situations are evaluated differently from a moral 

perspective, thereby allowing framing effects even when beliefs are held constant. 



Lastly, as far as the suggestion from the moral rule is a unique choice, my 

framework assumes that it is only a subject’s morality that drives their behaviour, 

rather than being a mixture of a social goal and material selfishness. This feature of 

morality as the only input to the decision-making process is a unique feature of the 

MRC framework and can capture deontological attitudes that have been widely 

documented in the moral psychology literature in the form of taboo trade-offs (for 

work on protected values, see Baron and Spranca, 1997 and Baron, 2017. For work on 

taboo trade-offs, see Tetlock, 2003; Schoemaker and Tetlock, 2012; and Tetlock et al, 

2017. For work on moral conviction, see Skitka et al, 2005, and Skitka, 2010. For 

work on morality as constraining the possible actions to be taken, see, more recently, 

Cushman, 2015; and Phillips and Cushman, 2017). 

 

 

 

To explain the intuition of my new framework, my starting point is the social 

dilemma game I presented in the previous section. Game theory typically assumes that 

a game is defined by the players, the set of strategies of each player and the utility 

functions of each player, that map each strategy combination into a given utility. Table 

4.1.a below presents the normal form matrix of the social dilemma game under the 

assumption that both players’ utility depends exclusively on the material payoffs of 

the game. The row player is person 𝑖 and the column player is 𝑖’s opponent, which I 

name ‘−𝑖’. Both players have free riding as a strictly dominating strategy, so the 

benchmark of material selfishness predicts free riding regardless of the contribution 

of the other player.  

Table 4.1.b transforms the material payoffs to account for inequality aversion as 

modelled by Fehr and Schmidt (1999). And, more generally, any social preference 

model changes this game theoretical benchmark by modifying the utility function of 

the players, thereby transforming the normal form matrix of material selfishness into 

a ‘psychological’ normal form matrix representing subjects’ final utilities of every 

strategy combination of the game. In the case of inequality aversion, note that neither 

player will contribute more than the other player, as doing so decreases one’s own 

material payoff and can only increase one’s disadvantageous inequality, as 𝛼𝑖 ≥ 0. 

However, inequality aversion deviates from the classical material selfishness 



 

assumption in the SDG whenever 𝛽𝑖 > 0.4, as, in that case, each player’s best response 

is to contribute the same as the other player (𝑐𝑖
∗ = 𝑐−𝑖∀𝑐−𝑖 ∈ 𝐶). Hence, inequality 

aversion can predict free riding or perfect conditional cooperation in the social 

dilemma game; and, crucially, the prediction will depend on the strength of a subject’s 

aversion towards advantageous inequality. 

 

Table 4.1. Normal form matrix of the SDG under material selfishness (A) and 

inequality aversion (B) 

 

In contrast, the MRC framework elicits the moral judgments of every strategy 

combination in the social dilemma game, from an impartial perspective. Recall that 

moral judgments are on a scale from -50 (extremely bad) to +50 (extremely good). I 

represent such moral judgments in Table 4.2, setting the moral judgments to be the 

average moral judgments of the SDG in my experiments, rounded to the nearest 

integer, so that they are representative for the example. 

 

Table 4.2. i’s Moral judgments of Person A in the SDG 

 

 



The first evident difference with classical models of social preferences is that the 

matrix in Table 4.2 does not regard subject 𝑖, which is the focus of our attention. Social 

preferences are self-centered as they assume that 𝑖’s worry about inequality is born 

out of how inequality influences him\her. Rather, the MRC framework contemplates 

morality as arising from a disinterested stance. To do this, I assume subject 𝑖 rates the 

morality of a generic player, Person A, when playing against another generic player, 

Person B, in the same decision situation that person 𝑖 will play. That is, the moral 

judgments of Person A are done in an environment where the set of strategies of 

Person A and Person B, and the payoff consequences of all strategy combinations, are 

the same as in the game that 𝑖 plays against −𝑖. The crucial assumption is that moral 

judgments are impartial. Thus, I assume that Person 𝑖 will judge him/herself in the 

same way as he/she judges Person A. So, I can derive Table 4.3 from Table 4.2, where 

the moral judgments are kept the same, but now the players are 𝑖 and −𝑖. 

 

Table 4.3. i’s Moral judgments of him/herself in the SDG 

 

 

The MRC assumes that the way subjects come to act is by following a moral rule. 

Following Smith and Wilson (2019), I propose two such rules within the MRC 

framework: blame avoidance and praise seeking. Both moral rules use the relevant 

moral judgments as inputs to produce a given choice, or set of choices, that are morally 

suggested.  

Blame avoidance states that a person ought to avoid doing blameworthy actions 

(i.e., actions with negative moral judgments). In this example, then, blame avoidance 

suggests that a subject ought to avoid doing 𝑐𝑖 = 0 against 𝑐−𝑖 = 0, 𝑐𝑖 = 0 against 

𝑐−𝑖 = 10, 𝑐𝑖 ∈ {0,10} against 𝑐−𝑖 = 20 and 𝑐𝑖 ∈ {0,10,20} against 𝑐−𝑖 = 30, as all are 

strategy combinations for which, by impartiality, I assume 𝑖 will judge him/her as 

being blameworthy (i.e., with negative moral judgments). 



 

Praise seeking states that a person ought to choose the most praiseworthy actions 

(i.e., actions with the highest moral judgment). Hence, this rule suggests that a person 

ought to choose 𝑐𝑖 = 30 against 𝑐−𝑖 ∈ {0,10,20,30}, as 𝑐𝑖 = 30 has the highest rating 

attached to it for every value of 𝑐−𝑖. 

In practice, these rules constrain the set of possible strategies to choose against each 

strategy combination, and I can represent their output with a modified Table 4.1.a 

matrix in Tables 4.4.a and 4.4.b. 

 

Table 4.4. Normal form matrix of the SDG under blame avoidance (a) and praise 

seeking (b) 

 

 

Table 4.4.a represents the normal form matrix of the SDG with all the cells 

representing strategy combinations not suggested by blame avoidance shaded in black. 

Similarly, Table 4.4.b represents the normal form matrix of the SDG with all the cells 

representing strategy combinations not suggested by praise seeking shaded in grey. 

Cells shaded in black are cells that cannot be chosen by an individual if he/she decides 

to follow the relevant moral rule (blame avoidance for table 4a; praise seeking for 

table 4b).  

Whenever a moral rule suggests a single strategy to be taken, as is the case with 

praise seeking in Table 4.4.b, then no further work is needed, and the relevant moral 

rule would predict those strategies to be chosen. In the case of praise seeking, it would 

imply that person 𝑖 ought to be an unconditional co-operator (i.e., 𝑐𝑖 = 30∀𝑐−𝑖). If, 

however, more than one strategy is plausible given the output of a moral rule, as is the 



case with blame avoidance, then I use material selfishness as a tiebreaker to make a 

point prediction about 𝑖’s play in the game. In the case of Table 4.4.a, person 𝑖 ought 

to choose 𝑐𝑖 = 10 against 𝑐−𝑖 ∈ {0,10}; choose 𝑐𝑖 = 20 against 𝑐−𝑖 = 20; and choose 

𝑐𝑖 = 30 against 𝑐−𝑖 = 30.  

 

 

 

 

 

Let 𝐼 ≔ {𝑖, −𝑖} be the set of players and 𝐺 ≔ {𝑆𝐷𝐺, 𝐶𝐼𝐺}, with 𝑔 as its typical 

element, be the set of games; where 𝑆𝐷𝐺 is the social dilemma and 𝐶𝐼𝐺 is the common 

interest game. Let 𝑀 ≔ {−50,… . ,0, … . , +50} be the judgment space. Let 𝐶 ≔

{0,10,20,30} be the individual contributions space in the public goods games 

presented earlier. It is the set of strategies (feasible contributions) for each hypothetical 

agent (Person A and Person B), for person 𝑖 and for ‘−𝑖’. Let the Cartesian product 

𝐶 × 𝐶, with typical ordered pair 〈𝑐𝑎, 𝑐𝑏〉, be the set of all strategy combinations in the 

public goods games I study; where 𝑐𝑎 and 𝑐𝑏 denote, respectively, the contributions 

of Person A (the judged person) and Person B (the non-judged person) to the public 

good. As 𝐶 × 𝐶 is also the set of strategy combinations of 𝑖 and −𝑖, I shall also use, 

without any loss of generality, the notation 〈𝑐𝑖, 𝑐−𝑖〉 to refer to a typical ordered pair 

of 𝐶 × 𝐶. Let 𝑚:𝐶 × 𝐶 × 𝐺 × 𝐼 → 𝑀 be the moral judgments of an impartial spectator 

of the set of the strategy combinations of the relevant games. Let, 𝑚 depend on the 

strategy combination, the game being played and the identity of the person standing 

on the role of an impartial spectator: 𝑚(〈𝑐𝑎, 𝑐𝑏〉, 𝑔, 𝑖). The variable 𝑖 captures a subject 

𝑖’s biases that he/she cannot get rid of when entering the impartial spectator stance. 

Also, let 𝑚𝑖: 𝐶 × 𝐶 × 𝐺 → 𝑀 denote a function from the set of strategy combinations 

of relevant games to the judgment space. mi is the function of the moral judgments 

that subject 𝑖 holds about him/herself in game 𝑔 for a strategy combination 〈𝑐𝑖, 𝑐−𝑖〉. 

It follows that 𝑚(〈𝑐𝑎, 𝑐𝑏〉, 𝑔, 𝑖) ∈ 𝑀 represents the moral judgment that subject 𝑖 has, 

as an impartial spectator, of Person A given the strategy combination 〈𝑐𝑎, 𝑐𝑏〉 in game 

𝑔. Similarly, 𝑚𝑖(〈𝑐𝑖, 𝑐−𝑖〉, 𝑔) ∈ 𝑀 represents the moral judgment that subject 𝑖 has of 

him/herself given the strategy combination 〈𝑐𝑖, 𝑐−𝑖〉 in game 𝑔. Lastly, denote 𝑅: 𝐺 ×

𝐶 → 𝐶 as a function whose domain is all the combinations of strategies of a given 



 

player and relevant games and whose range is the set of strategies, common to all 

relevant games. Then, a function 𝑅 can be understood as the rule that selects a given 

strategy against each strategy of the other player in each game. The functions of the 

type 𝑅, thus, represent the predicted schedules of contributions against each potential 

contribution of the other player in each game. 

 

 

 

The MRC framework is based on five main assumptions: (1) impartiality in 

judgments; (2) subjectivity in judgments; (3) moral rules as constraints in choices; (4) 

material selfishness as a tiebreaker; and (5) rule-following. Below I present the five 

assumptions together with the predictions that blame avoidance and praise seeking 

make about cooperation attitudes in the SDG and CIG. I discuss how each assumption 

is applied to both praise seeking and blame avoidance when the assumption is specific 

to each theory. 

 

Assumption 1. Impartiality in judgments. 

 

Assumption 1 says that subjects form moral judgments from the stance of an 

impartial spectator. Put differently, subjects evaluate the moral judgment of a given 

scenario imagining how they would judge such scenario if they would not take part in 

it. Then, they ascribe to themselves the same moral rating as they ascribed to the 

relevant player from the impartial spectator stance. This assumption is most prominent 

in Adam Smith’s Theory of Moral Sentiments, but it also appears in other theories of 

moral philosophy, such as Hume’s judicious spectator in the Treatise of Human 

Nature (1739, Book III, Part I, Sect. II., pp. 472), or Rawls’ veil of ignorance within 

the original position proposed in A Theory of Justice (1999, pp.118-123). Given my 

notation, this assumption can be written as: 

 

(4.2)  𝐼𝑓 〈𝑐𝑎, 𝑐𝑏〉 = 〈𝑐𝑖, 𝑐−𝑖〉, 𝑡ℎ𝑒𝑛 𝑚(〈𝑐𝑎, 𝑐𝑏〉, 𝑔, 𝑖) ≡ 𝑚𝑖(〈𝑐𝑖, 𝑐−𝑖〉, 𝑔) 

 

I use this assumption in the experiments to infer each subject’s moral judgments of 

him/herself in all strategy combinations of the SDG and CIG from the moral 



judgments that they ascribed to Person A in the M-experiments (see discussion in 

subsection 4.3.2, where I go from Table 4.2 to Table 4.3). It is this assumption that 

makes the MRC framework to depart from the self-centeredness of classical models 

of social preferences, as I move the focus from analysing a social situation with respect 

to oneself (as social preferences do) to analysing the moral aspect of a scenario without 

subjects making any reference to themselves. 

 

Assumption 2. Subjectivity in judgments. 

 

Assumption 2 says that, although subjects put themselves in an impartial position 

when making judgments, nothing ensures that they can abstract from all their own 

characteristics when making judgments. Given my notation, I can capture Assumption 

2 as:  

 

(4.3)    
𝜕𝑚(〈𝑐𝑎,𝑐𝑏〉,𝑔,𝑖)

𝜕𝑖
⋛ 0 

As far as the bias that two subjects bring to the impartial spectator stance is 

different, then their moral judgment of the same scenario will be different. In my 

notation, 

 

(4.4)      𝐼𝑓 𝑚(〈𝑐𝑎 , 𝑐𝑏〉, 𝑔, 𝑖) ≠ 𝑚(〈𝑐𝑎 , 𝑐𝑏〉, 𝑔, −𝑖), 𝑡ℎ𝑒𝑛 𝑚𝑖(〈𝑐𝑖 , 𝑐−𝑖〉, 𝑔) ≠ 𝑚−𝑖(〈𝑐𝑖 , 𝑐−𝑖〉, 𝑔) 

 

Thus, Assumption 2’s contribution to the MRC framework is to state that 

𝑚(〈𝑐𝑎, 𝑐𝑏〉, 𝑔, 𝑖) = 𝑚(〈𝑐𝑎, 𝑐𝑏〉, 𝑔, −𝑖) is not necessarily true. This feature of moral 

judgments is especially present in the works of Francis Hutcheson (2002) and David 

Hume (1739), who held a view that paralleled aesthetics with ethics. They conceived 

that people may have different perceptions of good and wrong, just as they had 

different perceptions of beauty and deformity39. It is this assumption that makes the 

                                                 
39 Read, for instance, Hume’s (1998, pp.134) sentence: “There are certain terms in language which 

import blame, and others praise; and all men who use the same tongue must agree in their application 

of them. … But when critics come to particulars, this seeming unanimity vanishes; and it is found, that 

they had affixed a very different meaning to their expressions. … Those who found morality on 

sentiment, more than on reason, are inclined to comprehend ethics under the former observation, and 

to maintain, that, in all questions which regard to conduct and manners, the difference among men is 

really greater than at first sight it appears” 

 



 

MRC framework different from Smith and Wilson (2019)’s Humanomics framework, 

as I consider subject’s moral judgments – and, hence, potentially their predicted 

choices – to differ. 

 

Assumption 3. Moral Rules as constraints to choices. 

 

This assumption says that moral rules constrain the set of strategies to a subset of 

strategies that a subject can make in a game. I initially include two moral rules within 

the MRC framework: praise seeking and blame avoidance.  

The rule of praise seeking states that subjects ought to seek choosing strategy 

combinations that they perceive as most praiseworthy as impartial spectators. Given 

my previous notation, I can define the subset of strategies suggested by the rule of 

praise seeking for individual 𝑖 against strategy 𝑐−𝑖 in game 𝑔 as: 

 

(4.5) 𝐵𝑖,𝑐−𝑖,𝑔 ≔ {𝑐𝑖 ∈ 𝐶| (∀𝑐𝑖
′ ∈ 𝐶)(𝑚𝑖(〈𝑐𝑖, 𝑐−𝑖〉, 𝑔) ≥ 𝑚𝑖(〈𝑐𝑖

′, 𝑐−𝑖〉, 𝑔))} 

 

Where 𝐵 stands for ‘best’ and 𝐵𝑖,𝑐−𝑖,𝑔 ⊆ 𝐶 is the subset of strategies that praise 

seeking suggests an agent 𝑖 to take against 𝑐−𝑖 in game 𝑔. They are those strategies 

with the highest moral judgment for the relevant 𝑐−𝑖 and 𝑔.  

The rule of blame avoidance states that subjects ought to avoid choosing strategy 

combinations that they perceive as blameworthy as impartial spectators. Given my 

previous notation, I can define the subset of strategies suggested by the rule of blame 

avoidance for individual 𝑖 against strategy 𝑐−𝑖 in game 𝑔 as: 

 

(4.6)  𝑈𝑖,𝑐−𝑖,𝑔 ≔ {𝑐𝑖 ∈ 𝐶|𝑚𝑖(〈𝑐𝑖, 𝑐−𝑖〉, 𝑔) ≥ 0}, 

 

where 𝑈 stands for ‘un-condemned’ and 𝑈𝑖,𝑐−𝑖,𝑔 ⊆ 𝐶 is the subset of strategies that 

blame avoidance suggests an agent 𝑖 to take against 𝑐−𝑖 in game 𝑔. These are those 

strategies that have a non-negative moral judgment for the relevant 𝑐−𝑖 and 𝑔.  

 

 

 

 



Assumption 4. Material selfishness as a tiebreaker. 

 

This assumption says that with respect to their material payoffs subjects are strictly 

monotonous, locally insatiable individuals. Hence, in the absence of moral 

considerations they prefer to choose strategies that yield them a higher material payoff. 

In other words: 

 

(4.7)  𝑐𝑖 ≻ 𝑐𝑖
′ 𝑖𝑓𝑓 𝜋𝑖(〈𝑐𝑖, 𝑐−𝑖〉, 𝑔) > 𝜋𝑖(〈𝑐𝑖

′, 𝑐−𝑖〉, 𝑔) 

 

Where 𝜋𝑖(〈𝑐𝑖, 𝑐−𝑖〉, 𝑔) refers to the material payoff that subject 𝑖 gets given the 

strategy combination 〈𝑐𝑖, 𝑐−𝑖〉 in game 𝑔.  

Whenever the sets 𝐵𝑖,𝑐−𝑖,𝑔 or 𝑈𝑖,𝑐−𝑖,𝑔 contain a single element, that is, |𝐵𝑖,𝑐−𝑖,𝑔| = 1 

or |𝑈𝑖,𝑐−𝑖,𝑔| = 1 respectively, then subject 𝑖’s choices against 𝑐−𝑖 in game 𝑔 will be 

uniquely determined by praise seeking or blame avoidance, respectively. However, 

whenever more than one strategy lies within 𝐵𝑖,𝑐−𝑖,𝑔 or 𝑈𝑖,𝑐−𝑖,𝑔, then I apply material 

selfishness as a tiebreaker to decide the predicted strategy for subject 𝑖 against 𝑐−𝑖 in 

game 𝑔. More formally,  

 

(4.8)  𝐵𝑖,𝑐−𝑖,𝑔
′ : = { 𝑐𝑖 ∈ 𝐵𝑖,𝑐−𝑖,𝑔|(∀𝑐𝑖

′ ∈ 𝐵𝑖,𝑐−𝑖,𝑔), 𝑐𝑖 ≻ 𝑐𝑖
′} 

 

(4.9)  𝑈𝑖,𝑐−𝑖,𝑔
′ : = { 𝑐𝑖 ∈ 𝑈𝑖,𝑐−𝑖,𝑔|(∀𝑐𝑖

′ ∈ 𝑈𝑖,𝑐−𝑖,𝑔), 𝑐𝑖 ≻ 𝑐𝑖
′} 

 

Where the set 𝐵𝑖,𝑐−𝑖,𝑔
′ ⊆ 𝐵𝑖,𝑐−𝑖,𝑔 (resp. 𝑈𝑖,𝑐−𝑖,𝑔

′ ⊆ 𝑈𝑖,𝑐−𝑖,𝑔) represents a set with a 

single element, the element being the strategy that yields the highest payoff within all 

the strategies allowed by praise seeking (resp. blame avoidance) against 𝑐−𝑖 in game 

𝑔. 

 

Assumption 5. Rule-following. 

 

This assumption says that subjects make their choices according to their moral rules 

and, when the tiebreaker is needed, refined by material self-interest. The rules for 

praise seeking and blame avoidance for subject 𝑖 when playing against 𝑐−𝑖 in game 𝑔 

can be defined as: 



 

 

(4.10)  𝑃𝑆𝑖,𝑐−𝑖,𝑔 ≔ {
𝐵𝑖,𝑐−𝑖,𝑔 𝑖𝑓 |𝐵𝑖,𝑐−𝑖,𝑔| = 1

𝐵𝑖,𝑐−𝑖,𝑔
′  𝑖𝑓 |𝐵𝑖,𝑐−𝑖,𝑔| > 1

 

 

(4.11)  𝐵𝐴𝑖,𝑐−𝑖,𝑔 ≔ {

𝐵𝑖,𝑐−𝑖,𝑔
′  𝑖𝑓 𝑈𝑖,𝑐−𝑖,𝑔 = ∅

𝑈𝑖,𝑐−𝑖,𝑔 𝑖𝑓 |𝑈𝑖,𝑐−𝑖,𝑔| = 1

𝑈𝑖,𝑐−𝑖,𝑔
′  𝑖𝑓 |𝑈𝑖,𝑐−𝑖,𝑔| > 1

 

 

Where 𝑃𝑆𝑖,𝑐−𝑖,𝑔 (resp. 𝐵𝐴𝑖,𝑐−𝑖,𝑔) is a set with a single element, that element 

representing subject 𝑖’s predicted strategy against 𝑐−𝑖 in game 𝑔 if 𝑖 follows the rule 

of praise seeking (resp. blame avoidance). Whenever 𝐵𝑖,𝑐−𝑖,𝑔 and 𝑈𝑖,𝑐−𝑖,𝑔 contain a 

single element, then the values of the functions 𝑃𝑆𝑖,𝑐−𝑖,𝑔 and 𝐵𝐴𝑖,𝑐−𝑖,𝑔 are uniquely 

based on the moral constraints imposed on choice by blame avoidance and praise 

seeking. Whenever 𝐵𝑖,𝑐−𝑖,𝑔 and 𝑈𝑖,𝑐−𝑖,𝑔 contain more than one element, then the values 

of the functions 𝑃𝑆𝑖,𝑐−𝑖,𝑔 and 𝐵𝐴𝑖,𝑐−𝑖,𝑔 are based on the most selfish actions out of the 

ones allowed by praise seeking and blame avoidance. Whenever all moral judgments 

are negative, then 𝑈𝑖,𝑐−𝑖,𝑔 will be empty, and hence a subject’s suggestion will be to 

do that action which minimizes blameworthiness when performed. In the case where 

all feasible strategies are blameworthy, that suggestion will be the same as the one of 

praise seeking, as the strategy with the highest moral judgment will be the least 

negative one. 

I can, then, use sets of the type 𝑃𝑆𝑖,𝑐−𝑖,𝑔 and 𝐵𝐴𝑖,𝑐−𝑖,𝑔 to define praise seeking and 

blame avoidance’s predicted vector of contributions for subject 𝑖 in game 𝑔 as: 

 

(4.12)  𝑃𝑆⃗⃗ ⃗⃗  𝑖,𝑔 = (𝑃𝑆𝑖,0,𝑔, 𝑃𝑆𝑖,10,𝑔, 𝑃𝑆𝑖,20,𝑔, 𝑃𝑆𝑖,30,𝑔) 

 

(4.13)  𝐵𝐴⃗⃗⃗⃗  ⃗𝑖,𝑔 = (𝐵𝐴𝑖,0,𝑔, 𝐵𝐴𝑖,10,𝑔, 𝐵𝐴𝑖,20,𝑔, 𝐵𝐴𝑖,30,𝑔) 

 

It is these two vectors per each subject 𝑖 and per each game 𝑔 that form the 

predictions of praise seeking and blame avoidance regarding cooperation attitudes in 

the SDG and CIG. 

 



 

 

In the previous section I presented the MRC framework, which introduced two 

moral rule theories (blame avoidance and praise seeking) and their predictions of 

cooperation attitudes. In this section I present the intuition behind the theoretical 

predictions of cooperation attitudes that the material selfishness, inequality aversion 

and sequential reciprocity models make, relegating the proofs to Appendix C.2. 

Additionally, I present the other social preference models I use, but relegate all the 

discussion on their theoretical predictions of cooperation attitudes to Appendix C.2. 

 

 

 

I start my theoretical discussion with the classical benchmark of material 

selfishness.  

 

Proposition 1. If subject 𝑖 maximizes the utility function 𝑈𝑖
𝐻𝐸(𝑐𝑖, 𝑐−𝑖) = 𝜋𝑖(𝑐𝑖, 𝑐−𝑖), 

where 𝜋𝑖(𝑐𝑖, 𝑐−𝑖) denotes the material payoff of person 𝑖 for the strategy combination 

in which 𝑖 contributes 𝑐𝑖 and the other player 𝑐−𝑖, subject 𝑖’s optimal contributions 

will be 𝑐𝑖
∗ = 0 ∀𝑐−𝑖 ∈ 𝐶 (resp. 𝑐𝑖

∗ = 30 ∀𝑐−𝑖 ∈ 𝐶) in the SD (resp. CIG). 

 

Intuition. The marginal utility of contributing is negative in the SDG and positive 

in the MDG. Hence, 𝑐𝑖
∗ = 0 ∀𝑐−𝑖 ∈ 𝐶 (resp. 𝑐𝑖

∗ = 30 ∀𝑐−𝑖 ∈ 𝐶) is the unique solution 

to subject 𝑖’s maximization problem in the SD (resp. CIG) 

 

 

 

The first social preference model I consider is inequality aversion by Fehr and 

Schmidt (1999). The model is the result of two assumptions. First, a subject maximizes 

his or her own utility. Second, the subject’s utility is formed by a linear combination 

of concerns for their own payoff and for inequality concerns. More specifically, for a 

two-person game the utility function of the model is specified by the following 

functional form: 

 



 

(4.14) 𝑈𝑖
𝐹𝑆(𝜋𝑖 , 𝜋−𝑖) ≔ 𝜋𝑖 − 𝛼𝑖 ∗ 𝑀𝑎𝑥{𝜋−𝑖 − 𝜋𝑖, 0} − 𝛽𝑖 ∗ 𝑀𝑎𝑥{𝜋𝑖 − 𝜋−𝑖, 0} 

 

Where 𝜋𝑖 and 𝜋−𝑖 denote the payoffs of subject 𝑖 and the other subject in the 

interaction, and the parameters 𝛼𝑖 and 𝛽𝑖 represent the strength of subject 𝑖’s aversions 

to disadvantageous and advantageous inequality respectively. The Fehr-Schmidt 

model imposes the following restrictions to the parameters: (i) 𝛼𝑖 ≥ 𝛽𝑖; (ii) 𝛼𝑖 , 𝛽𝑖 ≥ 0; 

(iii) 𝛽𝑖 < 1. These restrictions imply, respectively, that (i) disadvantageous inequality 

looms larger than advantageous inequality; (ii) inequality can never increase a 

subject’s utility; (iii) a subject is unwilling to burn money to reduce advantageous 

inequality.  

 

Proposition 2. If subject 𝑖 maximizes the utility function 

𝑈𝑖
𝐹𝑆(𝜋𝑖(𝑐𝑖, 𝑐−𝑖), 𝜋−𝑖(𝑐𝑖, 𝑐−𝑖)), where 𝑖 contributes 𝑐𝑖 and the other player contributes 

𝑐−𝑖, then subject 𝑖’s cooperation attitudes will be 

 

(i), in the Social Dilemma, 

(a) be a free rider (𝑐𝑖
∗ = 0 ∀𝑐−𝑖 ∈ 𝐶) iff 𝛽𝑖 < 1 −𝑚 

(b) be a perfect conditional co-operator (𝑐𝑖
∗ = 𝑐−𝑖 ∀𝑐−𝑖 ∈ 𝐶) iff 

𝛽𝑖 > 1 −𝑚 

(c) be indifferent between 𝑐𝑖 ∈ [0, 𝑐−𝑖] iff 𝛽𝑖 = 1 −𝑚 

 

(ii), in the Common Interest Game, 

(a) be an unconditional co-operator (𝑐𝑖
∗ = 30 ∀𝑐−𝑖 ∈ 𝐶) iff 𝛼𝑖 <

𝑚 − 1 

(b) be a perfect conditional co-operator (𝑐𝑖
∗ = 𝑐−𝑖 ∀𝑐−𝑖 ∈ 𝐶) iff 

𝛼𝑖 > 𝑚 − 1 

(c) Be indifferent between 𝑐𝑖 ∈ [𝑐−𝑖, 30] iff 𝛼𝑖 = 𝑚 − 1 

 

Intuition. In either game, contributing the same as the other player gives equal 

material payoffs to both players. In the SDG, contributing more than others lowers 

one’s own material payoff and increases disadvantageous inequality. Hence, no 

inequality averse player will do this. In contrast, in the SDG contributing less than the 

other player increases one’s own material payoff at the expense of increasing 



advantageous inequality. Hence, only a player with a high aversion to advantageous 

inequality will forego their personal interest and increase their contributions to match 

that of the other player. Despite the same functional form of the payoff function, as 

now 𝑚 > 1, contributing to the public good in the CIG is individually profitable and 

free riding is against one’s material self-interest. Hence, in the CIG contributing less 

than others lowers one’s material payoff and increases advantageous inequality. It 

follows then that no inequality averse player will do this. In contrast, in the CIG 

contributing more than others increases one’s own material payoff at the expense of 

increasing disadvantageous inequality.  Hence, only a player with a high aversion to 

disadvantageous inequality will forego their personal interest and decrease their 

contributions to match that of the other player.  

 

 

 

The next social preference model I consider is sequential reciprocity by 

Dufwenberg and Kirchsteiger (2004). The model has two assumptions. First, a subject 

maximizes his or her own utility. Second, the subject’s utility is formed by a linear 

combination of concerns for their own payoff and for reciprocity concerns. More 

specifically, for a two-person game the utility function of the model is specified by the 

following functional form: 

 

(4.15)  𝑈𝑖
DK(𝜋𝑖 , 𝜋−𝑖) ≔ 𝜋𝑖 (𝑎𝑖(ℎ), 𝑏𝑖,−𝑖(ℎ)) + 𝑌𝑖,−𝑖 ∗ 𝜅𝑖,−𝑖 (𝑎𝑖(ℎ), 𝑏𝑖,−𝑖(ℎ)) ∗ 𝜆𝑖,−𝑖,𝑖 (𝑏𝑖,−𝑖(ℎ), 𝑐𝑖,−𝑖,𝑖(ℎ)) 

 

Where 𝜋𝑖 denotes the strategy of subject 𝑖, 𝑌𝑖,−𝑖 denotes subject 𝑖’s strength of 

reciprocal concerns towards the other player, and 𝜅𝑖,−𝑖 and 𝜆𝑖,−𝑖,𝑖 represent subject 𝑖’s 

kindness and perceived kindness towards the other player respectively. 𝑎𝑖(ℎ) denotes 

player 𝑖’s action at node ℎ, 𝑏𝑖,−𝑖(ℎ) denotes player 𝑖’s first-order belief, updated at 

node ℎ, about the other subject’s play in the game and 𝑐𝑖,−𝑖,𝑖(ℎ) denotes player 𝑖’s 

expectations about what the other player believes he/she’ll do, updated at node ℎ. I 

refer to 𝑐𝑖,−𝑖,𝑖(ℎ) as player 𝑖’s second-order belief in node ℎ. Subject 𝑖’s kindness and 

perceived kindness functions are defined as in Dufwenberg and Kirchsteiger (2004). 

Put shortly, they depend on the concept of equitable payoff, defined as the average 

between the maximum payoff a player can give to another within all the strategies 



 

available to him/her and the minimum payoff a player can give to another within the 

set of all efficient strategies. Efficient strategies are the set of strategies for which there 

is no other strategy giving a higher payoff to at least one player and no lower payoff 

to the other players for any history of play and subsequent strategies.  

 

Proposition 3. If subject 𝑖 maximizes the utility function 

𝑈𝑖
𝐷𝐾(𝜋𝑖(𝑐𝑖, 𝑐−𝑖), 𝜋−𝑖(𝑐𝑖, 𝑐−𝑖)), where 𝑖 contributes 𝑐𝑖, the other player contributes 𝑐−𝑖, 

and the other player moves first and subject 𝑖 second, then subject 𝑖 will 

 

(i), in the Social Dilemma, 

(a) do 𝑐𝑖
∗ = 0 against 𝑐−𝑖 ∈ {0,10} regardless of 𝑌𝑖,−𝑖 

(b) do 𝑐𝑖
∗ = 0 against 𝑐−𝑖 ∈ {20,30} iff 𝑌𝑖,−𝑖 <

1−𝑚

𝑚2×(𝑐−𝑖−15)
 

(c) do 𝑐𝑖
∗ = 30 against 𝑐−𝑖 ∈ {20,30} iff 𝑌𝑖,−𝑖 >

1−𝑚

𝑚2×(𝑐−𝑖−15)
 

(ii), in the Common Interest Game, 

(d) do 𝑐𝑖
∗ = 30 against 𝑐−𝑖 = 30 regardless of 𝑌𝑖,−𝑖 

(e) do 𝑐𝑖
∗ = 0 against 𝑐−𝑖 ∈ {0,10,20}) iff 𝑌𝑖𝑗 >

𝑚−1

𝑚2×(30−𝑐−𝑖)
 

(f) do 𝑐𝑖
∗ = 30 against 𝑐−𝑖 ∈ {0,10,20}) iff 𝑌𝑖𝑗 <

𝑚−1

𝑚2×(30−𝑐−𝑖)
 

 

Intuition. In the social dilemma all strategies are efficient. In contrast, only full 

contribution in the common interest game is an efficient strategy as less than full 

contribution would give a lower payoff to all players. Hence, it follows that 

contributing half of one’s endowment (full contribution) is the equitable payoff in the 

social dilemma (common interest game). This implies that contributions below 

(above) half of one’s endowment will be perceived as unkind (kind) in the social 

dilemma, and that no contributions can be perceived as kind in the common interest 

game. In the social dilemma, being reciprocal against perceived unkind players is 

always optimal, as free riding is also the material payoff maximizing strategy. 

However, being reciprocal against perceived kind players generates a tension between 

reciprocal motives (being as kind as possible and fully contribute) and selfish motives 

(free riding). Only subjects with high enough concerns for reciprocity will reciprocate 

kind actions by fully contributing in the social dilemma; and all subjects will free ride 

against perceived unkind players in the social dilemma. In the common interest game, 



being unkind towards perceived unkind players implies free riding, which is opposite 

to the material payoff maximizing strategy in common interest games (full 

contribution). It, hence, follows that only subjects with high concerns for reciprocity 

will depart from unconditional cooperation in the common interest game. 

 

 

 

The three remaining models of social preferences that I use in the chapter capture 

preferences for spite, social efficiency, and maximin and are defined, respectively, by 

the three following utility functions: 

 

(4.16)   𝑈𝑖
S(𝜋𝑖, 𝜋−𝑖) ≔ 𝜋𝑖 − 𝛽𝑖 ×𝑀𝑎𝑥{𝜋𝑖 − 𝜋−𝑖, 0} 

(4.17)   𝑈𝑖
SE(𝜋𝑖, 𝜋−𝑖) ≔ (1 − 𝑝𝑖)𝜋𝑖 + 𝑝𝑖 × (𝜋𝑖 + 𝜋−𝑖) 

(4.18)   𝑈𝑖
MM(𝜋𝑖, 𝜋−𝑖) ≔ (1 − 𝑞𝑖)𝜋𝑖 + 𝑞𝑖 ×𝑀𝑖𝑛{𝜋𝑖, 𝜋−𝑖} 

 

Where the spiteful model assumes 𝛽𝑖 ≤ 0, and the social efficiency and maximin 

models assume, respectively, 𝑝𝑖 ∈ [0,1] and 𝑞𝑖 ∈ [0,1]. 

 

 

 

 

 

 

 

Figure 4.2 plots the average moral judgments (with 95% confidence intervals) of 

all scenarios of both M-experiments. I display average moral judgments in 4 panels, 

each panel containing all average moral judgments corresponding to scenarios based 

on the same contribution level of Person A (the judged Person. For short, 𝑐𝑎. For 

reference, 𝑐𝑎 is displayed in the shaded box above each panel). I then arrange (within 

each panel) the average moral judgments according to what I call Moral Evaluation 

Functions. Based on Cubitt et al (2011) and the two previous chapters, I define a Moral 

Evaluation Function of 𝑐𝑎 (henceforth, MEF of 𝑐𝑎) as the average moral judgment 



 

that subjects ascribe to Person A, given that Person A contributes 𝑐𝑎, expressed as a 

function of the contribution of the non-judged Person (Person B. For short, 𝑐𝑏).  

I display MEF’s for the data of social dilemmas and common interest games. The 

horizontal and vertical axes are common to all panels, the former representing feasible 

values of 𝑐𝑏 and the latter representing the moral rating of each average moral 

judgment. Moral ratings range, as explained earlier, from -50 (extremely bad) to +50 

(extremely good), a moral rating of 0 being defined as of no moral significance.  As a 

benchmark, I plot – in each panel – a black, dotted horizontal line at a moral rating of 

0. This benchmark represents the MEF that, if observed, would indicate all scenarios 

to have no moral significance.  

 

Figure 4.2. Moral Evaluation Functions of all contributions of Person A 

 

Four features of Figure 4.2 are especially striking. First, average moral judgments 

different from 0 imply that subjects perceive the SDG and the CIG as situations of 

moral significance. Second, MEF’s are increasing in 𝑐𝑎 (the contribution of the judged 

person), suggesting an increasing approbation of Person A the more he/she 

contributes to the public good. Third, MEF’s are decreasing in 𝑐𝑏 (the contribution of 

the non-judged person), suggesting an increasing condemnation of Person A the 

higher the contribution of relevant others to the public good. And fourth – and perhaps 



more strikingly –, MEF’s of social dilemmas and common interest games are 

remarkably similar. In practice, this means that subjects consider full contributions as 

morally equivalent in both games despite the non-sacrificial nature of full contribution 

in the CIG (i.e., contributions are individually profitable, so no material payoff 

sacrifice needs to be carried out to contribute to the public good in the CIG).  

I now discuss what the average moral judgments in Figure 4.2 reveal about the 

predicted cooperation attitudes of praise seeking and blame avoidance in the SDG and 

CIG. Using the notation introduced in subsection 4.3, I can describe the predicted 

cooperation attitudes of praise seeking as: 

 

(4.19) 𝑃𝑆⃗⃗ ⃗⃗  𝑖,𝑆𝐷𝐺 = (𝑃𝑆𝑖,0,𝑆𝐷𝐺 , 𝑃𝑆𝑖,10,𝑆𝐷𝐺 , 𝑃𝑆𝑖,20,𝑆𝐷𝐺 , 𝑃𝑆𝑖,30,𝑆𝐷𝐺) = (30,30,30,30) 

(4.20) 𝑃𝑆⃗⃗ ⃗⃗  𝑖,𝐶𝐼𝐺 = (𝑃𝑆𝑖,0,𝐶𝐼𝐺 , 𝑃𝑆𝑖,10,𝐶𝐼𝐺 , 𝑃𝑆𝑖,20,𝐶𝐼𝐺 , 𝑃𝑆𝑖,30,𝐶𝐼𝐺) = (30,30,30,30) 

 

Fixing 𝑐−𝑖 (the horizontal axis) at each of the four potential contribution levels in 

either game, reveals that full contribution is always perceived as the most praiseworthy 

action from an impartial spectator’ point of view: praise seeking predicts 

unconditional cooperation. Regarding blame avoidance, I can describe its predicted 

cooperation attitudes in the 𝑆𝐷𝐺 and the 𝐶𝐼𝐺 as: 

 

(4.21) 𝐵𝐴⃗⃗⃗⃗  ⃗𝑖,𝑆𝐷𝐺 = (𝐵𝐴𝑖,0,𝑆𝐷𝐺 , 𝐵𝐴𝑖,10,𝑆𝐷𝐺 , 𝐵𝐴𝑖,20,𝑆𝐷𝐺 , 𝐵𝐴𝑖,30,𝑆𝐷𝐺) = (10,10,20,30) 

(4.22) 𝐵𝐴⃗⃗⃗⃗  ⃗𝑖,𝐶𝐼𝐺 = (𝐵𝐴𝑖,0,𝐶𝐼𝐺 , 𝐵𝐴𝑖,10,𝐶𝐼𝐺 , 𝐵𝐴𝑖,20,𝐶𝐼𝐺 , 𝐵𝐴𝑖,30,𝐶𝐼𝐺) = (30,30,30,30) 

 

Even though moral judgments are very similar in the SDG and CIG, blame 

avoidance makes different predictions for the SDG and CIG, which deserves some 

further comment. Since in the CIG full contribution is both the most selfish action and 

always has a non-negative moral rating, then unconditional contribution is blame 

avoidance’s prediction in the CIG. In contrast, in the SDG the smaller the contribution 

the higher the material payoff. Hence, for each level of 𝑐−𝑖 the smallest contribution 

level that has a non-negative moral rating will be blame avoidance’s predicted 

contribution in the SDG. In Figure 2 these are 𝑐𝑖 = 10 against 𝑐−𝑖 ∈ {0,10}, 𝑐𝑖 = 20 

against 𝑐−𝑖 = 20 and 𝑐𝑖 = 30 against 𝑐−𝑖 = 30; that is, conditional cooperation. This 

highlights an important feature of blame avoidance: it makes different predictions for 



 

different situations even when the observed moral judgments are equivalent across 

decision situations.  

 

 

 

I now report in Table 4.5 the distribution of subjects’ cooperation attitudes in the 

SDG and CIG, which constitutes the dependent variable of my subsequent analyses. 

This analysis allows me to determine whether the distribution of cooperation attitudes 

varies across games; and, incidentally, allows me to compare those observed 

cooperation attitudes with the predicted cooperation attitudes of praise seeking and 

blame avoidance given the moral judgments of Figure 4.2. I classify cooperation 

attitudes in five types, according to the definitions provided in Thöni and Volk (2018): 

free riders, conditional co-operators, unconditional co-operators, hump-shaded and 

others. 

 

Table 4.5. Distribution of contribution types in cooperation problems 

 

 

The two most common contribution types in the social dilemma are conditional co-

operators (approx. 80%) and free riders (approx. 11%). The predicted contribution 

attitude of Blame avoidance in the SDG is conditional cooperation, which makes 

blame avoidance, before any analysis, a good candidate to predict cooperation 

attitudes in the SDG. In the common interest games, the two most common types are 

conditional cooperation (approx. 58%) and unconditional cooperation (approx. 34%). 

Nonparametric 𝜒2 tests show a statistically significant difference in the distribution of 

contribution types across games. More specifically, I find a significantly lower number 

of free riders and conditional co-operators and a significantly higher number of 

unconditional co-operators in the common interest game relative to the social 



dilemma. This switch from conditional cooperation to unconditional cooperation is 

predicted by the average cooperation attitudes of blame avoidance, proving it as a 

good candidate to fit the data. Praise seeking, by predicting unconditional cooperation 

in both games, is ex ante better suited to be a determinant of cooperation attitudes in 

the CIG. 

I additionally report the joint distribution of types in Table 4.6. This analysis 

complements the previous one as it allows me to determine whether cooperation 

attitudes vary within-subjects. I find the joint contribution of types as a very important 

measurement given that different social preferences favour different joint contribution 

types.  

The data reveals that only three joint contribution types have a frequency of at least 

5%. Conditional cooperation in both games is the most frequent joint contribution type 

(around 50% of subjects). Around 25% of subjects are conditional co-operators in the 

social dilemma and unconditional co-operators in the common interest game, and 

almost 6% of subjects are free riders in the social dilemma and unconditional co-

operators in the common interest game. Around 44% of subjects have different 

cooperation attitudes in the SDG and CIG, showing that for a substantial amount of 

the sample cooperation attitudes are specific to the cooperation problem. 

 

Table 4.6. Joint distribution of contribution types in cooperation problems 

 

 

I find two patterns especially revealing. First, recall that unconditional contribution 

is the most selfish action in the CIG, as contributing to the public good gives a higher 

return than keeping tokens in one’s private account (1.2 > 1). Thus, if all 

unconditional cooperation were to come from selfish motives in the CIG, I would 

rather expect all the unconditional co-operators in the CIG to be free riders in the SDG. 

However, I observe that 75% of the unconditional co-operators in the common interest 

 
  Common interest game 

 

    Free riders  
Unconditional  

co-operators 
 

Conditional  

co-operators 
 Hump shaded  Other 

S
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Free riders  0.63%  5.97%  4.09%  0.00%  0.31% 

Unconditional co-
operators 

 0.00%  2.52%  0.00%  0.00%  0.00% 

Conditional co-
operators 

 0.31%  25.16%  50.31%  1.57%  2.83% 

Hump shaded  0.00%  0.00%  2.52%  1.89%  0.63% 

Other   0.00%  0.00%  0.63%  0.00%  0.63% 

 



 

game are conditional co-operators in the social dilemma (25.16/33.65 ≈ 0.75), 

revealing that most unconditional cooperation in the CIG cannot born out of selfish 

concerns. Second, I designed the experiment so that, given the values of 𝑚 and 𝑚 that 

I chose, conditional cooperation in the SDG could not be compatible with 

unconditional cooperation in the CIG for inequality aversion and reciprocity. Also, 

social efficiency and spite are not compatible with conditional cooperation in the SDG. 

The high prevalence of conditional co-operators in social dilemmas and unconditional 

co-operators in the common interest game (approx. 25% of subjects) already suggests 

that a substantial amount of data can only be accounted by social preferences via 

maximin and by moral rules via blame avoidance. 

 

 

I end subsection 4.5 by presenting in Table 4.7 some descriptive statistics of elicited 

social preference parameters.  

 

Table 4.7. Elicited parameters of the other-regarding preference models 

 
Notes: The values of this table are computed without using the data of subjects with multiple 

switches in either of the three games. I maintain all remaining subjects regardless of whether they 

violate a condition of the theory (e.g., 𝛽𝑖 > 𝛼𝑖). For people with no switches, I impute values at the 

extreme of the theoretical range. For inequality aversion (resp. spite), I impute 𝛽𝑖 = 0 whenever I 

observe 𝛽𝑖 < 0 (resp. 𝛽𝑖 > 0). 

 

On average, the parameters of inequality aversion, social efficiency, and maximin 

are bigger than those of reciprocity and/or spite. In terms of behaviour, the average 

parameter values of inequality aversion and reciprocity imply free riding in SDG and 



a form of conditional cooperation in CIG. The average spite parameter is very close 

to 0 (-0.02), which implies the same predictions as material selfishness: free riding in 

social dilemmas and unconditional cooperation in common interest games. The 

average values of the social efficiency (𝑝𝑖 = 0.47) and the maximin (𝑞𝑖 = 0.38) 

parameters imply free riding in SDG and unconditional cooperation in CIG. Lastly, 

almost all parameters have a substantial standard deviation, and a mean outside the 

interquartile range in the spite and reciprocity parameters deserves some discussion. 

In the case of spite, most subjects in the modified dictator games elicited a positive 𝛽𝑖. 

I imputed a value of 0 for the spite parameter to all subjects who revealed a positive 

𝛽𝑖, hence the skewed distribution. The distribution of the reciprocity parameter was 

also skewed as subjects showed extreme reciprocal attitudes in the reciprocity games: 

whereas around 62% of subjects revealed they preferred to burn no more than 15 units 

when the first mover passed on the distribution (5,95), around 34% of subjects 

decided to burn more than 20 units to reciprocate the first mover’s unkind action to 

pass on (5,95). The high number of subjects with low revealed reciprocity dragged 

the mean downwards. 

 

 

 

 

 

I start my analysis by presenting random effects estimates of the data from the SDG 

and CIG separately. The equation I estimate uses the observed cooperation attitudes 

as the dependent variable and the predicted cooperation attitudes of most of the 

theories presented in the two previous sections as dependent variables40. Recall that 

cooperation attitudes are elicited with the contribution table task on the P-experiments, 

which asks subjects to give a preferred contribution level against each potential 

contribution level of the other player. As the contribution space is restricted to 

{0,10,20,30}, this means that the cooperation attitudes of a given subject in a game 

                                                 
40 The regression analysis I report cannot include maximin preferences (spite) in the social dilemma 

as its predictions are the same as inequality aversion (the constant of regression). Additionally, I cannot 

include the predictions of social efficiency and maximin in the regression of common interest game. 

Again, this is since their predictions are perfectly correlated with the constant of regression. The 

analysis of 4.5.2.2. includes all the models in the comparison. 



 

consist of four contributions, giving me a dependent variable with four observations 

per each subject for a given game. The predicted cooperation attitudes of a given game 

of any theory consist of four observations as well: a predicted contribution per each 

observed contribution in the contribution table task. Whilst the predicted cooperation 

attitudes of blame avoidance and praise seeking are calculated using the elicited moral 

judgments in the M-experiments (see subsections 4.3.2 and 4.3.3), the predicted 

cooperation attitudes of the social preferences are calculated using the parameters 

elicited with the UG, the MDG and the RG.  More specifically, I impute, for each 

subject, the theoretical best response (see the propositions in subsection 4.4 and 

Appendix C.2) given the parameter value elicited for him/her. I restrict the predictions 

to take the same potential values as the observed contributions. Additionally, in the 

estimated equation I also use the contribution of the other co-player (𝑐−𝑖) to control 

for the potential effect of other relevant social preference theories in cooperation 

attitudes, and two dummies to control for the order effects of moral judgments 

(whether moral judgments preceded or followed the P-experiment) and games 

(whether the SDG tasks preceded or followed the CIG tasks)41. Columns ‘Estimates’ 

in Table 4.8 report the regression estimates. 

Four patterns in the data reveal the role of each of the analysed theories in 

predicting cooperation attitudes. First, only inequality aversion and blame avoidance 

are statistically significant in both games, which I take as a signal of them being more 

universal motives of cooperation attitudes. Second, spite and social efficiency were 

statistically significant in the only regression in which they were included (CIG and 

SDG respectively). I take this as initial evidence of their role in explaining cooperation 

attitudes. Third, reciprocity is statistically significant only in common interest games, 

suggesting that it is a specific motivation of cooperation attitudes in the CIG. Four, 

only blame avoidance has a similar coefficient in both regressions, suggesting its 

effect is more stable than that of the other social preferences. More specifically, 

                                                 
41 My rationale is as follows. First, note that guilt aversion’s prediction, in social dilemmas, of 

cooperation attitudes for subjects with a high concern for avoiding guilt is contributing according to 

their second-order belief (see Dufwenberg et al, 2011). Assuming a high probability of playing against 

a conditional co-operator, it is reasonable to believe that the other co-player’s contribution is increasing 

in that co-player’s expectation about their contribution. Second, a central concept in social norms is 

empirical expectations (see Bicchieri, 2005 and 2017), which have been shown to be important drivers 

of behaviour even when they conflict with normative expectations (see Bicchieri and Xiao, 2009). As 

the contribution of others (𝑐−𝑖) represents a subject’s empirical expectations of his/her co-player 

behaviour I see a reasonable conjecture the statement that social norms’ predictions will vary in 

proportion to 𝑐−𝑖.  



inequality aversion and reciprocity have a significantly greater coefficient in CIG, 

suggesting they play a greater role in explaining cooperation attitudes in CIG.  

Additionally, I report the estimates of the decomposition of explained variance in 

columns ‘Decomposition of 𝑅2’ of Table 4.8. I decompose the explained overall 

variance in shares by applying the hierarchical partitioning method proposed in 

Chevan and Sutherland (1991) to the data. The share of all the independent variables 

adds up to one, each share representing the relative importance of each of the 

independent variables in explaining cooperation attitudes.  

 

Table 4.8. Regression estimates and decomposition of explained variance 

 
Notes: * p<0.1 ** p<0.05 *** p<0.01. Percentages higher than 10% are printed in bold. 

 

It is remarkable to see that more than 50% of the explained variation in cooperation 

attitudes of the SDG is captured by the 𝑐−𝑖 control variable. As explained above, I 

used it as a proxy for the effect that other theories not included in the test had in 

cooperation attitudes. More specifically, I conjectured guilt aversion and social norms 

to be the two main theories that could be represented within the control. The high 



 

relative importance in both games, together with statistical significance in both games, 

suggests that these alternative theories play an important role in cooperation attitudes. 

Going back to the theories I do actually test, blame avoidance appears as the clear 

winner in the SDG: its relative importance is higher than the aggregate relative 

importance of all the remaining theories (24.26% vs. 22.64%). Only inequality 

aversion gets close, capturing 17.46% of the explained variation of cooperation 

attitudes in social dilemmas. Out of the remaining variables, only social efficiency has 

a non-negligible relative importance, although its role in explaining cooperation 

attitudes is substantially lower than inequality aversion and blame avoidance.  

Data from the CIG reveal a different picture, revealing inequality aversion as of 

greater relative importance than blame avoidance (34.34% vs 19.61%). Again, both 

theories share the first and second place of relative importance in the CIG. Reciprocity 

(15.32%) and spite (9.02%), this time, have a substantial degree of relative 

importance, strengthening my previous claim suggesting their game-specific role in 

explaining cooperation attitudes of cooperation problems.  

Overall, I observe three key messages revealed by the data. First, out of the theories 

tested only blame avoidance and inequality aversion are explanations of cooperation 

attitudes in both cooperation problems. Second, reciprocity, social efficiency, and 

spite are game-specific explanations of cooperation attitudes and play a minor role 

relative to that of blame avoidance and inequality aversion. Third, moral rules play a 

greater role than social preferences in explaining cooperation attitudes of social 

dilemmas, and social preferences play a greater role than moral rules in explaining 

cooperation attitudes of common interest games.  

 

 

 

I complement the econometric analysis of the previous subsection with an 

additional one because of one main concern. Namely, I could not include all the 

theories in the econometric regressions since some theories made the same 

predictions, and some other theories were perfectly correlated with the constant of 

regression. Using a different approach, I can put to the test all the theories I consider 

in this paper against each other.  



In this complementary analysis, I follow a revealed preference approach. Namely, 

I calculate some ratios that reveal the percentage of choices that i) reveal a given 

theory; and ii) reveal only that theory as compatible with the observed cooperation 

attitudes in the SDG and CIG. I call those ratios the degree of confirmation and degree 

of indubitable confirmation of a theory by empirical evidence. I start by describing 

those ratios in detail before presenting the resulting data from the revealed preference 

approach. 

 

 

 

Let 𝑖 denote an experimental subject, let 𝑔 denote a game I investigate, let 𝑒𝑖
𝑔

 

denote the evidence provided by subject 𝑖 in game 𝑔, and let 𝑡𝑖
𝑔

 represent the 

theoretical predictions of theory 𝑡 for experimental subject 𝑖 in game 𝑔. Let 𝐼, 𝐺, 𝐸𝑔, 

and 𝑇𝑔 be the sets containing, respectively, all relevant instances of 𝑖, 𝑔, 𝑒𝑖
𝑔

, and 𝑡𝑖
𝑔

. 

Then, I can define the degree of confirmation as the hit rate, or the relative frequency 

of successful predictions, that theory 𝑡 makes in game 𝑔. Fixing 𝑛𝑔 as the successful 

predictions of theory 𝑡 in predicting the observed evidence of subject 𝑖 (i.e., all 

instances of the type  𝑡𝑖
𝑔
≡ 𝑒𝑖

𝑔
) and letting 𝑁 = |𝐼| denote the cardinality of set 𝐼, or 

all the experimental subjects, I can write the degree of confirmation of theory 𝑡 in 

game 𝑔 given evidence 𝐸𝑔 as: 

 

(4.23)     𝐶(𝑡, 𝐸𝑔, 𝑔) =
𝑛𝑔

𝑁
 

 

Fixing 𝑜𝑔 to be the number of subjects for which only theory 𝑡 successfully predicts 

the evidence (i.e., all instances of the type 𝑡𝑖
𝑔
≡ 𝑒𝑖

𝑔
 where all rival theories 𝑟 make 

predictions of the type 𝑟𝑖
𝑔
≠ 𝑒𝑖

𝑔
), I can write the degree of indubitable confirmation 

of theory 𝑡 in game 𝑔 given evidence 𝐸𝑔 as: 

 

(4.24)     𝐼(𝑡, 𝐸𝑔, 𝑔) =
𝑜𝑔

𝑁
 

 



 

The rationale for using these two ratios to analyse the data is as follows42. The 

degree of confirmation, or the hit rate, of a given theory captures the share of the total 

data for which a given theory successfully predicts that data. Under a revealed 

preference approach, if option 1 is chosen when option 2 was available, then 𝑈(1) >

𝑈(2) is inferred. As I have the theoretical predictions of each theory ex ante, I already 

know what option bears the highest utility for each theory. Hence, a choice compatible 

with the theoretical prediction reveals that a given theory’s utility is revealed as 

compatible with the observed choice. By enumerating the share of observations 

compatible with each given theory I get a measurement of the total share of the data 

revealed to be compatible with a given theory. Also, by enumerating the share of 

observations that are only compatible with one of the theories (the degree of 

indubitable confirmation), I get a measurement of the total share of the observations 

that are revealed compatible with only one of the theories under test. I take this last 

measurement as the share of evidence that unambiguously favours that theory.  

I make two further comments before I present the data. First, for a given theory to 

successfully predict the behaviour in a game (i.e., in my notation, all instances of the 

type  𝑡𝑖
𝑔
≡ 𝑒𝑖

𝑔
) I impose that the full schedule of cooperation attitudes must be correct. 

In other words, if a theory predicts correctly 3 out of 4 contributions in the contribution 

table task of a given game, that theory does not get a successful prediction for that 

individual. Second, I impose that a violation of an assumption of a given theory for an 

individual renders null any predictive power that the theory has. For example, if the 

calibrated parameters for individual 𝑖 are 𝛽𝑖 = 0.7 > 0.5 = 𝛼𝑖, inequality aversion is 

not a successful prediction for subject 𝑖, as its preference parameters contradict one of 

the assumptions of the theory under test. 

 

 

 

 

                                                 
42 One can also trace the use of hit rates to capture the degree of confirmation of theories back to 

the philosophical tradition of logical empiricism. See, for instance, Reichenbach (1938, Ch. V, §39, 

pp.350-353) and Helmer and Oppenheim (1945, pp.50). Also, see Popper (2002, part 2, chapter 10, 

§79) for a critique of its use. Furthermore, one can interpret the degree of indubitable confirmation we 

propose to capture the share of what Bacon (2000, Book II, Aphorism XXXVI, pp.159-168) would call 

‘instantiae crucis’. 



 

 

I apply these two concepts to the data of SDG and CIG separately, and I additionally 

compute these ratios for the pooled data43. I present the estimates of 𝐶(𝑡, 𝐸𝑔, 𝑔) and 

𝐼(𝑡, 𝐸𝑔, 𝑔) for all the theories I study in Table 4.9. 

 

Table 4.9. Observed degrees of confirmation and indubitable confirmation 

 

Notes: I print in bold the highest percentage in each column. 

 

Looking at the data for SDG and CIG separately reveals blame avoidance as the 

clear winner of the analysis: not only has it a high degree of confirmation in both 

games but also, and more importantly, its degree of indubitable confirmation in each 

game is greater than the aggregate sum of that of all the alternative theories. Maximin 

can be declared to hold the second position in the contest as it displays a high degree 

of confirmation in both games and the second highest degree of indubitable 

confirmation in SDG. Neither of the remaining theories display a degree of indubitable 

confirmation greater than 1%, but inequality aversion receives substantial degrees of 

confirmation (>15%) in both social dilemmas and common interest games. It is those 

three theories – blame avoidance, inequality aversion, and maximin – that I infer as 

                                                 
43 Given that the concepts are based on relative frequencies of successful predictions, and that each 

experimental subject provides evidence in both games, pooling the data means calculating successful 

instances over 2𝑁. Hence, I define the degrees of confirmation and indubitable confirmation of the 

pooled data, respectively, as 𝐶(𝑡, 𝐸) =
𝑛𝑆𝐷+𝑛𝐶𝐼𝐺

2𝑁
 and 𝐼(𝑡, 𝐸) =

𝑜𝑆𝐷+𝑜𝐶𝐼𝐺

2𝑁
, where the superscript 𝑆𝐷 

(𝐶𝐼𝐺) refers to the version of the  social dilemma (common interest game) I study in this paper.  



 

the most probable explanations of cooperation attitudes in SDG and CIG separately. 

Another subset of theories (reciprocity, social efficiency, material selfishness, and 

praise seeking) display a higher degree of confirmation in CIG than in SDG, and I 

infer them to be more likely explanations of cooperation attitudes of CIG than of SDG. 

The evidence supports the inference of spite being decisively rejected as the 

explanation of cooperation attitudes in SDG and CIG. 

Another way to interpret the data is to assume that subjects are driven by a single 

motivation in all the situations they face. Looking at the degrees of confirmation and 

indubitable confirmation of the pooled data allows me to establish how each theory 

performs under this assumption. I consider this way of looking the data very important, 

given that a crucial motivation of running a within-subjects design was that theories 

made different predictions about the joint play in both games, and hence the within-

subjects component allowed me to achieve a theoretical separation.  

One word of caution when analysing the pooled data, though, is that the ratios I use 

are not order-preserving in a probabilistic sense. That is, the fact that a theory fares 

better than other in the SDG and CIG separately does not necessarily mean that such 

theory will also perform better than others in the pooled data. This is so as the data in 

the SDG and the CIG are potentially independent in nature. To see the point more 

intuitively, consider the following example: blame avoidance has a 50% degree of 

confirmation in the SDG and a 40% degree of confirmation in the CIG, and maximin 

has a 6% degree of confirmation in the SDG and a 5% degree of confirmation in the 

CIG. However, blame avoidance has 2% of instances where it successfully predicts 

the data of a subject in both the SDG and the CIG, whereas maximin has 4% of those 

instances. Hence, it follows that blame avoidance would have a pooled degree of 

confirmation of 2% whereas maximin would have a degree of confirmation of 4%, 

and maximin would have a higher pooled degree of confirmation even when blame 

avoidance has higher non-pooled degrees of confirmation.  

 Analysing the pooled data, maximin, inequality aversion, and blame avoidance 

are, again, the three best performing theories given that they display the highest pooled 

degrees of indubitable confirmation. What changes is the ranking of the three, being 

maximin the winner, and inequality aversion and blame avoidance holding, 

respectively, the second and third place. This is mainly because, at the individual level, 

maximin is compatible with more joint instances of conditional cooperation in the 

SDG and unconditional cooperation in the CIG than blame avoidance. Reciprocity, 



social efficiency, and material selfishness display similar pooled degrees of 

confirmation than the three winners but lower degrees of indubitable confirmation, 

showing a lower degree unambiguous evidence at the pooled level. Praise seeking and 

spite are the worst performing theories at the pooled level. 

 

 

 

In this chapter I have analysed the likelihood of a set of social preference and moral 

rule theories in explaining cooperation attitudes of two cooperation problems: social 

dilemmas and common interest games. To achieve this, I have measured (i) 

cooperation attitudes with P-experiments; (ii) the parameters of several social 

preference models with parameter-elicitation games; and (iii) the moral judgments of 

each strategy combination of social dilemmas and common interest games with M-

experiments. The latter two measurements have been used to generate predictions of 

five social preference models (inequality aversion, reciprocity, social efficiency, 

maximin, and spite) and two novel moral rule models (blame avoidance and praise 

seeking). Using these theoretical predictions, I have tested the seven theories against 

each other, and against the benchmark of material selfishness, to determine the 

likelihood of each of them as explanations of cooperation attitudes in cooperation 

problems. 

I began my enquiry using econometric methods, which established the low 

likelihood of observing the data I observed if the null hypothesis (no theory explains 

cooperation attitudes) were to be true. In addition, I was able to decompose the results 

into each theory’s share of explained variation of cooperation attitudes, finding that 

blame avoidance and inequality aversion held the higher shares of explained variation 

in both games. I took this as preliminary evidence supporting further investigation. 

To provide a different insight into my results, I complemented the econometric 

analysis with a revealed preference approach, which allowed me to observe the 

degrees of confirmation and indubitable confirmation that each of the theories 

received from the data. The results agreed qualitatively with my previous findings and 

can be best summarized as follows. Within the inductive logic framework, I can group 

the theories into three clusters according to the confirmation they receive from the 

evidence. The first cluster, formed by maximin, inequality aversion, and blame 



 

avoidance, receives substantial confirmation as explanations of behaviour in both 

cooperation problems. The second cluster, including social efficiency, reciprocity, 

praise seeking, and material selfishness, only receive substantial confirmation in 

common interest games. The third cluster, formed by spite, contains the theories that 

receive no confirmation of an effect on cooperation attitudes. In conclusion, 

cooperation attitudes of cooperation problems are likely to be driven by several 

heterogeneous motivations.  

One should be aware when interpretating the results, as there are a couple of 

potential objections that one can make to the claims I present above. First, by the way 

I elicit the parameters of social preferences, I imposed a consistency between the 

behaviour of both the SDG and the CIG on the one hand, and the behaviour in the 

parameter-elicitation games. In contrast, the moral rules have not required this 

consistency. While this is a plausible critique, one can still argue that the moral rules 

I present are required to match the data from the M-experiments with the cooperation 

attitudes in the P-experiments, whereas none of the social preferences need to display 

such consistency. Hence, in my view, the different consistency requirements between 

the social preference theories and the moral rule theories just reflect the inherent 

differences between those theories.  

Second, the falsification exercise relates to quantitative versions of the theories and 

not to qualitative ones. For instance, I have not allowed 𝛽𝑖 > 𝛼𝑖 in the Fehr and 

Schmidt (1999) model and, like Dufwenberg and Kirchsteiger (2004), I have not 

distinguished between positive and negative reciprocity. Hence, the failures of those 

models – or of any of the other social preferences I consider – can be related to any of 

the ancillary conditions of the test and not to a failure of the core concept of the 

theories (e.g., inequality aversion, reciprocity, and so on). Whilst this is true, it is an 

inherent feature of any experimental design to be subject to a Duhem-Quine thesis. In 

this specific case, I opted for a quantitative falsification as qualitative falsification of 

some concepts is virtually impossible. To see this, note that Rabin’s (1993) reciprocity 

theory would predict free riding in both games, Sugden’s (1984) reciprocity theory 

would predict perfect conditional cooperation in the SDG and CIG and Dufwenberg 

and Kirchsteiger’s (2004) theory predicts either non-perfect conditional cooperation 

in both games or free riding in the SDG and non-perfect conditional cooperation in 

the CIG or free riding in the SDG and unconditional cooperation in the CIG. Thus, if 

one considers all theories related to a given concept one can end up in a situation where 



a given concept can predict every, or nearly every, possible behavioural pattern in a 

game. This would make the falsification exercise irrelevant and the theories pseudo-

scientific, as they do not allow for behavioural patterns to contradict them. Hence, I 

have opted to choose specific versions of models that represented a given concept and 

that generated different predictions from other theories. In that vein, I chose Fehr and 

Schmidt (1999) as a way to capture perfect conditional cooperation in both games, 

Dufwenberg and Kirchsteiger (2004) to capture non-perfect conditional cooperation 

in both games, maximin to capture perfect conditional cooperation in the SDG and 

unconditional cooperation in the CIG, social efficiency to capture unconditional 

cooperation in both the SDG and the CIG, and spite to capture free riding in the SDG 

and conditional cooperation in the CIG in people’s strengths for the social goal is 

strong enough. In this way, I was able to achieve theoretical separation between the 

behavioural content different concepts. 

The results of this chapter have two major implications that I proceed to discuss in 

detail now. One implication is that no unique motivation – at least from the ones 

considered in this study – can explain people’s cooperation attitudes. A second 

implication, more important in my view, is that the data does not support a single 

modelling strategy for representing subjects’ social behaviour. The main modelling 

strategy in the social preferences literature relies on self-centered agents that derive 

pleasure from both material selfishness and a social goal. In contrast, the two moral 

rules within the MRC framework – praise seeking and blame avoidance – are models 

that represent an individual’s motivation for the social as coming from a disinterested, 

impartial perspective. It is the individual’s proactive judgment of the morality of the 

different scenarios that can arise in a decision situation that shape the content of the 

moral rules he/she is motivated to follow. This study demonstrates that both the 

classical, self-centered models and my new, impartial, moral judgment-based models 

are compatible with observed behaviour when the other models aren’t, revealing two 

different paths to shaping cooperation attitudes in social dilemmas and common 

interest games. Perhaps more interestingly, my study shows that blame avoidance, 

inequality aversion and maximin are the three theories with a higher degree of cross-

game consistency, or within-subject predictive power. Whether the new framework is 

also able to inform a wider range of prosocial phenomena, like trust, gift-exchange, 

dictator giving, and ultimatum rejection of unequal offers among others, or cross-



 

cultural or gender variation in behavioural traits, is an interesting task for future 

research. 

 

  



 



 

Chapter 5. Conclusions 

The main objective of the thesis was to present a new framework of decision-

making based on moral judgments. In the introduction I have contextualised where 

this project sits in between the dispute as to whether judgments or normative aspects 

of ethics can have a space in positive economics. I have enquired on whether moral 

judgments do in fact matter for people when making decisions. The findings of 

Chapter 2 showed that public goods are, indeed, seen as of moral significance, and 

Chapters 3 and 4 have demonstrated, not only that they are able to predict behaviour 

in public goods (Chapter 3), but also that they add explanatory power on top of 

classical theories of other-regarding preferences developed in the last four decades 

(Chapter 4). Hence, this thesis provides support for Hume’s conjecture that morals are 

part of the practical nature of human beings. This raises important questions. For 

instance, would Friedman concede that normative concepts may have a role within the 

scope of positive economics, when moral judgments predict a certain behaviour that 

models not incorporating them cannot predict? And, if so, where do we draw the line 

between positive and normative economics – or should we directly erase that line? 

These are questions that go beyond what this thesis is about, but what is clear is that 

the results of the core chapters of the thesis support the view of Alfred Marshall when 

he wrote that ‘ethical forces’ should be among the ones that an economist should 

consider in the explanation of socioeconomic phenomena.  

Not only have I found support for the role of ethics in economic behaviour, but I 

have presented two specific models of moral decision-making, embedded within a 

general framework that I expect to develop further in the years to come. Additionally, 

I have provided a specific way to falsify the theory by (i) generating a new elicitation 

method on how to measure moral judgments of all strategy combinations of a given 

game, based on the methods of Cubitt et al (2011); and (ii) providing a quantitative 

structure to the theory that is able to make precise, testable predictions about 

cooperative behaviour. The structure is generic enough to be applied to a wider range 

of phenomena, which would be the next natural steps of this work. 

Chapter 2 is the first substantial chapter of the thesis, providing some data on how 

subjects perceive a person’s play in two public goods games (a give-some and a take-

some version) from an impartial spectator viewpoint, that is, from a position where 



he/she has no stakes in the decision situation. I presented subjects with some scenarios, 

where each scenario provided a description of the decision situation, the contribution 

of the judged person (𝐶𝐴), the average contributions of the non-judged group members 

(𝐶𝐵𝐶), the framing of the decision situation (𝑓) and whether the contributions of the 

non-judged members where equal or different (𝑑). My findings, in short, are as 

follows. On average, (i) subjects perceive public goods problems as morally 

significant, as the average moral judgments of scenarios differ significantly from 0; 

(ii) subjects’ praise of Person A is increasing in 𝐶𝐴; (iii) subjects’ Moral Evaluation 

Functions, as defined in Chapters 2, 3, and 4, are decreasing in 𝐶𝐵𝐶; (iv) the negative 

slope of the MEF’s becomes flatter the higher 𝐶𝐴; (v) subjects’ perceptions of effective 

free riders (resp. effective half contributors) are more condemnatory (resp. more 

praiseworthy) in give-some than in take-some public goods problems, and effective 

full contributors are regarded as equally praiseworthy; and (vi) the dispersion in the 

contribution of the non-judged group members (𝑑 = 𝑈𝑛𝑒𝑞𝑢𝑎𝑙 with respect to 𝑑 =

𝐸𝑞𝑢𝑎𝑙) underemphasizes the condemnation (resp. praise) of effective free riders (resp. 

effective half contributors). Additionally, I find that the moral foundations of either 

Moral Foundations Theory or Morality As Cooperation Theory influence the moral 

judgments of subjects, though their role is significantly smaller than either of the 

manipulated variables commented earlier on.  

Chapter 3 applied the design of Fischbacher and Gächter (2010), along with an 

elicitation of the moral judgments of all strategy combinations, to two cooperation 

problems: those of Provision and Maintenance of public goods (or give-some and take-

some situations). I (i) investigated whether blame avoidance and praise seeking were 

motivations underlying contribution attitudes of Provision and Maintenance problems, 

controlling for the contribution of the other group member; and (ii) studied the 

explanatory power of blame avoidance and praise seeking along with the ABC 

approach, that maps contribution attitudes to unconditional contributions using 

subjects’ beliefs about the contribution of the other group member, with respect to 

unconditional contributions to public goods. I found that blame avoidance, and not 

praise seeking, drive cooperation attitudes on both Provision and Maintenance 

problems; and that both blame avoidance, praise-seeking and the ABC method are 

significant drivers of unconditional contributions to public goods. I divided, through 

a mediation analysis, the effects that blame avoidance and praise seeking (through 



 

predicting contribution attitudes that feed into ABC) have in unconditional 

contributions, and I found evidence of substantial indirect effects. Perhaps as 

importantly, I find that blame avoidance and praise seeking are more important 

motives in explaining unconditional contributions in Maintenance problems relative 

to their role in explaining Provision problems. 

Finally, Chapter 4 made a more formal presentation of the blame avoidance and 

praise seeking theories through what I called the MRC framework and brought the 

theories in a more stringent test against six models of decision making: material 

selfishness, inequality aversion, reciprocity, social efficiency, maximin, and spite. I 

used contribution attitudes to a social dilemma and a common interest game as the 

environment where to perform the test of the theories, allowing for an ex-ante 

theoretical separation in the predictions of the joint play in both games. I found 

evidence that all theories, except spite, play a role in contribution attitudes, blame 

avoidance, inequality aversion and maximin being the most important factors driving 

contribution attitudes in both games; and social efficiency, reciprocity, and praise 

seeking theories being predictors of contribution attitudes mostly towards common 

interest games. 

Overall, the results provide evidence for the following claims. First, some 

economic issues (cooperation problems) do not only have economic implications, or 

social implications such as inequality, social efficiency, or unkindness. Rather, how 

people choose to play in the game has moral implications on how people perceive 

those persons. Second, impartial moral judgments are important drivers of cooperative 

attitudes beyond the scope of what can be captured by canonical models of other-

regarding preferences. Third, a tendency to avoid doing what one perceives as 

blameworthy, and a tendency to approach doing what one perceives as praiseworthy 

from an impartial perspective, are important considerations that some subjects 

consider in their cooperative choices. 

  



 



 

Chapter 6. Appendices 

 

Below we provide the instructions of Study 1 and Study 2. Parts 1 to 3 presented 

below are the same in Study 1 and Study 2. Part 4 – the moral questionnaire – differs 

between studies. We present both moral questionnaires used (MFQ and MAC-Q) and 

make clear which one corresponds to which study. Parts 1 and 2 vary according to the 

frame. We write in brackets and italics the different parts of the text between the give 

and the take treatments. Part 3 is the sociodemographic questionnaire and was always 

presented between part 2 and part 4. We preserve the format of the text as presented 

to the subjects to the best of our abilities. Qsf (Qualtrics) files for both studies will be 

provided upon request. 

 

  



Part 1 – Introduction to the give [take] decision situation and control questions  

 

Please read through the decision situation outlined 

below and answer a set of questions related to it. 

 
Imagine a group that consists of three people: Person A, Person B and Person C.  

  

The three group members share a common project. Initially, the project has 0 [60] 

tokens and each group member has 20 [0] tokens in a private account.  Each group 

member must decide how many tokens to contribute to [withdraw from] the project. 

They only have three options: either contribute [withdraw] 0, 10 or 20 tokens to [from] 

the project. Tokens contributed [withdrawn] are transferred to the project [group 

member’s own private account].  Tokens not contributed [withdrawn] are retained in 

the group member’s own private account [project].  All three group members face the 

same options. 

 

Each group member receives an income from their private account and from the 

project. 

 

  

Their income from the private account 

  

Each group member receives $1 for each token they retain in their own private 

account [withdraw from the project]. For example, if they decide to retain 

[withdraw] 20 tokens in their private account [from the project], their income from 

their private account will be $20. If they decide to retain [withdraw] 10  tokens in their 

private account [from the project], their income from their private account will be 

$10. No one except person A receives anything from tokens person A retain in his 

or her private account [withdraws from the project]. The same holds for the other 

two group members. 

Their income from the project 

  
Each group member benefits equally from what any group member 

contributes to [retains in] the project. All tokens contributed to [retained in] the 

project are converted into dollars, increased by 50 percent (i.e., multiplied by a 

factor of 1.5) and split equally among the three group members. That is, for every 

token contributed to [retained in] the project by any group member, each of the three 

group members receives: $1 × 1.5 / 3 = $0.5. 



 

 

If, for example, the sum of all tokens contributed to [retained in] the project by the 

three group members is 60 tokens, then each group member receives $60 × 1.5 / 3 = 

60 × 0.5 =  $30 from the project. 

 

If, for example, the sum of all tokens contributed to [retained in] the project by the 

three group members is 10 tokens, then each group member receives $10 × 1.5 / 3 = 

10 × 0.5 = $5 from the project. 

 

  

Their total income 

  

Each member's total income is the sum of the income they receive from their private 

account and the income they receive from the project. The figure below shows a 

summary of the interaction: 

  

 [Here, the first figure corresponds to what is shown in the give treatments 

and the second figure corresponds to what is displayed in the take 

treatments] 

 

 



 
 

Please answer the following questions to check your 

understanding of the situation. 

 

If you answer any of the questions incorrectly you will 

be asked to reconsider the wrong answers. 

 
 
Q1. Assume that all three group members (including person A) withdraw 20 tokens 

each from the project.  
  
 

What are the total earnings (in dollars) of person A, person B and person C (= 

earnings from the private account + earnings from the project)? 

  
Person A earnings ________ 

Person B earnings ________ 

Person C earnings ________ 

Q2. Assume that all three group members (including person A) withdraw 0 tokens 

each from the project.  
  



 

What are the total earnings (in dollars) of person A, person B and person C (= 

earnings from the private account + earnings from the project)? 
 

Person A earnings ________ 

Person B earnings ________ 

Person C earnings ________ 

 

 

Q3. Assume person A withdraws 20 tokens from the project and the other group 

members withdraw 0 tokens each from the project. 

 

What are the total earnings (in dollars) of person A, person B and person C (= earnings 

from the private account + earnings from the project)? 

 
Person A earnings ________ 

Person B earnings ________ 

Person C earnings ________ 

 

 

Q4. Assume person A withdraws 0 tokens from the project, person B withdraws 0 

tokens from the project and person C withdraws 20 tokens from the project. 

 

What are the total earnings (in dollars) of person A, person B and person C (= earnings 

from the private account + earnings from the project)? 

 
Person A earnings ________ 

Person B earnings ________ 

Person C earnings ________ 

 

[Subjects had to answer all the questions correctly to proceed to the next parts of 

the study. Otherwise, they were not allowed to complete the study]  



Part 2 – Moral Evaluation of the Scenarios  

 

Thank you for finishing the previous part. Now, 

please rate the morality of Person A in several 

different scenarios.  
 

Rate the morality of Person A on a scale from -50 (extremely bad) to +50 

(extremely good) with the sliders provided. In each case you must click on the slider 

to activate it and then move it to the rating you decide on.  
 

 

[We displayed the scenarios in 4 different screens, three scenarios per each 

screens. The three scenarios per screen fixed what Person B and Person C did in a 

line summarising their actions. Each scenario per screen varied what Person A did. 

The scenarios displayed below have been worked so that they resemble how the 

screens looked to the participant] 

 

 

 



 

 

 

 

 

 

 



 

 

  



 

Part 3 – Sociodemographic questionnaire  

 

Thank you for finishing the previous part. Now, 

please read through the questions below and answer 

them as accurately as possible. 
  

[Each sentence was displayed with Font Times New Roman, size 18, bold 

and left-aligned. Unless otherwise stated, The options for the respondent in 

each question of the sociodemographic questionnaire appeared on a 

dropdown list below each of the statements. We provide the options for each 

questions below the question itself] 

 
Q1. How many hours in total do you work per week? 

[Options to the respondent: 0 – 20, 20 – 40, 40 – 60, 60 – 80, More than 80] 

 

Q2. Your Gender: 

[Options to the respondent: Male, Female, Prefer not to say] 

 

Q3. Your Age: 

[Options to the respondent: from 15 to 100 in steps of 1] 

 

Q4. What is your nationality? 

[Options to the respondent: The default list of countries] 

 

Q5. Would you describe yourself as a liberal, conservative or something else? 

 

[Options to the respondent: Moderate/Middle of the Road, Liberal, Very Liberal, 

Conservative, Very Conservative, Libertarian, Other, Prefer not to say] 

 

Q6. How religious are you? 

 

[Options to the respondent: Not at all, Somewhat religious, Very religious, Prefer 

not to say] 

 

Q7. How large was the community where you have lived the most time of your 

life? 

 

[Options to the respondent: Up to 2,000 inhabitants, Between 2,000 and 10,000 

inhabitants, Between 10,000 and 100,000 inhabitants, More than 100,000 

inhabitants] 

 

Q8. What is your highest qualification attained? 

 



[Options to the respondent: Less than high school, High school, Vocational 

Training, Attended University but didn’t finish, Undergraduate Degree, Postgraduate 

Degree, Prefer not to say] 

 

Q9. Please choose the category that describes the total amount of income you 

earned this year. 

 

[Options to the respondent: $5,000 or less, $5,001 – $25,000, $25,001 – $50,000, 

$50,001 – $75,000, $75,001 – $100,000, More than $100,000, Prefer not to say] 

 

 

Q10. Here are a number of personality traits that may or may not apply to you. 

Please indicate on the scale below the extent to which you agree or disagree with that 

statement. You should rate the extent to which the pair of traits applies to you, even if 

one characteristic applies more strongly than the other. 

 

Extraverted, enthusiastic 

Critical, quarrelsome 

Dependable, self-disciplined 

Anxious, easily upset 

Open to new experiences, complex 

Reserved, quiet 

Sympathetic, warm 

Disorganised, careless 

Calm, emotionally stable 

Conventional, uncreative 

 

[Options to the respondent: Disagree strongly, Disagree moderately, Disagree a 

little, Neither agree nor disagree, Agree a little, Agree moderately, Agree strongly] 

 

[This question was presented in a matrix table, with the personality traits in the y-

axis and the options to the respondent in the x axis] 

 

  



 

Part 4 – Moral questionnaire  

 

Study 1 – Moral Foundations Questionnaire 

(MFQ) 

 

Thank you for finishing the previous part. Now, 

please answer the following questionnaire. 

 

Part 1. When you decide whether something is right or wrong, to what extent are 

the following considerations relevant to your thinking? Please answer on a scale from 

 

Not At All Relevant (this consideration has nothing to do with my judgments of right 

and wrong) 

 

to Extremely Relevant  (this is one of the most important factors when I judge right 

and wrong) 

  

 [Options for the respondent: Not At All Relevant, Not Very Relevant, 

Slightly Relevant, Somewhat Relevant, Very Relevant, Extremely Relevant] 

 

[Each sentence was displayed with Font Times New Roman, size 18, bold 

and centred. The options for the respondent appeared below each of the 

statements] 

 
Whether or not someone conformed to the traditions of society. 

Whether or not an action caused chaos or disorder. 

Whether or not some people were treated differently than others. 

Whether or not someone was denied his or her rights. 

Whether or not someone acted in a way that God would approve of. 

Whether or not someone showed a lack of respect for authority. 

Whether or not someone was good at math. 

Whether or not someone's action showed love for his or her country. 

Whether or not someone cared for someone weak or vulnerable. 

Whether or not someone suffered emotionally. 



Whether or not someone showed a lack of loyalty. 

Whether or not someone did something disgusting. 

Whether or not someone did something to betray his or her group. 

Whether or not someone acted unfairly. 

Whether or not someone violated standards of purity and decency. 

Whether or not someone was cruel. 

 

Part 2. Please read the following sentences and indicate your level of agreement or 

disagreement 

 

 [Options for the respondent: Strongly Disagree, Moderately Disagree, 

Slightly Disagree, Slightly Agree, Moderately Agree, Strongly Agree] 

 

[Each sentence was displayed with Font Times New Roman, size 18, bold 

and centred. The options for the respondent appeared below each of the 

statements] 

 

 

It is more important to be a team player than to express oneself. 

Men and Women have different roles to play in society. 

Chastity is an important and valuable virtue. 

I am proud of my country's history. 

Justice is the most important requirement for a society. 

I would call some acts wrong on the grounds that they are unnatural. 

Compassion for those who are suffering is the most crucial virtue. 

It is better to do good than to do bad. 

One of the worst things a person could do is hurt a defenseless animal. 

People should be loyal to their family members, even when they have done 

something wrong. 

When the government makes laws, the number one principle should be ensuring 

that everyone is treated fairly. 

I think it's morally wrong that rich children inherit a lot of money while poor 

children inherit nothing. 

Respect for authority is something all children need to learn. 

People should not do things that are disgusting, even if no one is harmed. 

If I were a soldier and disagreed with my commanding officer's orders, I would 

obey anyway because that is my duty. 

It can never be right to kill a human being. 



 

Study 2 – Morality As Cooperation Questionnaire 

(MAC-Q) 

 

Thank you for finishing the previous part. Now, 

please answer the following questionnaire. 

 

 [MAC-Q is displayed differently (and on a different scale) than the MFQ. 

We preserve how MAC-Q was displayed in Curry et al (2019). To do that, 

we displayed each of the statements in a slider frame (as the moral 

evaluations of scenarios)] 

 

When you decide whether something is right or 

wrong, to what extent are the following 

considerations relevant to your thinking? 

 

Click on the lines below, and/or move the sliders 

 

 [Options for the respondent: Continuous scale via slider. Guide above 

the sliders showed the following guide: Not At All Relevant, Not Very 

Relevant, Slightly Relevant, Somewhat Relevant, Very Relevant, Extremely 

Relevant] 

 

Whether or not someone acted to protect their family 

Whether or not someone helped a member of their family 

Whether or not someone’s action showed love for their family 

Whether or  not someone acted in a way that helped their community 

Whether or not someone helped a member of their community 

Whether or not someone worked to unite a community 

Whether or not someone did what they had agreed to do 



Whether or not someone kept their promise 

Whether or not someone proved that they could be trusted 

Whether or not someone acted heroically 

Whether or not someone showed courage in the face of adversity 

Whether or not someone was brave 

Whether or not someone deferred to those in authority 

Whether or not someone disobeyed orders 

Whether or not someone showed respect for authority 

Whether or not someone kept the best part for themselves 

Whether or not someone showed favouritism 

Whether or not someone took more than others 

Whether or not someone vandalised another person’s property 

Whether or not someone kept something that didn’t belong to them 

Whether or not someone’s property was damaged 

 

To what extent do you agree with the following 

statements? 

 

Click on the lines below, and/or move the sliders 

 [Continuous scale via slider. Guide above the sliders showed the 

following guide: Strongly Disagree, Disagree, Neither Agree nor Disagree, 

Agree, Strongly Agree] 

 
People should be willing to do anything to help a member of their family 

You should always be loyal to your family 

You should always put the interests of your family first 

People have an obligation to help members of their community 

It’s important for individuals to play an active role in their communities 

You should try to be a useful member of society 

You have an obligation to help those who have helped you 

You should always make amends for the things you have done wrong 

You should always return a favour if you can 

Courage in the face of adversity is the most admirable trait 



 

Society should do more to honour its heroes 

To be willing to lay down your life for your country is the height of bravery 

People should always defer to their superiors 

Society would be better if people were more obedient to authority 

You should respect people who are older than you 

Everyone should be treated the same 

Everyone’s rights are equally important 

The current levels of inequality in society are unfair 

It’s acceptable to steal food if you are starving 

It’s ok to keep valuable items that you find, rather than try to locate the rightful 

owner 

Sometimes you are entitled to take things you need from other people 

 

 



The tables provided in this appendix serve the purpose of supporting the claim that 

the data we collected from the Moral Foundations Questionnaire (Study 1. Henceforth, 

MFQ) and the Morality As Cooperation Questionnaire (Study 2. Henceforth, MAC-

Q) are in line with the data that has been reported in the previous literature (most 

notably, Graham et al, 2011 and Curry et al, 2019, which are the papers who developed 

and presented MFWQ and MAC-Q respectively). We present several tables for each 

foundation, divided into two sections: one for MFQ (A.2.1) and one for MAC-Q 

(A.2.2). In each section, our tables present (i) the Cronbach alphas of each foundation, 

aggregated over all measures and divided by Relevance and Judgment items; (ii) 

correlations (both before and after partialing political ideology) between the 

Relevance and Judgments subscales for each Foundation; (iii) the Factor Loadings 

from an Exploratory Factor Analysis for both the Judgment and Relevance items of 

each foundation; and (iv) the goodness-of-fit indices of several modelling structures 

of MFT and MAC-Q used in Confirmatory Factor Analyses. 

In summary, we replicate very well, with minor exceptions, the data from Graham 

et al (2011) for MFT and the data from, Curry et al (2019) for MAC, albeit the former 

with greater precision. More specifically, we can summarise the results into four 

statements. First, the Cronbach alphas of our data resemble those obtained in Graham 

et al (2011) and Curry et al (2019), both in size and in the fact that Cronbach alphas 

are systematically higher for the Relevance than for the Judgments items. Second, the 

correlation between the Relevance items of a given foundation tend to correlate more 

strongly with the Judgment items of the same foundation, both in Graham et al (2011), 

Curry et al (2019) and in our data for Study 1 and Study 2. Third, the Factor loadings 

of MFQ can be divided into a factor for Harm and Fairness and a factor for Loyalty, 

Authority, and Purity both in Graham et al (2011) and in our data of Study 1. This 

replication is still successful for our data of Study 2, but only for the Relevance items, 

in which we had 7 factors, one per each Foundation, as Curry et al (2019). Our factor 

loadings for the Judgments items, however, are the only part of this analysis where we 

fail to replicate Curry et al’s (2019) Studies. Fourth, the goodness-of-fit indices from 

the Confirmatory Factor Analyses favour in our data the same models as the ones 

favoured in the data of Graham et al (2011) and Curry et al (2019). Overall, we take 

this as strong evidence that our data is representative of what has already been reported 



 

in the literature, hence giving more credibility to the findings we report regarding the 

influence of Moral Foundations in capturing individual differences in the moral 

judgments of our scenarios. 

 

 



 

Table 6.1. Cronbach Alphas, means and standard deviations for each subscale of 

MFQ 

 

Notes: Range for all subscales is 0–5. Standard deviations in parentheses. 

  



 

Table 6.2. Correlations between the Relevance and Judgments subscales of MFQ 

 

Notes: Each panel shows correlations between scales (first five rows with data) and partial 

correlations after controlling for political ideology (last five rows with data). Highest correlation is 

shown in bold. 

Graham et al (2011) 

 
MFQ Relevance subscales 

 Harm Fairness Loyalty Authority Purity 

MFQ Judgments subscales      
    Harm 0.47 0.36 0.03 0.04 0.10 
    Fairness 0.32 0.46 - 0.09 - 0.11 - 0.12 
    Loyalty - 0.05 - 0.13 0.48 0.43 0.40 
    Authority - 0.12 - 0.21 0.42 0.49 0.47 
    Purity 0.05 - 0.09 0.44 0.53 0.74 
After partialing political ideology      
    Harm 0.38 0.25 0.07 0.09 0.19 
    Fairness 0.23 0.35 0.06 0.05 0.07 
    Loyalty 0.04 - 0.04 0.38 0.32 0.25 
    Authority - 0.02 - 0.08 0.31 0.39 0.31 
    Purity 0.11 - 0.01 0.29 0.37 0.64 

Study 1 

 
MFQ Relevance subscales 

 
Harm Fairness Loyalty Authority Purity 

MFQ Judgments subscales      
    Harm 0.50 0.30 0.08 0.08 0.11 
    Fairness 0.30 0.36 -0.07 -0.01 -0.07 
    Loyalty -0.13 -0.18 0.48 0.46 0.41 
    Authority -0.14 -0.19 0.46 0.60 0.54 
    Purity -0.12 -0.20 0.51 0.60 0.81 
After partialing political ideology      
    Harm 0.47 0.25 0.13 0.12 0.16 
    Fairness 0.24 0.30 -0.02 0.03 0.00 
    Loyalty -0.07 -0.13 0.47 0.45 0.39 
    Authority -0.07 -0.13 0.45 0.59 0.52 
    Purity -0.05 -0.14 0.51 0.60 0.80 

 



Table 6.3. Factor loadings from Exploratory Factor Analysis for the MFQ items 

 
 

Notes: Strongest factor loading for each item indicated in bold. 

  

 Graham et al (2011) Study 1 

Foundation Factor 1 Factor 2 Factor 1 Factor 2 

Relevance Items 
Harm     
    Emotionally 0.01 0.59 0.01 0.68 
    Weak 0.09 0.65 -0.02 0.69 
    Cruel 0.07 0.59 -0.03 0.59 
Fairness     
    Unfairly 0.01 0.56 -0.06 0.58 

    Treated - 0.11 0.59 -0.06 0.72 
    Rights - 0.18 0.47 -0.13 0.51 
Loyalty     
    Loyalty 0.52 0.19 0.61 0.12 
    Betray 0.48 0.17 0.59 0.14 
    Love countryok 0.67 0.02 0.66 0.05 

Authority     
    Traditions 0.61 0.00 0.70 -0.04 
    Respect 0.69 0.05 0.81 0.08 
    Chaos 0.40 0.20 0.43 0.27 
Purity     
    Disgusting 0.57 0.21 0.69 0.09 
    Decency 0.70 0.10 0.76 0.07 
    God 0.64 - 0.02 0.61 -0.07 

Judgment Items 
Harm     

    Animal - 0.01 0.39 0.05 0.31 
    Kill - 0.07 0.35 0.11 0.29 
    Compassion - 0.01 0.63 -0.01 0.68 
Fairness     
    Justice 0.09 0.27 0.20 0.11 
    Fairly - 0.14 0.48 -0.10 0.56 
    Rich - 0.22 0.38 -0.24 0.27 
Loyalty     
    Team 0.45 - 0.03 0.35 -0.09 
    History 0.49 - 0.18 0.47 -0.21 
    Family 0.34 0.04 0.43 -0.01 
Authority     
    Sex roles 0.47 - 0.24 0.50 -0.32 
    Soldier 0.48 - 0.20 0.49 -0.07 
    Kid respect 0.64 - 0.05 0.67 0.00 
Purity     
    Harmless disgusting 0.66 0.03 0.74 -0.11 
    Unnatural 0.66 - 0.07 0.77 -0.13 
    Chastity 0.67 - 0.08 0.62 -0.12 

 



 

Table 6.4. Goodness-of-Fit Indices from Structural Models Representing 

Confirmatory Factor Analyses of MFQ 

 
Notes: Model in bold is the best fitting one according to the indices reported in here



 

 

Table 6.5. Cronbach Alphas, means and standard deviations for each subscale of 

MAC-Q 

 

Notes: Range for all subscales is 0–100. Standard deviations in parentheses. Cells are left empty 

where no data was available from the Curry et al (2019) paper 

  



 

 

 

Table 6.6. Correlations between the Relevance and Judgments subscales of MAC-Q 

 

Notes: Each panel shows correlations between scales and partial correlations after controlling for 

political ideology. Highest correlation is shown in bold. 

  

Curry et al (2019) 

 
MAC-Q Relevance subscales 

 Family Group Reciprocity Heroism Deference Fairness Property 

MAC-Q Judgments subscales        
    Family 0.49 0.24 0.27 0.29 0.35 0.14 0.19 
    Group 0.24 0.49 0.23 0.24 0.21 0.22 0.19 
    Reciprocity 0.41 0.37 0.34 0.34 0.24 0.22 0.25 
    Heroism 0.38 0.29 0.29 0.46 0.38 0.20 0.25 
    Deference 0.30 0.23 0.19 0.25 0.53 0.17 0.15 
    Fairness 0.22 0.23 0.18 0.14 0.07 0.15 0.10 
    Property - 0.01 - 0.03 0.00 - 0.01 0.02 - 0.10 0.05 
After partialing ideology        
    Family        
    Group        
    Reciprocity        
    Heroism        
    Deference        
    Fairness        
    Property        

Study 2 

 
MAC-Q Relevance subscales 

 
Family Group Reciprocity Heroism Deference Fairness Property 

MACQ Judgments subscales        
    Family 0.63 0.23 0.19 0.36 0.46 0.20 0.11 
    Group 0.34 0.54 0.27 0.39 0.23 0.34 0.20 
    Reciprocity 0.30 0.32 0.32 0.22 0.10 0.34 0.34 
    Heroism 0.41 0.26 0.26 0.47 0.43 0.17 0.18 
    Deference 0.35 0.09 0.12 0.28 0.67 0.12 0.06 
    Fairness 0.03 0.19 0.10 0.02 -0.18 0.22 0.16 
    Property 0.03 -0.06 0.06 0.01 0.26 -0.12 0.08 
After partialing ideology        
    Family 0.64 0.24 0.19 0.36 0.45 0.22 0.10 
    Group 0.35 0.55 0.28 0.40 0.24 0.36 0.20 
    Reciprocity 0.31 0.32 0.33 0.23 0.11 0.34 0.34 
    Heroism 0.41 0.28 0.26 0.47 0.41 0.19 0.18 
    Deference 0.36 0.12 0.12 0.30 0.65 0.16 0.06 
    Fairness 0.06 0.16 0.12 0.04 -0.10 0.20 0.19 
    Property 0.02 -0.03 0.06 0.01 0.22 -0.10 0.07 

 



 

Table 6.7. Factor loadings from Exploratory Factor Analysis for the MAC-Q items – 

Relevance items 

 

Notes: Strongest factor loading for each item indicated in bold. 



 

 

 

Table 6.8. Factor loadings from Exploratory Factor Analysis for the MAC-Q items – 

Judgment items 

 

Notes: Strongest factor loading for each item indicated in bold.  



 

 

Table 6.9. Goodness of Fit indices for alternative models of Confirmatory Factor 

Analyses for MAC-Q 

 

Notes: Model in bold is the best fitting one according to the indices reported in here. 

  



 

 

 

Haidt and Joseph (2004) developed Moral Foundations Theory (henceforth, MFT). 

MFT argues that people’s morality is built upon several moral foundations, which are 

defined as a set of universal modules organised prior to experience, where each 

module processes information and outputs moral judgments in return44. This theory is 

a new synthesis of moral psychology considering four main discoveries made since 

the 1980’s (for an extensive coverage, see Haidt, 2007 and 2013).  

The first principle of MFT is that emotions and intuitions drive people’s moral 

judgments, and that reasoning is a post-hoc process made to justify one’s own moral 

views to others. Each moral foundation, operationalised by a module, represents the 

preparedness of individuals to acquire moral knowledge on a given topic, while the 

domain of such modules defines the relevant concepts for each moral foundation. The 

function of intuitions is to trigger emotions that activate modules, which, in return, 

output moral judgments. 

The second tenet of MFT is that morality is wider in its scope than it was once 

considered. Whereas the classical literature focused only on topics regarding harm and 

fairness, MFT postulates five different foundations of moral systems: harm/care, 

fairness/reciprocity, ingroup/loyalty, authority/respect, and purity/chastity45. We 

briefly define the five foundations below by describing the domain of each module 

and the characteristic emotion that triggers each foundation. Each foundation is 

activated by an intuition, which triggers the characteristic emotion of that foundation. 

Each foundation, given its modular nature, processes the perceived situation and 

outputs a moral judgment when activated46. 

The domain of the harm foundation are situations where suffering or distress is 

being inflicted to (harm) or can be avoided by an action towards (care) someone. The 

emotion characteristic of this foundation is compassion. The domain of the fairness 

foundation are situations where cheating, cooperation and deception may arise in 

interactions with non-kin. Anger, guilt, and gratitude are the emotions linked to the 

                                                 
44 Haidt and Bjorklund (2008) define a module as “informationally encapsulated special purpose processing mechanisms”. 
45 For brevity, we use harm to refer to the harm/care foundation, fairness to refer to the fairness/reciprocity foundation, 

loyalty to refer to the ingroup/loyalty foundation, authority to refer to the authority/respect foundation and purity to refer to the 
purity/chastity foundation. The name of the foundations is the one reported in Haidt and Joseph (2006). 

46 For an in-depth coverage of the definition of each foundation, or on how foundations influence moral judgments, one can 

refer to Graham et al (2013).



 

fairness foundation. The loyalty foundation’s domain is defined by situations that may 

suppose a threat to or may generate cohesion within a group. Emotions of group pride 

and rage towards traitors are characteristic for the loyalty foundation. The domain of 

the authority foundation is represented by situations in which hierarchy, dominance 

and submission are involved. Respect and fear are the emotions associated with this 

foundation. The domain of the purity foundation is defined by situations where 

pathogens can be avoided. Disgust is the emotion linked to the purity foundation.  

The third principle of MFT is that morality glues people into communities. In that 

vein, MFT divides its five foundations into two groups: individualizing and binding 

foundations. The Individualizing foundations’ aim is to protect individual rights, harm 

and fairness being the ones considered as individualizing: harm and unfairness are 

usually thought of as directed towards an individual. Loyalty, authority, and purity 

compose the binding foundations, and their purpose is to bind people into groups. 

MFT states that the latter group makes people reflect on their obligations to their 

societies and to stick to their role within a bigger entity. 

The fourth tenet of MFT is that interpersonal relations shape people’s moral 

judgments. When people interact, the moral judgments and moral reasoning of some 

can trigger new intuitions in others. These new intuitions may activate foundations 

that will help to shape an individual’s moral judgments. Culture plays a prominent 

role in determining both people’s intuitions and the importance of each moral 

foundation; as traditions, rituals and specific virtues are socialised throughout 

everyday interactions. Hence, people embedded in different cultures may cultivate a 

greater propensity to rely on different kinds of moral knowledge, which will help to 

explain different conceptions of morality in different societies. 

 

MAC was built by accepting the core tenets of MFT: innateness of morality, 

primacy of intuitions over reason, operationalization of foundations as modules and a 

pluralistic view of morality. The main differences between MFT and MAC are the 

selection process of the foundations and the actual foundations themselves. Whereas 

foundations in MFT were chosen by selecting commonalities between previous 

theoretical accounts of morality, MAC foundations were chosen by identifying several 

cooperation problems in human social life and developing a module bespoke to each 



 

 

cooperation problem. As a result, MAC includes more foundations than MFT and each 

foundation is linked to regulating a specific cooperative issue. In contrast, MFT’s 

regulation of behaviour is more limited in its scope, given that several cooperation 

problems identified in MAC do not clearly refer to a foundation of MFT. 

MAC is composed of seven foundations. The seven foundations are based on 

cooperation problems discussed in game theory47. The Family Values foundation 

captures the cooperation problem of distributing resources between kin. More 

generally, problems concerning distribution of resources are captured in game theory 

by bargaining games such as ultimatum or dictator games. The foundation linked to 

such games is the Fairness foundation. The Reciprocity foundation is linked to social 

dilemma games, such as prisoner’s dilemmas or public goods games. The Group 

Loyalty foundation is built upon coordination games and the Heroism, Deference and 

Property Rights foundations are linked to different aspects of problems of conflict 

resolution. 

According to MAC, a cooperative action in any of the aforementioned games is to 

be seen as morally good and a selfish action as morally bad. A higher adherence to a 

given foundation shows a greater importance of that foundation for a given person, 

and, hence, moral judgments of cooperative and selfish actions on the relevant 

cooperation problems should be more extreme.  

 

                                                 
47 Here we describe each foundation by pointing towards the cooperation problem related to each foundation. This is the 

equivalent of the “domain” of a foundation in MFT. For a deeper treatment of MAC’s foundations, see Curry et al (2019). 



 

 

Figure 6.1. Predicted MEF’s evaluated at high and low scores of the Loyalty 

foundation – Top Panels: Give scenarios; Bottom Panels: Take scenarios 

 

Figure 6.1. reports the predicted moral judgments of high and low scores of the 

Loyalty foundation. We find only marginally significant effects when aggregating over 

all scenarios (𝐹(24,397) = 1.40, 𝑝 = 0.10), but no effects when considering Give 

and Take frames in isolation (Give frame: 𝐹(12,397) = 1.44, 𝑝 = 0.14; Take frame: 

𝐹(12,397) = 1.35; 𝑝 = 0.19). Furthermore, we do not find any evidence of the 

Loyalty foundation being a moderator of the framing effects (𝐹(12,397) = 1.21, 𝑝 =

0.27). Overall, the effects of the Loyalty foundation in moral judgments are 

qualitatively similar to those of Harm and Fairness (i.e., higher scores in the Loyalty 

foundation leading to a harsher condemnation of free riders and a more pronounced 

praise of full contributors), although the size of the effect is smaller than that of Harm 

and Fairness. 

 



 

 

 

Figure 6.2. Predicted MEF’s evaluated at high and low scores of the Authority 

foundation – Top Panels: Give scenarios; Bottom Panels: Take scenarios 

 

Figure 6.2 reports the predicted moral judgments of high and low scores of the 

Authority foundation. We find evidence, both at the aggregate and at the frame level, 

of significant effects of the score of the Authority Foundation in our subjects’ impartial 

moral judgments (Overall: 𝐹(24,397) = 2.05, 𝑝 = 0.00; Give frame: 𝐹(12,397) =

2.22, 𝑝 = 0.01; Take frame: 𝐹(12,397) = 1.88; 𝑝 = 0.03). These results are mainly 

driven by the association between a higher score in the Authority foundation and (i) a 

higher praise of full contributors in the Give frame (see top right panel); (ii) a higher 

praise of half contributors when 𝐶𝐵𝐶 = 10 in the Give frame (see top central panel); 

and (iii) a higher condemnation of free riders and half contributors when 𝐶𝐵𝐶 = 20 in 

the Take frame (see bottom left and central panels). Furthermore, we do not find 

evidence in support of the Authority foundation as a moderator of framing effects 

(𝐹(12,397) = 1.08; 𝑝 = 0.37). However, there seems to be a tendency of a higher 

score (relative to a lower score) in the Authority foundation to accentuate the praise 

ascribed to full contributors in the Give scenarios.  

 



 

 

Figure 6.3. Predicted MEF’s evaluated at high and low scores of the Purity 

foundation – Top Panels: Give scenarios; Bottom Panels: Take scenarios 

 

Figure 6.3 reports the predicted moral judgments of high and low scores of the 

Purity foundation. We find overall evidence of Purity as an influence of moral 

judgments (𝐹(24,397) = 2.07, 𝑝 = 0.00), this mainly being driven by its effect on 

moral judgments in the Take frame (Give frame: 𝐹(12,397) = 1.44, 𝑝 = 0.14; Take 

frame: 𝐹(12,397) = 2.69; 𝑝 = 0.00). In this case, we also find evidence of Purity 

moderating framing effects (𝐹(12,397) = 2.04; 𝑝 = 0.02): relative to lower scores, 

higher scores in the Purity foundation accentuate the praise ascribed to half and full 

contributors in the Give scenarios.  

Figure 6.4 reports the predicted moral judgments of high and low scores of the 

Economic liberty foundation. We find, overall, a marginally significant effect of the 

Economic liberty foundation in the moral judgments (𝐹(24,397) = 1.42, 𝑝 = 0.09), 

this being mainly driven by the moral judgments in the Give frame (Give frame: 

𝐹(12,397) = 2.10, 𝑝 = 0.02; Take frame: 𝐹(12,397) = 0.74; 𝑝 = 0.71). 



 

 

 

Figure 6.4. Predicted MEF’s evaluated at high and low scores of the Economic liberty 

foundation – Top Panels: Give scenarios; Bottom Panels: Take scenarios 

 

More specifically, the main effect of Economic liberty is channelled through its 

effect on Free riding in the Give frame: a higher score in the Economic liberty 

foundation was associated with a lower blame attached to free riders (see top left 

panel). We do not find evidence of the Economic liberty foundation moderating 

framing effects (𝐹(12,397) = 0.64; 𝑝 = 0.82). However, we notice that relative to a 

lower score, a higher score in the Economic liberty foundation decreases the framing 

effect of the MEF of free riding. 

Finally, Figure 6.5 reports the predicted moral judgments of high and low scores of 

the Lifestyle liberty foundation. We did not find overall support for Lifestyle liberty 

as a driver of moral judgments of social dilemmas (𝐹(24,397) = 1.37, 𝑝 = 0.12), 

although we do find strong evidence of an effect of Lifestyle liberty in moral 

judgments of the Give frame (Give frame: 𝐹(12,397) = 2.14, 𝑝 = 0.01; Take frame: 

𝐹(12,397) = 0.59; 𝑝 = 0.85). More specifically, we observe that a higher score in 

the Lifestyle liberty foundation increases the praise ascribed to full contributors in the 

Give frame (top right panel). We do not find any evidence is favour of the Lifestyle 

liberty foundation moderating framing effects (𝐹(12,397) = 0.69; 𝑝 = 0.75). 



 

 

 

 

Figure 6.5. Predicted MEF’s evaluated at high and low scores of the Lifestyle liberty 

foundation – Top Panels: Give scenarios; Bottom Panels: Take scenarios 

 

 



 

 

 

Figure 6.6. Predicted MEF’s evaluated at high and low scores of the Group 

foundation – Top Panels: Give scenarios; Bottom Panels: Take scenarios 

 

Figure 6.6. reports the predicted moral judgments of all scenarios of high and low 

levels of the Group foundation. As with the Fairness foundation, we do find evidence 

of a significant effect of Fairness on moral judgments; both at the aggregate level 

(𝐹(24,397) = 2.80, 𝑝 = 0.00), at both Give and Take scenarios (Give frame: 

𝐹(12,397) = 2.57, 𝑝 = 0.00; Take frame: 𝐹(12,397) = 3.04; 𝑝 = 0.00), but we do 

not find evidence for the moderating role of the Group foundation in explaining 

framing effects (𝐹(12,397) = 0.32; 𝑝 = 0.98). As with the Fairness foundation, a 

higher score in the Group foundation is associated with (i) more blameworthy 

judgments of free riders in the Give and Take frames, in both cases driven by a more 

negative slope of the MEF of 𝐶𝐴 = 0 (see top and bottom left panels); and (ii) more 

praiseworthy judgments of full contributors in both the Give and the Take frames (see 

top and bottom right panels). Overall, the effects of the Group foundation are smaller 

than the effects of either the Reciprocity or the Fairness foundation.  



 

 

Figure 6.7. Predicted MEF’s evaluated at high and low scores of the Property 

foundation – Top Panels: Give scenarios; Bottom Panels: Take scenarios 

 

Figure 6.7. reports the predicted moral judgments of all scenarios of high and low 

levels of the Property foundation. As with the other foundations, we do find strong 

evidence of a significant effect of Fairness on moral judgments at the aggregate level 

(𝐹(24,397) = 1.77, 𝑝 = 0.01), but in this case the overall effect is mainly driven by 

its effect on the moral judgments of Take scenarios (Give frame: 𝐹(12,397) = 1.48, 

𝑝 = 0.13; Take frame: 𝐹(12,397) = 2.05; 𝑝 = 0.02). The main visible effect of the 

Property foundation lies in the increase of praise ascribed to full contributors, 

especially in the Give frame (see top and bottom right panels). Furthermore, we do not 

find evidence supporting the moderating role of the Property foundation in framing 

effects (𝐹(12,397) = 1.10; 𝑝 = 0.36). Overall, the effects of the Property foundation 

are smaller than the effects of the previously discussed foundations.  

Figure 6.8. reports the predicted moral judgments of all scenarios of high and low 

levels of the Heroism foundation. As with the other foundations, we do find evidence 

of a significant effect of Heroism on moral judgments at the aggregate level 

(𝐹(24,397) = 2.53, 𝑝 = 0.00), the overall effect being mainly driven by its effect on 

the moral judgments of Take scenarios, as it is the case with the Property foundation 



 

 

(Give frame: 𝐹(12,397) = 1.29, 𝑝 = 0.22; Take frame: 𝐹(12,397) = 3.77; 𝑝 =

0.00).  

 

Figure 6.8. Predicted MEF’s evaluated at high and low scores of the Heroism 

foundation – Top Panels: Give scenarios; Bottom Panels: Take scenarios 

 

The main visible effect of the Heroism foundation lies in (i) the increasing blame 

of free riders, especially in the Give frame (see top and bottom left panels); and (ii) 

the increasing praise ascribed to full contributors, especially in the Take frame (see 

top and bottom right panels). Furthermore, we do not find evidence supporting the 

moderating role of the Heroism foundation in framing effects (𝐹(12,397) = 0.88; 

𝑝 = 0.57). Overall, the effects of the Heroism foundation are similar in size to those 

of the Property foundation but smaller than the effects of the Reciprocity, Fairness, 

and Group foundations.  

Figure 6.9. reports the predicted moral judgments of all scenarios of high and low 

levels of the Deference foundation. Contrasting with the findings of the other 

foundations, we do not find evidence of a significant effect of Fairness on moral 

judgments at the aggregate level (𝐹(24,397) = 1.38, 𝑝 = 0.11), and we only find an 

effect on the moral judgments of Give scenarios (Give frame: 𝐹(12,397) = 1.74, 𝑝 =

0.06; Take frame: 𝐹(12,397) = 1.02; 𝑝 = 0.42).  

 



 

 

Figure 6.9. Predicted MEF’s evaluated at high and low scores of the Deference 

foundation – Top Panels: Give scenarios; Bottom Panels: Take scenarios 

 

The main visible effect of the Deference foundation lies in the increase of praise 

ascribed to half contributors in both frames, and of full contributors in the Give frame 

(see top and bottom central panels, and top right panel). Furthermore, we do not find 

evidence supporting a moderating role of the Deference foundation in framing effects 

(𝐹(12,397) = 0.58; 𝑝 = 0.86). Overall, the effects of the Deference foundation are 

similar to those of the Heroism and Property foundations, and smaller than the effects 

of the Reciprocity, Fairness, and Group foundations.  

Finally, we discuss the role of high and low scores of the Family foundation in the 

moral judgments of the scenarios. Figure 6.10. reports those effects. In line with the 

majority of our findings, we find strong evidence of a significant effect of Family on 

moral judgments at the aggregate level (𝐹(24,397) = 1.84, 𝑝 = 0.01), this being 

driven by the effect of the Family foundation in Take scenarios (Give frame: 

𝐹(12,397) = 1.55, 𝑝 = 0.10; Take frame: 𝐹(12,397) = 2.12; 𝑝 = 0.01).  



 

 

 

Figure 6.10. Predicted MEF’s evaluated at high and low scores of the Family 

foundation – Top Panels: Give scenarios; Bottom Panels: Take scenarios 

 

The main visible effect of the Family foundation lies in (i) the increase of blame 

ascribed to free riders, especially in the Give frame (see top and bottom left panels); 

(ii) the increase of praise of half contributors when 𝐶𝐴 ≥ 𝐶𝐵𝑐 in the Give frame (see 

top central panel); and (iii) the increase in praise of full contributors, especially 

prominent in the Give frame (see top and bottom right panels). Furthermore, we do 

not find evidence supporting a moderating role of the Family foundation in framing 

effects (𝐹(12,397) = 0.49; 𝑝 = 0.92). Overall, the effects of the Family foundation 

are similar to those of the Heroism, Deference and Property foundations, and smaller 

than the effects of the Reciprocity, Fairness, and Group foundations.  

 

 



 

 

To test statistically whether high and low scores in a generic moral foundation 𝑀𝐹 

were statistically significantly different from 0 in a generic scenario 𝑗 = 𝑘, we run the 

following statistical test: 

 

𝐻0: 𝑚𝑖,𝑗=𝑘(𝑧_𝑀𝐹𝑖 = −1) = 𝑚𝑖,𝑗=𝑘(𝑧_𝑀𝐹𝑖 = +1) 

 

Which, alternatively, can be rewritten as: 

 

𝐻0: 𝑚𝑖,𝑗=𝑘(𝑧_𝑀𝐹𝑖 = −1) − 𝑚𝑖,𝑗=𝑘(𝑧_𝑀𝐹𝑖 = +1) = 0 

 

By using the regression equation to substitute the two terms in the null hypothesis, 

we get: 

 

𝐻0: (𝛽1 + 𝛽𝑘 + 𝛽25 ∗ (−1) + 𝛽24+𝑘 ∗ 𝐷𝑘 ∗ (−1)) − (𝛽1 + 𝛽𝑘 + 𝛽25 + 𝛽24+𝑘 ∗ 𝐷𝑘)

= 0 

 

Which, after simplifying, becomes: 

 

𝐻0: (𝛽1 + 𝛽𝑘 − 𝛽25 − 𝛽24+𝑘 ∗ 𝐷𝑘) − (𝛽1 + 𝛽𝑘 + 𝛽25 + 𝛽24+𝑘 ∗ 𝐷𝑘) = 0 

 

As 𝐷𝑘 is a dummy, and for scenario 𝑗 = 𝑘 then 𝐷𝑘 = 1, the previous equation 

further simplifies to: 

 

𝐻0: (𝛽1 + 𝛽𝑘 − 𝛽25 − 𝛽24+𝑘) − (𝛽1 + 𝛽𝑘 + 𝛽25 + 𝛽24+𝑘) = 0 

 

Expanding the parentheses, we get: 

 

𝐻0: 𝛽1 + 𝛽𝑘 − 𝛽25 − 𝛽24+𝑘 − 𝛽1 − 𝛽𝑘 − 𝛽25 − 𝛽24+𝑘 = 0 

 

Which, after cancelling out the relevant terms, becomes: 



 

 

 

𝐻0: −𝛽25 − 𝛽24+𝑘 − 𝛽25 − 𝛽24+𝑘 = 0 

 

And, simplifying, we get: 

 

𝐻0: −2𝛽25 − 2𝛽24+𝑘 = 0 

 

And, hence, the alternative hypothesis can, thus, be expressed as 

𝐻1: −2𝛽25 − 2𝛽24+𝑘 ≠ 0 

 

We performed this test for all scenarios. That is, for all 𝑘 ∈ [2,24]. 

 

And, for the baseline scenario (𝑘 = 1), that is for scenario 〈𝐶𝐴 = 0, 𝐶𝐵𝐶 = 0, 𝑓 =

𝐺𝑖𝑣𝑒〉, it follows from the same mathematical process highlighted above that the null 

and alternative hypotheses are: 

 

 

𝐻0: −2𝛽25 = 0  

 

𝐻1: −2𝛽25 ≠ 0  

 

For the joint test of hypothesis, we performed a test where the null hypothesis was 

that all the coefficients related to 𝑧_𝑀𝐹𝑖 were jointly statistically insignificant from 0. 

That is, 

 

𝐻0: 𝛽𝑙 = 0 ∀ 𝑙 ∈ [25,48] 

 

This yields an equivalent result to running a test where we impose that all the 

previous restrictions emanating from the individual statistical tests are jointly 

statistically insignificant from 0; as, in both cases, we are testing, either implicitly or 

explicitly, whether all the coefficients related to a generic moral foundation 𝑀𝐹 are 

jointly significant or not. 



 

Below we present tables regarding only all such tests for the individual hypotheses’ 

tests of each scenario and each of the moral foundations, as the joint hypotheses tests 

have been presented in the main text. Given the multiple comparisons problem, we 

provide both the non-modified p-value and the Bonferroni-corrected p-value. We treat 

scenarios of different frames separately, hence Bonferroni corrected p-values consider 

12 multiple comparisons of hypotheses tests at the same time (i.e., those of all the 

scenarios for a given frame). 

 

 

 

  



 

 

 

Table 6.10. Hypotheses tests regarding statistically different predicted moral 

judgments of each scenario for high and low scores in the Harm foundation of MFT – 

Study 1 

 

Notes: Statistical significance in the last two columns is defined by * p<0.1; ** p<0.05; *** p<0.01 

 

  



 

Table 6.11. Hypotheses tests regarding statistically different predicted moral 

judgments of each scenario for high and low scores in the Fairness foundation of MFT 

– Study 1 

 

Notes: Statistical significance in the last two columns is defined by * p<0.1; ** p<0.05; *** p<0.01 

  



 

 

Table 6.12. Hypotheses tests regarding statistically different predicted moral 

judgments of each scenario for high and low scores in the Loyalty foundation of MFT 

– Study 1 

 

Notes: Statistical significance in the last two columns is defined by * p<0.1; ** p<0.05; *** p<0.01 

  



 

Table 6.13. Hypotheses tests regarding statistically different predicted moral 

judgments of each scenario for high and low scores in the Authority foundation of 

MFT – Study 1 

 

Notes: Statistical significance in the last two columns is defined by * p<0.1; ** p<0.05; *** p<0.01 

  



 

 

Table 6.14. Hypotheses tests regarding statistically different predicted moral 

judgments of each scenario for high and low scores in the Purity foundation of MFT 

– Study 1 

 
Notes: Statistical significance in the last two columns is defined by * p<0.1; ** p<0.05; *** p<0.01 

  



 

Table 6.15. Hypotheses tests regarding statistically different predicted moral 

judgments of each scenario for high and low scores in the Economic liberty foundation 

of MFT – Study 1 

 
Notes: Statistical significance in the last two columns is defined by * p<0.1; ** p<0.05; *** p<0.01 

  



 

 

Table 6.16. Hypotheses tests regarding statistically different predicted moral 

judgments of each scenario for high and low scores in the Lifestyle liberty foundation 

of MFT – Study 1 

 
Notes: Statistical significance in the last two columns is defined by * p<0.1; ** p<0.05; *** p<0.01 

  



 

Table 6.17. Hypotheses tests regarding statistically different predicted moral 

judgments of each scenario for high and low scores in the Reciprocity foundation of 

MAC – Study 2 

 
Notes: Statistical significance in the last two columns is defined by * p<0.1; ** p<0.05; *** p<0.01 

  



 

 

Table 6.18. Hypotheses tests regarding statistically different predicted moral 

judgments of each scenario for high and low scores in the Fairness foundation of MAC 

– Study 2 

 
Notes: Statistical significance in the last two columns is defined by * p<0.1; ** p<0.05; *** p<0.01 

  



 

Table 6.19. Hypotheses tests regarding statistically different predicted moral 

judgments of each scenario for high and low scores in the Group foundation of MAC 

– Study 2 

 
Notes: Statistical significance in the last two columns is defined by * p<0.1; ** p<0.05; *** p<0.01 

  



 

 

Table 6.20. Hypotheses tests regarding statistically different predicted moral 

judgments of each scenario for high and low scores in the Property foundation of MAC 

– Study 2 

 
Notes: Statistical significance in the last two columns is defined by * p<0.1; ** p<0.05; *** p<0.01 

  



 

Table 6.21. Hypotheses tests regarding statistically different predicted moral 

judgments of each scenario for high and low scores in the Heroism foundation of MAC 

– Study 2 

 
Notes: Statistical significance in the last two columns is defined by * p<0.1; ** p<0.05; *** p<0.01 

 

  



 

 

Table 6.22. Hypotheses tests regarding statistically different predicted moral 

judgments of each scenario for high and low scores in the Deference foundation of 

MAC – Study 2 

 
Notes: Statistical significance in the last two columns is defined by * p<0.1; ** p<0.05; *** p<0.01 

  



 

Table 6.23. Hypotheses tests regarding statistically different predicted moral 

judgments of each scenario for high and low scores in the Family foundation of MAC 

– Study 2 

 
Notes: Statistical significance in the last two columns is defined by * p<0.1; ** p<0.05; *** p<0.01 

 

 



 

 

Additionally, we carry out some statistical tests to explore whether framing effects 

are different between low and high levels of a generic moral foundation 𝑀𝐹, as this 

can provide some evidence on whether some moral foundations can be seen as an 

explanation of the framing effects we observe in the MEF’s. Scenarios 𝑘 and 𝑘 + 12 

are scenarios that only vary on the framing of the decision situation. That is, scenarios 

that keep 𝐶𝐴, 𝐶𝐵𝐶 and 𝑑 fixed while varying 𝑓. Taking this into account, we can then 

write the null hypothesis test concerning the equality of framing effects among high 

and low levels of a given moral foundation for scenarios 𝑘 and 𝑘 + 12 as: 

 

𝐻0: 𝑚𝑖,𝑘(𝑧_𝑀𝐹𝑖 = −1) − 𝑚𝑖,𝑘+12(𝑧_𝑀𝐹𝑖 = −1)

= 𝑚𝑖,𝑘(𝑧_𝑀𝐹𝑖 = +1) − 𝑚𝑖,𝑘+12(𝑧_𝑀𝐹𝑖 = +1) 

 

Where the left-hand side captures the framing effect for a low score in foundation 

𝑀𝐹 and the right-hand side captures the framing effect for a high score in foundation 

𝑀𝐹; the framing effect referring to the difference in moral judgments of scenarios 𝑘 

and 𝑘 + 12. As each frame has 12 moral judgments, we have 12 such hypothesis tests. 

Bringing all elements to the left-hand side, we get: 

 

𝐻0: 𝑚𝑖,𝑘(𝑧_𝑀𝐹𝑖 = −1) − 𝑚𝑖,𝑘+12(𝑧_𝑀𝐹𝑖 = −1) − 𝑚𝑖,𝑘(𝑧_𝑀𝐹𝑖 = +1)

+ 𝑚𝑖,𝑘+12(𝑧_𝑀𝐹𝑖 = +1) 

 

And, rearranging, the null hypothesis is, thus, equivalent to: 

 

𝐻0: 𝑚𝑖,𝑘(𝑧_𝑀𝐹𝑖 = −1) − 𝑚𝑖,𝑘(𝑧_𝑀𝐹𝑖 = +1)

= 𝑚𝑖,𝑘+12(𝑧_𝑀𝐹𝑖 = −1) −𝑚𝑖,𝑘+12(𝑧_𝑀𝐹𝑖 = +1) 

 

Hence, the null hypothesis test is equivalent to a hypothesis test where we impose 

that the differences between low and high scores in a given foundation are the same 

in scenarios 𝑘 (left-hand side) and 𝑘 + 12 (right-hand side). Using, thus, the 

mathematical derivations outlined earlier, we can rewrite the null hypothesis as: 

 

𝐻1: −2𝛽25 − 2𝛽24+𝑘 = −2𝛽25 − 2𝛽24+𝑘+12 



 

 

Adding the subscripts in the last element in the right-hand side, we get: 

 

𝐻1: −2𝛽25 − 2𝛽24+𝑘 = −2𝛽25 − 2𝛽36+𝑘 

 

Bringing all elements to the left-hand side and cancelling out, we can rewrite the 

null and alternative hypotheses as: 

 

𝐻0: −2𝛽24+𝑘 + 2𝛽36+𝑘 = 0 

 

𝐻1: −2𝛽24+𝑘 + 2𝛽36+𝑘 ≠ 0 

 

Below we report the tables concerning the statistical tests regarding individual 

scenarios, as the joint tests of hypotheses for all foundations have been presented in 

the main text. 

 

Table 6.24. Hypotheses tests regarding statistically different predicted moral 

judgments of each scenario for high and low scores in the Harm foundation of MFT – 

Study 1 

 
Notes: Statistical significance in the last two columns is defined by * p<0.1; ** p<0.05; *** p<0.01 

 



 

 

Table 6.25. Hypotheses tests regarding statistically different predicted moral 

judgments of each scenario for high and low scores in the Fairness foundation of MFT 

– Study 1 

 
Notes: Statistical significance in the last two columns is defined by * p<0.1; ** p<0.05; *** p<0.01 

 

 

Table 6.26. Hypotheses tests regarding statistically different predicted moral 

judgments of each scenario for high and low scores in the Loyalty foundation of MFT 

– Study 1 

 
Notes: Statistical significance in the last two columns is defined by * p<0.1; ** p<0.05; *** p<0.01 

  



 

 

Table 6.27. Hypotheses tests regarding statistically different predicted moral 

judgments of each scenario for high and low scores in the Authority foundation of 

MFT – Study 1 

 
Notes: Statistical significance in the last two columns is defined by * p<0.1; ** p<0.05; *** p<0.01 

 

Table 6.28. Hypotheses tests regarding statistically different predicted moral 

judgments of each scenario for high and low scores in the Purity foundation of MFT 

– Study 1 

 
Notes: Statistical significance in the last two columns is defined by * p<0.1; ** p<0.05; *** p<0.01  



 

 

Table 6.29. Hypotheses tests regarding statistically different predicted moral 

judgments of each scenario for high and low scores in the Economic liberty foundation 

of MFT – Study 1 

 
Notes: Statistical significance in the last two columns is defined by * p<0.1; ** p<0.05; *** p<0.01 

 

Table 6.30. Hypotheses tests regarding statistically different predicted moral 

judgments of each scenario for high and low scores in the Lifestyle liberty foundation 

of MFT – Study 1 

 
Notes: Statistical significance in the last two columns is defined by * p<0.1; ** p<0.05; *** p<0.01 

  



 

Table 6.31. Hypotheses tests regarding statistically different predicted moral 

judgments of each scenario for high and low scores in the Reciprocity foundation of 

MAC – Study 2 

 
Notes: Statistical significance in the last two columns is defined by * p<0.1; ** p<0.05; *** p<0.01 

 

Table 6.32. Hypotheses tests regarding statistically different predicted moral 

judgments of each scenario for high and low scores in the Fairness foundation of MAC 

– Study 2 

 
Notes: Statistical significance in the last two columns is defined by * p<0.1; ** p<0.05; *** p<0.01 

  



 

 

Table 6.33. Hypotheses tests regarding statistically different predicted moral 

judgments of each scenario for high and low scores in the Group foundation of MAC 

– Study 2 

 
Notes: Statistical significance in the last two columns is defined by * p<0.1; ** p<0.05; *** p<0.01 

 

Table 6.34. Hypotheses tests regarding statistically different predicted moral 

judgments of each scenario for high and low scores in the Property foundation of MAC 

– Study 2 

 
Notes: Statistical significance in the last two columns is defined by * p<0.1; ** p<0.05; *** p<0.01 

  



 

Table 6.35. Hypotheses tests regarding statistically different predicted moral 

judgments of each scenario for high and low scores in the Heroism foundation of MAC 

– Study 2 

 
Notes: Statistical significance in the last two columns is defined by * p<0.1; ** p<0.05; *** p<0.01 

 

Table 6.36. Hypotheses tests regarding statistically different predicted moral 

judgments of each scenario for high and low scores in the Deference foundation of 

MAC – Study 2 

 
Notes: Statistical significance in the last two columns is defined by * p<0.1; ** p<0.05; *** p<0.01 

  



 

 

Table 6.37. Hypotheses tests regarding statistically different predicted moral 

judgments of each scenario for high and low scores in the Family foundation of MAC 

– Study 2 

Notes: Statistical significance in the last two columns is defined by * p<0.1; ** p<0.05; *** p<0.01 

 



 

 

The table below provides Mann Whitney tests for the pairwise comparison of mean 

moral judgments of each scenario between Study 1 and Study 2. As it can be seen, no 

scenario has a statistically significant difference below 𝑝 < 0.05, and none of the 𝑝-

values survives a Bonferroni correction within a multiple comparisons’ framework. 

 

Table 6.38. Testing for statistically significant differences of moral judgments of 

scenarios between studies 



 

 

 

 

 

 

Thank you for participating in our HIT. 

        

In this HIT we will ask you to answer several questions. You will be paid a flat fee of 

$3 for completing this HIT. Additionally, provided you complete all elements of the 

HIT, you can win a bonus of up to $3.34 depending on your decisions and the 

decisions of other participants. We'll let you know which tasks will determine your 

bonus (and how) once you reach them. Previous participants finished the HIT in about 

25 minutes. 

 

Click >> to continue. 

  



 

 

BEFORE YOU START! 

 

1. Try to ensure that you will not be interrupted during the survey. You will need 

to complete several tasks and it is important that you take them seriously. 

 

2. Put other devices and applications at one side so that they don't distract you. 

  

 Thank you. 

 

 

  



 

 

General instructions of the decision situation 

[Different wording used for the Maintenance 

treatments in italics and between brackets] 

 

Please read through the decision problem outlined 

below 

 

 

In this decision problem, Person A will form a group with Person B. They will 

interact in MTurk. 

 

To determine their bonus payment, we will first record their earnings in points and 

then exchange the sum of points they earned into a dollar amount for their bonus 

payment. Their bonus in Dollars will be determined as follows:  

 

𝐸𝑎𝑟𝑛𝑖𝑛𝑔𝑠 𝑖𝑛 𝐷𝑜𝑙𝑙𝑎𝑟𝑠 =
𝐸𝑎𝑟𝑛𝑖𝑛𝑔𝑠 𝑖𝑛 𝑃𝑜𝑖𝑛𝑡𝑠

35
 

 

Person A and Person B share a group project. Initially, there are 0 [60] tokens in 

the project, but each person can contribute [withdraw] some tokens to [from] it. Each 

person has control of 30 tokens and has four options: either contribute [withdraw] 0, 

10, 20 or 30 tokens to [from] the group project. Tokens a person does 

not contribute to [withdraws from] the project are left [put] by that person in his or 

her private account.  

 

Each group member will receive an income from his or her private account and 

from the group project. 

 

A group member’s income from his or her private account 

 



 

A group member will receive 1 point for each token he or she leaves [puts] 

in his or her private account. No one else receives anything from tokens that he 

or she leaves [puts] in his or her private account.  

 

If, for example, Person A leaves [puts] 10 tokens in his or her private account, then 

person A will receive 10 points from his or her private account and Person B will 

receive no points from Person A's private account. 

 

A group member’s income from the group project 

Each group member benefits equally from tokens in the project, regardless of 

who put [left] them there. All tokens put [left] in the project will be increased by 50 

percent, and the result will be split equally among the two group members. 

 If, for example, Person A contributes [withdraws] 10 [20] tokens and Person B 

contributes [withdraws] 10 [20] tokens to [from] the project, then each of them will 

receive (10 + 10) × 1.5 / 2 = 20 × 0.75 =  15 points from the project. 

If, for example, Person A contributes [withdraws] 10 [20] tokens and Person B 

contributes [withdraws] 20 [10] tokens to [from] the project, then each of them will 

receive (10 + 20) × 1.5 / 2 = 30 × 0.75 = 22.5 points from the project. 

 

Total income 

  

 A group member's total income is the sum of the income received from his or her 

private account and the income received from the group project. 

 

The figure below shows a summary of the interaction: 

 

(figure for the Provision treatments) 



 

 

 

(figure for the Maintenance treatments) 

 

 

Please answer the following questions to check 

your understanding of the decision problem. 

 

 

Question 1. 

 

Assume that Person A contributes [withdraws] 0 [30] tokens to [from] the group 

project and Person B contributes [withdraws] 0 [30] tokens to [from] the group project. 

 



 

 

A) What will Person A's total point earnings be (total point earnings = point earnings 

from Person A's private account + point earnings from the group project)? 

 

Person A earnings ________ 

 

B) What will Person B's total point earnings be  (total point earnings = point 

earnings from Person B's private account + point earnings from the group project)? 

 

Person B earnings ________ 

 

Question 2. 

 

Assume that Person A contributes [withdraws] 30 [0] tokens to [from] the group 

project and Person B contributes [withdraws] 30 [0] tokens to [from] the group 

project. 

 

 

 

A) What will Person A's total point earnings be (total point earnings = point earnings 

from Person A's private account + point earnings from the group project)? 

 

Person A earnings ________ 

 

B) What will Person B's total point earnings be (total point earnings = point earnings 

from Person B's private account + point earnings from the group project)? 

 

Person B earnings ________ 



 

 

 

Question 3. 

 

Assume that Person A contributes [withdraws] 0 [30] tokens to [from] the group 

project and Person B contributes [withdraws] 30 [0] tokens to [from] the group 

project. 

 

 

 

A) What will Person A's total point earnings be (total point earnings = point 

earnings from Person A's private account + point earnings from the group project)? 

 

Person A earnings ________ 

 

B) What will Person B's total point earnings be (total point earnings = point 

earnings from Person B's private account + point earnings from the group project)? 

 

Person B earnings ________ 

 

Question 4. 

 

Assume that Person A contributes [withdraws] 30 [0] tokens to [from] the group 

project and Person B contributes [withdraws] 0 [30] tokens to [from] the group 

project. 

 

 

 

A) What will Person A's total point earnings be (total point earnings = point earnings 

from Person A's private account + point earnings from the group project)? 

 

Person A earnings ________ 



 

 

B) What will Person B's total point earnings be (total point earnings = point earnings 

from Person B's account + point earnings from the group project)? 

 

Person B earnings ________ 

 

Question 5. 

 

Assume that Person A contributes [withdraws] 20 [10] tokens to [from] the group 

project and Person B contributes [withdraws] 10 [20] tokens to [from] the group 

project. 

 

 

A) What will Person A's total point earnings be (total point earnings = point 

earnings from Person A's private account + point earnings from the group project)? 

 

Person A earnings ________ 

 

B) What will Person B's total point earnings be (total point earnings = point 

earnings from Person B's account + point earnings from the group project)? 

 

Person B earnings ________ 

  



 

 

General introduction to the P- and C-experiments 

 

We will now present you two decision situations. Your overall bonus from the 

HIT will depend on the decisions you and the other group member (another MTurker) 

take in various tasks that follow.  For each task, we will explain how your and the 

other group member 's decisions will affect your bonus.   

 

 How your final bonus from this HIT will be determined 

  

 Your total bonus is computed by adding the bonus you earn in each of the tasks 

presented in the next two decision situations. Remember that the points will be 

exchanged to dollars as described in the decision problem presented at the beginning 

of the HIT. 

 

Press continue when you are ready. 

 

 



 

P-experiment 

 

In this decision situation, you will form a group with another person. You will 

interact in MTurk. 

 

Your tasks here are based on the decision problem described at the beginning of 

the HIT, which is summarised in the following figure: 

 

(figure for the Provision treatments) 

 

 

(figure for the Maintenance treatments) 

 



 

 

All group members have two tasks, which we will refer to below as the 

“unconditional contribution [withdrawal]” and the “contribution [withdrawal] 

table”. 

 

In the unconditional contribution [withdrawal] task you simply decide the 

amount of tokens (either 0, 10, 20 or 30) you want to contribute to [withdraw from] 

the group project. 

 

In the contribution [withdrawal] table task you indicate the amount of tokens you 

want to contribute to [withdraw from] the group project for each possible 

contribution [withdrawal] of the other group member. Here, you can condition 

your contribution [withdrawal] on that of the other group member. 

  

 This is a one-off situation that is finished once you have made both decisions. 

 

How your bonus from this decision situation will be determined 

 

We will randomly select one group member for whom the unconditional 

contribution [withdrawal] will be relevant for their earnings once you and the other 

group member have made your decisions. The contribution [withdrawal] table will 

determine the earnings of the non-selected group member. 

 

Example:     

 

 Imagine that the unconditional contributions [withdrawals] of group members 

A and B are 20 [10] and 10 [20], respectively.   

 Assume that group member A has been randomly selected so that his or 

her unconditional contribution [withdrawal] (20 [10] in this example) is 



 

relevant for his or her earnings. Hence, group member B's contribution 

[withdrawal] table will be used to calculate his or her earnings.   

 To determine the contribution [withdrawal] of group member B we will take 

the contribution [withdrawal] this group member indicates in their contribution 

[withdrawal] table if group member A contributes 20 [withdraws 10].   

 Imagine that group member B contributes 30 [withdraws 0] if group member 

A contributes 20 [withdraws 10]. Then the total sum of contributions to [tokens 

left in] the group project are 20 + 30 = 50 tokens.   

 Hence, group member A earns 10 + 50 × 1.5/2 = 47.5 points and group member 

B earns 0 + 50 × 1.5/2 = 37.5 points.  

 

Press continue when you are ready.  

  



 

 

The unconditional contribution [withdrawal] 

 

How many tokens out of 30 do you contribute to [withdraw from] the group 

project, i.e. 0, 10, 20 or 30? 



 

The contribution [withdrawal] table 

 

Now we ask you to think about your contribution [withdrawal] depending on how 

much the other group member contributes [withdraws]. Please indicate 

for each possible contribution [withdrawal] of the other group member how much you 

contribute [withdraw], i.e. 0, 10, 20 or 30. 

 

  

 I contribute [withdraw] 

  

If other contributes [withdraws] 0 [30]  

  

If other contributes [withdraws] 10 [20]  

  

If other contributes [withdraws] 20 [10]  

  

If other contributes [withdraws] 30 [0]  

 



 

 

C-experiment 

 

Please now consider another decision situation, consisting of two decision tasks. 

 

In this decision situation, you will form a group with another person. You will 

interact in MTurk. The MTurker you will be paired with in this decision 



 

situation is a different one from the MTurker you were paired with in the 

previous decision situation.   

 

Your tasks here are based on the decision problem described at the beginning of 

the HIT, which is summarised in the following figure: 

 

(figure for the Provision treatments) 

 

(figure for the Maintenance treatments) 

 

All group members have two tasks, which we will refer to below as the 

“contribution [withdrawal] task” and the “prediction task”. 

 

In the contribution [withdrawal] task you have to decide the amount of tokens 

(either 0, 10, 20 or 30) you want to contribute to [withdraw from] the project. 



 

 

  How the bonus from the contribution [withdrawal] task will be determined 

  

 The bonus you earn from this task is determined as explained in the decision 

problem presented at the beginning of the HIT. Your decision and the decision of 

the other group member will determine the tokens left [put] in your 

corresponding private accounts and the total amount of tokens put [left] in the 

group project. 

  

 In the prediction task you have to predict the contribution to [withdrawal from] 

the group project of the other group member. 

  

 How the bonus from the prediction task will be determined 

  

 Your bonus will depend on the accuracy of your prediction:     

 

 If your prediction is exactly right (that is, if your prediction is exactly the same 

as the actual contribution [withdrawal] of the other group member), you will 

get 12 points in addition to the points you earn in the other decision task. 

 Otherwise, you will not get any additional points. 

    

 

How your bonus from this decision situation will be determined 

  

 Your bonus from this decision situation is computed by adding the bonus you 

earn in the contribution [withdrawal] task and the prediction task. 

  

Press continue when you are ready.  



 

How many tokens out of 30 do you contribute to [withdraw from] the group project, 

i.e. 0, 10, 20 or 30? 

 

What is your prediction of the contribution to [withdrawal from] the group project 

of the other group member, i.e. 0, 10, 20 or 30? 

 

  



 

 

General Introduction to the M-experiment and the 

two moral questionnaires (MFQ and MAC-Q) 

 

The goal of the following tasks is to investigate people's views of various social, 

moral and political issues. You will also answer some questions about yourself at some 

point. These tasks will be presented in the next 12 screens. 

     

There are no correct or incorrect answers -- just respond in a way that feels 

appropriate to you. Do not think too long about any question, your first answer is 

probably the best. And if you are unsure what a statement means, just give an answer 

that fits with your understanding of it. 

  

 Press continue when you are ready. 

 

 

  



 

M-experiment 

 

You are now an outside OBSERVER of the decision problem presented at the 

beginning of the HIT. 

  

(figure for the Provision treatments) 

 

(figure for the Maintenance treatments) 

 

 

 

Your task as an observer is to give your moral rating of person A in scenarios 

that we'll present you in the following screens. 

 



 

 

Rate the morality of Person A on a scale from -50 (extremely bad) to +50 

(extremely good) with the sliders provided. In each case you must click on the slider 

to activate it and then move it to the rating you decide on.  

 

[We displayed the scenarios in 4 different screens, four scenarios per each screen. 

The four scenarios per screen fixed what Person B C did in a line summarising their 

actions. Each scenario per screen varied what Person A did. The scenarios displayed 

below have been worked so that they resemble how the screens looked to the 

participant] 

 
 

 



 



 

 

 
 

 

  



 

Sociodemographic questionnaire 

 

Thank you for finishing the previous part. Now, 

please read through the questions below and answer 

them as accurately as possible. 
  

[Each sentence was displayed with Font Times New Roman, size 18, bold 

and left-aligned. Unless otherwise stated, The options for the respondent in 

each question of the sociodemographic questionnaire appeared on a 

dropdown list below each of the statements. We provide the options for each 

questions below the question itself] 

 
Q1. How many hours in total do you work per week? 

[Options to the respondent: 0 – 20, 20 – 40, 40 – 60, 60 – 80, More than 80] 

 

Q2. Your Gender: 

[Options to the respondent: Male, Female, Prefer not to say] 

 

Q3. Your Age: 

[Options to the respondent: from 15 to 100 in steps of 1] 

 

Q4. What is your nationality? 

[Options to the respondent: The default list of countries] 

 

Q5. Would you describe yourself as a liberal, conservative or something else? 

 

[Options to the respondent: Moderate/Middle of the Road, Liberal, Very Liberal, 

Conservative, Very Conservative, Libertarian, Other, Prefer not to say] 

 

Q6. How religious are you? 

 

[Options to the respondent: Not at all, Somewhat religious, Very religious, Prefer 

not to say] 

 

Q7. How large was the community where you have lived the most time of your 

life? 

 

[Options to the respondent: Up to 2,000 inhabitants, Between 2,000 and 10,000 

inhabitants, Between 10,000 and 100,000 inhabitants, More than 100,000 

inhabitants] 

 

Q8. What is your highest qualification attained? 

 



 

 

[Options to the respondent: Less than high school, High school, Vocational 

Training, Attended University but didn’t finish, Undergraduate Degree, Postgraduate 

Degree, Prefer not to say] 

 

Q9. Please choose the category that describes the total amount of income you 

earned this year. 

 

[Options to the respondent: $5,000 or less, $5,001 – $25,000, $25,001 – $50,000, 

$50,001 – $75,000, $75,001 – $100,000, More than $100,000, Prefer not to say] 

 

 

Q10. Here are a number of personality traits that may or may not apply to you. 

Please indicate on the scale below the extent to which you agree or disagree with that 

statement. You should rate the extent to which the pair of traits applies to you, even if 

one characteristic applies more strongly than the other. 

 

Extraverted, enthusiastic 

Critical, quarrelsome 

Dependable, self-disciplined 

Anxious, easily upset 

Open to new experiences, complex 

Reserved, quiet 

Sympathetic, warm 

Disorganised, careless 

Calm, emotionally stable 

Conventional, uncreative 

 

[Options to the respondent: Disagree strongly, Disagree moderately, Disagree a 

little, Neither agree nor disagree, Agree a little, Agree moderately, Agree strongly] 

 

[This question was presented in a matrix table, with the personality traits in the y-

axis and the options to the respondent in the x axis] 

 

  



 

Moral Foundations Questionnaire (MFQ) 

 

Thank you for finishing the previous part. Now, 

please answer the following questionnaire. 

 

Part 1. When you decide whether something is right or wrong, to what extent are 

the following considerations relevant to your thinking? Please answer on a scale from 

 

Not At All Relevant (this consideration has nothing to do with my judgments of 

right and wrong) to Extremely Relevant  (this is one of the most important factors 

when I judge right and wrong) 

  

 [Options for the respondent: Not At All Relevant, Not Very Relevant, 

Slightly Relevant, Somewhat Relevant, Very Relevant, Extremely Relevant] 

 

[Each sentence was displayed with Font Times New Roman, size 18, bold 

and centred. The options for the respondent appeared below each of the 

statements] 

 
Whether or not someone conformed to the traditions of society. 

Whether or not an action caused chaos or disorder. 

Whether or not some people were treated differently than others. 

Whether or not someone was denied his or her rights. 

Whether or not someone acted in a way that God would approve of. 

Whether or not someone showed a lack of respect for authority. 

Whether or not someone was good at math. 

Whether or not someone's action showed love for his or her country. 

Whether or not someone cared for someone weak or vulnerable. 

Whether or not someone suffered emotionally. 

Whether or not someone showed a lack of loyalty. 

Whether or not someone did something disgusting. 

Whether or not someone did something to betray his or her group. 

Whether or not someone acted unfairly. 

Whether or not someone violated standards of purity and decency. 

Whether or not someone was cruel. 



 

 

 

Part 2. Please read the following sentences and indicate your level of agreement or 

disagreement 

 

 [Options for the respondent: Strongly Disagree, Moderately Disagree, 

Slightly Disagree, Slightly Agree, Moderately Agree, Strongly Agree] 

 

[Each sentence was displayed with Font Times New Roman, size 18, bold 

and centred. The options for the respondent appeared below each of the 

statements] 

 

 

It is more important to be a team player than to express oneself. 

Men and Women have different roles to play in society. 

Chastity is an important and valuable virtue. 

I am proud of my country's history. 

Justice is the most important requirement for a society. 

I would call some acts wrong on the grounds that they are unnatural. 

Compassion for those who are suffering is the most crucial virtue. 

It is better to do good than to do bad. 

One of the worst things a person could do is hurt a defenseless animal. 

People should be loyal to their family members, even when they have done 

something wrong. 

When the government makes laws, the number one principle should be ensuring 

that everyone is treated fairly. 

I think it's morally wrong that rich children inherit a lot of money while poor 

children inherit nothing. 

Respect for authority is something all children need to learn. 

People should not do things that are disgusting, even if no one is harmed. 

If I were a soldier and disagreed with my commanding officer's orders, I would 

obey anyway because that is my duty. 

It can never be right to kill a human being. 

 

 



 

 Morality As Cooperation Questionnaire (MAC-Q) 

 

Thank you for finishing the previous part. Now, 

please answer the following questionnaire. 

 

 [MAC-Q is displayed differently (and on a different scale) than the MFQ. 

We preserve how MAC-Q was displayed in Curry et al (2019). To do that, 

we displayed each of the statements in a slider frame (as the moral 

evaluations of scenarios)] 

 

When you decide whether something is right or 

wrong, to what extent are the following 

considerations relevant to your thinking? 

 

Click on the lines below, and/or move the sliders 

 

 [Options for the respondent: Continuous scale via slider. Guide above 

the sliders showed the following guide: Not At All Relevant, Not Very 

Relevant, Slightly Relevant, Somewhat Relevant, Very Relevant, Extremely 

Relevant] 

 

Whether or not someone acted to protect their family 

Whether or not someone helped a member of their family 

Whether or not someone’s action showed love for their family 

Whether or  not someone acted in a way that helped their community 

Whether or not someone helped a member of their community 

Whether or not someone worked to unite a community 

Whether or not someone did what they had agreed to do 

Whether or not someone kept their promise 



 

 

Whether or not someone proved that they could be trusted 

Whether or not someone acted heroically 

Whether or not someone showed courage in the face of adversity 

Whether or not someone was brave 

Whether or not someone deferred to those in authority 

Whether or not someone disobeyed orders 

Whether or not someone showed respect for authority 

Whether or not someone kept the best part for themselves 

Whether or not someone showed favouritism 

Whether or not someone took more than others 

Whether or not someone vandalised another person’s property 

Whether or not someone kept something that didn’t belong to them 

Whether or not someone’s property was damaged 

 

To what extent do you agree with the following 

statements? 

 

Click on the lines below, and/or move the sliders 

 [Continuous scale via slider. Guide above the sliders showed the 

following guide: Strongly Disagree, Disagree, Neither Agree nor Disagree, 

Agree, Strongly Agree] 

 
People should be willing to do anything to help a member of their family 

You should always be loyal to your family 

You should always put the interests of your family first 

People have an obligation to help members of their community 

It’s important for individuals to play an active role in their communities 

You should try to be a useful member of society 

You have an obligation to help those who have helped you 

You should always make amends for the things you have done wrong 

You should always return a favour if you can 

Courage in the face of adversity is the most admirable trait 

Society should do more to honour its heroes 



 

To be willing to lay down your life for your country is the height of bravery 

People should always defer to their superiors 

Society would be better if people were more obedient to authority 

You should respect people who are older than you 

Everyone should be treated the same 

Everyone’s rights are equally important 

The current levels of inequality in society are unfair 

It’s acceptable to steal food if you are starving 

It’s ok to keep valuable items that you find, rather than try to locate the rightful 

owner 

Sometimes you are entitled to take things you need from other people 

 

  



 

 

Final Comment 

 

That's the end of the study. Thank you very much for taking part! 

 

If you want to leave any comments about how did you make your decisions in the 

bonus-related tasks, please leave them in the box below. 

 

 

 

 

 



 

 

 

Thank you for participating in our experiment. 

 

In this experiment we will ask you to answer several questions. You will be paid a 

flat fee of £2.50 for completing this experiment. Additionally, provided you complete 

all elements of the experiment, you can win a bonus of up to £16.67 depending on 

your decisions and the decisions of other participants. We'll let you know which tasks 

may determine your bonus (and how) once you reach them.   

 

Click >> to continue. 

  



 

 

BEFORE YOU START! 

 

 1. Try to ensure that you will not be interrupted during the survey - close other 

applications and put other devices aside, so that you will not be distracted while 

completing the experiment. You will need to complete several tasks and it is important 

that you take them seriously. 

 

 2. Some general points on what to expect during the experiment:  

 We will confront you with several decision situations and, in each of them, you 

will be paired at random with another participant.  

 In each decision situation you can win points according to your and the other 

person's decisions.  

 One of the decision situations will be picked at random.  

 The one that is picked will be the one determining your payoff and the payoff 

of the person paired with you.  

 The points you earned in the decision situation that is picked will be converted 

into pounds at the following rate: Earnings in pounds = earnings in points / 

6  

 In addition to completing those decision tasks, you must also answer some 

questions designed to gather some information about you and your views.  

 We will wait until all participants have finished the experiments to make the 

pairs. Then, your payoff will be calculated and transferred to you. 

 

Thank you. 

 

Please, enter below your University of Nottingham email address and the email 

address to which your PayPal account is linked. We will use this information solely 

for the purposes of transferring your earnings from this experiment to your PayPal 

account. Double check that you enter them correctly, as otherwise we will not be able 

to process your payment! 

 

Your PayPal account email address: 

________________________________________________________________ 

 

Your University of Nottingham email address: 

________________________________________________________________ 



 

[Each subject exposed to both the social dilemma 

game and the common interest game. Different 

wording used for common interest game is introduced 

between brackets to avoid unnecessary repetition] 

 

Description of the Social Dilemma [Common Interest Game] 

 

Please read the description below of the 'Group Project Dilemma' decision 

problem 

 

In this decision problem, Person A will interact with Person B. 

Person A and Person B share a group project. Initially, there are 0 tokens in the 

project, but each person can contribute some tokens to it. Each person has control of 

30 tokens and has four options: either contribute 0, 10, 20 or 30 tokens to the group 

project. Tokens someone does not contribute to the project are left in their private 

account. 

 

Each person will receive an income from their private account and from the group 

project. 

 

 Income from their private account 

 

Each person will receive 1 point for each token they leave in their private 

account. No one else receives anything from tokens that they leave in their own 

private account. 

 

If, for example, Person A leaves 10 tokens in their private account, then Person A 

will receive 10 points from their private account and Person B will receive no points 

from Person A's private account. 

 

Income from the group project 

 



 

 

Each person benefits equally from tokens in the group project, regardless of 

who put them there. All tokens put in the project will be multiplied by 1.2 [2.4], and 

the result will be split equally among the two persons interacting. 

 

If, for example, Person A contributes 10 tokens and Person B contributes 10 tokens 

to the project, then each of them will receive (10 + 10) × 1.2 [2.4] / 2 = 20 × 0.6 = 

12 [24] points from the project. 

 

Total income 

Each person receives the income from their own private account plus their share of 

income from the group project. 

 

The figure below shows a summary of the interaction: 

 

(figure for the social dilemma game) 



 

 

(figure for the common interest game) 

 

 

Please answer the following questions to check your understanding of the 

group decision problem. 

 

Question 1. 

 

Assume that Person A contributes 0 tokens to the group project and Person B 

contributes 0 tokens to the group project. 

 

A) What will Person A's total point earnings be (total point earnings = point 

earnings from Person A's private account + point earnings from the group project)? 

________________________________________________________________ 

 

B) What will Person B's total point earnings be  (total point earnings = point 

earnings from Person B's private account + point earnings from the group project)? 

________________________________________________________________ 



 

 

 

Question 2. 

 

Assume that Person A contributes 30 tokens to the group project and Person B 

contributes 30 tokens to the group project. 

 

A) What will Person A's total point earnings be (total point earnings = point 

earnings from Person A's private account + point earnings from the group project)? 

________________________________________________________________ 

 

B) What will Person B's total point earnings be (total point earnings = point 

earnings from Person B's private account + point earnings from the group project)? 

________________________________________________________________ 

 

Question 3.  

 

Assume that Person A contributes 0 tokens to the group project and Person B 

contributes 30 tokens to the group project. 

 

A) What will Person A's total point earnings be (total point earnings = point 

earnings from Person A's private account + point earnings from the group project)? 

________________________________________________________________ 

 

B) What will Person B's total point earnings be (total point earnings = point 

earnings from Person B's private account + point earnings from the group project)? 

________________________________________________________________ 

 

Question 4. 

 

Assume that Person A contributes 20 tokens to the group project and Person B 

contributes 10 tokens to the group project. 

 



 

A) What will Person A's total point earnings be (total point earnings = point 

earnings from Person A's private account + point earnings from the group project)? 

________________________________________________________________ 

 

B) What will Person B's total point earnings be (total point earnings = point 

earnings from Person B's account + point earnings from the group project)? 

________________________________________________________________ 

 

  



 

 

Instructions for the P-experiment  

 

Your tasks here are based on the 'Group Project Dilemma' decision problem, which 

is summarised in the following figure: 

 

(figure for the social dilemma game) 

(figure for the common interest game) 

 

 In this decision situation, you interact with another person completing the 

experiment. You and the other person have two tasks, called the “unconditional 

contribution” and the “contribution table”. 

 



 

 In the unconditional contribution task you simply decide the amount of tokens 

(either 0, 10, 20 or 30) you want to contribute to the group project. 

 

 In the contribution table task you indicate the amount of tokens you want to 

contribute to the group project for each possible contribution of the other person. 

Here, you can condition your contribution on that of the other person. 

 

 This is a one-off situation that is finished once you have made both decisions. 

 

 How your bonus from this decision situation, and the bonus of the other 

person you are paired with, will be determined (if this decision is chosen for 

payment) 

 

 The unconditional contribution task will be relevant for one of you and the 

contribution table task will be relevant for the other of you. Once you have finished 

the experiment, we will randomly decide which of you has the unconditional 

contribution task as relevant. If this decision situation is randomly chosen for 

payment, your choices in the relevant tasks will determine your payoffs as follows: 

 

 Example:  

 

 The unconditional contribution task has been chosen to be relevant to Person 

A.  

 Hence, Person B's contribution table will be relevant to Person B.  

 Person A contributes 20 in the unconditional contribution task.  

 In the contribution table task, Person B contributes 30 if Person A contributes 

20.  

 Hence, the total sum of contributions to the group project are 20 + 30 = 50 

tokens.  

 As a result, Person A earns 10 + 50 × 1.2 [2.4] /2 = 40 [72] points and Person 

B earns 0 + 50 × 1.2/2 = 30 [60] points.  

 

Press continue when you are ready.  

 

  



 

 

The unconditional contribution 

 

How many tokens out of 30 do you contribute to the group project, i.e. 0, 10, 20 or 

30? 

________________________________________________________________ 

 

  



 

The contribution table 

 

Now we ask you to think about your contribution depending on how much the other 

person contributes. Please indicate for each possible contribution of the other person 

how much you contribute, i.e. 0, 10, 20 or 30. 

 

 

  

 I contribute  

If other contributes 0   

If other contributes 10   

If other contributes 20   

If other contributes 30   

 



 

 

Instructions for the M-experiment  

 

The goal of the following tasks is to investigate your own moral views of the 

'Group Project Dilemma' decision problem. These tasks will be presented in the next 

screens. 

There are no correct or incorrect answers - just respond with what you really think 

 

 Press continue when you are ready. 

 

  



 

You are now an outside OBSERVER of the 'Group Project Dilemma' decision 

problem described earlier and summarized in the following picture. 

 

 

(figure for the social dilemma game) 

 

(figure for the common interest game) 

 

 Your task as an observer is to give your moral rating of Person A in scenarios 

that we'll present you in the following screens. 

 

Rate the morality of Person A on a scale from -50 (extremely bad) to +50 

(extremely good) with the sliders provided. In each case you must click on the slider 

to activate it and then move it to the rating you decide on.  

 



 

 



 

 

 

 

  



 

 

Instructions for the parameter-elicitation games 

 

  



 

Instructions for the Ultimatum Game  

 

  



 

 

Please read the description below of the 'proposal' decision problem 

 

In this decision problem, a proposer will interact with a responder. The decision 

problem is as follows: 

 

 The proposer's decision is to propose a distribution of a fixed number of points 

between themself and the responder. 

 The responder can accept or reject the proposer's distribution.  

 If the responder accepts, the proposer's distribution will determine the points 

each gets.  

 If the responder rejects, both receive 0 points. 

 

Press continue when you are ready. 

 

  



 

 

Ultimatum Game: decision-making clarification 

 

You are now taking part in a decision situation based on the 'proposal' decision 

problem 

 

 You will have two different tasks 

 In the ‘proposer task’, you will decide the distribution you want to propose 

to  the responder 

 In the ‘responder task’, you will decide whether to accept or reject each 

proposal that the proposer could have made. 

 One task will be relevant for one of you and the other task will be relevant for 

the other of you. Once you have finished the experiment, we will choose who 

of you has the ‘proposer task’ as relevant. If this decision situation is randomly 

chosen for payment, your choices in the relevant tasks will determine your 

payoff and that of the participant you are paired with. 

 

 Press continue when you are ready. 

  



 

 

Proposer task 

 

 

Which of the following distributions do you want to propose to the responder? 

 14 points for me, 0 points for the responder 

 13 points for me, 1 point for the responder 

 12 points for me, 2 points for the responder 

 11 points for me, 3 points for the responder 

 10 points for me, 4 points for the responder 

 9 points for me, 5 points for the responder 

 8 points for me, 6 points for the responder 

 7 points for me, 7 points for the responder 

 

  



 

Responder task 

 

 Will you accept or reject each of the following proposals if they were made by 

the proposer?  

 

 Choose Accept if you want to accept a given proposal and Reject otherwise 

 

 

  

 Accept Reject 

14 points for the proposer, 0 points for me   

13 points for the proposer, 1 point for me   

12 points for the proposer, 2 points for me    

11 points for the proposer, 3 points for me    

10 points for the proposer, 4 points for me    

9 points for the proposer, 5 points for me    

8 points for the proposer, 6 points for me    

7 points for the proposer, 7 points for me    

 



 

 

Instructions for the Reciprocity Games 

  



 

Please read the description below of the 'delegation' decision problem 

 

In this decision problem, the first mover will interact with the second mover. The 

decision problem is as follows: 

 

 The first mover has to choose between selecting a Default Distribution or 

delegating to the second mover the decision of selecting between Distribution 

A and Distribution B.  

 The Default Distribution, Distribution A and Distribution B are alternative 

distributions of points between the first mover and the second mover.  

 If the first mover selects the Default Distribution, then that distribution will 

determine the points of each of them.  If the first mover delegates to the 

second mover the decision of selecting between Distribution A and 

Distribution B, then the distribution that the second mover selects will 

determine the points of each of them 

 

 Press continue when you are ready. 

 

  



 

 

 

Reciprocity Games: decision-making clarification 

 

You are now taking part in several decision situations based on the 'Delegation' 

decision problem. 

 

 You will have two different tasks. 

 In the ‘first mover tasks’, you will choose, for each decision situation, between 

selecting the Default Distribution or delegating to the second mover the 

decision of selecting between Distribution A and Distribution B. 

 In the ‘second mover tasks’, you will act, in each decision situation,  as if the 

first mover had delegated the decision of selecting between Distribution A 

and Distribution B to you. That is, you will select one of either distributions. 

 

How you bonus from this decision situations, and the bonus of the person you 

are paired with, will be determined 

 

 Once you have finished the experiment, we will choose who of you has 

the ‘first mover tasks’ as relevant. And, also, which of all the decision 

situations will be relevant for both of you. 

 For the relevant decision situation, if the person having the first mover tasks 

as relevant chooses the Default Distribution, then the Default Distribution 

will determine your payoffs. 

 For the relevant decision situation, if the person having the first mover tasks 

as relevant chooses delegating, then the choice of the other person in the 

second mover tasks will be relevant for payment. And, your payoffs will be 

determined by the Distribution that this other person chooses (either 

Distribution A or Distribution B 

 

Press continue when you are ready 

 

  



 

First mover tasks 

 

The Default Distribution and Distribution A are the same in all decision situations, 

but Distribution B varies accross decision situations. 

 

 The Default Distribution and Distribution A for all the decision situations are shown at the top of 

the table. Each row of the table represents a decision situation, and Distribution B for a given 

decision situation is provided at the left of each row.  

RG_First_Choice Do you want to select the Default Distribution or delegate to the second mover 

the decision of selecting between  Distribution A and Distribution B? 

 

 The Default Distribution and Distribution A are:  

 

Default Distribution: 5 points for me, 95 points for the second mover 

Distribution A: 0 points for me, 0 points for the second mover 

 

 

  

 
Select Default 

Distribution 

Delegate to the 

second mover 

Distribution B: 100 points for me, 0 points for the second mover   

Distribution B: 85 points for me, 15 points for the second mover    

Distribution B: 81 points for me, 19 points for the second mover    

Distribution B: 80 points for me, 20 points for the second mover    

Distribution B: 75 points for me, 25 points for the second mover    

Distribution B: 70 points for me, 30 points for the second mover    

Distribution B: 60 points for me, 40 points for the second mover    

Distribution B: 43 points for me, 57 points for the second mover     

Distribution B: 29 points for me, 71 points for the second mover     

Distribution B: 22 points for me, 78 points for the second mover    

Distribution B: 8   points for me, 92 points for the second mover    

 



 

 

Second mover tasks 

 

The Default Distribution and Distribution A are the same in all decision 

situations, but Distribution B varies accross decision situations. 

The Default Distribution and Distribution A for all the decision situations are 

shown at the top of the table. Each row of the table represents a decision situation, 

and Distribution B for a given decision situation is provided at the left of each row.  

 

If the first mover were to delegate the decision of selecting between 

Distribution A and Distribution B, which of them would you choose in each 

decision situation?  

The Default Distribution and Distribution A are:  

 

Default Distribution: 5 points for the first mover, 95 points for me 

Distribution A:0 points for the first mover, 0 points for me 

  

 
Select 

Distribution A 

Select Distribution 

B 

Distribution B: 100 points for the first mover, 0 points for me   

Distribution B: 85 points for the first mover, 15 points for me    

Distribution B: 81 points for the first mover, 19 points for me    

Distribution B: 80 points for the first mover, 20 points for me    

Distribution B: 75 points for the first mover, 25 points for me    

Distribution B: 70 points for the first mover, 30 points for me    

Distribution B: 60 points for the first mover, 40 points for me    

Distribution B: 43 points for the first mover, 57 points for me     

Distribution B: 29 points for the first mover, 71 points for me    

Distribution B: 22 points for the first mover, 78 points for me    

Distribution B: 8   points for the first mover, 92 points for me     

 



 

Instructions for the Modified Dictator Games 

  



 

 

Please read the description below of the 'no-rejection' decision problem 

 

In this decision problem, the first mover will interact with the passive person. The 

decision problem is as follows: 

 

 The first mover has to choose between two different distributions of points 

between themself and the passive person.    

 The passive person has no choice but to accept what the first mover chooses.  

 Points each of them gets are determined by the first mover's chosen distribution 

Press continue when you are ready. 

 

  



 

 

Modified Dictator Games: decision-making clarification 

 

You are now taking part in several decision situations based on the 'no-rejection' 

decision problem. 

 

 You will choose between the two distributions of points available. 

 If this decision problem is chosen for payment, only one of the decision 

situations will be chosen at random for payment. 

 Once you have finished the experiment, we will choose who of you has the 

tasks as relevant and who acts as the passive person. If this decision problem 

is randomly chosen for payment, your choice (if you are chosen to act as the 

first mover) in the chosen decision situation will determine your payoffs. 

 

 

 Press continue when you are ready  

 

  



 

 

Dictator tasks 

 

You can choose Distribution 1 or Distribution 2, where Distribution 2 is the 

same in all decision situations. Distribution 1 is different in all decision situations.   

 

Do you want to choose Distribution 1 or Distribution 2? 

 

Distribution 2: 20 points for me, 0 points for the passive person 

 

 

  

 

Choose 

Distribution 
1 

Choose 
Distribution 2 

Distribution 1: 0   points for me, 0   points for the passive person    

Distribution 1: 2   points for me, 2   points for the passive person    

Distribution 1: 4   points for me, 4   points for the passive person    

Distribution 1: 6   points for me, 6   points for the passive person    

Distribution 1: 8   points for me, 8   points for the passive person    

Distribution 1: 10 points for me, 10 points for the passive person    

Distribution 1: 12 points for me, 12 points for the passive person    

Distribution 1: 14 points for me, 14 points for the passive person    

Distribution 1: 16 points for me, 16 points for the passive person    

Distribution 1: 18 points for me, 18 points for the passive person    

Distribution 1: 20 points for me, 20 points for the passive person    

Distribution 1: 22 points for me, 22 points for the passive person    

Distribution 1: 24 points for me, 24 points for the passive person    

Distribution 1: 26 points for me, 26 points for the passive person    

Distribution 1: 28 points for me, 28 points for the passive person   

Distribution 1: 30 points for me, 30 points for the passive person   

Distribution 1: 32 points for me, 32 points for the passive person    

 



 

Sociodemographics Questionnaire 

 

[Each sentence was displayed with Font Times New Roman, size 18, bold 

and left-aligned. Unless otherwise stated, The options for the respondent in 

each question of the sociodemographic questionnaire appeared on a 

dropdown list below each of the statements. We provide the options for each 

questions below the question itself] 
 

Q1. Your Gender: 

[Options to the respondent: Male, Female, Prefer not to say] 

 

Q2. Your Age: 

[Options to the respondent: from 15 to 100 in steps of 1] 

 

 

Q3. Would you describe yourself as a left wing or a right wing? 

 

[Options to the respondent: Neutral, Left, Very Left, Right, Very Right,, Prefer not 

to say] 

 

Q4. How religious are you? 

 

[Options to the respondent: Not at all, Somewhat religious, Very religious, Prefer 

not to say] 

 

Q5. How large was the community where you have lived the most time of your 

life? 

 

[Options to the respondent: Up to 2,000 inhabitants, Between 2,000 and 10,000 

inhabitants, Between 10,000 and 100,000 inhabitants, More than 100,000 

inhabitants] 

 

Q6. What is your field of study? 

 

[The question was open-ended: students introduced their subject directly] 

 

Q7. Here are a number of personality traits that may or may not apply to you. Please 

indicate on the scale below the extent to which you agree or disagree with that 

statement. You should rate the extent to which the pair of traits applies to you, even if 

one characteristic applies more strongly than the other. 

 

Extraverted, enthusiastic 

Critical, quarrelsome 

Dependable, self-disciplined 

Anxious, easily upset 

Open to new experiences, complex 

Reserved, quiet 



 

 

Sympathetic, warm 

Disorganised, careless 

Calm, emotionally stable 

Conventional, uncreative 

 

[Options to the respondent: Disagree strongly, Disagree moderately, Disagree a 

little, Neither agree nor disagree, Agree a little, Agree moderately, Agree strongly] 

 

[This question was presented in a matrix table, with the personality traits in the y-

axis and the options to the respondent in the x axis] 

  



 

Last question before leaving 

 

Which, if any, of the following concepts were you taking into account when 

making your choices in the decision problems we have presented to you earlier? 

Select as many as apply to you  

 

 Notes: You may have some doubts as to which option(s) to choose, as many of the 

different concepts we present were relevant for the decision situation. Below we 

provide you with two points to help you better assess your answer to the question. 

 

It may happen that two or more concepts were relevant for your understanding of 

the decision problem, but that only one of those was the reason underlying your 

choices. In this case, you should choose only the concept that was the reason for your 

choice.   It may happen that many concepts were underlying your choices, 

either because (i) you were taking into account different concepts for making your 

choices in different decision problems, or (ii) because you cared about different 

concepts when making your choices. If either (i) or (ii) apply to you, please choose all 

the concepts underlying your choices.  

 

 Avoid inequality  

 Be reciprocal   

 Avoid doing what I consider to be morally bad   

 Do what I consider the most morally good   

 Increasing my own payoff   

 Increasing the payoff of the other person paired with me   

 Increasing the payoff of the person getting the lowest payoff from the 

interaction  

 Increasing the total payoff that I and the person paired with me get  

 Maximise my own happiness, regardless of how broadly my happiness is 

defined to be (e.g. your happiness can depend solely on your own payoff, 

but it can also be influenced by any concept that you can think of, such as 

the level of inequality that derives from your choice, by how morally good 

the action you think about doing is, etc).   

 Other. Please, specify  

____________________________________________ 

  



 

 

 

 



 

 

The public goods game we consider is a 2-player, one-shot game. The relevant data 

from the P-experiment’s strategy method (i.e., the conditional contribution task) is 

sequential in nature. To fix some notation before proceeding, we will henceforth refer 

to the two players in a group as player 𝑖 and player 𝑗. We fix subject 𝑖’s optimal 

contribution schedule in the conditional contribution task to be referred to as 𝑐𝑖
∗; which 

will involve an optimal contribution against each potential contribution of the other 

player (that is, against each 𝑔𝑗). To make the notation more salient, and less prone to 

confusion with letter 𝑐, which we already use to denote the optimal contribution 

schedule, we opt to call a given contribution by player 𝑖 as 𝑔𝑖, and a given contribution 

of player 𝑗 by 𝑔𝑗. In mathematical terms, 𝑔𝑖 and 𝑔𝑗 are but generic contributions 

feasible for each player and lie within the sets 𝑔𝑖 ∈ 𝐴𝑖 ≔ {0,10,20,30}, and 𝑔𝑗 ∈

𝐴𝑗 ≔ {0,10,20,30}. Hence, the cartesian product 𝐴𝑖 × 𝐴𝑗 refers to the set containing 

all strategy combinations of players 𝑖 and 𝑗, and we denominate 〈𝑔𝑖, 𝑔𝑗〉 (or, for 

notational compactness, 𝑔𝑖, 𝑔𝑗 when within a parenthesis) to refer to a generic strategy 

combination of 𝑖 and 𝑗 that lie within the cartesian product defined earlier. The 

material payoff of player 𝑖 (and analogously for player 𝑗) is represented by the 

following function: 

 

𝜋𝑖(𝑔𝑖, 𝑔𝑗) = 30 − 𝑔𝑖 +𝑚 × (𝑔𝑖 + 𝑔𝑗) 

 

Where 𝑚 ∈ (
1

𝑛
, 1) for a social dilemma and 𝑚 ∈ (1,∞) for a common interest 

game. At some points we will refer to 𝑚 as an arbitrarily small value of the marginal 

per capita return and to 𝑚 as an arbitrarily large value of the marginal per capita return 

to the public good. In all such instances, 𝑚 will refer to a social dilemma game (that 

is, 𝑚 ∈ (
1

𝑛
, 1)) and 𝑚 will refer to a common interest game (that is, 𝑚 ∈ (1,∞)). 

  



 

 

 



 

 



 

 

 

For all the proofs that follow, and to shorten the derivations, we will use extensively 

a result. We summarise such a result in the following lemma: 

 

 

Lemma 0. In the aforementioned two-player, one-shot, public goods game, with 

the payoff functions 𝜋𝑖(𝑔𝑖 , 𝑔𝑗) and 𝜋𝑗(𝑔𝑖, 𝑔𝑗) denoting, respectively, the payoffs of 

player 𝑖 and player 𝑗 from the strategy combination 〈𝑔𝑖, 𝑔𝑗〉 ∈ 𝐴𝑖 × 𝐴𝑗 , it follows that: 

 

(a) 𝜋𝑖(𝑔𝑖 , 𝑔𝑗) > 𝜋𝑗(𝑔𝑖, 𝑔𝑗) 𝑖𝑓𝑓 𝑔𝑖 < 𝑔𝑗.  

 

(b) 𝜋𝑖(𝑔𝑖 , 𝑔𝑗) − 𝜋𝑗(𝑔𝑖, 𝑔𝑗) = 𝑔𝑗 − 𝑔𝑖 and 𝜋𝑗(𝑔𝑖, 𝑔𝑗) − 𝜋𝑖(𝑔𝑖, 𝑔𝑗) = 𝑔𝑖 − 𝑔𝑗 

  

Proof.  

 

First part of the proof: Proving lemma 0 (a) 

 

Let’s consider player 𝑖 makes an arbitrarily small contribution 𝑔𝑖, and let further 

𝑔𝑗 > 𝑔𝑖 be the case. Then, the material payoff of player 𝑖 when contributing 𝑔𝑖, given 

that the other player contributes 𝑔𝑗 is given by: 

 

𝜋𝑖 (𝑔𝑖 , 𝑔𝑗) = 30 − 𝑔𝑖 +𝑚 × (𝑔𝑖 + 𝑔𝑗) 

 

And the payoff of player 𝑗 given 𝑔𝑖 and 𝑔𝑗 is equivalent to the following expression: 

 

𝜋𝑗 (𝑔𝑖, 𝑔𝑗) = 30 − 𝑔𝑗 +𝑚 × (𝑔𝑖 + 𝑔𝑗) 

 

Subtracting the latter from the former, we get: 

 

𝜋𝑖 (𝑔𝑖 , 𝑔𝑗) − 𝜋𝑗 (𝑔𝑖, 𝑔𝑗) = 30 − 𝑔𝑖 +𝑚 × (𝑔𝑖 + 𝑔𝑗) − {30 − 𝑔𝑗 +𝑚 × (𝑔𝑖 + 𝑔𝑗)} 



 

 

Expanding the curly brackets, we get: 

 

𝜋𝑖 (𝑔𝑖, 𝑔𝑗) − 𝜋𝑗 (𝑔𝑖, 𝑔𝑗) = 30 − 𝑔𝑖 +𝑚 × (𝑔𝑖 + 𝑔𝑗) − 30 + 𝑔𝑗 −𝑚 × (𝑔𝑖 + 𝑔𝑗) 

 

Simplifying, we get: 

 

𝜋𝑖 (𝑔𝑖, 𝑔𝑗) − 𝜋𝑗 (𝑔𝑖 , 𝑔𝑗) = 𝑔𝑗 − 𝑔𝑖 

 

Given that 𝑔𝑖 < 𝑔𝑗, it then follows that 𝑔𝑗 − 𝑔𝑖 > 0. Hence,  

 

𝜋𝑖 (𝑔𝑖 , 𝑔𝑗) − 𝜋𝑗 (𝑔𝑖, 𝑔𝑗) > 0 

 

Bringing 𝜋𝑗 (𝑔𝑖, 𝑔𝑗) to the RHS, we get: 

 

𝜋𝑖 (𝑔𝑖, 𝑔𝑗) > 𝜋𝑗 (𝑔𝑖, 𝑔𝑗) 

 

Which proves lemma 0 (a).  

 

Second part of the proof: Proving lemma 0 (b) 

 

Now, substituting 𝑔𝑖 by 𝑔𝑖 in the derivations above it is straightforward to see that  

 

𝜋𝑖(𝑔𝑖, 𝑔𝑗) − 𝜋𝑗(𝑔𝑖, 𝑔𝑗) = 𝑔𝑗 − 𝑔𝑖 

 

Additionally, multiplying both hand sides by -1 we can see that: 

 

𝜋𝑗(𝑔𝑖, 𝑔𝑗) − 𝜋𝑖(𝑔𝑖, 𝑔𝑗) = 𝑔𝑖 − 𝑔𝑗 

 

Which proves lemma 0 (b).  

QED. 



 

 

  



 

 

Proposition 1. If subject 𝑖 maximizes the utility function 𝑈𝑖
𝐻𝐸(𝑔𝑖, 𝑔𝑗) = 𝜋𝑖(𝑔𝑖, 𝑔𝑗), 

where 𝜋𝑖(𝑔𝑖, 𝑔𝑗) denotes the material payoff of person 𝑖 for the strategy combination 

in which 𝑖 contributes 𝑔𝑖 and the other player 𝑔𝑗, subject 𝑖’s optimal contributions 

will be 𝑐𝑖
∗ = 𝑔𝑖 = 0 ∀𝑔𝑗 ∈ 𝐴𝑗 (resp. 𝑐𝑖

∗ = 𝑔𝑖 = 30 ∀𝑔𝑗 ∈ 𝐴𝑗) in the SDG (resp. CIG). 

 

 

Proof.  

 

To see this, note that 
𝜕𝑈𝑖

𝐻𝐸(𝑔𝑖,𝑔𝑗)

𝜕𝑔𝑖
= 𝑚 − 1, which is negative for any social dilemma 

(as 𝑚 < 1) and positive for any CIG (as 𝑚 > 1). Therefore, it follows that 𝑐𝑖
∗ = 𝑔𝑖 =

0 ∀𝑔𝑗 ∈ 𝐴𝑗 (𝑐𝑖
∗ = 𝑔𝑖 = 30 ∀𝑔𝑗 ∈ 𝐴𝑗) is the solution to subject 𝑖’s maximization 

problem in the SDG (CIG). 

 

QED. 

  



 

 

  



 

 

Proposition 2. If subject 𝑖 maximizes the utility function 

𝑈𝑖
𝐹𝑆 (𝜋𝑖(𝑔𝑖, 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗)), where 𝑖 contributes 𝑔𝑖 and the other player contributes 

𝑔𝑗, then subject 𝑖’s contribution attitudes, denoted as 𝑐𝑖
∗, will be 

 

(i), in the Social Dilemma, 

 

𝑐𝑖
∗ = {

𝑔𝑖 = 0 ∀𝑔𝑗 ∈ 𝐴𝑗                                          𝑖𝑓𝑓 𝛽𝑖 < 1 −𝑚

𝑔𝑖 = 𝑔𝑗∀𝑔𝑗 ∈ 𝐴𝑗                                        𝑖𝑓𝑓 𝛽𝑖 > 1 −𝑚

𝑔𝑖 ∈ [0, 𝑔𝑗] ∀𝑔𝑗 ∈ 𝐴𝑗                                 𝑖𝑓𝑓 𝛽𝑖 = 1 −𝑚

 

 

(ii), in the Common Interest Game, 

 

𝑐𝑖
∗ = {

𝑔𝑖 = 30 ∀𝑔𝑗 ∈ 𝐴𝑗                                          𝑖𝑓𝑓 𝛼𝑖 < 𝑚 − 1

𝑔𝑖 = 𝑔𝑗  ∀ 𝑔𝑗 ∈ 𝐴𝑗                                        𝑖𝑓𝑓 𝛼𝑖 > 𝑚 − 1

𝑔𝑖 ∈ [𝑔𝑗 , 30] ∀𝑔𝑗 ∈ 𝐴𝑗                                 𝑖𝑓𝑓 𝛼𝑖 = 𝑚 − 1

 

 

 

Proof. 

 

First part of the proof: proving (i) 

 

Step 1: Recall necessary functions. 

 

First, let’s recall the utility function we use to measure inequality aversion 

preferences: 

 

𝑈𝑖
FS(𝜋𝑖, 𝜋j) ≔ 𝜋𝑖 − 𝛼𝑖 ∗ 𝑀𝑎𝑥{𝜋j − 𝜋𝑖 , 0} − 𝛽𝑖 ∗ 𝑀𝑎𝑥{𝜋𝑖 − 𝜋j, 0} 

 

 

 

 



 

 

Step 2: Calculate the utility function of player 𝑖 for cases where 𝑔𝑖 < 𝑔𝑗. 

Let’s assume that player 𝑖 contributes less than player 𝑗. To keep the notation 

consistent throughout the text, let’s denote such a contribution as 𝑔𝑖. Then, the utility 

function of a Fehr-Schmidt player 𝑖 will take the following form: 

 

𝑈𝑖
𝐹𝑆 (𝜋𝑖 (𝑔𝑖, 𝑔𝑗) , 𝜋𝑗 (𝑔𝑖, 𝑔𝑗)) = 𝜋𝑖 (𝑔𝑖, 𝑔𝑗) − 𝛽𝑖 × (𝜋𝑖 (𝑔𝑖, 𝑔𝑗) − 𝜋𝑗 (𝑔𝑖 , 𝑔𝑗)) 

 

Substituting 𝜋𝑖 (𝑔𝑖, 𝑔𝑗) = 30 − 𝑔𝑖 +𝑚 × (𝑔𝑖 + 𝑔𝑗) in the first term of the RHS 

and using the results of lemma 0 (b) above to simplify the last term of the RHS, 

𝑈𝑖
𝐹𝑆(𝜋𝑖, 𝜋𝑗) collapses to: 

 

𝑈𝑖
𝐹𝑆 (𝜋𝑖 (𝑔𝑖, 𝑔𝑗) , 𝜋𝑗 (𝑔𝑖, 𝑔𝑗)) = 30 − 𝑔𝑖 +𝑚 × (𝑔𝑖 + 𝑔𝑗) − 𝛽𝑖 × (𝑔𝑗 − 𝑔𝑖) 

 

Step 3: Calculate the utility function of player 𝑖 for cases where 𝑔𝑖 > 𝑔𝑗. 

 

Let’s now consider the case where player 𝑖 contributes more than player 𝑗, and let’s 

denominate such a contribution as �̅�𝑖 > 𝑔𝑗. Analogously to the previous step, 

substituting 𝜋𝑖(�̅�𝑖 , 𝑔𝑗) = 30 − �̅�𝑖 +𝑚 × (�̅�𝑖 + 𝑔𝑗) in the first term of the RHS and 

using, again, the results from lemma 0 (b), we can rewrite the utility function as 

follows: 

 

𝑈𝑖
𝐹𝑆 (𝜋𝑖(�̅�𝑖 , 𝑔𝑗), 𝜋𝑗(�̅�𝑖, 𝑔𝑗)) = 30 − �̅�𝑖 +𝑚 × (�̅�𝑖 + 𝑔𝑗) − 𝛼𝑖 × (�̅�𝑖 − 𝑔𝑗) 

 

Step 4: Write the utility function of player 𝑖 for cases where 𝑔𝑖 = 𝑔𝑗. 

 

By lemma 0 (b), we know that 𝜋𝑗(𝑔𝑖, 𝑔𝑗) − 𝜋𝑖(𝑔𝑖, 𝑔𝑗) = 𝑔𝑖 − 𝑔𝑗. Hence, 

whenever 𝑔𝑖 = 𝑔𝑗, then 𝜋𝑗(𝑔𝑖, 𝑔𝑗) − 𝜋𝑖(𝑔𝑖 , 𝑔𝑗) = 0. Substituting this into our utility 

function, we get: 

 

𝑈𝑖
𝐹𝑆 (𝜋𝑖(𝑔𝑖, 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗)) = 𝜋𝑖(𝑔𝑖, 𝑔𝑗) − 𝛽𝑖 × (0) 



 

And, hence, 𝑈𝑖
𝐹𝑆 (𝜋𝑖(𝑔𝑖, 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗)) = 𝑈𝑖

𝐻𝐸(𝑔𝑖, 𝑔𝑗) ∀𝑔𝑖 = 𝑔𝑗. 

 

Step 5: Write the utility function of player 𝑖 for all possible cases of 𝑔𝑖 ⋛ 𝑔−𝑖. 

 

Given the results of steps 2 to 4, we can then write the Fehr-Schmidt utility function 

more compactly as: 

 

𝑈𝑖
𝐹𝑆 (𝜋𝑖(𝑔𝑖 , 𝑔𝑗), 𝜋𝑗(𝑔𝑖 , 𝑔𝑗)) = {

30 − 𝑔𝑖 +𝑚 × (𝑔𝑖 + 𝑔𝑗) − 𝛽𝑖 × (𝑔𝑗 − 𝑔𝑖) 𝑖𝑓 𝑔𝑖 < 𝑔𝑗

30 − 𝑔𝑖 +𝑚 × (𝑔𝑖 + 𝑔𝑗) 𝑖𝑓 𝑔𝑖 = 𝑔𝑗

30 − 𝑔𝑖 +𝑚 × (𝑔𝑖 + 𝑔𝑗) − 𝛼𝑖 × (𝑔𝑖 − 𝑔𝑗) 𝑖𝑓 𝑔𝑖 > 𝑔𝑗

 

 

Step 6: Finding person 𝑖’s first derivative with respect to 𝑔𝑖. 

 

Taking the first derivative of the linear utility function with respect to 𝑔𝑖, we get 

 

𝜕𝑈𝑖
𝐹𝑆 (𝜋𝑖(𝑔𝑖, 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗))

𝜕𝑔𝑖
= {

−1 +𝑚 + 𝛽𝑖 𝑖𝑓 𝑔𝑖 < 𝑔𝑗
−1 +𝑚 𝑖𝑓 𝑔𝑖 = 𝑔𝑗

−1 +𝑚 − 𝛼𝑖 𝑖𝑓 𝑔𝑖 > 𝑔𝑗

 

 

Step 7: Impose in the previous derivative 𝑚 = 𝑚 < 1. 

 

Thus, for a generic value 𝑚 ∈ (
1

𝑛
, 1), the previous first derivative reads: 

 

𝜕𝑈𝑖
𝐹𝑆 (𝜋𝑖(𝑔𝑖, 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗))

𝜕𝑔𝑖
= {

−1 +𝑚 + 𝛽𝑖 𝑖𝑓 𝑔𝑖 < 𝑔𝑗
−1 +𝑚 𝑖𝑓 𝑔𝑖 = 𝑔𝑗

−1 +𝑚 − 𝛼𝑖 𝑖𝑓 𝑔𝑖 > 𝑔𝑗

 

 

Step 8: Prove that 𝑐𝑖
∗ = 𝑔𝑖 > 𝑔𝑗 is not optimal given all the potential values of 𝛼𝑖 

and 𝑚. 

 

As 𝛼𝑖 ≥ 0 and 𝑚 < 1 , then from the last step it follows that, if 𝑔𝑖 > 𝑔𝑗, then  

 

𝜕𝑈𝑖
𝐹𝑆(𝜋𝑖(𝑔𝑖,𝑔𝑗),𝜋𝑗(𝑔𝑖,𝑔𝑗))

𝜕𝑔𝑖
= −1 +𝑚 − 𝛼𝑖 = −1 + (< 1) − (≥ 0) = (< 0) + (≤ 0) = (< 0). 



 

 

 

It follows that the marginal utility will always be strictly negative for 𝑔𝑖 > 𝑔𝑗, and, 

given the linearity of the utility function, person 𝑖’s optimal contribution against 𝑔𝑗 

will never lie within the range defined by 𝑔𝑖 > 𝑔𝑗. 

 

Step 9: Give the range of values of  𝛽𝑖 for which the marginal utility is positive 

(resp. negative; resp. zero), given  𝑔𝑖 < 𝑔𝑗. 

 

Turning to the case where  𝑔𝑖 < 𝑔𝑗, we have three different outcomes: 

 

When 𝑔𝑖 < 𝑔𝑗, then 

 

 
𝜕𝑈𝑖

𝐹𝑆

𝜕𝑔𝑖
< 0 𝑖𝑓𝑓 𝛽𝑖 < 1 −𝑚 

 

 
𝜕𝑈𝑖

𝐹𝑆

𝜕𝑔𝑖
> 0 𝑖𝑓𝑓 𝛽𝑖 > 1 −𝑚 

 

 
𝜕𝑈𝑖

𝐹𝑆

𝜕𝑔𝑖
= 0 𝑖𝑓𝑓 𝛽𝑖 = 1 −𝑚 

 

Step 10: Outline 𝑐𝑖
∗ for an SDG (i.e., given 𝑚) in lieu of the previous steps. 

 

Given steps 8 and 9, and the linearity of 𝑈𝑖
𝐹𝑆, 𝑖’s best response against each 

potential 𝑔𝑗 (that is, 𝑐𝑖
∗) in the SDG will be given by: 

 

𝑐𝑖
∗ = {

𝑔𝑖 = 0 ∀𝑔𝑗 ∈ 𝐴𝑗                              𝑖𝑓 𝛽𝑖 < 1 −𝑚 

𝑔𝑖 ∈ [0, 𝑔𝑗] ∀𝑔𝑗 ∈ 𝐴𝑗                      𝑖𝑓 𝛽𝑖 = 1 −𝑚

𝑔𝑖 = 𝑔𝑗  ∀ 𝑔𝑗 ∈ 𝐴𝑗                            𝑖𝑓 𝛽𝑖 > 1 −𝑚

 

 

This follows from three facts: 

 



 

1. First, note that whenever 𝛽𝑖 < 1 −𝑚, then (∀〈𝑔𝑖𝑔𝑗〉 ∈ 𝐴𝑖 ×

𝐴𝑗),
𝜕𝑈𝑖

𝐹𝑆(𝜋𝑖(𝑔𝑖,𝑔𝑗),𝜋𝑗(𝑔𝑖,𝑔𝑗))

𝜕𝑔𝑖
< 0 . Hence, 𝑔𝑖 = 0 ∀𝑔𝑗 ∈ 𝐴𝑗  will maximise 

person 𝑖’s contribution against each possible 𝑔𝑗. 

2. Second, note that, whenever 𝛽𝑖 = 1 −𝑚, then (∀〈𝑔𝑖𝑔𝑗〉 ∈ 𝐴𝑖 ×

𝐴𝑗),
𝜕𝑈𝑖

𝐹𝑆(𝜋𝑖(𝑔𝑖,𝑔𝑗),𝜋𝑗(𝑔𝑖,𝑔𝑗))

𝜕𝑔𝑖
= 0 𝑖𝑓𝑓𝑔𝑖 ∈ [0, 𝑔𝑗]; implying that person 𝑖’s utility 

for all 𝑔𝑖 ≤ 𝑔𝑗 will be the same; all being optimal contributions. 

3. Third, note that, whenever 𝛽𝑖 < 1 −𝑚, then (∀〈𝑔𝑖𝑔𝑗〉 ∈ 𝐴𝑖 ×

𝐴𝑗),
𝜕𝑈𝑖

𝐹𝑆(𝜋𝑖(𝑔𝑖,𝑔𝑗),𝜋𝑗(𝑔𝑖,𝑔𝑗))

𝜕𝑔𝑖
> 0 𝑖𝑓𝑓 𝑔𝑖 < 𝑔𝑗 and 

𝜕𝑈𝑖
𝐹𝑆(𝜋𝑖(𝑔𝑖,𝑔𝑗),𝜋𝑗(𝑔𝑖,𝑔𝑗))

𝜕𝑔𝑖
<

0 𝑖𝑓𝑓 𝑔𝑖 ≥ 𝑔𝑗. Hence, person 𝑖’s utility will be maximised, in such cases, at 

𝑔𝑖 = 𝑔𝑗. 

 

Second part of the proof: proving (ii) 

 

Step 11: Impose in the derivative 𝑚 = 𝑚 > 1. 

 

For a generic value 𝑚, the previous first derivative is equivalent to: 

 

𝜕𝑈𝑖
𝐹𝑆 (𝜋𝑖(𝑔𝑖, 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗))

𝜕𝑔𝑖
= {

−1 +𝑚 + 𝛽𝑖 𝑖𝑓 𝑔𝑖 < 𝑔𝑗
−1 +𝑚 𝑖𝑓 𝑔𝑖 = 𝑔𝑗

−1 +𝑚 − 𝛼𝑖 𝑖𝑓 𝑔𝑖 > 𝑔𝑗

 

 

Step 12: Prove that 𝑔𝑖 < 𝑔𝑗 is not optimal given all the potential values of 𝛽𝑖 and 

𝑚. 

 

As 𝛽𝑖 ≥ 0 and 𝑚 > 1 , then from the derivate it follows that, if 𝑔𝑖 < 𝑔𝑗, then  

 

𝜕𝑈𝑖
𝐹𝑆 (𝜋𝑖(𝑔𝑖 , 𝑔𝑗), 𝜋𝑗(𝑔𝑖 , 𝑔𝑗))

𝜕𝑔𝑖
= −1 +𝑚 + 𝛽𝑖 = −1 + (> 1) + (≥ 0) = (> 0) + (≥ 0) = (> 0) 

 



 

 

It follows that the marginal utility will always be strictly positive for 𝑔𝑖 < 𝑔𝑗; and, 

given the linearity of the utility function, person 𝑖’s optimal contribution will never lie 

within the range defined by 𝑔𝑖 < 𝑔𝑗. 

 

Step 13: Give the range of values of  𝛼𝑖 for which the marginal utility is positive 

(resp. negative; resp. zero) given  𝑔𝑖 > 𝑔𝑗. 

 

Turning to the case where  𝑔𝑖 > 𝑔𝑗, we have three different outcomes: 

 

 
𝜕𝑈𝑖

𝐹𝑆

𝜕𝑔𝑖
< 0 𝑖𝑓𝑓 𝛼𝑖 > 𝑚 − 1 

 

 
𝜕𝑈𝑖

𝐹𝑆

𝜕𝑔𝑖
> 0 𝑖𝑓𝑓 𝛼𝑖 < 𝑚 − 1 

 

 
𝜕𝑈𝑖

𝐹𝑆

𝜕𝑔𝑖
= 0 𝑖𝑓𝑓 𝛼𝑖 = 𝑚 − 1 

 

Step 14: Outline 𝑐𝑖
∗ for a CIG (i.e., given 𝑚) in lieu of the previous steps 

 

Given steps 12 and 13, and the linearity of 𝑈𝑖
𝐹𝑆, 𝑖’s best response against 𝑔𝑗 (that 

is, 𝑐𝑖
∗) in the CIG will be given by: 

 

𝑐𝑖
∗ = {

𝑔𝑖 = 30 ∀𝑔𝑗 ∈ 𝐴𝑗                                         𝑖𝑓𝑓 𝛼𝑖 < 𝑚 − 1

𝑔𝑖 ∈ [𝑔𝑗, 30] ∀𝑔𝑗 ∈ 𝐴𝑗                                𝑖𝑓𝑓 𝛼𝑖 = 𝑚 − 1

𝑔𝑖 = 𝑔𝑗  ∀𝑔𝑗 ∈ 𝐴𝑗                                          𝑖𝑓𝑓 𝛼𝑖 > 𝑚 − 1

 

 

This follows from three facts: 

 

1. First, note that whenever 𝛼𝑖 < 𝑚 − 1, then (∀〈𝑔𝑖𝑔𝑗〉 ∈ 𝐴𝑖 ×

𝐴𝑗),
𝜕𝑈𝑖

𝐹𝑆(𝜋𝑖(𝑔𝑖,𝑔𝑗),𝜋𝑗(𝑔𝑖,𝑔𝑗))

𝜕𝑔𝑖
> 0. Hence, 𝑐𝑖

∗ = 𝑔𝑖 = 30 ∀𝑔𝑗 ∈ 𝐴𝑗 will maximise 

person 𝑖’s contribution against each possible 𝑔𝑗. 



 

2. Second, note that, whenever 𝛼𝑖 = 𝑚 − 1, then (∀〈𝑔𝑖𝑔𝑗〉 ∈ 𝐴𝑖 ×

𝐴𝑗),
𝜕𝑈𝑖

𝐹𝑆(𝜋𝑖(𝑔𝑖,𝑔𝑗),𝜋𝑗(𝑔𝑖,𝑔𝑗))

𝜕𝑔𝑖
= 0 𝑖𝑓𝑓 𝑔𝑖 ∈ [𝑔𝑗, 30], implying that person 𝑖’s 

utility for all 𝑔𝑖 ≥ 𝑔𝑗 will be the same, all being optimal contributions. 

3. Third, note that, whenever 𝛼𝑖 > 𝑚 − 1, then (∀〈𝑔𝑖𝑔𝑗〉 ∈ 𝐴𝑖 ×

𝐴𝑗),
𝜕𝑈𝑖

𝐹𝑆(𝜋𝑖(𝑔𝑖,𝑔𝑗),𝜋𝑗(𝑔𝑖,𝑔𝑗))

𝜕𝑔𝑖
< 0 𝑖𝑓𝑓 𝑔𝑖 > 𝑔𝑗 and 

𝜕𝑈𝑖
𝐹𝑆(𝜋𝑖(𝑔𝑖,𝑔𝑗),𝜋𝑗(𝑔𝑖,𝑔𝑗))

𝜕𝑔𝑖
>

0 𝑖𝑓𝑓 𝑔𝑖 < 𝑔𝑗. Hence, person 𝑖’s utility will be maximised, in such cases, at 

𝑔𝑖 = 𝑔𝑗. 

 

QED. 

  



 

 

 

We use the results from proposition 2 to provide, in corollary 2.1, the precise 

contribution attitudes in the SDG and CIG that we use in chapter 4. Additionally, we 

provide another main result besides proposition 2. Namely, that for some joint values 

of 𝑚 and 𝑚 person 𝑖 cannot be a perfect conditional cooperator (i.e., 𝑔𝑖 = 𝑔𝑗  ∀ 𝑔𝑗 ∈

𝐴𝑗) in the SDG and an unconditional cooperator in the CIG (i.e., 𝑔𝑖 = 30 ∀𝑔𝑗 ∈ 𝐴𝑗), 

as it would require a violation of the parameter restrictions of Fehr-Schmidt (i.e., it 

would require 𝛽𝑖 > 𝛼𝑖). Hence, inequality aversion cannot predict perfect conditional 

cooperation in the SDG and unconditional cooperation in the CIG. We summarise this 

second result in corollary2.2. Additionally, corollary 2.3 shows that, for the values of 

𝑚 and 𝑚 used in the experiments of chapter 4, the inequality aversion model cannot 

predict conditional co-operation in the SDG and unconditional co-operation in the 

CIG. 

  



 

Corollary 2.1. If subject 𝑖 maximizes the utility function 

𝑈𝑖
𝐹𝑆 (𝜋𝑖(𝑔𝑖, 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗)), and 𝑚 = 0.6 in the SDG and 𝑚 = 1.2 in the CIG, then  

 

(a) has 𝛽𝑖 < 0.4 (resp. 𝛽𝑖 = 0.4; resp. 𝛽𝑖 > 0.4), then subject 𝑖’s cooperation 

attitude in the SDG will be 𝑐𝑖
∗ = 𝑔𝑖 = 0 ∀𝑔𝑗 ∈ 𝐴𝑗 (resp. 𝑐𝑖

∗ = 𝑔𝑖 ∈

[0, 𝑔𝑗] ∀𝑔𝑗 ∈ 𝐴𝑗; resp. 𝑐𝑖
∗ = 𝑔𝑖 = 𝑔𝑗 ∀ 𝑔𝑗 ∈ 𝐴𝑗). 

(b) has 𝛼𝑖 < 0.2 (resp. 𝛼𝑖 = 0.2; resp. 𝛼𝑖 > 0.2), then subject 𝑖’s cooperation 

attitude in the CIG will be 𝑐𝑖
∗ = 𝑔𝑖 = 30 ∀𝑔𝑗 ∈ 𝐴𝑗 (resp. 𝑐𝑖

∗ = 𝑔𝑖 ∈

[𝑔𝑗, 30] ∀𝑔𝑗 ∈ 𝐴𝑗; resp. 𝑐𝑖
∗ = 𝑔𝑖 = 𝑔𝑗 ∀ 𝑔𝑗 ∈ 𝐴𝑗). 

 

Proof.  

 

Substituting 𝑚 = 0.6 and 𝑚 = 1.2 in the cooperation attitudes found in proposition 

2, we get the two following expressions: 

 

𝑐𝑖
∗ = {

𝑔𝑖 = 0 ∀𝑔𝑗 ∈ 𝐴𝑗                              𝑖𝑓 𝛽𝑖 < 1 − 0.6 

𝑔𝑖 ∈ [0, 𝑔𝑗] ∀𝑔𝑗 ∈ 𝐴𝑗                      𝑖𝑓 𝛽𝑖 = 1 − 0.6

𝑔𝑖 = 𝑔𝑗 ∀ 𝑔𝑗 ∈ 𝐴𝑗                            𝑖𝑓 𝛽𝑖 > 1 − 0.6

 

 

𝑐𝑖
∗ = {

𝑔𝑖 = 30 ∀𝑔𝑗 ∈ 𝐴𝑗                                         𝑖𝑓𝑓 𝛼𝑖 < 1.2 − 1

𝑔𝑖 ∈ [𝑔𝑗, 30] ∀𝑔𝑗 ∈ 𝐴𝑗                                𝑖𝑓𝑓 𝛼𝑖 = 1.2 − 1

𝑔𝑖 = 𝑔𝑗  ∀𝑔𝑗 ∈ 𝐴𝑗                                          𝑖𝑓𝑓 𝛼𝑖 > 1.2 − 1

 

 

Which, after simplifying, become: 

 

𝑐𝑖
∗ = {

𝑔𝑖 = 0 ∀𝑔𝑗 ∈ 𝐴𝑗                              𝑖𝑓 𝛽𝑖 < 0.4 

𝑔𝑖 ∈ [0, 𝑔𝑗] ∀𝑔𝑗 ∈ 𝐴𝑗                      𝑖𝑓 𝛽𝑖 = 0.4

𝑔𝑖 = 𝑔𝑗 ∀ 𝑔𝑗 ∈ 𝐴𝑗                            𝑖𝑓 𝛽𝑖 > 0.4

 

 

𝑐𝑖
∗ = {

𝑔𝑖 = 30 ∀𝑔𝑗 ∈ 𝐴𝑗                                         𝑖𝑓𝑓 𝛼𝑖 < 0.2

𝑔𝑖 ∈ [𝑔𝑗, 30] ∀𝑔𝑗 ∈ 𝐴𝑗                                𝑖𝑓𝑓 𝛼𝑖 = 0.2

𝑔𝑖 = 𝑔𝑗  ∀𝑔𝑗 ∈ 𝐴𝑗                                          𝑖𝑓𝑓 𝛼𝑖 > 0.2

 

QED.  



 

 

Corollary 2.2. If subject 𝑖 maximizes the utility function 

𝑈𝑖
𝐹𝑆 (𝜋𝑖(𝑔𝑖, 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗)), where 𝑖 contributes 𝑔𝑖 and the other player contributes 

𝑔𝑗, and further 2 > 𝑚 +𝑚 holds true, then subject 𝑖 will be a perfect conditional co-

operator in the SD and an unconditional co-operator in the CIG iff 𝛽𝑖 > 𝛼𝑖. 

 

Proof. 

 

Step 1: Provide the conditions for perfect conditional cooperation in the SDG and 

unconditional cooperation in the CIG. 

 

Given proposition 2, Subject 𝑖 will only be a perfect conditional cooperator (i.e., 

𝑔𝑖 = 𝑔𝑗  ∀ 𝑔𝑗 ∈ 𝐴𝑗) in the SDG iff the following condition holds: 

 

𝛽𝑖 > 1 −𝑚 

 

Additionally, given proposition 2, Subject 𝑖 will only be an unconditional 

cooperator (i.e., 𝑔𝑖 = 30 ∀ 𝑔𝑗 ∈ 𝐴𝑗) in the CIG iff the following condition holds: 

 

𝛼𝑖 < 𝑚 − 1 

 

Step 2: Establish the result by contradiction. 

 

Assume 2 > 𝑚 +𝑚, that subject 𝑖 is a perfect conditional co-operator in the SD 

and an unconditional co-operator in the CIG, and that 𝛼𝑖 > 𝛽𝑖 holds true at the same 

time. Then, by using the two previous conditions and imposing  𝛼𝑖 > 𝛽𝑖, we would 

get: 

 

𝑚 − 1 > αi > 𝛽𝑖 > 1 −𝑚 

 

From which it trivially follows that: 

 

𝑚 − 1 > 1 −𝑚 



 

 

And, hence, 

 

𝑚+𝑚 > 2 

 

Thus, if 2 > 𝑚 +𝑚,  subject 𝑖 is a perfect conditional co-operator in the SD and 

an unconditional co-operator in the CIG, and 𝛼𝑖 > 𝛽𝑖 hold true at the same time, it 

must be that 2 > 𝑚 +𝑚 and 2 < 𝑚 +𝑚 hold true at the same time, which is a 

contradiction. Therefore, if subject 𝑖 is a perfect conditional co-operator in the SD and 

an unconditional co-operator in the CIG, and it happens to be that 2 > 𝑚 +𝑚, then 

𝛼𝑖 < 𝛽𝑖 must be true. 

 

QED.  

 



 

 

  



 

 

In the next pages we present the theoretical derivations for the reciprocity model of 

Dufwenberg and Kirchsteiger (2004). From now on, we use (𝑝′, 𝑔𝑖 = 𝑥; 𝑞
′, 𝑔𝑖 ≠ 𝑥) 

as a notation to describe the probabilities associated with contribution levels 𝑔𝑖 = 𝑥 

and 𝑔𝑖 ≠ 𝑥, which represent nothing but the first order beliefs. Hence, we use 

(𝑝′, 𝑔𝑖 = 0; 𝑞
′, 𝑔𝑖 = 10; 𝑟′, 𝑔𝑖 = 20; 1 − 𝑝′ − 𝑞′ − 𝑟′, 𝑔𝑖 = 30) to refer to the 

probabilities associated to each of the possible contribution levels in our games. We 

denote the probabilities associated with second order beliefs as 𝑝′′, 𝑞′′, and so on. 

Additionally, in the contribution table task we assume that the contribution of the other 

person in each cell represents the first order belief with certainty of the responder. This 

is the case as, given the comment in Fischbacher et al (2001), the responses to each 

cell in the strategy method, given the incentive compatible mechanism used, can be 

seen as the responses of a second mover to each potential move of the first mover. 

And, given the belief updating mechanism in Dufwenberg and Kirchsteiger (2004), at 

each node the second mover updates his belief to reflect what has been played by the 

first mover, hence collapsing the first order belief to the strategy that led to the node 

being played.  

As a reminder, below is the utility function of person 𝑖 if person 𝑖 were to follow 

Dufwenberg and Kirchsteiger’s (2004) model of reciprocity: 

 

𝑈𝑖
𝐷𝐾(𝜋𝑖 , 𝜋𝑗) = 𝜋𝑖 (𝑔𝑖(ℎ), 𝑏𝑖𝑗(ℎ), 𝑐𝑖𝑗𝑖(ℎ))

= 𝜋𝑖 (𝑔𝑖(ℎ), 𝑏𝑖𝑗(ℎ)) + 𝑌𝑖,𝑗 × 𝜅𝑖𝑗 (𝑔𝑖(ℎ), 𝑏𝑖𝑗(ℎ)) × 𝜆𝑖𝑗𝑖 (𝑏𝑖𝑗(ℎ), 𝑐𝑖𝑗𝑖(ℎ)) 

 

Where 𝑌𝑖𝑗 is a parameter measuring the strength of reciprocal motivations, 

𝜅𝑖𝑗 (𝑔𝑖𝑗(ℎ), 𝑏𝑖𝑗(ℎ)) is a function measuring how kind is person 𝑖 being with person 𝑗, 

𝜆𝑖𝑗 (𝑏𝑖𝑗(ℎ), 𝑐𝑖𝑗𝑖(ℎ)) is a function measuring how kind person 𝑖 perceives person 𝑗 is 

being towards him and 𝑔𝑖(ℎ), 𝑏𝑖𝑗(ℎ) and 𝑐𝑖𝑗(ℎ) are, respectively, the contribution, 

first- and second-order beliefs of person 𝑖 at node ℎ. Given that person 𝑖 is a second 

mover, 𝑏𝑖𝑗(ℎ) is updated to reflect the contribution level of the first mover, person 𝑗; 

being, hence, possible an alternative notation 𝑏𝑖𝑗(ℎ) = 𝑔𝑗. 



 

 

 

Proposition 3. If subject 𝑖 maximizes the utility function 

𝑈𝑖
𝐷𝐾 (𝜋𝑖(𝑔𝑖, 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗)), where 𝑖 contributes 𝑔𝑖, the other player contributes 𝑔𝑗, 

and the other player moves first and subject 𝑖 second, and where we denote 𝑐𝑖
∗ as 

subject 𝑖’s optimal contribution, then subject 𝑖 will 

 

(i), in the Social Dilemma, 

(a) do 𝑐𝑖
∗ = 𝑔𝑖 = 0 against 𝑔𝑗 ∈ {0,10} regardless of 𝑌𝑖,𝑗 

(b) do 𝑐𝑖
∗ = 𝑔𝑖 = 0 against 𝑔𝑗 ∈ {20,30} iff 𝑌𝑖,𝑗 <

1−𝑚

𝑚2×(𝑔𝑗−15)
 

(c) do 𝑐𝑖
∗ = 𝑔𝑖 ∈ 𝐴𝑖 against 𝑔𝑗 ∈ {20,30} iff 𝑌𝑖,𝑗 =

1−𝑚

𝑚2×(𝑔𝑗−15)
 

(d) do 𝑐𝑖
∗ = 𝑔𝑖 = 30 against 𝑔𝑗 ∈ {20,30} iff 𝑌𝑖,𝑗 >

1−𝑚

𝑚2×(𝑔𝑗−15)
 

(ii), in the Common Interest Game, 

(e) do 𝑐𝑖
∗ = 𝑔𝑖 = 30 against 𝑔𝑗 = 30 regardless of 𝑌𝑖,𝑗 

(f) do 𝑐𝑖
∗ = 𝑔𝑖 = 0 against 𝑔𝑗 ∈ {0,10,20}) iff 𝑌𝑖,𝑗 >

𝑚−1

𝑚
2
×(30−𝑔𝑗)

 

(g) do 𝑐𝑖
∗ = 𝑔𝑖 ∈ 𝐴𝑖 against 𝑔𝑗 ∈ {20,30} iff 𝑌𝑖,𝑗 =

𝑚−1

𝑚
2
×(30−𝑔𝑗)

 

(h) do 𝑐𝑖
∗ = 𝑔𝑖 = 30 against 𝑔𝑗 ∈ {0,10,20}) iff 𝑌𝑖,𝑗 <

𝑚−1

𝑚
2
×(30−𝑔𝑗)

 

 

Proof. 

 

The proof for this proposition is very long, so we start by summarising the approach 

we take before the reader engages with the reading of the proof. The first steps will 

involve computing the kindness and perceived kindness functions of person 𝑖 for a 

generic level of the other person. The next steps will involve substituting those 

functional forms into 𝑈𝑖
𝐷𝐾 (𝜋𝑖(𝑔𝑖, 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗𝑖)) to get the utility function of person 

𝑖 in terms, only, of 𝑔𝑖 and 𝑔𝑗. We, then, compute the first order derivative of 

𝑈𝑖
𝐷𝐾 (𝜋𝑖(𝑔𝑖, 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗𝑖)) with respect to 𝑔𝑖 to find the optimal contribution levels 

of 𝑔𝑖. This is done, as was the case with inequality aversion preferences, by assessing 

if the utility function is either increasing or decreasing in 𝑔𝑖 at every level of 𝑔𝑗. We 



 

will carry out this process separately for the SDG and the CIG as the set of efficient 

strategies is different for both games, making the functional form of the kindness and 

perceived kindness functions to differ across games.  



 

 

Step 1: find the kindness function (𝜅𝑖𝑗) of subject 𝑖 in the SDG. 

 

At generic contribution levels 𝑔𝑗 and 𝑔𝑖, we can write the kindness function as: 

 

𝜅𝑖𝑗 (𝑔𝑖𝑗(ℎ), 𝑏𝑖𝑗(ℎ)) = 𝜋𝑗 (𝑔𝑖, 𝑏𝑖𝑗(ℎ)) −
max𝜋𝑗 (𝑔𝑖, 𝑏𝑖𝑗(ℎ)) + min𝜋𝑗 (𝑔𝑖, 𝑏𝑖𝑗(ℎ))

2
 

 

Given that 𝜋𝑗(𝑔𝑖, 𝑔𝑗) = 30 − 𝑔𝑗 +𝑚 × (𝑔𝑖 + 𝑔𝑗), taking the first derivative with 

respect to 𝑔𝑖, we get: 

 

𝜕𝜋𝑗(𝑔𝑖, 𝑔𝑗)

𝜕𝑔𝑖
= 𝑚 > 0 

 

Hence, the payoff of person 𝑗 is increasing in 𝑔𝑖. This means that the payoff of 

person 𝑗 will be maximised, given 𝑔𝑗, at the highest contribution level of person 𝑖 and 

will be minimised at the lowest contribution level of person 𝑖. Those are, respectively, 

𝑔𝑖 = 30 and 𝑔𝑖 = 0. Additionally, and given that person 𝑗 is the first mover, then 

𝑏𝑖𝑗(ℎ) = 𝑔𝑗. Hence, we can rewrite the kindness function as: 

 

𝜅𝑖𝑗(𝑔𝑖𝑗(ℎ), 𝑏𝑖𝑗(ℎ) = 𝑔𝑗) = 𝜋𝑗(𝑔𝑖, 𝑔𝑗) −
𝜋𝑗(𝑔𝑖 = 30, 𝑔𝑗) + 𝜋𝑗(𝑔𝑖 = 0, 𝑔𝑗)

2
 

 

Substituting 𝜋𝑗(𝑔𝑖, 𝑔𝑗) by the material payoff function outlined above, and 𝑔𝑖 by 0 

and 30 where appropriate, we get: 

 

𝜅𝑖𝑗(𝑔𝑖𝑗(ℎ), 𝑔𝑗) = 30 − 𝑔𝑗 +𝑚 × (𝑔𝑖 + 𝑔𝑗) −
30 − 𝑔𝑗 +𝑚 × (30 + 𝑔𝑗) + 30 − 𝑔𝑗 +𝑚 × (𝑔𝑗)

2
 

 

Grouping the terms in the numerator, and taking 𝑚 as a common factor in the 

numerator, we get: 

 

𝜅𝑖𝑗(𝑔𝑖𝑗(ℎ), 𝑔𝑗) = 30 − 𝑔𝑗 +𝑚 × (𝑔𝑖 + 𝑔𝑗) −
60 − 2 × 𝑔𝑗 +𝑚 × (30 + 2 × 𝑔𝑗)

2
 

 



 

Which can be rewritten as: 

 

𝜅𝑖𝑗(𝑔𝑖𝑗(ℎ), 𝑔𝑗) = 30 − 𝑔𝑗 +𝑚 × (𝑔𝑖 + 𝑔𝑗) − (30 − 𝑔𝑗 +𝑚 × (15 + 𝑔𝑗)) 

 

Expanding the expression −(30 − 𝑔𝑗 +𝑚 × (15 + 𝑔𝑗)), we get: 

 

𝜅𝑖𝑗(𝑔𝑖𝑗(ℎ), 𝑔𝑗) = 30 − 𝑔𝑗 +𝑚 × (𝑔𝑖 + 𝑔𝑗) − 30 + 𝑔𝑗 −𝑚 × (15 + 𝑔𝑗) 

 

Simplifying, we get: 

 

𝜅𝑖𝑗(𝑔𝑖𝑗(ℎ), 𝑔𝑗) = 𝑚 × (𝑔𝑖 + 𝑔𝑗) − 𝑚 × (15 + 𝑔𝑗) 

 

Using 𝑚 as a common factor, we get: 

 

𝜅𝑖𝑗(𝑔𝑖𝑗(ℎ), 𝑔𝑗) = 𝑚 × (𝑔𝑖 + 𝑔𝑗 − 15 − 𝑔𝑗) 

 

And, finally, simplifying we get: 

 

𝜅𝑖𝑗(𝑔𝑖𝑗(ℎ), 𝑔𝑗) = 𝑚 × (𝑔𝑖 − 15) 

 

Step 2: find the perceived kindness function (𝜆𝑖𝑗𝑖) of subject 𝑖 in the SDG. 

 

To compute the perceived kindness function, let us denominate 𝑐𝑖𝑗𝑖(ℎ) =

(𝑝′′, 𝑔𝑖 = 0; 𝑞′′, 𝑔𝑖 = 10; 𝑟
′′, 𝑔𝑖 = 20; 1 − 𝑝′′ − 𝑞′′ − 𝑟′′, 𝑔𝑖 = 30) as the probability 

distribution of the second-order belief of player 𝑖. Unlike the first-order belief, the first 

mover did not know what player 2 was going to do when he or she decided to 

contribute 𝑔𝑗. Hence, we assume that the second mover believes that the first mover 

didn’t know what the second mover was going to do when first mover chose 𝑔𝑗. The 

probability distribution 𝑐𝑖𝑗𝑖(ℎ) over the second-order belief captures that uncertainty. 

We use such generic probability distribution to denote the belief that player 𝑖 has about 

the belief of player 𝑗 of player 𝑖’s contribution when player 𝑗 was making the decision 

of contributing 𝑔𝑗 (contribution at the initial node). For compactness in the notation, 



 

 

we just write 𝑐𝑖𝑗𝑖(ℎ) instead of writing 𝑐𝑖𝑗𝑖(ℎ) = (𝑝′′, 𝑔𝑖 = 0; 𝑞
′′, 𝑔𝑖 = 10; 𝑟′′, 𝑔𝑖 =

20; 1 − 𝑝′′ − 𝑞′′ − 𝑟′′, 𝑔𝑖 = 30) in our definition of the perceived kindness function 

of person 𝑖. We can define the perceived kindness function of player 𝑖 as: 

 

𝜆𝑖𝑗𝑖 (𝑏𝑖𝑗(ℎ), 𝑐𝑖𝑗𝑖(ℎ)) = 𝜋𝑖 (𝑏𝑖𝑗(ℎ), 𝑐𝑖𝑗𝑖(ℎ)) −
max 𝜋𝑖 (𝑏𝑖𝑗(ℎ), 𝑐𝑖𝑗𝑖(ℎ)) + min 𝜋𝑖 (𝑏𝑖𝑗(ℎ), 𝑐𝑖𝑗𝑖(ℎ))

2
 

 

As noted before, the payoff function of a given player is increasing in the 

contribution of the other player. Hence, person 𝑖’s payoff will be maximised at 

𝑏𝑖𝑗(ℎ) = 30 and minimised at 𝑏𝑖𝑗(ℎ) = 0. Hence, max𝜋𝑖 (𝑏𝑖𝑗(ℎ), 𝑐𝑖𝑗𝑖(ℎ)) =

𝜋𝑖 (30, 𝑐𝑖𝑗𝑖(ℎ)) and min𝜋𝑖 (𝑏𝑖𝑗(ℎ), 𝑐𝑖𝑗𝑖(ℎ)) = 𝜋𝑖 (0, 𝑐𝑖𝑗𝑖(ℎ)). 

 

Given that 𝑐𝑖𝑗𝑖(ℎ) is a probability distribution, then the payoff that person 𝑖 beliefs 

that person 𝑗 intends to give person 𝑖 by contributing 𝑏𝑖𝑗(ℎ) = 𝑔𝑗 is an expected payoff 

of all the potential payoffs that person 𝑖 could get for every action that person 𝑖 makes 

weighted by the corresponding probability value in the probability distribution of 

𝑐𝑖𝑗𝑖(ℎ). In more intuitive terms, we can rewrite 𝜋𝑖 (𝑔𝑗 , 𝑐𝑖𝑗𝑖(ℎ)), 𝜋𝑖 (30, 𝑐𝑖𝑗𝑖(ℎ)) and 

𝜋𝑖 (0, 𝑐𝑖𝑗𝑖(ℎ)) as follows: 

 

𝜋𝑖 (𝑔𝑗, 𝑐𝑖𝑗𝑖(ℎ))

= 𝑝′′ × 𝜋𝑖(𝑔𝑗, 𝑔𝑖 = 0) + 𝑞
′′ × 𝜋𝑖(𝑔𝑗, 𝑔𝑖 = 10) + 𝑟′′

× 𝜋𝑖(𝑔𝑗, 𝑔𝑖 = 20) + (1 − 𝑝′′ − 𝑞′′ − 𝑟′′) × 𝜋𝑖(𝑔𝑗 , 𝑔𝑖 = 30) 

 

𝜋𝑖 (30, 𝑐𝑖𝑗𝑖(ℎ))

= 𝑝′′ × 𝜋𝑖(30, 𝑔𝑖 = 0) + 𝑞′′ × 𝜋𝑖(30, 𝑔𝑖 = 10) + 𝑟
′′

× 𝜋𝑖(30, 𝑔𝑖 = 20) + (1 − 𝑝
′′ − 𝑞′′ − 𝑟′′) × 𝜋𝑖(30, 𝑔𝑖 = 30) 

 

𝜋𝑖 (0, 𝑐𝑖𝑗𝑖(ℎ)) = 𝑝′′ × 𝜋𝑖(0, 𝑔𝑖 = 0) + 𝑞′′ × 𝜋𝑖(0, 𝑔𝑖 = 10) + 𝑟
′′ × 𝜋𝑖(0, 𝑔𝑖 = 20)

+ (1 − 𝑝′′ − 𝑞′′ − 𝑟′′) × 𝜋𝑖(0, 𝑔𝑖 = 30) 

 



 

Substituting each of the relevant elements of the RHS in each of the previous three 

equations by the corresponding material payoff function described earlier, we get: 

 

𝜋𝑖 (𝑔𝑗, 𝑐𝑖𝑗𝑖(ℎ)) = 𝑝′′ × (30 − 0 +𝑚 × (𝑔𝑗 + 0)) + 𝑞
′′ × (30 − 10 + 𝑚 × (𝑔𝑗 + 10)) + 𝑟

′′

× (30 − 20 +𝑚 × (𝑔𝑗 + 20)) + (1 − 𝑝
′′ − 𝑞′′ − 𝑟′′)

× (30 − 30 +𝑚 × (𝑔𝑗 + 30)) 

 

𝜋𝑖 (30, 𝑐𝑖𝑗𝑖(ℎ)) = 𝑝′′ × (30 − 0 +𝑚 × (0 + 30)) + 𝑞′′ × (30 − 10 +𝑚 × (30 + 10)) + 𝑟′′

× (30 − 20 + 𝑚 × (30 + 20)) + (1 − 𝑝′′ − 𝑞′′ − 𝑟′′)

× (30 − 30 + 𝑚 × (30 + 30)) 

 

𝜋𝑖 (0, 𝑐𝑖𝑗𝑖(ℎ)) = 𝑝
′′ × (30 + 𝑚 × (0 + 0)) + 𝑞′′ × (20 + 𝑚 × (0 + 10)) + 𝑟′′

× (30 − 20 + 𝑚 × (0 + 20)) + (1 − 𝑝′′ − 𝑞′′ − 𝑟′′)

× (30 − 30 + 𝑚 × (0 + 30)) 

 

Which simplify to: 

 

𝜋𝑖 (𝑔𝑗 , 𝑐𝑖𝑗𝑖(ℎ)) = 𝑝
′′ × (30 + 𝑚 × (𝑔𝑗)) + 𝑞

′′ × (20 + 𝑚 × (𝑔𝑗 + 10)) + 𝑟
′′

× (10 + 𝑚 × (𝑔𝑗 + 20)) + (1 − 𝑝
′′ − 𝑞′′ − 𝑟′′) × (𝑚 × (𝑔𝑗 + 30)) 

 

𝜋𝑖 (30, 𝑐𝑖𝑗𝑖(ℎ)) = 𝑝
′′ × (30 + 𝑚 × 30) + 𝑞′′ × (20 + 𝑚 × 40) + 𝑟′′ × (10 + 𝑚 × 50)

+ (1 − 𝑝′′ − 𝑞′′ − 𝑟′′) × (𝑚 × 60) 

 

𝜋𝑖 (0, 𝑐𝑖𝑗𝑖(ℎ)) = 𝑝
′′ × (30) + 𝑞′′ × (20 + 𝑚 × 10) + 𝑟′′ × (10 + 𝑚 × 20) + (1 − 𝑝′′ − 𝑞′′ − 𝑟′′)

× (𝑚 × 30) 

 

Using the last two equations, and taking 𝑝′′, 𝑞′′, 𝑟′′ and 1 − 𝑝′′ − 𝑞′′ − 𝑟′′ as 

common factors, we can express 𝜋𝑖 (30, 𝑐𝑖𝑗𝑖(ℎ)) + 𝜋𝑖 (0, 𝑐𝑖𝑗𝑖(ℎ)) as: 

 

𝜋𝑖 (30, 𝑐𝑖𝑗𝑖(ℎ)) + 𝜋𝑖 (0, 𝑐𝑖𝑗𝑖(ℎ))

= 𝑝′′ × (30 + 𝑚 × 30 + 30) + 𝑞′′ × (20 + 𝑚 × 40 + 20 + 𝑚 × 10) + 𝑟′′

× (10 + 𝑚 × 50 + 10 + 𝑚 × 20) + (1 − 𝑝′′ − 𝑞′′ − 𝑟′′) × (𝑚 × 60 + 𝑚 × 30) 



 

 

 

Which can be simplified to: 

 

𝜋𝑖 (30, 𝑐𝑖𝑗𝑖(ℎ)) + 𝜋𝑖 (0, 𝑐𝑖𝑗𝑖(ℎ))

= 𝑝′′ × (60 + 𝑚 × 30) + 𝑞′′ × (40 + 𝑚 × 50) + 𝑟′′ × (20 + 𝑚 × 70)

+ (1 − 𝑝′′ − 𝑞′′ − 𝑟′′) × (𝑚 × 90) 

 

Hence, the second term of the perceived kindness function, 
𝜋𝑖(30,𝑐𝑖𝑗𝑖(ℎ))+𝜋𝑖(0,𝑐𝑖𝑗𝑖(ℎ))

2
, 

can be written as: 

 

𝜋𝑖 (30, 𝑐𝑖𝑗𝑖(ℎ)) + 𝜋𝑖 (0, 𝑐𝑖𝑗𝑖(ℎ))

2

= 𝑝′′ × (30 + 𝑚 × 15) + 𝑞′′ × (20 + 𝑚 × 25) + 𝑟′′ × (10 + 𝑚 × 35)

+ (1 − 𝑝′′ − 𝑞′′ − 𝑟′′) × 𝑚 × 45 

Now, using the expressions we found for 𝜋𝑖 (𝑔𝑗 , 𝑐𝑖𝑗𝑖(ℎ)) and 

𝜋𝑖(30,𝑐𝑖𝑗𝑖(ℎ))+𝜋𝑖(0,𝑐𝑖𝑗𝑖(ℎ))

2
, and taking 𝑝′′, 𝑞′′, 𝑟′′ and 1 − 𝑝′′ − 𝑞′′ − 𝑟′′ as common 

factors, we can express the perceived kindness function as: 

 

𝜆𝑖𝑗𝑖 (𝑔𝑗, 𝑐𝑖𝑗𝑖(ℎ)) = 𝑝′′ × (30 +𝑚 × 𝑔𝑗 − 30 − 𝑚 × 15) + 𝑞′′

× (20 + 𝑚 × (𝑔𝑗 + 10) − 20 − 𝑚 × 25) + 𝑟′′

× (10 + 𝑚 × (𝑔𝑗 + 20) − 10 − 𝑚 × 35) + (1 − 𝑝′′ − 𝑞′′ − 𝑟′′)

× (𝑚 × (𝑔𝑗 + 30) − 𝑚 × 45) 

 

By taking 𝑚 as a common factor and simplifying, we get: 

 

𝜆𝑖𝑗𝑖 (𝑔𝑗 , 𝑐𝑖𝑗𝑖(ℎ)) = 𝑝
′′ × (𝑚 × (𝑔𝑗 − 15)) + 𝑞

′′ × (𝑚 × (𝑔𝑗 + 10 − 25)) + 𝑟
′′

× (𝑚 × (𝑔𝑗 + 20 − 35)) + (1 − 𝑝
′′ − 𝑞′′ − 𝑟′′) × (𝑚 × (𝑔𝑗 + 30 − 45)) 

 

Which can be further simplified to: 

 

𝜆𝑖𝑗𝑖 (𝑔𝑗, 𝑐𝑖𝑗𝑖(ℎ)) = 𝑝′′ × (𝑚 × (𝑔𝑗 − 15)) + 𝑞
′′ × (𝑚 × (𝑔𝑗 − 15)) + 𝑟

′′ × (𝑚 × (𝑔𝑗 − 15))

+ (1 − 𝑝′′ − 𝑞′′ − 𝑟′′) × (𝑚 × (𝑔𝑗 − 15)) 



 

 

Now, taking 𝑚× (𝑔𝑗 − 15) as a common factor, we can rewrite the previous 

expression as: 

 

𝜆𝑖𝑗𝑖 (𝑔𝑗 , 𝑐𝑖𝑗𝑖(ℎ)) = 𝑚 × (𝑔𝑗 − 15) × (𝑝
′′ + 𝑞′′ + 𝑟′′ + 1 − 𝑝′′ − 𝑞′′ − 𝑟′′) 

 

Which can be further simplified to: 

 

𝜆𝑖𝑗𝑖 (𝑔𝑗 , 𝑐𝑖𝑗𝑖(ℎ)) = 𝑚 × (𝑔𝑗 − 15) 

 

Step 3: Substitute the two expressions found in the reciprocity utility function. 

 

Given the expressions of the kindness and perceived kindness function of person 𝑖, 

we can rewrite his or her utility as: 

 

𝑈𝑖
𝐷𝐾(𝜋𝑖 , 𝜋𝑗) = 𝜋𝑖(𝑔𝑖(ℎ), 𝑔𝑗 , 𝜅𝑖𝑗 , 𝜆𝑖𝑗𝑖) = 𝜋𝑖(𝑔𝑖 , 𝑔𝑗) + 𝑌𝑖,𝑗 ×𝑚 × (𝑔𝑖 − 15) × 𝑚 × (𝑔𝑗 − 15) 

 

Which, substituting 𝜋𝑖(𝑔𝑖, 𝑔𝑗) by the payoff function given 𝑔𝑖 and 𝑔𝑗, we get: 

 

  

𝑈𝑖
𝐷𝐾(𝜋𝑖 , 𝜋𝑗) = 30 − 𝑔𝑖 +𝑚 × (𝑔𝑖 + 𝑔𝑗) + 𝑌𝑖,𝑗 ×𝑚

2 × (𝑔𝑖 − 15) × (𝑔𝑗 − 15) 

 

Step 4: Compute the first order derivative of the utility function. 

 

Taking the first derivative of the utility function with respect to the contribution of 

person 𝑖, we get: 

 

𝜕𝑈𝑖
𝐷𝐾(𝜋𝑖, 𝜋𝑗)

𝜕𝑔𝑖
= −1 +𝑚 + 𝑌𝑖,𝑗 ×𝑚

2 × (𝑔𝑗 − 15) 

 

Step 5: Compute the sign of first order derivative of the utility function for 𝑔𝑗 ∈

{0,10}. 



 

 

 

When 𝑔𝑗 ∈ {0,10}, then 𝑔𝑗 − 15 = (≤ 10) − 15 = (< 0). As 𝑌𝑖,𝑗 > 0, and 𝑚 <

1, it, hence, follows that: 

 

𝜕𝑈𝑖
𝐷𝐾(𝜋𝑖 , 𝜋𝑗)

𝜕𝑔𝑖
= −1 + (< 1) + (≥ 0) × 𝑚2 × (< 0) = (< 0) + (< 0) = (< 0) 

 

Hence, 

 

𝜕𝑈𝑖
𝐷𝐾(𝜋𝑖 , 𝜋𝑗)

𝜕𝑔𝑖
< 0 

 

Which demonstrates that the utility function is decreasing over the whole domain 

of 𝑔𝑖 for 𝑔𝑗 ∈ {0,10}. 

 

Step 6: Compute the optimal contribution of person 𝑖 against 𝑔𝑗 ∈ {0,10}. 

 

Given that, for 𝑔𝑗 ∈ {0,10}, the derivative of the utility function is negative over 

the whole domain of 𝑔𝑖, person 𝑖 will maximise their utility by contributing nothing. 

That is, 

 

(∀ 𝑌𝑖,𝑗), 𝑐𝑖
∗ = 𝑔𝑖 = 0∀𝑔𝑗 ∈ {0,10}  

 

Step 7: Compute the sign of first order derivative of the utility function for 𝑔𝑗 ∈

{20,30} in terms of 𝑌𝑖,𝑗. 

 

The marginal utility becomes negative iff: 

 

−1 +𝑚 + 𝑌𝑖,𝑗 ×𝑚
2 × (𝑔𝑗 − 15) < 0 

 

Isolating 𝑌𝑖,𝑗 if the LHS, we get: 

 

𝑌𝑖,𝑗 ×𝑚
2 × (𝑔𝑗 − 15) < 1 −𝑚 

 



 

Dividing both sides by 𝑚2 × (𝑔𝑗 − 15), we get: 

 

𝑌𝑖,𝑗 <
1 −𝑚

𝑚2 × (𝑔𝑗 − 15)
 𝑖𝑓𝑓 

𝜕𝑈𝑖
𝐷𝐾(𝜋𝑖 , 𝜋𝑗)

𝜕𝑔𝑖
< 0 

  

 

For 𝑔𝑗 ∈ {20,30}, whenever 𝑌𝑖,𝑗 is lower than the threshold value found above, the 

marginal utility with respect to 𝑔𝑖 will be negative. In contrast, whenever the marginal 

utility is positive, we get the following condition: 

 

𝑌𝑖,𝑗 >
1 −𝑚

𝑚2 × (𝑔𝑗 − 15)
 𝑖𝑓𝑓 

𝜕𝑈𝑖
𝐷𝐾(𝜋𝑖 , 𝜋𝑗)

𝜕𝑔𝑖
< 0 

 

And whenever the marginal utility is exactly 0, it then follows that: 

 

𝑌𝑖,𝑗 =
1 −𝑚

𝑚2 × (𝑔𝑗 − 15)
 𝑖𝑓𝑓 

𝜕𝑈𝑖
𝐷𝐾(𝜋𝑖 , 𝜋𝑗)

𝜕𝑔𝑖
= 0 

 

Step 8: Compute the optimal contribution of person 𝑖 against 𝑔𝑗 ∈ {20,30} for all 

possible values of 𝑌𝑖,𝑗. 

 

Given the inequalities found in the previous step, the best responses against 𝑔𝑗 ∈

{20,30} can be summarised as: 

 

𝑐𝑖
∗ =

{
 
 
 

 
 
 𝑔𝑖 = 0 ∀𝑔𝑗 ∈ {20,30} 𝑖𝑓𝑓 𝑌𝑖,𝑗 <

1 −𝑚

𝑚2 × (𝑔j − 15)

𝑔𝑖 ∈ 𝐴𝑖 ∀𝑔𝑗 ∈ {20,30} 𝑖𝑓𝑓 𝑌𝑖,𝑗 =
1 −𝑚

𝑚2 × (𝑔j − 15)

𝑔𝑖 = 30 ∀𝑔𝑗 ∈ {20,30} 𝑖𝑓𝑓 𝑌𝑖,𝑗 >
1 −𝑚

𝑚2 × (𝑔j − 15)

 

 

Where the previous results hold given the linearity of the utility function 

𝑈𝑖
𝐷𝐾(𝜋𝑖, 𝜋𝑗). That is, whenever the derivative is decreasing in the whole domain of 𝑔𝑖, 

as it is the case of the first of the two equations, then the best answer is to free ride; 

and whenever the derivative is increasing in the whole domain of 𝑔𝑖, as is the case of 



 

 

the second of the two equations, the best answer is to fully contribute. Whenever the 

derivative is equal to zero, any contribution gives the same utility and hence all are 

optimal choices. The sign of the derivative is determined by the reciprocity parameter 

𝑌𝑖,𝑗. 

 

Step 9: show that only full contribution (i.e., 𝑔𝑖 = 30) is an efficient strategy in the  

CIG. 

 

Unlike in the SDG, now only full contribution is an efficient strategy in a common 

interest game. This is the case as, for each and every of the contributions of the first 

mover player 𝑗 – that is, for each of the possible histories of play before player 𝑖 gets 

to play –, full contribution by player 𝑖 gives no lower material payoff to any player 

and a higher material payoff to all players. As Player 𝑖’s contribution decision is the 

only subsequent play for each and every contribution of player 𝑗, then by Dufwenberg 

and Kirchsteiger’s (2004, pp. 276) definition of the set of efficient strategies, it follows 

that full contribution is the only strategy within the set of efficient strategies of player 

𝑖, 𝐸𝑖 = {𝑔𝑖 = 30}.  

To see why 𝑔𝑖 = 30 gives no lower material payoff to any of the players, notice 

that, in a common interest game,𝑚 ∈ (1,∞). Hence, start by assuming that 𝑔𝑖 = 30 

implies 

 

𝜋𝑖(30, 𝑔𝑗) > 𝜋𝑖 (𝑔𝑖, 𝑔𝑗) 

 

Substituting the material payoff function by its functional form yields: 

 

𝑚 × (30 + 𝑔𝑗) > 30 − 𝑔𝑖 +𝑚 × (𝑔𝑖 + 𝑔𝑗) 

 

Where 𝑔𝑖 < 30 is an arbitrarily small contribution of player 𝑖. Bringing 𝑚 to the 

LHS, and taking 𝑚 as a common factor, we get: 

 

𝑚 × (30 + 𝑔𝑗 − 𝑔𝑖 − 𝑔𝑗) > 30 − 𝑔𝑖 

 



 

Simplifying the parenthesis in the LHS, we get: 

 

𝑚× (30 − 𝑔𝑖) > 30 − 𝑔𝑖 

 

Dividing both hand sides by (30 − 𝑔𝑖), we get: 

 

𝑚 > 1 

 

Which is exactly the condition that will always hold in common interest games, 

thereby discharging the initial assumption. Hence, it follows that 𝑔𝑖 = 30 gives the 

highest material payoff to player 𝑖. 

 

Now, consider the payoff function of player 𝑗: 

 

𝜋𝑗(𝑔𝑖, 𝑔𝑗) = 30 − 𝑔𝑗 +𝑚 × (𝑔𝑖 + 𝑔𝑗) 

 

The derivative of the function with respect to 𝑔𝑖 is given by: 

 

𝜕𝜋𝑗(𝑔𝑖, 𝑔𝑗)

𝜕𝑔𝑗
= 𝑚 

 

As 𝑚 ∈ (1,∞) in common interest games, it follows that 
𝜕𝜋𝑗(𝑔𝑖,𝑔𝑗)

𝜕𝑔𝑗
= 𝑚 > 0. As 

the payoff function is linear in the contribution of player 𝑖 and it is also increasing in 

it, it follows that 𝑔𝑖 = 30 is the contribution of player 𝑖 that will maximise the payoff 

of player 𝑗.  

Hence, it follows that there doesn’t exist another 𝑔𝑖 that gives a higher payoff to 

any of the players, thereby proving why 𝑔𝑖 = 30 is the only efficient strategy in 

common interest games. 

 

Step 10: Outline the implications of a reduced set of efficient strategies in the 

kindness function (𝜅𝑖𝑗) and the perceived kindness function (𝜆𝑖𝑗𝑖) of subject 𝑖 in the 

CIG. 



 

 

 

This has important implications when computing the equitable payoff in both the 

kindness and perceived kindness functions, as the minimum payoff that can be given 

to any player is evaluated within the strategies that are efficient. Hence,  

 

min𝜋𝑗(𝑔𝑖, 𝑏𝑖𝑗(ℎ) = 𝑔𝑗)|𝑔𝑖 ∈ 𝐸𝑖 = max𝜋𝑗(𝑔𝑖, 𝑏𝑖𝑗(ℎ) = 𝑔𝑗)|𝑔𝑖 ∈ 𝐴𝑖

= 𝜋𝑗(𝑔𝑖 = 30, 𝑏𝑖𝑗(ℎ) = 𝑔𝑗) 

and  

 

max𝜋𝑖 (𝑏𝑖𝑗(ℎ) = 𝑔𝑗, 𝑐𝑖𝑗𝑖(ℎ)) |𝑔𝑗 ∈ 𝐴𝑗 = min 𝜋𝑖 (𝑏𝑖𝑗(ℎ) = 𝑔𝑗, 𝑐𝑖𝑗𝑖(ℎ)) |𝑔𝑗 ∈

𝐸𝑗 = 𝜋𝑖 (𝑏𝑖𝑗(ℎ) = 30, 𝑐𝑖𝑗𝑖(ℎ)). 

 

The implication for the kindness and perceived kindness functions is that they can 

be defined as: 

 

𝜅𝑖𝑗 (𝑔𝑖, 𝑏𝑖𝑗(ℎ)) = 𝜋𝑗(𝑔𝑖 , 𝑔𝑗) −
2 × 𝜋𝑗(30, 𝑔𝑗)

2
 

 

𝜆𝑖𝑗𝑖 (𝑏𝑖𝑗(ℎ), 𝑐𝑖𝑗𝑖(ℎ)) = 𝜋𝑖 (𝑔𝑗 , 𝑐𝑖𝑗𝑖(ℎ)) −
2 × 𝜋𝑖 (30, 𝑐𝑖𝑗𝑖(ℎ))

2
 

 

Which can be simplified to: 

 

𝜅𝑖𝑗 (𝑔𝑖, 𝑏𝑖𝑗(ℎ)) = 𝜋𝑗(𝑔𝑖, 𝑔𝑗) − 𝜋𝑗(30, 𝑔𝑗) 

 

𝜆𝑖𝑗𝑖 (𝑏𝑖𝑗(ℎ), 𝑐𝑖𝑗𝑖(ℎ)) = 𝜋𝑖 (𝑔𝑗, 𝑐𝑖𝑗𝑖(ℎ)) − 𝜋𝑖 (30, 𝑐𝑖𝑗𝑖(ℎ)) 

 

Step 11: find the kindness function (𝜅𝑖𝑗) of subject 𝑖 in the CIG. 

 

At generic contribution levels 𝑔𝑗 and 𝑔𝑖, then 𝑏𝑖𝑗(ℎ) = 𝑔𝑗. Hence, we can write the 

kindness function as: 

 



 

𝜅𝑖𝑗 (𝑔𝑖𝑗(ℎ), 𝑏𝑖𝑗(ℎ)) = 𝜋𝑗(𝑔𝑖, 𝑔𝑗) − 𝜋𝑗(30, 𝑔𝑗) 

 

Substituting 𝜋𝑗(𝑔𝑖, 𝑔𝑗) by the payoff function outlined above, we get: 

 

𝜅𝑖𝑗 (𝑔𝑖𝑗(ℎ), 𝑏𝑖𝑗(ℎ)) = 30 − 𝑔𝑗 +𝑚 × (𝑔𝑖 + 𝑔𝑗) − 30 + 𝑔𝑗 −𝑚 × (30 + 𝑔𝑗) 

 

Simplifying, we get: 

 

𝜅𝑖𝑗 (𝑔𝑖𝑗(ℎ), 𝑏𝑖𝑗(ℎ)) = 𝑚 × (𝑔𝑖 + 𝑔𝑗) − 𝑚 × (30 + 𝑔𝑗) 

 

Using 𝑚 as a common factor, we get: 

 

𝜅𝑖𝑗 (𝑔𝑖𝑗(ℎ), 𝑏𝑖𝑗(ℎ)) = 𝑚 × (𝑔𝑖 + 𝑔𝑗 − 30 − 𝑔𝑗) 

 

And, finally, simplifying we get: 

 

𝜅𝑖𝑗 (𝑔𝑖𝑗(ℎ), 𝑏𝑖𝑗(ℎ)) = 𝑚 × (𝑔𝑖 − 30) 

 

Step 12: find the perceived kindness function (𝜆𝑖𝑗𝑖) of subject 𝑖 in the CIG. 

 

We can define the perceived kindness function of player 𝑖 as: 

 

𝜆𝑖𝑗𝑖 (𝑏𝑖𝑗(ℎ), 𝑐𝑖𝑗𝑖(ℎ)) = 𝜋𝑖 (𝑔𝑗, 𝑐𝑖𝑗𝑖(ℎ)) − 𝜋𝑖 (30, 𝑐𝑖𝑗𝑖(ℎ)) 

 

Given that 𝑐𝑖𝑗𝑖(ℎ) is the probability distribution described earlier, we can rewrite 

𝜋𝑖 (𝑔𝑗 , 𝑐𝑖𝑗𝑖(ℎ)) and 𝜋𝑖 (30, 𝑐𝑖𝑗𝑖(ℎ)) as follows: 

 

𝜋𝑖 (𝑔𝑗, 𝑐𝑖𝑗𝑖(ℎ))

= 𝑝′′ × 𝜋𝑖(𝑔𝑗, 𝑔𝑖 = 0) + 𝑞
′′ × 𝜋𝑖(𝑔𝑗, 𝑔𝑖 = 10) + 𝑟′′

× 𝜋𝑖(𝑔𝑗, 𝑔𝑖 = 20) + (1 − 𝑝′′ − 𝑞′′ − 𝑟′′) × 𝜋𝑖(𝑔𝑗 , 𝑔𝑖 = 30) 



 

 

 

𝜋𝑖 (30, 𝑐𝑖𝑗𝑖(ℎ))

= 𝑝′′ × 𝜋𝑖(30, 𝑔𝑖 = 0) + 𝑞′′ × 𝜋𝑖(30, 𝑔𝑖 = 10) + 𝑟
′′

× 𝜋𝑖(30, 𝑔𝑖 = 20) + (1 − 𝑝
′′ − 𝑞′′ − 𝑟′′) × 𝜋𝑖(30, 𝑔𝑖 = 30) 

 

Substituting each of the elements of the RHS in each of the previous three equations 

by the corresponding payoff function described earlier, we get: 

 

𝜋𝑖 (𝑔𝑗, 𝑐𝑖𝑗𝑖(ℎ)) = 𝑝′′ × (30 − 0 +𝑚 × (𝑔𝑗 + 0)) + 𝑞
′′ × (30 − 10 + 𝑚 × (𝑔𝑗 + 10)) + 𝑟

′′

× (30 − 20 +𝑚 × (𝑔𝑗 + 20)) + (1 − 𝑝
′′ − 𝑞′′ − 𝑟′′)

× (30 − 30 +𝑚 × (𝑔𝑗 + 30)) 

 

𝜋𝑖 (30, 𝑐𝑖𝑗𝑖(ℎ)) = 𝑝′′ × (30 − 0 + 𝑚 × (0 + 30)) + 𝑞′′ × (30 − 10 + 𝑚 × (30 + 10)) + 𝑟′′

× (30 − 20 + 𝑚 × (30 + 20)) + (1 − 𝑝′′ − 𝑞′′ − 𝑟′′)

× (30 − 30 + 𝑚 × (30 + 30)) 

 

Which simplify to: 

 

𝜋𝑖 (𝑔𝑗 , 𝑐𝑖𝑗𝑖(ℎ)) = 𝑝
′′ × (30 + 𝑚 × (𝑔𝑗)) + 𝑞

′′ × (20 + 𝑚 × (𝑔𝑗 + 10)) + 𝑟
′′

× (10 + 𝑚 × (𝑔𝑗 + 20)) + (1 − 𝑝
′′ − 𝑞′′ − 𝑟′′) × (𝑚 × (𝑔𝑗 + 30)) 

 

𝜋𝑖 (30, 𝑐𝑖𝑗𝑖(ℎ)) = 𝑝
′′ × (30 +𝑚 × 30) + 𝑞′′ × (20 +𝑚 × 40) + 𝑟′′ × (10 + 𝑀𝑚 × 50)

+ (1 − 𝑝′′ − 𝑞′′ − 𝑟′′) × (𝑚 × 60) 

 

 

Now, using the expressions we found for 𝜋𝑖 (𝑔𝑗 , 𝑐𝑖𝑗𝑖(ℎ)) and 𝜋𝑖 (30, 𝑐𝑖𝑗𝑖(ℎ)), and 

taking 𝑝′′, 𝑞′′, 𝑟′′ and 1 − 𝑝′′ − 𝑞′′ − 𝑟′′ as common factors, we can express the 

perceived kindness function as: 

 



 

𝜆𝑖𝑗𝑖 (𝑏𝑖𝑗(ℎ), 𝑐𝑖𝑗𝑖(ℎ))

= 𝑝′′ × (30 + 𝑚 × 𝑔𝑗 − 30 − 𝑚 × 30) + 𝑞′′

× (20 + 𝑚 × (𝑔𝑗 + 10) − 20 − 𝑚 × 40) + 𝑟′′

× (10 + 𝑚 × (𝑔𝑗 + 20) − 10 − 𝑚 × 50) + (1 − 𝑝′′ − 𝑞′′ − 𝑟′′)

× (𝑚 × (𝑔𝑗 + 30) − 𝑚 × 60) 

 

By taking 𝑚 as a common factor and simplifying, we get: 

 

𝜆𝑖𝑗𝑖 (𝑏𝑖𝑗(ℎ), 𝑐𝑖𝑗𝑖(ℎ))

= 𝑝′′ × (𝑚 × (𝑔𝑗 − 30)) + 𝑞
′′ × (𝑚 × (𝑔𝑗 + 10 − 40)) + 𝑟

′′

× (𝑚 × (𝑔𝑗 + 20 − 50)) + (1 − 𝑝
′′ − 𝑞′′ − 𝑟′′) × (𝑚 × (𝑔𝑗 + 30 − 60)) 

 

Which can be further simplified to: 

 

𝜆𝑖𝑗𝑖 (𝑏𝑖𝑗(ℎ), 𝑐𝑖𝑗𝑖(ℎ))

= 𝑝′′ × (𝑚 × (𝑔𝑗 − 30)) + 𝑞
′′ × (𝑚 × (𝑔𝑗 − 30)) + 𝑟

′′ × (𝑚 × (𝑔𝑗 − 30))

+ (1 − 𝑝′′ − 𝑞′′ − 𝑟′′) × (𝑚 × (𝑔𝑗 − 30)) 

 

Now, taking 𝑚× (𝑔𝑗 − 30) as a common factor, we can rewrite the previous 

expression as: 

 

𝜆𝑖𝑗𝑖 (𝑏𝑖𝑗(ℎ) = 𝑔𝑗 , 𝑐𝑖𝑗𝑖(ℎ)) = 𝑚 × (𝑔𝑗 − 30) × (𝑝
′′ + 𝑞′′ + 𝑟′′ + 1 − 𝑝′′ − 𝑞′′ − 𝑟′′) 

 

Which can be further simplified to: 

 

𝜆𝑖𝑗𝑖 (𝑏𝑖𝑗(ℎ), 𝑐𝑖𝑗𝑖(ℎ)) = 𝑚 × (𝑔𝑗 − 30) 

 

 

Step 13: Substitute the two expressions found in the reciprocity utility function. 

 

Given the expressions of the kindness and perceived kindness function of person 𝑖, 

we can rewrite his or her utility as: 



 

 

 

𝑈𝑖
𝐷𝐾(𝜋𝑖 , 𝜋𝑗) = 𝜋𝑖 (𝑔𝑖, 𝑔𝑗 , 𝑏𝑖𝑗(ℎ), 𝑐𝑖𝑗𝑖(ℎ))

= 𝜋𝑖 (𝑔𝑖 , 𝑏𝑖𝑗(ℎ)) + 𝑌𝑖,𝑗 ×𝑚 × (𝑔𝑖 − 30) × 𝑚 × (𝑔𝑗 − 30) 

 

Which, substituting 𝜋𝑖 (𝑔𝑖, 𝑏𝑖𝑗(ℎ)) by the material payoff function given 𝑔𝑖 and 𝑔𝑗, 

for a generic first-order belief of 𝑔𝑗we get: 

 

𝑈𝑖
𝐷𝐾(𝜋𝑖 , 𝜋𝑗) = 30 − 𝑔𝑖 +𝑚 × (𝑔𝑖 + 𝑔𝑗) + 𝑌𝑖,𝑗 ×𝑚

2
× (𝑔𝑖 − 30) × (𝑔𝑗 − 30) 

 

Step 13: find the first order derivative of the utility function with respect to 𝑔𝑖. 

 

Taking the first derivative of the utility function with respect to the contribution of 

person 𝑖, we get: 

 

𝜕𝑈𝑖
𝐷𝐾(𝜋𝑖, 𝜋𝑗)

𝜕𝑔𝑖
= −1 +𝑚 + 𝑌𝑖,𝑗 ×𝑚

2
× (𝑔𝑗 − 30) 

 

Step 14: find the optimal contribution for person 𝑖 against 𝑔𝑗 = 30. 

 

Note that, whenever 𝑔𝑗 = 30, then 𝑔𝑗 − 30 = 0. Hence, the reciprocal term 

collapses to 0 regardless of the value of 𝑌𝑖,𝑗. Hence, when 𝑔𝑗 = 30 the marginal utility 

of own contribution is given by: 

 

𝜕𝑈𝑖
𝐷𝐾(𝜋𝑖 , 𝜋𝑗)

𝜕𝑔𝑖
|
𝑔𝑗=30

= −1 +𝑚 

 

As 𝑚 > 1 it follows that the marginal utility of own contribution when 𝑔𝑗 = 30 

will always be positive: 

 

𝜕𝑈𝑖
𝐷𝐾(𝜋𝑖, 𝜋𝑗)

𝜕𝑔𝑖
|
𝑔𝑗=30

= −1 + (> 1) = (> 0) 



 

 

This implies that the best response against 𝑔𝑗 = 30, given the linearity of the utility 

function with respect to own contribution, will be  

 

(∀ 𝑌𝑖,𝑗), 𝑐𝑖
∗ = 𝑔𝑖 = 30 𝑖𝑓 𝑔𝑗 = 30  

 

Step 15: find the optimal contribution for person 𝑖 against 𝑔𝑗 ∈ {0,10,20}. 

Turning to the remaining cases, that is 𝑔𝑗 ∈ {0,10,20}, we need to find for which 

values of 𝑌𝑖,𝑗 the marginal utility becomes negative. Recalling the marginal utility of 

𝑔𝑖, we can capture that case with the following inequality: 

 

−1 +𝑚 + 𝑌𝑖,𝑗 ×𝑚
2
× (𝑔𝑗 − 30) < 0 

 

Isolating 𝑌𝑖,𝑗 in the RHS, we get: 

 

𝑌𝑖,𝑗 ×𝑚
2
× (30 − 𝑔𝑗) > 𝑚 − 1 

 

Dividing both sides by 𝑚
2
× (30 − 𝑔𝑗), we get: 

 

𝑌𝑖,𝑗 >
𝑚 − 1

𝑚
2
× (30 − 𝑔𝑗)

 

 

For 𝑔𝑗 ∈ {0,10,20}, then, we can capture person 𝑖’s best responses as: 

𝑐𝑖
∗ =

{
 
 
 

 
 
 𝑔𝑖 = 0 ∀𝑔𝑗 ∈ {0,10,20} 𝑖𝑓𝑓 𝑌𝑖,𝑗 >

𝑚 − 1

𝑚
2
× (30 − 𝑔𝑗)

𝑔𝑖 ∈ 𝐴𝑖 ∀𝑔𝑗 ∈ {0,10,20} 𝑖𝑓𝑓 𝑌𝑖,𝑗 =
𝑚 − 1

𝑚
2
× (30 − 𝑔𝑗)

𝑔𝑖 = 30 ∀𝑔𝑗 ∈ {0,10,20} 𝑖𝑓𝑓 𝑌𝑖,𝑗 >
𝑚 − 1

𝑚
2
× (30 − 𝑔𝑗)

 

QED.  



 

 

We use the results from proposition 3 to provide, in corollary 3.1, the precise 

contribution attitudes in the SDG and CIG that we use in chapter 4. Additionally, we 

provide another main result besides proposition 3. Namely, that for some joint values 

of 𝑚 and 𝑚 person 𝑖 cannot be a conditional cooperator in the SDG without being a 

conditional cooperator in the CIG. Hence, for such values of 𝑚 and 𝑚 preferences for 

reciprocity cannot predict conditional cooperation in the SDG and unconditional 

cooperation in the CIG. We summarise this statement in corollary3.2. Additionally, 

corollary 3.3 shows that, for the values of 𝑚 and 𝑚 used in the experiments of chapter 

4, the result from corollary 3.2 holds true in our data. That is, preferences for 

reciprocity cannot rationalise conditional cooperation in the SDG and unconditional 

cooperation in the CIG. 

  



 

Corollary 2.1. If subject 𝑖 maximizes the utility function 

𝑈𝑖
𝐷𝐾 (𝜋𝑖(𝑔𝑖, 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗)), where 𝑖 contributes 𝑔𝑖, the other player contributes 𝑔𝑗, 

and the other player moves first and subject 𝑖 second, and where we denote 𝑐𝑖
∗ as 

subject 𝑖’s optimal contribution schedule, then subject 𝑖 will 

 

(i), in the Social Dilemma, 

(a) do 𝑐𝑖
∗ = 𝑔𝑖 = 0 against 𝑔𝑗 ∈ {0,10} regardless of 𝑌𝑖,𝑗 

(b) do 𝑐𝑖
∗ = 𝑔𝑖 = 0 against 𝑔𝑗 = 20 iff 𝑌𝑖,𝑗 <

0.4

1.8
 

(c) do 𝑐𝑖
∗ = 𝑔𝑖 = 30 against 𝑔𝑗 = 20 iff 𝑌𝑖,𝑗 >

0.4

1.8
 

(d) do 𝑐𝑖
∗ = 𝑔𝑖 = 0 against 𝑔𝑗 = 30 iff 𝑌𝑖,𝑗 <

0.4

5.4
 

(e) do 𝑐𝑖
∗ = 𝑔𝑖 = 30 against 𝑔𝑗 = 30 iff 𝑌𝑖,𝑗 >

0.4

5.4
 

(ii), in the Common Interest Game, 

(f) do 𝑐𝑖
∗ = 𝑔𝑖 = 30 against 𝑔𝑗 = 30 regardless of 𝑌𝑖,𝑗 

(g) do 𝑐𝑖
∗ = 𝑔𝑖 = 0 against 𝑔𝑗 = 0) iff 𝑌𝑖,𝑗 >

0.2

1.22×(30)
 

(h) do 𝑐𝑖
∗ = 𝑔𝑖 = 30 against 𝑔𝑗 = 0) iff 𝑌𝑖,𝑗 <

0.2

1.22×(30)
 

(i) do 𝑐𝑖
∗ = 𝑔𝑖 = 0 against 𝑔𝑗 = 10) iff 𝑌𝑖,𝑗 >

0.2

1.22×(20)
 

(j) do 𝑐𝑖
∗ = 𝑔𝑖 = 30 against 𝑔𝑗 = 10) iff 𝑌𝑖,𝑗 <

0.2

1.22×(20)
 

(k) do 𝑐𝑖
∗ = 𝑔𝑖 = 0 against 𝑔𝑗 = 20) iff 𝑌𝑖,𝑗 >

0.2

1.22×(10)
 

(l) do 𝑐𝑖
∗ = 𝑔𝑖 = 30 against 𝑔𝑗 = 20) iff 𝑌𝑖,𝑗 <

0.2

1.22×(10)
 

 

Proof.  

 

Given the contribution attitudes found in proposition 3, (a) and (f) follow without 

further demonstration. Substituting 𝑚 = 0.6 in the cooperation attitudes found in 

proposition 3, we get the following expressions for the SDG: 

 

𝑐𝑖
∗ = 𝑔𝑖 = 0 against 𝑔𝑗 ∈ {20,30} iff 𝑌𝑖,𝑗 <

1−0.6

0.62×(𝑔𝑗−15)
 

𝑐𝑖
∗ = 𝑔𝑖 = 30 against 𝑔𝑗 ∈ {20,30} iff 𝑌𝑖,𝑗 >

1−0.6

0.36×(𝑔𝑗−15)
 



 

 

 

Substituting 𝑔𝑗 explicitly in the inequalities, we get: 

 

𝑐𝑖
∗ = 𝑔𝑖 = 0 against 𝑔𝑗 = 20 iff 𝑌𝑖,𝑗 <

1−0.6

0.36×(5)
 

𝑐𝑖
∗ = 𝑔𝑖 = 30 against 𝑔𝑗 = 20 iff 𝑌𝑖,𝑗 >

1−0.6

0.36×(5)
 

𝑐𝑖
∗ = 𝑔𝑖 = 0 against 𝑔𝑗 = 30 iff 𝑌𝑖,𝑗 <

1−0.6

0.36×(15)
 

𝑐𝑖
∗ = 𝑔𝑖 = 30 against 𝑔𝑗 = 30 iff 𝑌𝑖,𝑗 >

1−0.6

0.36×(15)
 

 

And, simplifying, we get: 

 

𝑐𝑖
∗ = 𝑔𝑖 = 0 against 𝑔𝑗 = 20 iff 𝑌𝑖,𝑗 <

0.4

1.8
 

𝑐𝑖
∗ = 𝑔𝑖 = 30 against 𝑔𝑗 = 20 iff 𝑌𝑖,𝑗 >

0.4

1.8
 

𝑐𝑖
∗ = 𝑔𝑖 = 0 against 𝑔𝑗 = 30 iff 𝑌𝑖,𝑗 <

0,4

5.4
 

𝑐𝑖
∗ = 𝑔𝑖 = 30 against 𝑔𝑗 = 30 iff 𝑌𝑖,𝑗 >

0.4

5.4
 

 

Which proves (b), (c), (d), and (e). Additionally, substituting 𝑚 = 1.2 in the 

cooperation attitudes found in proposition 3, we get the following expressions for the 

CIG: 

 

𝑐𝑖
∗ = 𝑔𝑖 = 0 against 𝑔𝑗 ∈ {0,10,20}) iff 𝑌𝑖,𝑗 >

1.2−1

1.22×(30−𝑔j)
 

𝑐𝑖
∗ = 𝑔𝑖 = 30 against 𝑔𝑗 ∈ {0,10,20}) iff 𝑌𝑖,𝑗 <

1.2−1

1.22×(30−𝑔j)
 

 

Substituting 𝑔𝑗 explicitly in the inequalities, we get: 

 

𝑐𝑖
∗ = 𝑔𝑖 = 0 against 𝑔𝑗 = 0 iff 𝑌𝑖,𝑗 >

1.2−1

1.22×(30)
 

𝑐𝑖
∗ = 𝑔𝑖 = 30 against 𝑔𝑗 = 0 iff 𝑌𝑖,𝑗 <

1.2−1

1.22×(30)
 

𝑐𝑖
∗ = 𝑔𝑖 = 0 against 𝑔𝑗 = 10 iff 𝑌𝑖,𝑗 >

1.2−1

1.22×(20)
 

𝑐𝑖
∗ = 𝑔𝑖 = 30 against 𝑔𝑗 = 10 iff 𝑌𝑖,𝑗 <

1.2−1

1.22×(20)
 



 

𝑐𝑖
∗ = 𝑔𝑖 = 0 against 𝑔𝑗 = 20 iff 𝑌𝑖,𝑗 >

1.2−1

1.22×(10)
 

𝑐𝑖
∗ = 𝑔𝑖 = 30 against 𝑔𝑗 = 20 iff 𝑌𝑖,𝑗 <

1.2−1

1.22×(10)
 

 

And, simplifying, we get: 

 

𝑐𝑖
∗ = 𝑔𝑖 = 0 against 𝑔𝑗 = 0 iff 𝑌𝑖,𝑗 >

0.2

1.22×(30)
 

𝑐𝑖
∗ = 𝑔𝑖 = 30 against 𝑔𝑗 = 0 iff 𝑌𝑖,𝑗 <

0.2

1.22×(30)
 

𝑐𝑖
∗ = 𝑔𝑖 = 0 against 𝑔𝑗 = 10 iff 𝑌𝑖,𝑗 >

0.2

1.22×(20)
 

𝑐𝑖
∗ = 𝑔𝑖 = 30 against 𝑔𝑗 = 10 iff 𝑌𝑖,𝑗 <

0.2

1.22×(20)
 

𝑐𝑖
∗ = 𝑔𝑖 = 0 against 𝑔𝑗 = 20 iff 𝑌𝑖,𝑗 >

0.2

1.22×(10)
 

𝑐𝑖
∗ = 𝑔𝑖 = 30 against 𝑔𝑗 = 20 iff 𝑌𝑖,𝑗 <

0.2

1.22×(10)
 

 

Which proves (g), (h), (i), (j), (k), and (l). 

 

QED. 

  



 

 

Corollary 2.2. If subject 𝑖 maximizes the utility function 

𝑈𝑖
𝐷𝐾 (𝜋𝑖(𝑔𝑖, 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗)), where 𝑖 contributes 𝑔𝑖 and the other player contributes 

𝑔𝑗, then if 

 

(i)  person 𝑖 plays the weakest form of conditional cooperation possible in the 

SDG, and 

(ii) it comes to pass that 
1−𝑚

𝑚2×(15)
>

𝑚−1

30×𝑚
2,  

 

then subject 𝑖 must play at least the weakest form of conditional cooperation in the 

CIG. 

 

 

Proof.  

 

Given proposition 3, the weakest conditional cooperation pattern predicted by 

reciprocity in the SDG entails subject 𝑖 to fully contribute against full contribution and 

free ride otherwise. More formally, it entails subject 𝑖 to play 𝑐𝑖
∗ = 𝑔𝑖 = 0 against 

𝑔𝑗 = {0,10,20} and 𝑐𝑖
∗ = 𝑔𝑖 = 30 against 𝑔𝑗 = 30 in the SDG. Also, the weakest 

form of conditional cooperation in the CIG entails free riding against free riding and 

full contribution otherwise. More formally, it entails subject 𝑖 to play 𝑐𝑖
∗ = 𝑔𝑖 = 0 

against 𝑔𝑗 = 0 and 𝑐𝑖
∗ = 𝑔𝑖 = 30 against 𝑔𝑗 ∈ {10,20,30} in the CIG. 

 

 

Given proposition 3, the referred pattern of cooperation attitude in the SDG holds 

iff: 

 

𝑌𝑖,𝑗 >
1 −𝑚

𝑚2 × (15)
 

 

Then, given that 𝑌𝑖,𝑗 >
1−𝑚

𝑚2×(15)
 and that condition (ii) entails 

1−𝑚

𝑚2×(15)
>

𝑚−1

30×𝑚
2, it 

naturally follows that: 

 



 

𝑌𝑖,𝑗 >
1 −𝑚

𝑚2 × (15)
>

𝑚 − 1

30 × 𝑚
2 → 𝑌𝑖,𝑗 >

𝑚 − 1

30 ×𝑚
2 

 

Recall that, given proposition 3, it follows that playing 𝑐𝑖
∗ = 𝑔𝑖 = 0 against 𝑔𝑗 = 0 

and 𝑐𝑖
∗ = 𝑔𝑖 = 30 against 𝑔𝑗 ∈ {10,20,30} in the CIG reveals the following inequality 

regarding 𝑌𝑖,𝑗: 

 

𝑌𝑖𝑗 >
𝑚 − 1

𝑚
2
× (30 − 𝑔𝑗)

 

 

Hence, it follows that for a subject maximizing 𝑈𝑖
𝐷𝐾, playing the weakest form of 

conditional cooperation in the SDG implies at least some conditional cooperation in 

the CIG. 

QED.  

  



 

 

Corollary 2.3. Given 𝑚 = 0.6 and 𝑚 = 1.2, then the weakest form of conditional 

cooperation in the SDG implies at least a form of conditional cooperation in the CIG. 

 

Proof.  

 

Recall from corollary 2.2 that, given the weakest form of conditional cooperation, 

if 
1−𝑚

𝑚2×(15)
>

𝑚−1

30×𝑚
2 then reciprocity would predict conditional cooperation in the CIG. 

Substituting 𝑚 = 0.6 and 𝑚 = 1.2 in that condition, we get: 

 

1 − 0.6

0.36 × (15)
>

1.2 − 1

30 × 1.22
 

 

Which can be rearranged and simplified so as to read: 

 

0.8 × 1.22 > 0.072 

 

As 1.22 > 1, then it follows that 0.8 × (> 1) = (> 0.8). And, hence, as (> 0.8) >

0.072, given 𝑚 = 0.6 and 𝑚 = 1.2 the weakest form of conditional cooperation in 

the SDG implies a form of conditional cooperation in the CIG. 

 

QED.  

  



 

  



 

 

 

Let’s assume a subject’s utility function, given 𝑔𝑖 and 𝑔𝑗, is: 

 

𝑈𝑖
𝑆(𝑔𝑖, 𝑔𝑗) = {

30 − 𝑔𝑖 +𝑚 × (𝑔𝑖 + 𝑔𝑗) − 𝛽𝑖 × (𝑔𝑗 − 𝑔𝑖) 𝑖𝑓 𝑔𝑖 ≤ 𝑔𝑗

30 − 𝑔𝑖 +𝑚 × (𝑔𝑖 + 𝑔𝑗) 𝑖𝑓 𝑔𝑖 ≥ 𝑔𝑗
 

 

Where 𝛽𝑖 ≤ 0. That is, a person with these preferences feels either pleasure or is 

indifferent at advantageous inequality (
𝜕𝑈𝑖(𝑔𝑖,𝑔𝑗)

𝜕(𝑔𝑗−𝑔𝑖)
= −𝛽𝑖 ≥ 0). These preferences 

represent someone who (i) derives pleasure from inequality provided that he is the one 

being better off in the distribution outcome. Otherwise, he does not feel any 

disadvantageous inequality. This is just the spiteful utility function 𝑈𝑖
𝑆(𝜋𝑖, 𝜋𝑗) 

presented in chapter 4 once we substitute the material payoff function of the public 

goods game we are analysing.  

 

Proposition 4. If subject 𝑖 maximizes the utility function 

𝑈𝑖
𝑆 (𝜋𝑖(𝑔𝑖, 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗)), where 𝑖 contributes 𝑔𝑖 and the other player contributes 

𝑔𝑗, then subject 𝑖’s contribution attitudes, denoted as 𝑐𝑖
∗, will be 

 

(i), in the Social Dilemma, 

 

(∀𝛽𝑖), 𝑐𝑖
∗ = 𝑔𝑖 = 0 ∀𝑔𝑗 ∈ 𝐴𝑗  

 

(ii), in the Common Interest Game, 

 

𝑐𝑖
∗ =

{
 
 

 
 
𝑔𝑖 = 30 𝑖𝑓 𝑔𝑗 = 0                                                                                            ∀𝛽𝑖

𝑔𝑖 = 0 ∀𝑔𝑗 ∈ {10,20,30}                                         𝑖𝑓𝑓 𝛽𝑖 <
30 × (1 − 𝑚)

𝑔𝑗

𝑔𝑖 = 30 ∀𝑔𝑗 ∈ {10,20,30}                                         𝑖𝑓𝑓 𝛽𝑖 >
30 × (1 − 𝑚)

𝑔𝑗

 

 

Proof.  

 



 

The marginal derivative with respect to own contributions is: 

 

𝜕𝑈𝑖
𝑆 (𝜋𝑖(𝑔𝑖, 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗))

𝜕𝑔𝑖
= {

−1 +𝑚 + 𝛽𝑖 𝑖𝑓 𝑔𝑖 ≤ 𝑔𝑗
−1 +𝑚 𝑖𝑓 𝑔𝑖 ≥ 𝑔𝑗  

 

 

For 𝑚 < 1, the second step of the marginal utility of own contributions is always 

negative. To see this, note −1 + (< 1) = (< 0). The first step is negative when 𝛽𝑖 <

1 −𝑚. For 𝑚, it follows that 𝛽𝑖 < 1 − (< 1), as in the spiteful preferences model 

𝛽𝑖 < 0 and 1 − (< 1) = (> 0). Hence, the first derivative will be negative for all the 

values of 𝑚 ∈ (
1

𝑛
, 1). Given that the utility is linear in 𝑔𝑖 and that the first derivative 

is negative alongside the whole domain of 𝑔𝑖 for all values of 𝑚, it follows that 𝑖’s 

optimal cooperation attitudes in the SDG are given by:  

 

(∀𝛽𝑖), 𝑐𝑖
∗ = 𝑔𝑖 = 0 ∀ 𝑔𝑗 ∈ 𝐴𝑗   

 

Which proves (i). 

 

With regards to the CIG, the marginal derivative with respect to 𝑔𝑖 is: 

 

𝜕𝑈𝑖
𝑆 (𝜋𝑖(𝑔𝑖 , 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗))

𝜕𝑔𝑖
= {

−1 +𝑚 + 𝛽𝑖 𝑖𝑓 𝑔𝑖 < 𝑔𝑗
−1 +𝑚         𝑖𝑓 𝑔𝑖 ≥ 𝑔𝑗  

 

 

For 𝑚 ∈ (1,∞), the second step of the marginal utility of own contributions is 

always positive. To see this, note that 𝑚 > 1. Hence, −1 + (> 1) = (> 0). When 

𝑔𝑗 = 0, then 𝑔𝑖 ≥ 0. Hence, against 𝑔𝑗 = 0 the best response is to fully contribute 

regardless of the value of 𝛽𝑖, as only the second step of the marginal derivative comes 

into play. This proves the first step of 𝑐𝑖
∗ in (ii). 

Notice that the first step of the marginal derivative is negative when 𝛽𝑖 < 1 −𝑚 

and positive when 𝛽𝑖 > 1 −𝑚.  

This implies that, whenever 𝛽𝑖 > 1 −𝑚, both steps of the marginal utility will be 

positive and, hence, full contribution against all contributions of the other player will 



 

 

be the best response, as the marginal derivative will be positive alongside the whole 

domain of 𝑔𝑖. Hence, it follows that 

 

𝑐𝑖
∗ = 𝑔𝑖 = 30 ∀𝑔𝑗 ∈ {10,20,30}                                         𝑖𝑓𝑓 𝛽𝑖 >

30 × (1 − 𝑚)

𝑔𝑗
 

 

Thereby proving the last step in 𝑐𝑖
∗ of (ii).  

 

Additionally, notice that, whenever 𝛽𝑖 < 1 −𝑚, the first step of the marginal utility 

is negative. This implies that increasing contributions on the range 𝑔𝑖 < 𝑔𝑗 decreases 

utility, thereby suggesting free riding as one potential optimal solution. The second 

step makes the marginal utility increasing in the range 𝑔𝑖 ≥ 𝑔𝑗, thereby suggesting 

full contribution as another potential optimal solution. Taken both results together, 

this indicates that we have two potential optimal best responses: free riding and full 

contribution.  

Hence, person 𝑖’s utility will be maximised by full contribution when 

𝑈𝑖
𝑆(𝑔𝑖 = 30, 𝑔𝑗) > 𝑈𝑖

𝑆(𝑔𝑖 = 0, 𝑔𝑗), which implies: 

 

0 +𝑚 × (𝑔𝑗 + 30) > 30 +𝑚 × (𝑔𝑗) − 𝛽𝑖 × (𝑔𝑗) 

 

Isolating 𝛽𝑖 in the LHS and simplifying, we get: 

 

𝛽𝑖 × 𝑔𝑗 > 30 +𝑚 × 𝑔𝑗 −𝑚 × (𝑔𝑗 + 30) 

 

Expanding the parenthesis of the RHS, we get: 

 

𝛽𝑖 × 𝑔𝑗 > 30 +𝑚 × 𝑔𝑗 −𝑚 × 𝑔𝑗 −𝑚 × 30 

 

Which, after simplifying, becomes: 

 

𝛽𝑖 × 𝑔𝑗 > 30 −𝑚 × 30 

 



 

And, taking 30 as a common factor in the RHS, we can rewrite the previous 

expression as: 

 

𝛽𝑖 × 𝑔𝑗 > 30 × (1 − 𝑚) 

 

And, hence, 

 

𝛽𝑖 >
30 × (1 − 𝑚)

𝑔𝑗
 

 

Whenever 𝑔𝑗 > 0 and 𝛽𝑖 < 1 −𝑚,  𝑈𝑖
𝑆(𝑔𝑖 = 30, 𝑔𝑗) > 𝑈𝑖

𝑆(𝑔𝑖 = 0, 𝑔𝑗) will hold 

true whenever  𝛽𝑖 >
30×(1−𝑀𝑃𝐶𝑅)

𝑔𝑗
, and 𝑈𝑖

𝑆(𝑔𝑖 = 30, 𝑔𝑗) < 𝑈𝑖
𝑆(𝑔𝑖 = 0, 𝑔𝑗) whenever 

𝛽𝑖 <
30×(1−𝑀𝑃𝐶𝑅)

𝑔𝑗
. Therefore, the optimal contributions given the values of 𝛽𝑖 are: 

 

𝑐𝑖
∗ = 𝑔𝑖 = 30 ∀𝑔𝑗 ∈ {10,20,30}                                         𝑖𝑓𝑓 𝛽𝑖 >

30 × (1 − 𝑚)

𝑔𝑗
 

 

𝑐𝑖
∗ = 𝑔𝑖 = 0 ∀𝑔𝑗 ∈ {10,20,30}                                         𝑖𝑓𝑓 𝛽𝑖 <

30 × (1 − 𝑚)

𝑔𝑗
 

 

Which finishes proving (ii). 

 

QED. 

  



 

 

 

Below we provide a corollary that presents the specific threshold values of 𝛽𝑖 

determining optimal contributions for each 𝑔𝑗.  



 

Corollary 4.1. If subject 𝑖 maximizes the utility function 

𝑈𝑖
𝑆 (𝜋𝑖(𝑔𝑖, 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗)), and given 𝑚 = 0.6 and 𝑚 = 1.2, the subject 𝑖’s choices 

will 

 

(i), in the Social Dilemma, be 

 

(∀𝛽𝑖), 𝑐𝑖
∗ = 𝑔𝑖 = 0 ∀𝑔𝑗 ∈ 𝐴𝑗  

 

(ii), in the Common Interest Game, be 

 

(a) (∀𝛽𝑖), 𝑔𝑖 = 30 𝑖𝑓 𝑔𝑗 = 0  

(b) 𝑔𝑖 = 0 against 𝑔𝑗 = 10 if 𝛽𝑖 < −0.6 

(c) 𝑔𝑖 = 30 against 𝑔𝑗 = 10 if 𝛽𝑖 > −0.6 

(d) 𝑔𝑖 = 0 against 𝑔𝑗 = 20 if 𝛽𝑖 < −0.3 

(e) 𝑔𝑖 = 30 against 𝑔𝑗 = 20 if 𝛽𝑖 > −0.3 

(f) 𝑔𝑖 = 0 against 𝑔𝑗 = 30 if 𝛽𝑖 < −0.2 

(g) 𝑔𝑖 = 30 against 𝑔𝑗 = 30 if 𝛽𝑖 > −0.2 

 

Proof.  

 

Part (i) trivially follows from proposition 4, and therefore needs no proof. 

 

Regarding part (ii), recall the last two conditions found in proposition 4: 

 

𝑐𝑖
∗ = 𝑔𝑖 = 30 ∀𝑔𝑗 ∈ {10,20,30}                                         𝑖𝑓𝑓 𝛽𝑖 >

30 × (1 − 𝑚)

𝑔𝑗
 

 

𝑐𝑖
∗ = 𝑔𝑖 = 0 ∀𝑔𝑗 ∈ {10,20,30}                                         𝑖𝑓𝑓 𝛽𝑖 <

30 × (1 − 𝑚)

𝑔𝑗
 

 

Substituting 𝑚 = 1.2 and simplifying, we get: 

 



 

 

𝑐𝑖
∗ = 𝑔𝑖 = 30 ∀𝑔𝑗 ∈ {10,20,30}                                         𝑖𝑓𝑓 𝛽𝑖 >

−6

𝑔𝑗
 

 

𝑐𝑖
∗ = 𝑔𝑖 = 0 ∀𝑔𝑗 ∈ {10,20,30}                                         𝑖𝑓𝑓 𝛽𝑖 <

−6

𝑔𝑗
 

 

Substituting for all values of 𝑔𝑖 ∈ {10,20,30}, we get the following conditions: 

 

𝑐𝑖
∗ = 𝑔𝑖 = 0 against 𝑔𝑗 = 10 iff 𝛽𝑖 < −0.6 

𝑐𝑖
∗ = 𝑔𝑖 = 30 against 𝑔𝑗 = 10 iff 𝛽𝑖 > −0.6 

𝑐𝑖
∗ = 𝑔𝑖 = 0 against 𝑔𝑗 = 20 iff 𝛽𝑖 < −0.3 

𝑐𝑖
∗ = 𝑔𝑖 = 30 against 𝑔𝑗 = 20 iff 𝛽𝑖 > −0.3 

𝑐𝑖
∗ = 𝑔𝑖 = 0 against 𝑔𝑗 = 30 iff 𝛽𝑖 < −0.2 

𝑐𝑖
∗ = 𝑔𝑖 = 30 against 𝑔𝑗 = 30 iff 𝛽𝑖 > −0.2 

QED. 

  



 

  



 

 

 

Proposition 5. If subject 𝑖 maximizes the utility function 

𝑈𝑖
𝑆𝐸 (𝜋𝑖(𝑔𝑖, 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗)), where 𝑖 contributes 𝑔𝑖 and the other player contributes 

𝑔𝑗, then subject 𝑖’s contribution attitudes, denoted as 𝑐𝑖
∗, will be 

 

(i), in the Social Dilemma, 

 

(a) 𝑐𝑖
∗ = 𝑔𝑖 = 0 ∀𝑔𝑗 ∈ 𝐴𝑗  𝑖𝑓𝑓 𝑝𝑖 <

1−𝑚

𝑚
 

(b) 𝑐𝑖
∗ = 𝑔𝑖 ∈ 𝐴𝑖 ∀𝑔𝑗 ∈ 𝐴𝑗  𝑖𝑓𝑓 𝑝𝑖 =

1−𝑚

𝑚
 

(c) 𝑐𝑖
∗ = 𝑔𝑖 = 30 ∀𝑔𝑗 ∈ 𝐴𝑗  𝑖𝑓𝑓 𝑝𝑖 >

1−𝑚

𝑚
 

 

(ii), in the Common Interest Game, 

 

(∀𝛽𝑖), 𝑐𝑖
∗ = 𝑔𝑖 = 30 ∀𝑔𝑗 ∈ 𝐴𝑗 

 

Proof.  

 

 

Let’s start by writing the utility function of person 𝑖 for generic levels of 

contribution 𝑔𝑖 and 𝑔𝑗: 

 

𝑈𝑖
𝑆𝐸 (𝜋𝑖(𝑔𝑖, 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗)) = (1 − 𝑝𝑖) × 𝜋𝑖(𝑔𝑖, 𝑔𝑗) + 𝑝𝑖 × (𝜋𝑖(𝑔𝑖, 𝑔𝑗) + 𝜋𝑗(𝑔𝑖, 𝑔𝑗)) 

 

Expanding the RHS, we get: 

 

𝑈𝑖
𝑆𝐸 (𝜋𝑖(𝑔𝑖, 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗)) = 𝜋𝑖(𝑔𝑖 , 𝑔𝑗) − 𝑝𝑖 × 𝜋𝑖(𝑔𝑖 , 𝑔𝑗) + 𝑝𝑖 × 𝜋𝑖(𝑔𝑖, 𝑔𝑗) + 𝑝𝑖 × 𝜋𝑗(𝑔𝑖 , 𝑔𝑗) 

 

Given that −𝑝𝑖 × 𝜋𝑖(𝑔𝑖, 𝑔𝑗) + 𝑝𝑖 × 𝜋𝑖(𝑔𝑖, 𝑔𝑗) = 0 and simplifying, we get: 

 



 

𝑈𝑖
𝑆𝐸 (𝜋𝑖(𝑔𝑖, 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗)) = 𝜋𝑖(𝑔𝑖, 𝑔𝑗) + 𝑝𝑖 × 𝜋𝑗(𝑔𝑖, 𝑔𝑗) 

 

Substituting both 𝜋𝑖(𝑔𝑖, 𝑔𝑗) and 𝜋𝑗(𝑔𝑖, 𝑔𝑗) by the material payoff function defined 

in chapter 4, we get: 

 

𝑈𝑖
𝑆𝐸 (𝜋𝑖(𝑔𝑖, 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗)) = 30 − 𝑔𝑖 +𝑚 × (𝑔𝑖 + 𝑔𝑗) + 𝑝𝑖 × {30 − 𝑔𝑗 +𝑚 × (𝑔𝑖 + 𝑔𝑗)} 

 

Once we have expressed the utility of person 𝑖 explicitly in terms of 𝑔𝑖 and 𝑔𝑗, we 

can calculate the marginal utility with respect to 𝑔𝑖 to see whether person 𝑖 increases 

or decreases his or her utility in his or her own contributions: 

 

𝜕𝑈𝑖
𝑆𝐸 (𝜋𝑖(𝑔𝑖, 𝑔𝑗), 𝜋𝑗(𝑔𝑖 , 𝑔𝑗))

𝜕𝑔𝑖
= −1 +𝑚 + 𝑝𝑖 ×𝑚 

 

Note that, whenever 𝑚 ∈ (1,∞), the marginal utility becomes: 

 

𝜕𝑈𝑖
𝑆𝐸 (𝜋𝑖(𝑔𝑖, 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗))

𝜕𝑔𝑖
= −1 + (> 1) × (1 + 𝑝𝑖) 

 

Given that 𝑝𝑖 ∈ [0,1], the marginal utility will always be positive, as: 

 

𝜕𝑈𝑖
𝑆𝐸

𝜕𝑔𝑖
= −1 + (> 1) × (1 + (≥ 0)) = −1 + (> 1) × (≥ 1) = −1 + (> 1) = (> 0) 

 

Hence, the best response for a common interest game, where 𝑚 ∈ (1,∞) is given 

by: 

 

(∀ 𝑝𝑖[0,1]) , 𝑐𝑖
∗ = 𝑔𝑖 = 30 ∀𝑔𝑗 ∈ 𝐴𝑗 

 

Which proves (ii). 

 



 

 

In a social dilemma, where 𝑚 ∈ (
1

𝑛
, 1), the value of the marginal utility can be 

positive or negative depending on the value of 𝑝𝑖. To find for which values of 𝑝𝑖 does 

the marginal utility of 𝑔𝑖becomes negative, we just isolate 𝑝𝑖 in the LHS of the 

marginal utility found above to get: 

 

𝑝𝑖 ×𝑚 < 1 −𝑚 

 

Which, dividing both hand sides by 𝑚, becomes: 

 

𝑝𝑖 <
1 −𝑚

𝑚
 

 

Hence, when 𝑝𝑖 <
1−𝑚

𝑚
 (resp. 𝑝𝑖 >

1−𝑚

𝑚
) the utility of person 𝑖 decreases (resp. 

increases) as he or she increases (resp. decreases) his or her contributions. Hence, the 

best response is given by: 

 

𝑐𝑖
∗ =

{
  
 

  
 𝑔𝑖 = 0 ∀𝑔𝑗 ∈ 𝐴𝑗                             𝑖𝑓 𝑝𝑖 <

1 −𝑚

𝑚

𝑔𝑖 ∈ 𝐴𝑖  ∀𝑔𝑗 ∈ 𝐴𝑗                            𝑖𝑓 𝑝𝑖 =
1 −𝑚

𝑚

𝑔𝑖 = 30 ∀𝑔𝑗 ∈ 𝐴𝑗                           𝑖𝑓 𝑝𝑖 >
1 −𝑚

𝑚

 

 

Which proves all points in (i). 

QED. 

  



 

 

Below we provide a corollary that presents the specific threshold values of 𝑝𝑖 

determining optimal contributions for each 𝑔𝑗. 

  



 

 

Corollary 5.1.: If subject 𝑖 maximizes the utility function 

𝑈𝑖
𝑆𝐸 (𝜋𝑖(𝑔𝑖, 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗)), and given 𝑚 = 0.6 and 𝑚 = 1.2, the subject 𝑖’s choices 

will 

 

(i), in the Social Dilemma, be 

 

𝑐𝑖
∗ =

{
 
 

 
 𝑔𝑖 = 0 ∀𝑔𝑗 ∈ 𝐴𝑗                             𝑖𝑓 𝑝𝑖 <

2

3

𝑔𝑖 ∈ 𝐴𝑖  ∀𝑔𝑗 ∈ 𝐴𝑗                            𝑖𝑓 𝑝𝑖 =
2

3

𝑔𝑖 = 30 ∀𝑔𝑗 ∈ 𝐴𝑗                           𝑖𝑓 𝑝𝑖 >
2

3

 

 

(ii), in the Common Interest Game, be 

 

(∀𝑝𝑖), 𝑔𝑖 = 30 ∀ 𝑔𝑗 ∈ 𝐴𝑗  

 

Proof.  

 

 

(a) Given the best response for the social dilemma found in proposition 5, and 

substituting 𝑚 = 0.6, we get: 

 

𝑐𝑖
∗ =

{
 
 

 
 𝑔𝑖 = 0 ∀𝑔𝑗 ∈ 𝐴𝑗                             𝑖𝑓 𝑝𝑖 <

2

3

𝑔𝑖 ∈ 𝐴𝑖  ∀𝑔𝑗 ∈ 𝐴𝑗                            𝑖𝑓 𝑝𝑖 =
2

3

𝑔𝑖 = 30 ∀𝑔𝑗 ∈ 𝐴𝑗                           𝑖𝑓 𝑝𝑖 >
2

3

 

 

Which proves (i). Point (ii) is self-evident given proposition 5. 

 

QED. 

  



 

  



 

 

 

Proposition 6. If subject 𝑖 maximizes the utility function 

𝑈𝑖
𝑀𝑀 (𝜋𝑖(𝑔𝑖 , 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗)), where 𝑖 contributes 𝑔𝑖 and the other player contributes 

𝑔𝑗, then subject 𝑖’s contribution attitudes, denoted as 𝑐𝑖
∗, will be 

 

(i), in the Social Dilemma, 

 

(a) 𝑐𝑖
∗ = 𝑔𝑖 = 0 ∀𝑔𝑗 ∈ 𝐴𝑗  𝑖𝑓𝑓 𝑞𝑖 < 1 −𝑚 

(b) 𝑐𝑖
∗ = 𝑔𝑖 ∈ [0, 𝑔𝑗] ∀𝑔𝑗 ∈ 𝐴𝑗  𝑖𝑓𝑓 𝑞𝑖 = 1 −𝑚 

(c) 𝑐𝑖
∗ = 𝑔𝑖 = 𝑔𝑗  ∀𝑔𝑗 ∈ 𝐴𝑗  𝑖𝑓𝑓 𝑞𝑖 > 1 −𝑚 

 

(ii), in the Common Interest Game, 

 

(∀𝛽𝑖), 𝑐𝑖
∗ = 𝑔𝑖 = 30 ∀𝑔𝑗 ∈ 𝐴𝑗 

 

Proof.  

 

Let’s start by writing the utility function of person 𝑖 for generic levels of 

contribution 𝑔𝑖 and 𝑔𝑗: 

 

𝑈𝑖
𝑀𝑀 (𝜋𝑖(𝑔𝑖, 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗)) = (1 − 𝑞𝑖) × 𝜋𝑖(𝑔𝑖, 𝑔𝑗) + 𝑞𝑖 ×𝑚𝑖𝑛{𝜋𝑖(𝑔𝑖, 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗)} 

 

Using the results of Lemma 0 (a), we know that 𝑚𝑖𝑛{𝜋𝑖(𝑔𝑖, 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗)} =

𝜋𝑖(𝑔𝑖, 𝑔𝑗) whenever 𝑔𝑖 > 𝑔𝑗 and 𝑚𝑖𝑛{𝜋𝑖(𝑔𝑖, 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗)} = 𝜋𝑗(𝑔𝑖, 𝑔𝑗) whenever 

𝑔𝑖 < 𝑔𝑗. Hence, we can rewrite the previous utility function as follows: 

 

𝑈𝑖 (𝜋𝑖(𝑔𝑖 , 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗)) = {
(1 − 𝑞𝑖) × 𝜋𝑖(𝑔𝑖, 𝑔𝑗) + 𝑞𝑖 × 𝜋𝑖(𝑔𝑖, 𝑔𝑗) 𝑖𝑓 𝑔𝑖 ≥ 𝑔𝑗

(1 − 𝑞𝑖) × 𝜋𝑖(𝑔𝑖, 𝑔𝑗) + 𝑞𝑖 × 𝜋𝑗(𝑔𝑖, 𝑔𝑗) 𝑖𝑓 𝑔𝑖 < 𝑔𝑗
 

 

By taking 𝜋𝑖(𝑔𝑖, 𝑔𝑗) as a common factor when  𝑔𝑖 ≥ 𝑔𝑗 and expanding the first 

parenthesis when 𝑔𝑖 < 𝑔𝑗, we get: 



 

 

𝑈𝑖 (𝜋𝑖(𝑔𝑖 , 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗)) = {
𝜋𝑖(𝑔𝑖 , 𝑔𝑗) × (1 − 𝑞𝑖 + 𝑞𝑖) 𝑖𝑓 𝑔𝑖 ≥ 𝑔𝑗

𝜋𝑖(𝑔𝑖, 𝑔𝑗) − 𝑞𝑖 × 𝜋𝑖(𝑔𝑖 , 𝑔𝑗) + 𝑞𝑖 × 𝜋𝑗(𝑔𝑖, 𝑔𝑗) 𝑖𝑓 𝑔𝑖 < 𝑔𝑗
 

 

Simplifying when 𝑔𝑖 ≥ 𝑔𝑗 and taking 𝑞𝑖 as a common factor when 𝑔𝑖 < 𝑔𝑗, we get: 

 

𝑈𝑖 (𝜋𝑖(𝑔𝑖, 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗)) = {
𝜋𝑖(𝑔𝑖, 𝑔𝑗) 𝑖𝑓 𝑔𝑖 ≥ 𝑔𝑗

𝜋𝑖(𝑔𝑖 , 𝑔𝑗) + 𝑞𝑖 × (𝜋𝑗(𝑔𝑖, 𝑔𝑗) − 𝜋𝑖(𝑔𝑖, 𝑔𝑗))  𝑖𝑓 𝑔𝑖 < 𝑔𝑗
 

 

Using Lemma 0 (b), we can substitute 𝜋𝑗(𝑔𝑖 , 𝑔𝑗) − 𝜋𝑖(𝑔𝑖, 𝑔𝑗) = 𝑔𝑖 − 𝑔𝑗 when 

 𝑔𝑖 < 𝑔𝑗 to get: 

 

𝑈𝑖 (𝜋𝑖(𝑔𝑖, 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗)) = {
𝜋𝑖(𝑔𝑖, 𝑔𝑗)                                 𝑖𝑓 𝑔𝑖 ≥ 𝑔𝑗

𝜋𝑖(𝑔𝑖, 𝑔𝑗) + 𝑞𝑖 × (𝑔𝑖 − 𝑔𝑗) 𝑖𝑓 𝑔𝑖 < 𝑔𝑗
 

 

Substituting 𝜋𝑖(𝑔𝑖 , 𝑔𝑗) by the corresponding material payoff function outlined 

above, we get: 

 

𝑈𝑖 (𝜋𝑖(𝑔𝑖 , 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗)) = {
30 − 𝑔𝑖 +𝑚 × (𝑔𝑖 + 𝑔𝑗)                                  𝑖𝑓 𝑔𝑖 ≥ 𝑔𝑗

30 − 𝑔𝑖 +𝑚 × (𝑔𝑖 + 𝑔𝑗) + 𝑞𝑖 × (𝑔𝑖 − 𝑔𝑗) 𝑖𝑓 𝑔𝑖 < 𝑔𝑗
 

 

Taking the marginal derivative of person 𝑖’s utility function with respect to his or 

her own contributions, we get: 

 

𝜕𝑈𝑖 (𝜋𝑖(𝑔𝑖 , 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗))

𝜕𝑔𝑖
= {

−1 +𝑚 𝑖𝑓 𝑔𝑖 ≥ 𝑔𝑗
−1 +𝑚 + 𝑞𝑖  𝑖𝑓 𝑔𝑖 < 𝑔𝑗

 

 

(a)  

 

Note that, in a common interest game, where 𝑚 ∈ (1,∞), the marginal derivative 

of person 𝑖’s utility function becomes positive regardless of the value of 𝑔𝑖. To see 

this, note that the first step takes the following values: 

 



 

 

−1 + (> 1) = (> 0) 

 

Given that 𝑞𝑖 ∈ [0,1], the second step takes the following values: 

 

−1 + (> 1) + (≥ 0) = (> 0) 

 

Hence, the optimal contribution for person 𝑖 in the CIG becomes: 

 

𝑐𝑖
∗ = 𝑔𝑗 = 30 ∀𝑔𝑗 ∈ 𝐴𝑗  ∀𝑞𝑖 ∈ [0,1] 

 

Which proves (ii). 

 

In a social dilemma game, where 𝑚 ∈ (
1

𝑛
, 1), the marginal derivative of person 𝑖’s 

utility function becomes negative regardless of the value of 𝑞𝑖 when 𝑔𝑖 ≥ 𝑔𝑗. This is 

so as −1 + 𝑚 if always negative for  𝑚 < 1. 

The marginal utility of own contribution when 𝑔𝑖 < 𝑔𝑗 depends on the value of 𝑞𝑖. 

More specifically, the marginal utility will be positive in that range whenever the 

following inequality holds true: 

 

 

−1 + 𝑚 + 𝑞𝑖 > 0 

 

Which implies the condition 𝑞𝑖 > 1 − 𝑚. Hence, when 𝑞𝑖 > 1 − 𝑚 a person will 

find it profitable to increase his contributions whenever 𝑔𝑖 < 𝑔𝑗, and unprofitable to 

keep increasing his contributions in the range 𝑔𝑖 ≥ 𝑔𝑗. It, then, follows that the best 

response when 𝑞𝑖 > 1 − 𝑚 is to contribute 𝑔𝑖 = 𝑔𝑗: 

 

𝑐𝑖
∗ = 𝑔𝑖 = 𝑔𝑗 ∀𝑔𝑗 ∈ 𝐴𝑗  𝑖𝑓𝑓 𝑞𝑖 > 1 −𝑚 

 

Following an analogous logic, the best response when 𝑞𝑖 < 1 −𝑚 is to contribute 

𝑔𝑖 = 0 for all 𝑔𝑗; as, subject to those parameter values, increasing contributions 

decreases utility in the range 𝑔𝑖 < 𝑔𝑗. Hence, 



 

 

𝑐𝑖
∗ = 𝑔𝑖 = 0 ∀𝑔𝑗 ∈ 𝐴𝑗  𝑖𝑓𝑓 𝑞𝑖 < 1 −𝑚 

 

Finally, whenever 𝑞𝑖 = 1 −𝑚, a person will be indifferent between any 𝑔𝑖 in the 

range [0, 𝑔𝑗], as the marginal utility does not vary with own contributions in this case. 

More compactly, one can express those results as follows: 

 

𝑐𝑖
∗ = {

𝑔𝑖 = 0 ∀𝑔𝑗 ∈ 𝐴𝑗                  𝑖𝑓 𝑞𝑖 < 1 −𝑚

𝑔𝑖 ∈ [0, 𝑔𝑗] ∀𝑔𝑗 ∈ 𝐴𝑗          𝑖𝑓 𝑞𝑖 = 1 −𝑚

𝑔𝑖 = 𝑔𝑗 ∀𝑔𝑗 ∈ 𝐴𝑗                𝑖𝑓 𝑞𝑖 > 1 −𝑚

 

 

Which proves (i). 

QED. 

  



 

 

 

Below we provide a corollary that presents the specific threshold values of 𝑞𝑖 

determining optimal contributions for each 𝑔𝑗. 

 

Corollary 6.1. If subject 𝑖 maximizes the utility function 

𝑈𝑖
𝑀𝑀 (𝜋𝑖(𝑔𝑖 , 𝑔𝑗), 𝜋𝑗(𝑔𝑖, 𝑔𝑗)), and given 𝑚 = 0.6 and 𝑚 = 1.2, the subject 𝑖’s choices 

will 

 

(i), in the Social Dilemma, be 

 

𝑐𝑖
∗ = {

𝑔𝑖 = 0 ∀𝑔𝑗 ∈ 𝐴𝑗                             𝑖𝑓 𝑞𝑖 < 0.4

𝑔𝑖 ∈ 𝐴𝑖  ∀𝑔𝑗 ∈ 𝐴𝑗                            𝑖𝑓 𝑞𝑖 = 0.4

𝑔𝑖 = 30 ∀𝑔𝑗 ∈ 𝐴𝑗                           𝑖𝑓 𝑞𝑖 > 0.4

 

 

(ii), in the Common Interest Game, be 

 

( ∀𝑞𝑖), 𝑔𝑖 = 30 ∀ 𝑔𝑗 ∈ {0,10,20,30} 

 

Proof.  

 

 

Given the best response for the social dilemma found in proposition 6, and 

substituting 𝑚 = 0.6, we get: 

 

𝑐𝑖
∗ = {

𝑔𝑖 = 0 ∀𝑔𝑗 ∈ 𝐴𝑗                             𝑖𝑓 𝑞𝑖 < 0.4

𝑔𝑖 ∈ 𝐴𝑖  ∀𝑔𝑗 ∈ 𝐴𝑗                            𝑖𝑓 𝑞𝑖 = 0.4

𝑔𝑖 = 30 ∀𝑔𝑗 ∈ 𝐴𝑗                           𝑖𝑓 𝑞𝑖 > 0.4

 

 

Which proves (i). Point (ii) is self-evident given proposition 6. 

 

QED. 

  



 

  



 

 

 

In the derivations below, we use the following notation: 

 

 

 𝑥 ∈ [0,7] represents the offer made by the sender 

 

 

 14 is the initial endowment of the sender 

 

 

 0 is the quantity that both get if the receiver rejects the sender’s offer 

 

 

 𝜀 is an arbitrarily small number representing the smallest increase and or 

decrease of an offer. 

 

 

 𝑖 is referred to as the receiver, and hence 𝑈𝑖() represents the utility of the 

receiver 

 

 

 A given distribution (𝑥, 14 − 𝑥) represents the payoff of the receiver in the 

first place (𝑥) and the payoff of the sender in the second place (14 − 𝑥). That 

is, we define 𝜋𝑖(𝑥, 14 − 𝑥) = 𝑥 and 𝜋𝑗(𝑥, 14 − 𝑥) = 14 − 𝑥. 

  



 

  



 

 

 

Proposition 7. If subject 𝑖 maximizes the utility function 𝑈𝑖
𝐹𝑆 (𝜋𝑖(𝑥, 14 −

𝑥), 𝜋𝑗(𝑥, 14 − 𝑥)), subject 𝑖’s minimum acceptable offer is 𝑥 + 𝜀 + 𝜀 and subject 𝑖’s 

maximum rejectable offer is 𝑥 + 𝜀, where 𝑥 + 𝜀 + 𝜀 ≤ 7 and 𝑥 + 𝜀 ≥ 0, then subject 

𝑖’s choices would reveal an 𝛼𝑖 parameter between the following boundaries:  

 

𝑥 + 𝜀

14 − 2 × (𝑥 + 𝜀)
< 𝛼𝑖 <

𝑥 + 𝜀 + 𝜀

14 − 2 × (𝑥 + 𝜀 + 𝜀)
 

 

Proof. 

 

As a generic offer 𝑥 ∈ [0,7], then it follows that 14 − 𝑥 ∈ [7,14]. Hence, 14 − 𝑥 ≥

𝑥, and no offer goes above 7 regardless of the value of 𝜀. This means that 

𝑈𝑖
𝐹𝑆 (𝜋𝑖(𝑥, 14 − 𝑥), 𝜋𝑗(𝑥, 14 − 𝑥)) will be on the domain of disadvantageous 

inequality as 14 − 𝑥 ≥ 𝑥 implies 𝜋𝑖(𝑥, 14 − 𝑥) < 𝜋𝑗(𝑥, 14 − 𝑥). Hence, 

𝑈𝑖
𝐹𝑆 (𝜋𝑖(𝑥, 14 − 𝑥), 𝜋𝑗(𝑥, 14 − 𝑥))for the 2-person ultimatum game described above, 

for a generic offer 𝑥, is: 

 

  

𝑈𝑖
𝐹𝑆(𝑥, 14 − 𝑥) = 14 − 𝑥 − 𝛼𝑖 × (14 − 𝑥 − 𝑥) 

 

To compute the generic threshold of 𝛼𝑖, we assume a person’s minimum acceptable 

offer is 𝑥 + 𝜀 + 𝜀 and his or her maximum rejectable offer is 𝑥 + 𝜀 as stated in the 

proposition, where 𝜀 ≥ 0, and 𝑥 + 𝜀 + 𝜀 ≤ 7. This would imply that the utility of 

accepting the minimum acceptable offer is greater than the utility of the distribution 

(0,0) and that the utility of accepting the maximum rejectable offer is lower than the 

utility of the distribution (0,0). In mathematical terms: 

 

𝑈𝑖
𝐹𝑆(𝑥 + 𝜀, 14 − 𝑥 − 𝜀) < 𝑈𝑖

𝐹𝑆(0,0) 

𝑈𝑖
𝐹𝑆(𝑥 + 𝜀 + 𝜀, 14 − 𝑥 − 𝜀 − 𝜀) > 𝑈𝑖

𝐹𝑆(0,0) 

 



 

Substituting the generic utility function by the Fehr-Schmidt specification 

presented in chapter 4, the two equations above would transform into: 

 

𝑥 + 𝜀 − 𝛼𝑖 × (14 − 𝑥 − 𝜀 − (𝑥 + 𝜀)) < 0 

 

𝑥 + 𝜀 + 𝜀 − 𝛼𝑖 × (14 − 𝑥 − 𝜀 − 𝜀 − (𝑥 + 𝜀 + 𝜀)) > 0 

 

Simplifying, we get: 

 

𝑥 + 𝜀 − 𝛼𝑖 × (14 − 2 × (𝑥 + 𝜀)) < 0 

 

𝑥 + 𝜀 + 𝜀 − 𝛼𝑖 × (14 − 2 × (𝑥 + 𝜀 + 𝜀)) > 0 

 

Which collapse to: 

 

𝛼𝑖 >
(𝑥 + 𝜀)

14 − 2 × (𝑥 + 𝜀)
 

 

𝛼𝑖 <
(𝑥 + 𝜀 + 𝜀)

14 − 2 × (𝑥 + 𝜀 + 𝜀)
 

 

And, hence, it follows that: 

 

(𝑥 + 𝜀)

14 − 2 × (𝑥 + 𝜀)
< 𝛼𝑖 <

(𝑥 + 𝜀 + 𝜀)

14 − 2 × (𝑥 + 𝜀 + 𝜀)
 

 

QED. 

  



 

 

 

As we showed in corollary 2.1 (b), the key value of the disadvantageous inequality 

parameter for our predictions of inequality aversion preferences regarding cooperation 

attitudes in the CIG is 𝛼𝑖 ⋛ 0.2. Below we provide a corollary showing that a 

minimum acceptable offer (resp. maximum rejectable offer) of 𝑥 = 2 precisely reveals 

this threshold. 

  



 

Corollary 7.1. Let’s suppose that subject 𝑖 maximizes the utility function 

𝑈𝑖
𝐹𝑆 (𝜋𝑖(𝑥, 14 − 𝑥), 𝜋𝑗(𝑥, 14 − 𝑥)). Then, if subject 𝑖’s minimum acceptable offer is 

2 or lower subject 𝑖 reveals 𝛼𝑖 < 0.2. If subject 𝑖’s maximum rejectable offer is 2 or 

higher subject 𝑖 reveals 𝛼𝑖 > 0.2 

 

Given the inequalities found in Proposition 7, it follows that a minimum acceptable 

offer of 2 or lower would entail: 

 

𝛼𝑖 <
(≤ 2)

(14 − 2 × ((≤ 2)))
 

 

Similarly, a maximum rejectable offer of 2 or higher would entail: 

 

𝛼𝑖 >
(≥ 2)

(14 − 2 × ((≥ 2)))
 

 

And, hence, 

 

𝛼𝑖 <
(≤ 2)

(14 − (≤ 4))
 

 

 

𝛼𝑖 >
(≥ 2)

(14 − (≥ 4))
 

 

Which becomes: 

 

𝛼𝑖 <
(≤ 2)

(≥ 10)
 

 

 

𝛼𝑖 >
(≥ 2)

(≤ 10)
 



 

 

 

Now, let’s define a partially ordered set: 

 

𝑃:= (𝑋,≤) 

 

Where 

 

𝑋 ≔ {𝑥 ∈ 𝑋|𝑥 ≥ 0} 

 

We define the set 𝑀𝐴𝑂 as follows: 

 

 

𝑀𝐴𝑂 ≔ {𝑥 ∈ 𝑀𝐴𝑂|((𝑥 ∈ 𝑋)⋀(𝑥 <
(≤ 2)

(≥ 10)
))} 

 

And, also, we define the set 𝑀𝑅𝑂 as follows: 

 

𝑀𝑅𝑂 ≔ {𝑥 ∈ 𝑀𝑅𝑂| ((𝑥 ∈ 𝑋)⋀(𝑥 >
(≥ 2)

(≤ 10)
))} 

 

Where 𝑀𝐴𝑂 stands for ‘Minimum Acceptable Offer’ and 𝑀𝑅𝑂 stands for 

‘Maximum Rejectable Offer’. It is straightforward to see that 𝑀𝐴𝑂 is bounded above 

by 𝑦 =
2

10
, as (i) 𝑦 ≥ 𝑥 ∀𝑥 ∈ 𝑀𝐴𝑂 and (ii) 𝑦 ≥ 0 and, hence, 𝑦 ∈ 𝑋. 

 

Using a similar logic, it is also straightforward to see that 𝑀𝑅𝑂 is bounded below 

by 𝑦 =
2

10
, as (i) 𝑥 ≥ 𝑦 ∀𝑥 ∈ 𝑀𝑅𝑂 and (ii) y≥ 0 and, hence, 𝑦 ∈ 𝑋. 

 

Given that 𝑦 =
2

10
 is an upper (lower) bound of 𝑀𝐴𝑂 (𝑀𝑅𝑂), and that it is the 

lowest upper bound (greatest lower bound) of 𝑀𝐴𝑂 (𝑀𝑅𝑂), it trivially follows that: 

 

𝑚𝑎𝑥𝑀𝐴𝑂 = 𝑠𝑢𝑝𝑀𝐴𝑂 =
2

10
∈ 𝑋 



 

 

𝑚𝑖𝑛𝑀𝑅𝑂 = 𝑖𝑛𝑓𝑀𝑅𝑂 =
2

10
∈ 𝑋 

 

It, then, follows, that the values of 𝛼𝑖 for the first (second) inequality found above 

must be lower than the supremum of 𝑀𝐴𝑂 (greater than the infimum of 𝑀𝑅𝑂): 

 

 

𝛼𝑖 < 𝑆𝑢𝑝𝑀𝐴𝑂 

 

 

𝛼𝑖 > 𝐼𝑛𝑓𝑀𝐴𝑂 

 

And, substituting the values of 𝑠𝑢𝑝𝑀𝐴𝑂 and 𝑖𝑛𝑓𝑀𝑅𝑂, we get: 

 

𝛼𝑖 < 0.2 

 

 

𝛼𝑖 > 0.2 

 

It follows that a person whose minimum acceptable offer is 2 or lower reveals 𝛼𝑖 <

0.2 and a person whose maximum rejectable offer is 2 or higher reveals 𝛼𝑖 > 0.2 

 

QED. 

 



 

 

 

In the derivations below, we use the following notation: 

 

 

 (20,0) is the original allocation that the dictator can choose instead of the 

equitable allocation 

 

 

 𝑥 ∈ [0,32] refers to the value that each gets from the equitable allocation. 

Hence, a given distribution (𝑥, 𝑥) represents the payoff of the dictator and the 

receiver. 

 

 

 𝜀 is an arbitrarily small number representing the smallest increase and or 

decrease in the value each gets from the equitable allocation. 

 

 

 𝑖 is referred to as the dictator, and hence 𝑈𝑖() represents the utility of the 

dictator  



 

  



 

 

 

Proposition 8. If subject 𝑖 that maximizes the utility function 𝑈𝑖
𝐹𝑆(𝜋𝑖 , 𝜋𝑗), whose 

maximum rejection quantity is 𝑥 + 𝜀, from the distribution (𝑥 + 𝜀, 𝑥 + 𝜀), to accept a 

distribution (20,0), and whose minimum accepting quantity is 𝑥 + 𝜀 + 𝜀, from the 

distribution (𝑥 + 𝜀 + 𝜀, 𝑥 + 𝜀 + 𝜀), to reject a distribution (20,0), will have a 𝛽𝑖 

parameter within the following boundaries: 

 

20 − (𝑥 + 𝜀 + 𝜀)

20
< 𝛽𝑖 <

20 − (𝑥 + 𝜀)

20
 

 

Proof. 

 

Let’s assume a person with 𝑈𝑖
𝐹𝑆(𝜋𝑖, 𝜋𝑗) reveals the following preference pattern 

with their choices in the modified dictator games: 

 

𝑈𝑖
𝐹𝑆(20,0) > 𝑈𝑖

𝐹𝑆(𝑥 + 𝜀, 𝑥 + 𝜀) 

 

𝑈𝑖
𝐹𝑆(20,0) < 𝑈𝑖

𝐹𝑆(𝑥 + 𝜀 + 𝜀, 𝑥 + 𝜀 + 𝜀) 

 

Substituting the generic utility by the inequality aversion preferences, the equations 

can be rewritten as: 

 

20 − 𝛽𝑖 × (20) > 𝑥 + 𝜀 

 

20 − 𝛽𝑖 × (20) < 𝑥 + 𝜀 + 𝜀 

 

Isolating 𝛽𝑖 in the RHS, we get: 

 

20 − (𝑥 + 𝜀) > 𝛽𝑖 × (20) 

 

20 − (𝑥 + 𝜀 + 𝜀) < 𝛽𝑖 × (20) 

 



 

Which simplify to: 

 

20 − (𝑥 + 𝜀)

20
> 𝛽𝑖 

 

20 − (𝑥 + 𝜀 + 𝜀)

20
< 𝛽𝑖 

 

Hence, 𝛽𝑖 can be expressed in terms of the two thresholds together: 

 

20 − (𝑥 + 𝜀 + 𝜀)

20
< 𝛽𝑖 <

20 − (𝑥 + 𝜀)

20
 

 

QED. 

  



 

 

 

As we showed in corollary 2.1 (a), the key value of the advantageous inequality 

parameter for our predictions of inequality aversion preferences regarding cooperation 

attitudes in the SDG is 𝛽𝑖 ⋛ 0.4. Also, corollary 4.1 showed that the relevant 

parameter values of 𝛽𝑖 for play in the CIG were  𝛽𝑖 ⋛ −0.6, 𝛽𝑖 ⋛ −0.3, and 𝛽𝑖 ⋛

−0.2. Below we provide a corollary showing that a maximum rejecting quantity (resp. 

minimum accepting quantity) of 𝑥 = 12 reveals the necessary threshold for the 

inequality aversion model, and that a maximum rejecting quantity (resp. minimum 

accepting quantity) of 𝑥 = 24, 𝑥 = 26 and 𝑥 = 32 reveal the necessary thresholds for 

predictions of cooperation attitudes in the CIG for the spiteful preferences model. 

  



 

Corollary 8.1. Let’s suppose that subject 𝑖 maximizes the utility function 

𝑈𝑖
𝐹𝑆(𝜋𝑖, 𝜋𝑗). Then, 

 

(a) If subject 𝑖’s minimum accepting quantity is 12 or lower subject 𝑖 reveals 

𝛽𝑖 > 0.4. If subject 𝑖’s maximum rejecting quantity is 12 or higher subject 𝑖 

reveals 𝛽𝑖 < 0.4. 

 

(b) If subject 𝑖’s minimum accepting quantity is 24 or lower subject 𝑖 reveals 

𝛽𝑖 > −0.2. If subject 𝑖’s maximum rejecting quantity is 24 or higher subject 𝑖 

reveals 𝛽𝑖 < −0.2. 

 

(c) If subject 𝑖’s minimum accepting quantity is 26 or lower subject 𝑖 reveals 

𝛽𝑖 > −0.3. If subject 𝑖’s maximum rejecting quantity is 26 or higher subject 𝑖 

reveals 𝛽𝑖 < −0.3. 

 

(d) If subject 𝑖’s minimum accepting quantity is 32 or lower subject 𝑖 reveals 

𝛽𝑖 > −0.6. . If subject 𝑖’s maximum rejecting quantity is 32 or higher subject 

𝑖 reveals 𝛽𝑖 < −0.6. 

 

 

Proof. 

 

(a) 

 

Given the inequality found in Proposition 8, it follows that a minimum accepting 

quantity of 12 or lower would entail: 

 

𝛽𝑖 >
20 − (≤ 12)

20
 

 

Similarly, a maximum rejecting quantity of 2 or higher would entail: 

 

𝛽𝑖 <
20 − (≥ 12)

20
 



 

 

 

And, hence, 

 

𝛽𝑖 >
≥ 8

20
 

 

 

𝛽𝑖 <
≤ 8

20
 

 

 

Now, let’s define a partially ordered set: 

 

𝑃:= (𝑋,≤) 

 

Where 

 

𝑋 ≔ {𝑥 ∈ 𝑋|𝑥 ≥ 0} 

 

We define the set 𝑀𝐴𝑄 as follows: 

 

 

𝑀𝐴𝑄 ≔ {𝑥 ∈ 𝑀𝐴𝑄| ((𝑥 ∈ 𝑋)⋀(𝑥 >
≥ 8

20
))} 

 

And, also, we define the set 𝑀𝑅𝑂 as follows: 

 

𝑀𝑅𝑄 ≔ {𝑥 ∈ 𝑀𝑅𝑄| ((𝑥 ∈ 𝑋)⋀ (𝑥 <
≤ 8

20
))} 

 

Where 𝑀𝐴𝑄 stands for ‘Minimum Accepting Quantity’ and 𝑀𝑅𝑂 stands for 

‘Maximum Rejecting Quantity’. It is straightforward to see that 𝑀𝐴𝑄 is bounded 

below by 𝑦 =
8

20
, as (i) 𝑦 ≤ 𝑥 ∀𝑥 ∈ 𝑀𝐴𝑄 and (ii) 𝑦 ≥ 0 and, hence, 𝑦 ∈ 𝑋. 

 



 

Using a similar logic, it is also straightforward to see that 𝑀𝑅𝑄 is bounded above 

by 𝑦 =
8

20
, as (i) 𝑦 ≥ 𝑥 ∀𝑥 ∈ 𝑀𝑅𝑄 and (ii) y≥ 0 and, hence, 𝑦 ∈ 𝑋. 

 

Given that 𝑦 =
8

20
 is a lower (upper) bound of 𝑀𝐴𝑄 (𝑀𝑅𝑄), and that it is the 

greatest lower bound (least upper bound) of 𝑀𝐴𝑄 (𝑀𝑅𝑄), it trivially follows that: 

 

𝑚𝑖𝑛𝑀𝐴𝑄 = 𝑖𝑛𝑓𝑀𝐴𝑄 =
8

20
∈ 𝑋 

 

𝑚𝑎𝑥𝑀𝑅𝑄 = 𝑠𝑢𝑝𝑀𝑅𝑄 =
8

20
∈ 𝑋 

 

It, then, follows, that the values of 𝛽𝑖 for the first (second) inequality found above 

must be greater than the infimum of 𝑀𝐴𝑄 (lower than the supremum of 𝑀𝑅𝑄): 

 

 

𝛽𝑖 > 𝑖𝑛𝑓𝑀𝐴𝑄 

 

 

𝛽𝑖 < 𝑠𝑢𝑝𝑀𝑅𝑄 

 

And, substituting the values of 𝑖𝑛𝑓𝑀𝐴𝑄 and 𝑠𝑢𝑝𝑀𝑅𝑄, we get: 

 

𝛽𝑖 > 0.4 

 

 

𝛽𝑖 < 0.4 

 

It follows that a person whose minimum accepting quantity is 12 or lower reveals 

𝛽𝑖 > 0.4 and a person whose maximum rejecting quantity is 12 or higher reveals 𝛽𝑖 <

0.4 

 

(b) 



 

 

 

Following (a), a minimum accepting quantity of 24 or lower and a maximum 

rejecting quantity of 24 or higher would entail: 

 

𝛽𝑖 >
20 − (≤ 24)

20
 

 

𝛽𝑖 <
20 − (≥ 24)

20
 

 

And, hence, 

 

𝛽𝑖 >
−(≤ 4)

20
 

 

 

𝛽𝑖 <
−(≥ 4)

20
 

 

Now, let’s define a partially ordered set: 

 

𝑃:= (𝑋,≤) 

 

Where 

 

𝑋 ≔ {𝑥 ∈ 𝑋|𝑥 ≤ 0} 

 

We define the set 𝑀𝐴𝑄 as follows: 

 

 

𝑀𝐴𝑄 ≔ {𝑥 ∈ 𝑀𝐴𝑄|((𝑥 ∈ 𝑋)⋀(𝑥 >
−(≤ 4)

20
))} 

 

And, also, we define the set 𝑀𝑅𝑂 as follows: 

 



 

𝑀𝑅𝑄 ≔ {𝑥 ∈ 𝑀𝑅𝑄| ((𝑥 ∈ 𝑋)⋀(𝑥 <
−(≥ 4)

20
))} 

 

It is straightforward to see that 𝑀𝐴𝑄 is bounded below by 𝑦 = −
4

20
, as (i) 𝑦 ≤

𝑥 ∀𝑥 ∈ 𝑀𝐴𝑄 and (ii) 𝑦 ≤ 0 and, hence, 𝑦 ∈ 𝑋. 

 

Using a similar logic, it is also straightforward to see that 𝑀𝑅𝑄 is bounded above 

by 𝑦 =
4

20
, as (i) 𝑦 ≥ 𝑥 ∀𝑥 ∈ 𝑀𝑅𝑄 and (ii) y≤ 0 and, hence, 𝑦 ∈ 𝑋. 

 

Given that 𝑦 = −
4

20
 is a lower (upper) bound of 𝑀𝐴𝑄 (𝑀𝑅𝑄), and that it is the 

greatest lower bound (least upper bound) of 𝑀𝐴𝑄 (𝑀𝑅𝑄), it trivially follows that: 

 

𝑚𝑖𝑛𝑀𝐴𝑄 = 𝑖𝑛𝑓𝑀𝐴𝑄 = −
4

20
∈ 𝑋 

 

𝑚𝑎𝑥𝑀𝑅𝑄 = 𝑠𝑢𝑝𝑀𝑅𝑄 = −
4

20
∈ 𝑋 

 

It, then, follows, that the values of 𝛽𝑖 for the first (second) inequality found above 

must be greater than the infimum of 𝑀𝐴𝑄 (lower than the supremum of 𝑀𝑅𝑄): 

 

 

𝛽𝑖 > 𝑖𝑛𝑓𝑀𝐴𝑄 

 

 

𝛽𝑖 < 𝑠𝑢𝑝𝑀𝑅𝑄 

 

And, substituting the values of 𝑖𝑛𝑓𝑀𝐴𝑄 and 𝑠𝑢𝑝𝑀𝑅𝑄, we get: 

 

𝛽𝑖 > −0.2 

 

 

𝛽𝑖 < −0.2 



 

 

 

It follows that a person whose minimum accepting quantity is 24 or lower reveals 

𝛽𝑖 > −0.2 and a person whose maximum rejecting quantity is 24 or higher reveals 

𝛽𝑖 < −0.2 

 

(c) 

 

Following (b), a minimum accepting quantity of 26 or lower and a maximum 

rejecting quantity of 26 or higher would entail: 

 

𝛽𝑖 >
20 − (≤ 26)

20
 

 

𝛽𝑖 <
20 − (≥ 26)

20
 

 

And, hence, 

 

𝛽𝑖 >
−(≤ 6)

20
 

 

 

𝛽𝑖 <
−(≥ 6)

20
 

 

Using the same technique as in (b), which we omit to avoid unnecessary repetition, 

it follows that:  

 

𝛽𝑖 > −0.3 

 

 

𝛽𝑖 < −0.3 

 



 

It follows that a person whose minimum accepting quantity is 26 or lower reveals 

𝛽𝑖 > −0.3 and a person whose maximum rejecting quantity is 26 or higher reveals 

𝛽𝑖 < −0.3 

 

 

(d) 

 

Following (b), a minimum accepting quantity of 32 or lower and a maximum 

rejecting quantity of 32 or higher would entail: 

 

𝛽𝑖 >
20 − (≤ 32)

20
 

 

𝛽𝑖 <
20 − (≥ 32)

20
 

 

And, hence, 

 

𝛽𝑖 >
−(≤ 12)

20
 

 

 

𝛽𝑖 <
−(≥ 12)

20
 

 

Using the same technique as in (b), which we omit to avoid unnecessary repetition, 

it follows that:  

 

𝛽𝑖 > −0.6 

 

 

𝛽𝑖 < −0.6 

 



 

 

It follows that a person whose minimum accepting quantity is 32 or lower reveals 

𝛽𝑖 > −0.6 and a person whose maximum rejecting quantity is 32 or higher reveals 

𝛽𝑖 < −0.6 

 

QED. 

 



 

  



 

 

 

Proposition 9. Let’s suppose that subject 𝑖 maximizes the utility function 

𝑈𝑖
𝑆𝐸(𝜋𝑖 , 𝜋𝑗). If subject 𝑖’s maximum rejection quantity is 𝑥 + 𝜀, from the distribution 

(𝑥 + 𝜀, 𝑥 + 𝜀), to accept a distribution (20,0), and if subject 𝑖’s minimum accepting 

quantity is 𝑥 + 𝜀 + 𝜀, from the distribution (𝑥 + 𝜀 + 𝜀, 𝑥 + 𝜀 + 𝜀), to reject a 

distribution (20,0), then subject 𝑖 will reveal to have a 𝑝𝑖 parameter within the 

following boundaries: 

 

20 − (𝑥 + 𝜀 + 𝜀)

𝑥 + 𝜀 + 𝜀
< 𝑝𝑖 <

20 − (𝑥 + 𝜀)

𝑥 + 𝜀
 

 

Proof. 

 

 Let’s assume a person with 𝑈𝑖
𝑆𝐸 (𝜋𝑖(𝑥, 14 − 𝑥), 𝜋𝑗(𝑥, 14 − 𝑥)) preferences 

reveals the following preference pattern with their choices in the modified dictator 

games: 

 

𝑈𝑖
𝑆𝐸(20,0) > 𝑈𝑖

𝑆𝐸(𝑥 + 𝜀, 𝑥 + 𝜀) 

 

𝑈𝑖
𝑆𝐸(20,0) < 𝑈𝑖

𝑆𝐸(𝑥 + 𝜀 + 𝜀, 𝑥 + 𝜀 + 𝜀) 

 

These equations can be rewritten as: 

 

(1 − 𝑝𝑖) × 20 + 𝑝𝑖 × (20) > (1 − 𝑝𝑖) × (𝑥 + 𝜀) + 𝑝𝑖 × (𝑥 + 𝜀 + 𝑥 + 𝜀) 

 

(1 − 𝑝𝑖) × 20 + 𝑝𝑖 × (20) < (1 − 𝑝𝑖) × (𝑥 + 𝜀 + 𝜀) + 𝑝𝑖 × (𝑥 + 𝜀 + 𝜀 + 𝑥 + 𝜀 + 𝜀) 

 

Which, by taking 20 as a common factor in the LHS and simplifying, can be 

rewritten as: 

 

20 > 𝑥 + 𝜀 − 𝑝𝑖 × (𝑥 + 𝜀) + 2𝑝𝑖 × (𝑥 + 𝜀) 

 



 

20 < 𝑥 + 𝜀 + 𝜀 − 𝑝𝑖 × (𝑥 + 𝜀 + 𝜀) + 2𝑝𝑖 × (𝑥 + 𝜀 + 𝜀) 

 

Simplifying, we get: 

 

20 > 𝑥 + 𝜀 + 𝑝𝑖 × (𝑥 + 𝜀) 

 

20 < 𝑥 + 𝜀 + 𝜀 + 𝑝𝑖 × (𝑥 + 𝜀 + 𝜀) 

 

Isolating 𝑝𝑖 in the RHS, we get: 

 

 

20 − (𝑥 + 𝜀) > 𝑝𝑖 × (𝑥 + 𝜀 ) 

 

20 − (𝑥 + 𝜀 + 𝜀) < 𝑝𝑖 × (𝑥 + 𝜀 + 𝜀) 

 

Which can be rewritten as: 

 

20 − (𝑥 + 𝜀)

𝑥 + 𝜀
> 𝑝𝑖 

 

20 − (𝑥 + 𝜀 + 𝜀)

𝑥 + 𝜀 + 𝜀
< 𝑝𝑖 

 

Hence, 𝑝𝑖 can be said to lie between the following boundaries: 

 

20 − (𝑥 + 𝜀 + 𝜀)

𝑥 + 𝜀 + 𝜀
< 𝑝𝑖 <

20 − (𝑥 + 𝜀)

𝑥 + 𝜀
 

 

QED. 

  



 

 

 

As we showed in corollary 5.1, the key value of the social efficiency parameter for 

our predictions of social efficiency preferences regarding cooperation attitudes in the 

SDG is 𝑝𝑖 ⋛
2

3
. Below we provide a corollary showing that a maximum rejecting 

quantity (resp. minimum accepting quantity) of 𝑥 = 12 reveals the necessary 

threshold for the social efficiency model to make predictions regarding play in the 

SDG. 

  



 

Corollary 9.1. Let’s suppose that subject 𝑖 maximizes the utility function 

𝑈𝑖
𝑆𝐸(𝜋𝑖 , 𝜋𝑗). Then, if subject 𝑖’s minimum accepting quantity is 12 or lower subject 𝑖 

reveals 𝑝𝑖 >
2

3
. If subject 𝑖’s maximum rejecting quantity is 12 or higher subject 𝑖 

reveals 𝑝𝑖 <
2

3
 

 

 

Given the inequality found in Proposition 9., it follows that a minimum accepting 

quantity of 12 or lower would entail: 

 

𝑝𝑖 >
20 − (≤ 12)

(≤ 12)
 

 

Similarly, a maximum rejecting quantity of 2 or higher would entail: 

 

𝑝𝑖 <
20 − (≥ 12)

(≥ 12)
 

 

And, hence, 

 

𝑝𝑖 >
≥ 8

(≤ 12)
 

 

 

𝑝𝑖 <
≤ 8

(≥ 12)
 

 

 

Now, let’s define a partially ordered set: 

 

𝑃:= (𝑋,≤) 

 

Where 

 

𝑋 ≔ {𝑥 ∈ 𝑋|𝑥 ≥ 0} 



 

 

 

We define the set 𝑀𝐴𝑄 as follows: 

 

 

𝑀𝐴𝑄 ≔ {𝑥 ∈ 𝑀𝐴𝑄| ((𝑥 ∈ 𝑋)⋀ (𝑥 >
≥ 8

(≤ 12)
))} 

 

And, also, we define the set 𝑀𝑅𝑂 as follows: 

 

𝑀𝑅𝑄 ≔ {𝑥 ∈ 𝑀𝑅𝑄| ((𝑥 ∈ 𝑋)⋀(𝑥 <
≤ 8

(≥ 12)
))} 

 

Using the same techniques as in in the previous corollaries., it is straightforward to 

see that 𝑦 =
8

12
 is a lower bound of 𝑀𝐴𝑄 and an upper bound of 𝑀𝑅𝑄. Hence, it 

follows that: 

 

 

𝑝 >
2

3
 

 

 

𝑝 <
2

3
 

 

It follows that a person whose minimum accepting quantity is 12 or lower reveals 

𝑝𝑖 >
2

3
 and a person whose maximum rejecting quantity is 12 or higher reveals 𝑝𝑖 <

2

3
. 

 

QED. 

  



 

  



 

 

 

Proposition 10. Let’s suppose that subject 𝑖 maximizes the utility function 

𝑈𝑖
𝑀𝑀(𝜋𝑖 , 𝜋𝑗).  

 

(a) If subject 𝑖’s maximum rejection quantity is 𝑥 + 𝜀, from the distribution 

(𝑥 + 𝜀, 𝑥 + 𝜀), to accept a distribution (20,0), and if subject 𝑖’s minimum 

accepting quantity is 𝑥 + 𝜀 + 𝜀, from the distribution (𝑥 + 𝜀 + 𝜀, 𝑥 + 𝜀 + 𝜀), to 

reject a distribution (20,0), then subject 𝑖 will reveal to have a 𝑞𝑖 parameter within 

the following boundaries: 

 

20 − (𝑥 + 𝜀 + 𝜀)

𝑥 + 𝜀 + 𝜀
< 𝑞𝑖 <

20 − (𝑥 + 𝜀)

𝑥 + 𝜀
 

 

(b) If subject 𝑖’s maximum rejection quantity is 𝑥 + 𝜀, from the distribution 

(𝑥 + 𝜀, 𝑥 + 𝜀), to accept a distribution (20,0), and if subject 𝑖’s minimum 

accepting quantity is (𝑥 + 𝜀 + 𝜀, 𝑥 + 𝜀 + 𝜀), to reject a distribution (20,0), then 

subject 𝑖 reveals a maximin parameter 𝑞𝑖 within the same threshold of values as 

the advantageous inequality parameter 𝛽𝑖.  

 

Proof.  

 

(a)  

 

Let’s assume a person with a utility 𝑈𝑖
𝑀𝑀(𝜋𝑖 , 𝜋𝑗) reveals the following preference 

pattern with their choices in the modified dictator games: 

 

𝑈𝑖
𝑀𝑀(20,0) > 𝑈𝑖

𝑀𝑀(𝑥 + 𝜀, 𝑥 + 𝜀) 

 

𝑈𝑖
𝑀𝑀(20,0) < 𝑈𝑖

𝑀𝑀(𝑥 + 𝜀 + 𝜀, 𝑥 + 𝜀 + 𝜀) 

 

These equations can be rewritten as: 

 



 

(1 − 𝑞𝑖) × 20 + 𝑞𝑖 × (0) > 𝑥 + 𝜀 

 

(1 − 𝑞𝑖) × 20 + 𝑞𝑖 × (0) < 𝑥 + 𝜀 + 𝜀 

 

Expanding the parenthesis, we get: 

 

20 − 𝑞𝑖20 > 𝑥 + 𝜀 

 

20 − 𝑞𝑖20 < 𝑥 + 𝜀 + 𝜀 

 

Isolating 𝑝 in the RHS, we get: 

 

20 − (𝑥 + 𝜀) > 𝑞𝑖 × 20 

 

20 − (𝑥 + 𝜀 + 𝜀) < 𝑞𝑖 × 20 

 

Which can be rewritten as: 

 

20 − (𝑥 + 𝜀)

20
> 𝑞𝑖 

 

20 − (𝑥 + 𝜀 + 𝜀)

20
< 𝑞𝑖 

 

Hence, 𝑞𝑖 lies within the following boundaries: 

 

20 − (𝑥 + 𝜀 + 𝜀)

20
< 𝑝 <

20 − (𝑥 + 𝜀)

20
 

 

Which proves (a). 

 

(b) 

 

Recall the boundaries of 𝛽𝑖 as found on proposition 8.: 



 

 

 

20 − (𝑥 + 𝜀 + 𝜀)

20
< 𝛽𝑖 <

20 − (𝑥 + 𝜀)

20
 

 

And recall the boundaries of 𝑞𝑖 found in (a): 

 

20 − (𝑥 + 𝜀 + 𝜀)

20
< 𝑞𝑖 <

20 − (𝑥 + 𝜀)

20
 

 

Therefore, it follows that, given the generic maximum rejection quantity 𝑥 + 𝜀 and 

the minimum accepting quantity 𝑥 + 𝜀 + 𝜀, the boundaries of the maximin parameter 

𝑞𝑖 and of the advantageous inequality 𝛽𝑖 will be the same, which proves (b). 

 

QED. 

  



 

 

As we showed in corollary 6.1, the key value of the maximin parameter for our 

predictions of maximin preferences regarding cooperation attitudes in the SDG is 𝑞𝑖 ⋛

0.4. Below we provide a corollary showing that a maximum rejecting quantity (resp. 

minimum accepting quantity) of 𝑥 = 12 reveals the necessary threshold for the 

maximin model to make predictions regarding play in the SDG. 

  



 

 

Corollary 10.1. Let’s suppose that subject 𝑖 maximizes the utility function 

𝑈𝑖
𝑀𝑀(𝜋𝑖 , 𝜋𝑗). If subject 𝑖’s minimum accepting quantity is 12 or lower, then subject 𝑖 

reveals 𝑞𝑖 > 0.4. If subject 𝑖’s maximum rejecting quantity is 12 or higher, then 

subject 𝑖 reveals 𝑝 < 0.4 

 

Proof. 

 

Given that proposition 10. (b) shows that the values of 𝛽𝑖 and 𝑞𝑖 coincide for 

generic maximum rejection and minimum accepting quantities, this proof is identical 

to that of Corollary 8.1. (a) and, hence, has already been proven. 

QED. 

  



 

 

We use a modified version of the reciprocity games used in Bruhin et al (2019) to 

elicit the 𝑌𝑖,𝑗 parameter values of the Dufwenberg and Kirchsteiger utility function 

outlined in chapter 4. We impose certain restrictions on the values of each of the three 

allocations strategically to simplify the finding on the threshold values for 𝑌𝑖,𝑗. More 

specifically, the allocations are such that some strategies are inefficient in Dufwenberg 

and Kirchsteiger’s (2004) model, thereby simplifying the calculations. The paragraph 

below summarises our specific setting of the reciprocity games we present to subjects: 

 

Person 𝑗 could choose 𝑎𝑗 = 𝐸, which will enforce the distribution (𝑥1, 𝑥5), or 

alternatively could choose 𝑎𝑗 = 𝑁, which would give person 𝑖 the possibility to choose 

between 𝑎𝑖 = 𝐴, generating a distribution of (𝑥2, 𝑥4) and 𝑎𝑖 = 𝐵, generating a 

distribution of (𝑥3, 𝑥6), where 𝑥1 > 𝑥2 > 𝑥3 and 𝑥4 > 𝑥5 > 𝑥6. 

  

It is important to note before proceeding that, given the Dufwenberg and 

Kirchsteiger (2004) model we use, the restrictions on the values we impose on 

𝑥1, 𝑥2, 𝑥3, 𝑥4, 𝑥5 and 𝑥6 imply the following: 

 

a) Strategy 𝑎𝑖 = 𝐵 is inefficient, as 𝑥2 > 𝑥3 and 𝑥4 > 𝑥6, and hence both 

players would be better off by playing 𝑎𝑖 = 𝐵.  

b) Strategy 𝑎𝑗 = 𝑁 is not inefficient. Whereas it is true that for one 

subsequent history of play (namely, 𝑎𝑖 = 𝐵) both players end worse off by 

player 𝑗 having played 𝑎𝑗 = 𝑁, as 𝑥3 < 𝑥1 and 𝑥6 < 𝑥5, for at least another 

subsequent history of play (𝑛𝑎𝑚𝑒𝑙𝑦, 𝑎𝑖 = 𝐴) at least one player is better off 

by player 𝑗 having played 𝑎𝑗 = 𝑁, as 𝑥4 > 𝑥5 even when 𝑥2 < 𝑥1. 

  



 

 

 

Proposition 11. Let’s suppose that subject 𝑖 maximizes the utility function 

𝑈𝑖
𝐷𝐾(𝜋𝑖, 𝜋𝑗). Then, 

 

(a) Assuming beliefs are in equilibrium, a player 𝑖’s choice of 𝑎𝑖 = 𝐴 over 

𝑎𝑖 = 𝐵 given that the first mover has done 𝑎𝑗 = 𝑁 implies the following about 

the reciprocity parameter: 

 

𝑌𝑖,𝑗 <
2 × (𝑥2 − 𝑥3)

(𝑥4 − 𝑥6) × (𝑥1 − 𝑥2)
 

 

(b) Assuming beliefs are in equilibrium, a player 𝑖’s choice of 𝑎𝑖 = 𝐵 over 

𝑎𝑖 = 𝐴 given that the first mover has done 𝑎𝑗 = 𝑁 implies the following about 

the reciprocity parameter: 

 

𝑌𝑖,𝑗 >
2 × (𝑥2 − 𝑥3)

(𝑥4 − 𝑥6) × (𝑥1 − 𝑥3)
 

 

Proof. 

 

Given that the first mover has done 𝑎𝑗 = 𝑁, the first-order belief of player 𝑖 is 

updated so that 𝑏𝑖𝑗(ℎ) = 𝑁. The kindness function of player 𝑖 towards player 𝑗 reads: 

 

𝜅𝑖(𝑎𝑖𝑗(ℎ), 𝑏𝑖𝑗(ℎ) = 𝑁)

= 𝜋𝑗(𝑎𝑖𝑗(ℎ), 𝑏𝑖𝑗(ℎ) = 𝑁)

−
𝑚𝑎𝑥 𝜋𝑗(𝑎𝑖𝑗(ℎ), 𝑁)|𝑎𝑖 ∈ 𝐴𝑖 +𝑚𝑖𝑛 𝜋𝑗(𝑎𝑖𝑗(ℎ), 𝑁)|𝑎𝑖 ∈ 𝐸𝑖

2
 

 

 

Hence, given that only 𝑎𝑖 = 𝐴 is the only efficient strategy for player 𝑖 as discussed 

above, it follows that: 

 

𝜅𝑖(𝑎𝑖𝑗(ℎ) = 𝐴, 𝑏𝑖𝑗(ℎ) = 𝑁) = 𝑥4 − 𝑥4 = 0 



 

 

𝜅𝑖(𝑎𝑖𝑗(ℎ) = 𝐵, 𝑏𝑖𝑗(ℎ) = 𝑁) = 𝑥6 − 𝑥4 = −(𝑥4 − 𝑥6) 

 

To find the perceived kindness function, note that (𝑝′′, 𝐴; 1 − 𝑝′′, 𝐵) is the 

probability distribution for the second-order belief of person 𝑖. Hence, we can write 

the perceived kindness function as: 

 

𝜆𝑖𝑗𝑖 (𝑏𝑖𝑗(ℎ) = 𝑁, 𝑐𝑖𝑗𝑖(ℎ)) = 𝜋𝑖 (𝑏𝑖𝑗(ℎ) = 𝑁, 𝑐𝑖𝑗𝑖(ℎ)) −
𝑥1+𝑝

′′×𝑥2+(1−𝑝
′′)×𝑥3

2
. 

 

 

Using (𝑝′′, 𝐴; 1 − 𝑝′′, 𝐵) to compute the expected payoff that player 𝑗 intends to 

give player 𝑖 by doing 𝑏𝑖𝑗(ℎ) = 𝑁, we get: 

 

𝜆𝑖𝑗𝑖 (𝑏𝑖𝑗(ℎ) = 𝑁, 𝑐𝑖𝑗𝑖(ℎ)) = 𝑝
′′ × 𝜋𝑖(𝑏𝑖𝑗(ℎ) = 𝑁, 𝑎𝑖 = 𝐴) + (1 − 𝑝′′) × 𝜋𝑖(𝑏𝑖𝑗(ℎ) = 𝑁, 𝑎𝑖 =

𝐵) −
𝑥1+𝑝

′′×𝑥2+(1−𝑝
′′)×𝑥3

2
. 

 

Which, after substituting the relevant payoffs, becomes: 

 

𝜆𝑖𝑗𝑖 (𝑏𝑖𝑗(ℎ) = 𝑁, 𝑐𝑖𝑗𝑖(ℎ)) = 𝑝
′′ × 𝑥2 + (1 − 𝑝

′′) × 𝑥3 −
𝑥1 + 𝑝

′′ × 𝑥2 + (1 − 𝑝
′′) × 𝑥3

2
 

 

Rearranging, we get: 

 

𝜆𝑖𝑗𝑖 (𝑏𝑖𝑗(ℎ) = 𝑁, 𝑐𝑖𝑗𝑖(ℎ)) = 𝑝
′′ × 𝑥2 + (1 − 𝑝

′′) × 𝑥3 −
𝑥1
2
−
𝑝′′ × 𝑥2 + (1 − 𝑝

′′) × 𝑥3
2

 

 

Taking 𝑝′′ × 𝑥2 + (1 − 𝑝
′′) × 𝑥3 as a common factor and simplifying, we get: 

 

𝜆𝑖𝑗𝑖 (𝑏𝑖𝑗(ℎ) = 𝑁, 𝑐𝑖𝑗𝑖(ℎ)) = −
𝑥1
2
+
𝑝′′ × 𝑥2 + (1 − 𝑝

′′) × 𝑥3
2

< 0 

 

 



 

 

Given the perceived kindness that 𝑖 believes 𝑗 is displaying towards him, and the 

kindness of each possible action that 𝑖 can do, we can write person 𝑖’s utility of both 

actions as: 

 

𝑈𝑖 (𝑎𝑖(ℎ) = 𝐴, 𝑏𝑖𝑗(ℎ) = 𝑁, 𝑐𝑖𝑗𝑖(ℎ)) = 𝑥2 + 𝑌𝑖,𝑗 × (0) × (−
𝑥1
2
+
𝑝′′ × 𝑥2 + (1 − 𝑝

′′) × 𝑥3
2

) = 𝑥2 

 

𝑈𝑖 (𝑎𝑖(ℎ) = 𝐵, 𝑏𝑖𝑗(ℎ) = 𝑁, 𝑐𝑖𝑗𝑖(ℎ)) = 𝑥3 − 𝑌𝑖,𝑗 × (𝑥4 − 𝑥6) × (−
𝑥1
2
+
𝑝′′ × 𝑥2 + (1 − 𝑝

′′) × 𝑥3
2

) 

 

(a)  

 

For person 𝑖 to choose the allocation which gives him the highest payoff (𝑎𝑖 = 𝐴) 

the following condition needs to hold: 

 

𝑈𝑖 (𝑎𝑖(ℎ) = 𝐴, 𝑏𝑖𝑗(ℎ) = 𝑁, 𝑐𝑖𝑗𝑖(ℎ)) > 𝑈𝑖 (𝑎𝑖(ℎ) = 𝐵, 𝑏𝑖𝑗(ℎ) = 𝑁, 𝑐𝑖𝑗𝑖(ℎ)) 

 

Which is equivalent to the following expression: 

 

𝑥2 > 𝑥3 + 𝑌𝑖𝑗 × (𝑥4 − 𝑥6) × (
𝑥1
2
−
𝑝′′ × 𝑥2 + (1 − 𝑝

′′) × 𝑥3
2

) 

 

Isolating 𝑌𝑖,𝑗 in the RHS, the previous expression becomes: 

 

𝑥2 − 𝑥3 > 𝑌𝑖𝑗 × (𝑥4 − 𝑥6) × (
𝑥1
2
−
𝑝′′ × 𝑥2 + (1 − 𝑝

′′) × 𝑥3
2

) 

 

Dividing both sides of the inequality by ((𝑥4 − 𝑥6) × (
𝑥1

2
−
𝑝′′×𝑥2+(1−𝑝

′′)×𝑥3

2
)), 

we get: 

 

𝑌𝑖,𝑗 <
(𝑥2 − 𝑥3)

(𝑥4 − 𝑥6) × (
𝑥1
2 −

𝑝′′ × 𝑥2 + (1 − 𝑝′′) × 𝑥3
2 )

 

 



 

Let’s assume that second-order beliefs are in equilibrium. That is to say, if 

𝑈𝑖 (𝑎𝑖(ℎ) = 𝐴, 𝑏𝑖𝑗(ℎ) = 𝑁, 𝑐𝑖𝑗𝑖(ℎ)) > 𝑈𝑖 (𝑎𝑖(ℎ) = 𝐵, 𝑏𝑖𝑗(ℎ) = 𝑁, 𝑐𝑖𝑗𝑖(ℎ)) then the 

second-order belief that Person 𝑖 has is that Person 𝑗 believes that he’ll player 𝑎𝑖(ℎ) =

𝐴 with certainty. Hence, 𝑝′′ = 1. This would, in turn, give us the following threshold: 

 

 

If 𝑈𝑖 (𝑎𝑖(ℎ) = 𝐴, 𝑏𝑖𝑗(ℎ) = 𝑁, 𝑐𝑖𝑗𝑖(ℎ)) > 𝑈𝑖 (𝑎𝑖(ℎ) = 𝐵, 𝑏𝑖𝑗(ℎ) = 𝑁, 𝑐𝑖𝑗𝑖(ℎ)) and, 

hence, 𝑝′′ = 1, then by substituting 𝑝′′ = 1 in the inequality above, we get: 

 

𝑌𝑖,𝑗 <
2 × (𝑥2 − 𝑥3)

(𝑥4 − 𝑥6) × (𝑥1 − 𝑥2)
 

 

(b) 

 

If the beliefs are in equilibrium, it also follows that, if 𝑈𝑖 (𝑎𝑖(ℎ) = 𝐴, 𝑏𝑖𝑗(ℎ) =

𝑁, 𝑐𝑖𝑗𝑖(ℎ)) < 𝑈𝑖 (𝑎𝑖(ℎ) = 𝐵, 𝑏𝑖𝑗(ℎ) = 𝑁, 𝑐𝑖𝑗𝑖(ℎ)), then the second-order belief that 

Person 𝑖 has is that Person 𝑗 believes that he’ll play 𝑎𝑖(ℎ) = 𝐵 with certainty. Hence, 

𝑝′′ = 0. 

 

If 𝑈𝑖 (𝑎𝑖(ℎ) = 𝐴, 𝑏𝑖𝑗(ℎ) = 𝑁, 𝑐𝑖𝑗𝑖(ℎ)) < 𝑈𝑖 (𝑎𝑖(ℎ) = 𝐵, 𝑏𝑖𝑗(ℎ) = 𝑁, 𝑐𝑖𝑗𝑖(ℎ)) and, 

hence, 𝑝′′ = 0, then by substituting 𝑝′′ = 0 in the inequality above, we get: 

 

𝑌𝑖,𝑗 >
2 × (𝑥2 − 𝑥3)

(𝑥4 − 𝑥6) × (𝑥1 − 𝑥3)
 

 

QED. 
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