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Abstract

In recent years, there has been rapid progress in computing performance and
communication techniques, leading to a surging interest in artificial intelli-
gence. Artificial intelligence aims to achieve human intelligence by making
a machine think. However, current machine learning and optimisation tech-
niques are far from fully accomplishing this, suffering from several limitations.
For example, humans can learn a new concept quickly from very few exam-
ples, while artificial intelligence algorithms usually require a large number of
examples to extract useful patterns. To tackle this issue, the computer science
community has recently delved into the challenge of learning from very lim-
ited data, also known as few-shot learning.

Few-shot image classification is the most studied research field of few-shot
learning, which attempts to learn a new visual concept from limited labelled
images. The conventional deep learning techniques cannot be simply applied
to solve the problem, hindered by two core issues of few-shot learning, namely
lack of information and intrinsic uncertainties. Lack of information is related
to the insufficient visual patterns in limited training data, and intrinsic uncer-
tainties are reflected by unrepresentative examples and background clutters.
To tackle the problems, recent approaches mostly incorporate meta-learning
methods which learn the general knowledge about how to make a few-shot
learning process easier and quicker from a collection of learning tasks. How-
ever, existing meta-learning approaches mostly focus on either of the two key
problems of few-shot image classification. Very few existing works consider
both of them at the same time. Therefore, there is a need for developing
novel meta-learning approaches that take into account both problems simulta-
neously for few-shot image classification.

The thesis focuses on developing novel strategies of meta-learning approaches
for few-shot image classification through three progressive stages, with the
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goal of addressing the aforementioned two core issues concurrently from dif-
ferent perspectives. In the first stage, we tackle the two main problems from
the viewpoint of maximising the use of limited training data. Concretely, we
propose learning to aggregate embeddings based on a channel-wise attention
module. In this stage, we assume the embeddings after feature extraction con-
sist of sufficient useful features. However, a feature extraction process could
also lose relevant features. Hence, in the second stage, we target making sure
as many useful features as possible can be extracted during a feature extrac-
tion process. Specifically, we design a spatial attention-based adaptive pooling
module, in which a learnable pooling weight generation block is trained to as-
sign different pooling weights to the features at different spatial locations. To
further improve the classification performance, in the third stage, we leverage
auxiliary information, such as saliency maps which can highlight the target
object in an image, to compensate for the lack of information and mitigate
background clutters. A comprehensive exploration of the suitable auxiliary
information and how to effectively use it is provided.

In summary, the research presented here introduces novel strategies of meta-
learning approaches for few-shot image classification, addressing its two core
issues from three different perspectives. The conducted works provide in-
sights and solutions about how to effectively overcome the lack of informa-
tion and intrinsic uncertainties on few-shot image classification. Our proposed
methods lead to competitive results on various few-shot learning benchmarks
with respect to the state-of-the-art. Besides, they contribute new meta-learning
strategies that deal with the two main problems of few-shot image classifica-
tion simultaneously to the few-shot learning research community.
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Chapter 1

Introduction

Artificial Intelligence (AI) aims to achieve human intelligence by making a ma-
chine think (Goodfellow, Bengio, and Courville, 2016). Due to the advance
progress of computing performance and communication techniques, AI has
drawn widespread attention and has been applied in many real-world prob-
lems, such as robotics (Thrun et al., 2006), natural language processing (Bah-
danau, Cho, and Bengio, 2015), computer vision (Lake, Salakhutdinov, and
Tenenbaum, 2015) or scheduling problems (Shahvari and Logendran, 2017).
Machine Learning (ML), serving as one of the core research fields in AI, has
been developed dramatically. However, current ML techniques suffer from a
few main limitations to make AI really intelligent. For example, existing algo-
rithms are still designed by experts that manually choose suitable algorithm
components and hyper-parameters in order to achieve good performance. Be-
sides, existing algorithms are normally tailored to specific tasks and lack the
generalisation ability to perform well on an unseen task. In addition, existing
ML algorithms usually require a large amount of data to extract patterns in a
time-consuming manner.

To address the aforementioned main limitations, ML has been interacting with
itself by adding a new layer that applies an ML algorithm to assist another
on problem-solving, which is also known as meta-learning (Vilalta and Drissi,
2002; Song, Triguero, and Özcan, 2019). Meta-learning uses high-level ML
algorithms to extract general knowledge about how to make an ML process
easier and quicker from a range of ML tasks (Vilalta and Drissi, 2002). This is
similar to human learning that accumulates experience on how to learn effi-
ciently from diverse learning processes. It has been applied in various fields of
ML, such as AutoML (Hutter, Kotthoff, and Vanschoren, 2019), recommender
systems (Lu, Fang, and Shi, 2020), and few-shot learning (Finn, Abbeel, and
Levine, 2017).
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Meta-learning has been targeting various limitations of current ML algorithms.
For example, to reduce human involvement on the design of an ML algorithm,
ML methods have been used to learn the mapping between algorithm con-
figuration and performance, so that, the best-performing algorithm configura-
tion can be selected for an ML (Hutter, Kotthoff, and Vanschoren, 2019). To
improve the generalisation ability of an ML algorithm on unseen tasks, high-
level ML methods have been introduced to extract general knowledge about
how to select task-specific algorithm components for an ML algorithm (Ore-
shkin, López, and Lacoste, 2018). The work presented in this thesis focuses on
the aforementioned interactions between ML and ML.

Recently, the limitation that existing ML algorithms usually require a large
amount of data has drawn widespread attention in the meta-learning research
field. This is driven by the fact that humans can quickly learn a new con-
cept from few samples while ML fails to do so. Note that this limitation is
also related to generalisation ability, since an ML model trained on limited
samples usually cannot generalise well to new test samples. To fill the gap,
the relatively new research field of few-shot learning has emerged, targeted
at learning quickly only from a limited number of labelled samples (Fei-Fei,
Fergus, and Perona, 2006; Lake, Salakhutdinov, and Tenenbaum, 2015). In
this scenario, standard ML algorithms cannot perform well due to the inad-
equate available information, so that, meta-learning is usually introduced to
learn general knowledge about how to effectively learn from a limited number
of training samples to generalise well on an unseen task. Few-shot learning has
been studied in multiple fields, such as computer vision (Fei-Fei, Fergus, and
Perona, 2006), natural language processing (Han et al., 2018) and robotics (Xie
et al., 2018). The research presented in this dissertation focuses on a specific
few-shot learning problem, few-shot image classification. Overall, the goal of
this thesis is to develop novel strategies for meta-learning approaches on few-
shot image classification.

Having defined the scope of this Ph.D, the remainder of this chapter will present
the basic concepts and structure of the conducted research. The fundamentals
of meta-learning and few-shot learning are given in Section 1.1. Then, the mo-
tivation for our research along with the research questions are discussed in
Section 1.2. The contributions of the thesis are outlined in Section 1.3. Finally,
the structure of the whole thesis is summarised in Section 1.4.
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1.1 Meta-Learning for Few-Shot Image Classifica-

tion

Image classification is one of the core tasks of computer vision that classifies
an image into one of the target categories. It has been widely applied in many
real-world problems, such as fingerprint identification (Peralta et al., 2015) or
face recognition (Hu et al., 2015). Traditional methods for image classification
generally include two stages, feature extraction and classification (O’Mahony
et al., 2019). In the feature extraction stage, a raw image is transformed into
informative low-dimensional numerical features. In the classification phase, a
classifier is learned to make predictions based on the extracted features. Re-
cently, deep learning approaches have combined the two stages into a single
one via training convolutional neural networks (CNNs) (LeCun, Bengio, et
al., 1995) in an end-to-end manner and achieved state-of-the-art performance.
However, there still remain challenging problems, such as multi-label (Wang
et al., 2016), imbalanced (Huang et al., 2016) or few-shot image classification
(Fei-Fei, Fergus, and Perona, 2006) which is our research focus.

Few-shot learning is the problem of making predictions based on a limited
number of training samples (Fei-Fei, Fergus, and Perona, 2006; Lake, Salakhut-
dinov, and Tenenbaum, 2015; Vinyals et al., 2016). The underlying idea of few-
shot learning is driven by the gap between human learning and ML. Humans
have the ability to quickly learn new knowledge from very few samples, while
ML approaches fail to do so, often requiring large numbers of samples to ex-
tract useful patterns. Besides, in many real-world applications, such as classi-
fication of rare species or recommending items for newly registered users in a
recommender system, it is impractical to collect many samples of rare species
or much history data of new users, so that, an ML approach being able to
learn from few samples without overfitting is needed. This also facilitates the
development of few-shot learning. Another application scenario of few-shot
learning is labelling tons of unlabelled data only based on limited manually
labelled data. Compared to standard learning, few-shot learning only relies on
limited manually labelled data to learn to make a prediction, which reduces a
great deal of the labour costs. Few-shot learning has been widely studied in
many research fields, including computer vision (Fei-Fei, Fergus, and Perona,
2006; Lake, Salakhutdinov, and Tenenbaum, 2015), natural language process-
ing (Sun et al., 2019b; Han et al., 2018), audio signal processing (Wang et al.,
2020), robotics (Xie et al., 2018) and medicine (Tian et al., 2020a). The research
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interests of this thesis lie in few-shot image classification problems.

An example of a few-shot image classification task is shown in Figure 1.1. To
learn a new visual concept from very few labelled images, conventional ML al-
gorithms need to train repeatedly on the few available labelled samples. Since
the number of available training samples is so small, normally ranging from
one to ten, the few training samples usually cannot provide enough visual
patterns for training a model to generalise well to test samples. To address the
issue, it is natural to think about introducing data augmentation techniques
(Shorten and Khoshgoftaar, 2019) to enrich the visual patterns of few train-
ing data by modifying the original images through geometric transformations
or colour jitter. However, these augmentations still rely on the training sam-
ples and the expanded visual patterns would not be diverse enough from the
original ones. Therefore, when the training data is very limited, the expanded
visual patterns in the augmented data are still not enough to train a model to
generalise well.

Training set

Test set

Class 0 Class 1 Class 2 Class 3 Class 4

Class ? Class ? Class ? Class ?

FIGURE 1.1: An example of a few-shot image classification task.
There are five classes of images in the training set, namely, trifle,
malamute, vase, lion and hourglass from left to right. Only one
training sample is provided for each of the five classes. The target
is to correctly classify each sample in the test set into its real class.

Humans can learn a new visual concept quickly from a few examples by adapt-
ing previous experiences to a new learning task. Inspired by this, most of the
existing approaches tackle few-shot learning problems by incorporating pre-
learned knowledge from some other learning tasks. To compensate for the
lack of visual patterns in few training samples, a feature extractor is usually
pre-trained on a large extra data set via multi-class classification. Then the
pre-trained feature extractor having a good knowledge of extracting various
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patterns can be transferred to a new few-shot learning task, in which the cat-
egories have not been seen during the pre-training process. However, when
fine-tuning the pre-trained feature extractor on a new few-shot learning task,
the limited training samples could still cause overfitting problems. Therefore,
meta-learning is normally introduced to improve the generalisation ability.
Meta-learning (Vilalta and Drissi, 2002), also known as learning to learn, is
inspired by the way of human learning, in which humans can quickly adapt
already known knowledge to learn a new concept. As shown in Figure 1.2,
generally, meta-learning incorporates an ML algorithm in the meta-level to ex-
tract meta-knowledge from a collection of base learning tasks, and then use
this meta-knowledge to assist unseen base learning tasks comprising novel
categories. The meta-knowledge can be of various types related to a base
learning process, such as how to select algorithms (Brazdil, Soares, and Da C.,
2003), tune hyper-parameters (Lorraine and Duvenaud, 2017), train a model
(Andrychowicz et al., 2016), learn an algorithm component (Sung et al., 2018)
or learn to transfer knowledge (Wang, Ramanan, and Hebert, 2017).

Base task 1

Training set Test set
Meta-training on a large extra data set

Training set Test set

Base task 2

Base task n

 Meta-level

 Meta-knowledge:
● A good initialisation
● A distance metric
● How to augment data
● ……

 Base-learner

 Meta-learner

 Assist

An unseen task

 Base-level

 Base-learner

FIGURE 1.2: An illustration of meta-learning framework. Dur-
ing meta-training, a specific type of meta-knowledge is extracted
by a meta-learner from a number of base learning tasks. During
meta-testing phase, the target is to make correct predictions with
the help of the meta-knowledge on an unseen task consisting of

novel categories.
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In order to improve the generalisation ability of a classification model on an
unseen few-shot learning task, existing meta-learning approaches learn vari-
ous types of meta-knowledge from a number of few-shot learning tasks, then
transfer the meta-knowledge to the unseen few-shot task to prevent overfit-
ting (Sung et al., 2018; Finn, Abbeel, and Levine, 2017). Generally speak-
ing, these approaches can be classified into three main categories: (1) Fast
parameterisation-based approaches learn to quickly fine-tune a learner or pre-
dict the parameters of a learner for each particular few-shot learning task (Finn,
Abbeel, and Levine, 2017); (2) Obtaining more data-based approaches learn
the meta-knowledge of how to generate more data using generative models or
data augmentation algorithms (Wang et al., 2018b), or how to leverage auxil-
iary information (Xing et al., 2019); (3) Metric learning-based approaches ad-
dress few-shot learning by comparing the similarities in a learned metric space
(Snell, Swersky, and Zemel, 2017). Specifically, they learn a general feature ex-
tractor to transform the training and test examples into embeddings, then as-
signed a test embedding to its nearest training class based on a distance metric.

1.2 Motivation and Objectives

Few-shot learning is now a classic problem (Fei-Fei, Fergus, and Perona, 2006).
The pioneering research works address this by generative models with prior
knowledges, such as the pre-trained ML models on some extra categories (Fei-
Fei, Fergus, and Perona, 2006) or the strokes of hand-written characters (Lake,
Salakhutdinov, and Tenenbaum, 2015). With the success of deep learning tech-
niques, there is a surge of interest in utilising deep learning models to tackle
few-shot image classification via a meta-learning approach. However, more
and more recent approaches focus more on designing complex meta-learning
approaches to improve performance on benchmarks and pay less attention
to analyse the essential issues and challenges of few-shot image classification
(Chen et al., 2018). In this section, we explain the few-shot image classification
problem and existing approaches that confront it from the perspectives of its
core issues.

In a specific few-shot image classification task, a classification model could
easily fall into overfitting (Snell, Swersky, and Zemel, 2017), because there are
only a limited number of training samples available for each category. There-
fore, the lack of information about the categories in a few-shot learning task
is a core issue for few-shot image classification. In addition, since the few
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training samples are collected from a specific distribution of each category in
a few-shot learning task, there is a certain probability that some training sam-
ples cannot properly represent the large population of its category. For ex-
ample, as shown in Figure 1.3 (a), a boxer dog is wrapped by a towel and a
malamute dog only shows its back. They cannot represent a larger population
of their respective categories. Besides, there are sometimes some background
clutters in an image (Yan, Zhang, He, et al., 2019) as exhibited in Figure 1.3 (b).
These interferences could deteriorate the performance on a few-shot learning
task. Therefore, the intrinsic uncertainties reflected by unrepresentative train-
ing samples or background clutters in an image belong to another core issue
of few-shot image classification. The aforementioned issues may not hinder a
good performance on standard learning tasks, because plenty of training data
provides adequate information and normally follows a stable data distribu-
tion, so that, a well-trained robust model can be obtained. However, when
training data is insufficient, lack of information could hinder an ML algorithm
to extract adequate patterns and the negative influence of uncertainties will
be amplified. Therefore, an approach to tackle few-shot image classification
should be able to overcome the lack of information and suppress the influence
of intrinsic uncertainties.

…… ……

(a) unrepresentative samples (b) background clutters

FIGURE 1.3: Examples of two types of intrinsic uncertainties.

Existing methods mostly tackle few-shot image classification from either of the
aforementioned core issues. Very few of them take into account both of the core
issues at the same time. Since limited training samples could lead to overfit-
ting problems, to overcome a lack of information on a specific task, existing ap-
proaches mostly work towards designing meta-learning strategies to prevent
overfitting. Some of them enlarge the small training set of a few-shot learning
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task by introducing additional data from a data generation approach (Wang
et al., 2018b) or a data augmentation method (Chen et al., 2019a). Note that
these data generation and augmentation methods do not only rely on the few
training samples in a few-shot task, but also leverage data from a large extra
data set to make the generated samples more diverse from the original ones.
Besides, some other approaches introduce auxiliary information related to a
few-shot task, such as semantic features of the categories in a task (Xing et al.,
2019), to assist image data in a few-shot learning task. Some other works con-
centrate on increasing the generalisation ability by learning to design adaptive
or general algorithm components, such as task-specific margin loss (Li et al.,
2020a) or general initial model parameters for fast adaptation (Finn, Abbeel,
and Levine, 2017).

To tackle the issue of intrinsic uncertainties, some existing approaches employ
an attention mechanism, which is a technique to tell a machine learner where
to focus, to weaken the effect of the unrepresentative samples (Yan, Zhang, He,
et al., 2019). Some other methods introduce auxiliary information to help mit-
igate background clutters (Zhang, Zhang, and Koniusz, 2019). To the best of
our knowledge, there are only two prior works considering both of the core is-
sues together (Zhang, Zhang, and Koniusz, 2019; Wertheimer and Hariharan,
2019). However, they only address the issues by introducing auxiliary infor-
mation to mitigate background clutters. We argue that the two core issues can
be tackled from several different perspectives, namely maximising the use of
training samples, feature extraction and auxiliary information.

• From the point of view of maximising the use of training samples, an
ideal approach for few-shot image classification should be able to re-
duce the negative influence of unrepresentative samples, at the same
time, leverage as much as useful information of limited training samples.
When tackling the unrepresentative samples, existing methods generally
use an attention mechanism to assign lower weights to them. However,
an unrepresentative sample may actually include some useful features,
which could help strengthen a part of the class representation. For exam-
ple, as shown in Figure 1.3 (a), although the unrepresentative boxer dog’s
body is hidden in a towel, its face is still clearly displayed, which could
provide useful information to learn a robust class representation. In this
thesis, we hypothesis that it would be better to perform attention in the
feature level, so that, more useful information could be preserved. Be-
sides, since samples of different classes may share some similar features,
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to maximise the utility of available information in the training samples,
it deserves to explore leveraging training information from other classes
to strengthen a class representation in multi-class few-shot image classi-
fication.

• From the perspective of feature extraction, existing methods mostly tend
to ignore that the widely used CNNs may lose useful information during
feature extraction on few-shot image classification problems. For exam-
ple, the commonly used max-pooling and average-pooling operations
in CNNs are essentially lossy processes. When labelled data is limited,
training samples may not be representative. The trained convolutional
block may extract irrelevant features, and therefore the subsequent pool-
ing operation may lose relevant features (max-pooling) or mix up rele-
vant and irrelevant features (average-pooling), which would affect clas-
sification performance. In addition, the commonly used pooling tech-
niques perform pooling independently in different channels and ignore
the correlation between the features at the same spatial location in differ-
ent channels, which may lose the information of spatial importance. We
hypothesis that it would be better to consider spatial importance during
a pooling operation, so that, the features in background clutters would
be excluded. Therefore, the CNNs based feature extraction process needs
to be promoted to avoid losing useful information and take into account
spatial importance to suppress background clutters during feature ex-
traction on few-shot image classification.

• From the viewpoint of auxiliary information, existing approaches usually
introduce additional knowledge, such as semantic data (Xing et al., 2019)
or manually assigned attributes (Tokmakov, Wang, and Hebert, 2019), to
compensate for the lack of information. As far as we know, two previous
works attempt to deal with the two key problems of few-shot image clas-
sification simultaneously (Zhang, Zhang, and Koniusz, 2019; Wertheimer
and Hariharan, 2019). They first introduce auxiliary information, such as
annotated bounding boxes (Wertheimer and Hariharan, 2019) or a pre-
trained Saliency Object Detection (SOD) model (Zhang, Zhang, and Ko-
niusz, 2019), to compensate lack of information, and then use the intro-
duced information to assist a feature extractor to distinguish the target
object and background clutter in an image. They both propose a specific
strategy to leverage such information. However, a comprehensive explo-
ration of what is suitable auxiliary information and how to effectively
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leverage it to mitigate background clutters in few-shot image classifica-
tion remains unexplored to date. The research presented here addresses
this gap.

The above raised research gaps motivate us to develop novel strategies for
meta-learning approaches that reduce uncertainties and mitigate the lack of
information in a task to improve the performance of few-shot image classifica-
tion. Based on this, three research questions are presented as follows:

• Are limited training samples, especially unrepresentative samples, suf-
ficiently exploited in few-shot image classification by existing attention
mechanism-based approaches?

• Are commonly used pooling operations, such as max-pooling and average-
pooling, suitable for few-shot image classification? Is it possible to design
a downsampling strategy to avoid losing useful information and mean-
while mitigate background clutters during feature extraction?

• Is it possible to provide a comprehensive exploration on leveraging aux-
iliary information from computer vision tasks to help a feature extractor
focus more on the target object for few-shot image classification?

Based on the motivations and research questions, we summarise the main aim
of this thesis as: To develop novel strategies for meta-learning approaches
that can mitigate the intrinsic uncertainties and overcome the lack of infor-
mation for few-shot image classification. To achieve this goal, we derive three
main research objectives, namely:

• Objective 1: To improve few-shot image classification by designing novel
strategies that are able to reduce the negative influence of unrepresen-
tative samples and meanwhile leverage as much useful information of
training samples as possible.

• Objective 2: To improve the lossy pooling operation in few-shot image
classification by developing a new downsampling strategy to avoid los-
ing useful information and diminish the impact of background clutters
during feature extraction.

• Objective 3: To provide a thorough exploration of suitable auxiliary in-
formation for compensating the lack of information and beneficial ways
to leverage it to lessen the harmful effect of background clutters for few-
shot image classification.
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1.3 Contributions

The work presented in this dissertation focuses on an exploration of novel
strategies of meta-learning approaches for few-shot image classification, which
has produced one of the largest and most consolidate bodies of research in
few-shot learning. After completing a whole review of the state-of-the-art ap-
proaches for few-shot image classification problems, three research stages are
completed following a progressive order. The main contributions of this thesis
are:

• A novel meta-learning approach that learns to aggregate embedddings
(L2AE) for few-shot image classification. The method takes full advan-
tage of the few training samples in a few-shot image classification task.
This is accomplished by learning to aggregate useful convolutional fea-
tures and suppress noisy ones based on a channel-wise attention mecha-
nism, which demonstrates competitive results compared to the state-of-
the-art.

• A new adaptive pooling (Ada-P) method for feature extraction on few-
shot image classification. The specifically designed pooling operation
learns to assign adaptive pooling weights to each embedding, which can
avoid discarding useful information or pay more attention to the salient
regions in different convolutional layers. This module is lightweight and
can be used as a plug-and-play tool to assist future research works on
few-shot image classification. The experimental results on three widely
used benchmarks demonstrate the effectiveness and superiority of our
method.

• A comprehensive exploration of applying diverse methods to leverage
various types of auxiliary information on few-shot image classification.
Based on this, we identify the most suitable auxiliary information and
the appropriate ways to leverage it to assist few-shot image classifica-
tion, which is named as the saliency object detection (SOD) module. The
thorough study could provide guidelines on how to mitigate background
clutters for better performance, which has been empirically demonstrated
by the improvements made by incorporating the identified most benefi-
cial auxiliary information into several existing methods for few-shot im-
age classification.
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The aforementioned contributions are part of or included in the following list
of works completed during the Ph.D studies with publicly available code1:

• Heda Song, Isaac Triguero, Ender Özcan, A review on the self and dual
interactions between ML and optimisation, Progress in Artificial Intelli-
gence 8, pp. 143–165, 2019.
The content of this paper is covered in Chapter 2.

• Heda Song, Mercedes Torres Torres, Ender Özcan, Isaac Triguero, L2AE-
D: Learning to Aggregate Embeddings for Few-shot Learning with Meta-
level Dropout, Neurocomputing 442, pp. 200–208, 2021.
The content of this paper is covered in Chapter 2 and Chapter 3.

• Heda Song, Bowen Deng, Michael Pound, Ender Özcan, Isaac Triguero,
A Fusion Spatial Attention Approach for Few-shot Learning, Information
Fusion 81, pp. 187–202, 2022.
The content of this paper is covered in Chapter 2 and Chapter 4 and
Chapter 5.

1.4 Structure of the Thesis

The structure of this thesis is outlined as follows:

• Chapter 1 has presented a broad introduction of the main topic of the
research work presented in this thesis. Besides, the motivations and sev-
eral research objectives of our research works have been provided. In the
end, the contributions of the conducted works have been summarised.

• Chapter 2 has provided the necessary background of the research works
conducted across the different stages of this thesis. Concretely, a global
overview of the interactions between ML and optimisation, and a com-
prehensive review on meta-learning approaches for few-shot image clas-
sification have been presented. Some fundamental knowledge about
ML, optimisation and computer vision have also been introduced in this
chapter.

• Chapter 3 has described the proposed method for maximising the usage
of the limited training samples in a few-shot image classification task.
A channel-wise attention mechanism has been learned to assign larger
weights to useful feature maps and smaller weights to noisy ones.

1https://github.com/Heda-Song/PhD-code

https://github.com/Heda-Song/PhD-code
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• Chapter 4 has introduced the developed spatial attention based adaptive
pooling module for few-shot image classification, in which a learnable
pooling weight generation block was trained to assign different pooling
weights to the features at different spatial locations for each individual
embedding.

• Chapter 5 has provided a thorough exploration of leveraging different
types of auxiliary information to assist few-shot image classification. The
found most suitable auxiliary information and the best way to incorpo-
rate it into few-shot image classification have been further introduced
into various few-shot learning approaches to demonstrate improvements.

• Chapter 6 has concluded the main contributions of the conducted re-
search works in the thesis reflecting our research objectives. The limita-
tions have been analysed, and based on those, we have pointed out a few
potential research directions for future work.
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Chapter 2

Background

AI refers to a broad field of science consisting of multiple disciplines. ML is
one of the growing fields of AI with an enormous number of computer sci-
ence applications. The ML techniques aim to learn knowledge from data or
experience. To apply them automatically and make AI really intelligent, ML
techniques are frequently hybridised, interacting with itself. Such approach is
also known as meta-learning or learning to learn. It has been widely applied
to tackle one of the most challenging problems of AI, learning from a limited
number of training samples. This thesis delves into meta-learning methods for
few-shot image classification.

In this chapter, the essential background and related works are provided. First,
the basic concepts about ML are presented in Section 2.1. Then, a broad overview
of the studies on meta-learning are presented in Section 2.2. Afterwards, Sec-
tion 2.3 places some fundamentals of computer vision, covering all the com-
puter vision techniques used in the research of this thesis. After that, the few-
shot image classification problems are formulated, the common settings re-
lated to the experiments for few-shot image classification are introduced, and
an overview of existing meta-learning approaches for few-shot image classi-
fication is presented in Section 2.4. Finally, we summarise the background
knowledge presented in this chapter in Section 2.5.

2.1 Machine Learning Fundamentals

This section explains the concepts of ML at an introductory level. ML is the
study of computer algorithms that can improve automatically through expe-
rience and by the use of data. Concretely, an ML algorithm learns from ex-
perience E related to a task T and its performance is evaluated by a metric P.
Its performance at T improves according to P after experience E (Goodfellow,
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Bengio, and Courville, 2016). Depending on the available information of an
ML problem, ML tasks can be generally classified into four categories:

• Supervised Learning: The values of input variables and their correspond-
ing values of output variables are known. The learning process is to
automatically find some regularities between input variables and out-
put variables. Depending on different learning tasks, supervised learn-
ing can be further categorised into classification and regression. Classi-
cal supervised learning algorithms include logistic regression (Hosmer,
Lemeshow, and Sturdivant, 2013), neural networks (NNs) (Rumelhart,
Hinton, and Williams, 1986), support vector machines (SVMs) (Cortes
and Vapnik, 1995), decision trees (DTs) (Quinlan, 1986), k-nearest neigh-
bours (k-NN) (Fix and J., 1952).

• Unsupervised Learning: The values of input variables are known while
the values of output variables are unknown. The learning task is to find
some hidden patterns within the data based on input variables. An ex-
ample of unsupervised learning is clustering, which learns the distri-
bution of data to gather the samples into different groups. Represen-
tative unsupervised learning algorithms are k-means (Lloyd, 1982), au-
toencoders (Hinton and Salakhutdinov, 2006) or generative adversarial
networks (Goodfellow et al., 2014).

• Semi-supervised Learning falls between supervised learning and unsu-
pervised learning. The values of input variables are known while a part
of the values of output variables are unknown. The unknown values
of output variables can normally produce considerable improvements
when learned with the known values. Several representative methods
include generative models (Kingma et al., 2014) and low-density separa-
tion (Chapelle and Zien, 2005).

• Reinforcement Learning (RL) aims at choosing the most suitable ac-
tion at a specific state in an environment to maximise the cumulative re-
ward (Sutton and Barto, 1998). Classic RL algorithms include Q-Learning
(Watkins and Dayan, 1992), Monte Carlo RL (Bouzy and Chaslot, 2006),
SARSA (Rummery and Niranjan, 1994).
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2.2 Meta-Learning: self interactions between ML and

itself

ML has been extensively studied and boost the development of AI, however,
it still suffers from several limitations, such as choosing the best set of param-
eter values and algorithm components based on human experience for im-
proved performance, the learning process requiring expensive computation,
developed solution becoming tailored only to the specific tasks handled and
not generalising well to the unseen problems, and more. To address the lim-
itations, ML has been interacting with itself for better performance as shown
in Figure 2.1. Specifically, researchers filled the gap by applying another ML
algorithm at a meta-level to learn meta-knowledge from fulfilling base-level
ML tasks and then using the learned meta-knowledge to guide unseen ones.
Such an approach is called meta-learning, also known as learning to learn.
We provide a categorisation of meta-learning approaches based on the type of
meta-knowledge as shown in Figure 2.1.

FIGURE 2.1: Interaction between ML and itself.

• Learn to select algorithms. To reduce human involvements, some meta-
learning approaches use a meta-level ML algorithm to learn how to auto-
matically select appropriate algorithms for an ML task (Gama and Brazdil,
1995; Brazdil, Soares, and Da C., 2003). Generally, these methods learn
a classifier that determines a specific ML algorithm or a ranking of ML
algorithms based on the characteristics of a task (Rendell and Cho, 1990;
Brazdil, Soares, and Da C., 2003), or a regression model that captures the
mapping between the characteristics of ML tasks and algorithm perfor-
mance (Gama and Brazdil, 1995).

• Learn to tune hyper-parameters. Some meta-learning approaches learn
how to tune hyper-parameters for an ML algorithm by extracting the



18 Chapter 2. Background

mapping between hyper-parameters and algorithm performance (Lor-
raine and Duvenaud, 2017; Baker et al., 2017). Then hyper-parameter
tuning can be conducted efficiently based on the learned mapping.

• Learn to train a model. Model training is the core of ML and typically
relies on a manually designed optimisation algorithm, such as gradient-
based methods. For the sake of faster convergence and better perfor-
mance, some meta-learning approaches learn how to train an ML model
through learning an ML model to update the parameters of a base ML
model based on the gradient information (Andrychowicz et al., 2016), or
directly generate adaptive model parameters (Ha, Dai, and Le, 2016).

• Learn an algorithm component. An algorithm component can be seen
as a discrete hyper-parameter of an ML algorithm. Some meta-learning
methods substitute a hand-designed algorithm component, such as an
activation function in NNs or a splitting criterion in DTs, with an ML
model, so that, the learned algorithm component can be tailored to a
specific task and contribute to better performance (Vercellino and Wang,
2017; Xiong, Zhang, and Zhu, 2017).

• Learn to transfer knowledge. To achieve a high generalisation ability,
some works in the meta-learning field focus on how to effectively transfer
knowledge across ML tasks. They aim to learn common meta-knowledge
that can be shared across different but related tasks (Wang, Ramanan,
and Hebert, 2017; Frans et al., 2018). Some of them delve into a specific
challenging problem, few-shot image classification, which is also our re-
search focus. A thorough overview of this topic is presented in Section
2.4.6.

2.3 Computer Vision Fundamentals

This section introduces all the computer vision techniques that are thoroughly
applied in the experiments developed in the following chapters. Concretely,
we first present the materials concerning the basics of image classification in
Section 2.3.1. Then, attention mechanisms applied in the computer vision field
are investigated and compared with ours in Section 2.3.2. Afterwards, several
related detection techniques for images used in our work, namely edge detec-
tion, object detection and saliency object detection, are introduced in Section
2.3.3.
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2.3.1 Image Classification

Image classification is one of the main tasks of computer vision, categorising an
image into one of the target categories. There are various real-world problems
of image classification, such as fingerprint identification (Peralta et al., 2015)
or face recognition (Hu et al., 2015). As stated before, traditional methods
for image classification generally include two stages, feature extraction and
classification (O’Mahony et al., 2019). In the feature extraction stage, a raw
image is transformed into informative low-dimensional numerical features. In
the classification stage, a classifier is learned to make predictions based on the
extracted features.

Recently, due to the progress of computing power, deep learning approaches
have developed dramatically and combined the aforementioned two stages
into a single one by training a deep model in an end-to-end manner and achieved
state-of-the-art performance. Deep-learning methods are representation-learning
methods with multiple levels of representation, obtained by composing sim-
ple but non-linear modules that each transform the representation at one level
(starting with the raw input) into a representation at a higher, slightly more
abstract level (LeCun, Bengio, and Hinton, 2015). Convolutional Neural Net-
works (CNNs) are one of the most popular deep learning architectures and
have been widely applied in computer vision problems, such as image classifi-
cation (LeCun, Bengio, et al., 1995) and object detection (Girshick et al., 2014).
In the following subsection, the characteristics of CNNs are examined.

Convolutional Neural Networks

CNNs are a specialised kind of neural networks for processing data that has
a known grid-like topology (LeCun, Bengio, et al., 1995), such as time series
with 1D grid, and images with a 2D grid of pixels, as shown in Figure 2.2.
Normally, there are two main types of layers to build up the architecture of
CNNs, namely convolutional layer and pooling layer. We introduce their re-
spective operation and characteristic as follows:

• Convolutional layer: The input of this layer is a set of feature maps. The
convolution operation is performed on the input with the use of a set of
filters/kernels to obtain a new set of feature maps as the output of this
layer. Each new feature map corresponds to an output channel. The fil-
ters/kernels are learnable parameters determined by a training process.
Compared to fully connected (FC) NNs, in which every neuron in one
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15 17 16 14 12 16 18 19 17 16

(b) An image with a 2D grid of pixels, each 
pixel is represented by a real number

(a) A time series with 1D grid

FIGURE 2.2: Examples of data with grid-like topologies.

layer is connected to every neuron in the next layer, convolution oper-
ation usually leads to much fewer learnable parameters due to its main
characteristic of sparse interactions and parameter sharing. The sparse
interaction is accomplished by making the size of filters/kernels smaller
than the input. The parameter sharing is conducted by learning a set of
shared filters/kernels across all the locations on the input, rather than
specific filters/kernels for each location.

• Pooling layer: This layer summarises locally extracted features into statis-
tics (Vladimir and Vladimir, 2015). It is an important component in
CNNs in order to reduce the number of parameters and computational
burden, and improve the translation invariance of the network. The
most commonly used pooling techniques are max-pooling and average-
pooling, which downsample each sub-region by taking either the max or
mean value of that sub-region. These two methods are simple and effec-
tive but have their own drawbacks. Max-pooling may lose useful infor-
mation while average-pooling ignores the importance of relevant and ir-
relevant features. To address the issues, a few works have been proposed
that explore a better way of pooling by theoretical analysis (Boureau,
Ponce, and LeCun, 2010), using overcomplete rectangular pooling blocks
(Jia, Huang, and Darrell, 2012), learning a linear combination or gated
mask of max and average pooling (Lee, Gallagher, and Tu, 2016), consid-
ering overlapping between adjacent pooling regions (Krizhevsky, Sutskever,
and Hinton, 2012), introducing detail-preserving image downscaling method
(Saeedan et al., 2018), etc.
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To make a final classification after the last convolutional block, one or few FC
layers followed by a softmax function are usually concatenated to produce a
probability distribution over all classes. Alternatively, we can compare the
similarity between a test sample’s embedding (a set of feature maps) and each
class of training samples’ embeddings from the last convolutional block, and
classify the test sample into its nearest class based on a distance function, such
as cosine distance, or a learned distance metric. This research field is also
known as metric learning (Kulis et al., 2012). A number of research works
on few-shot image classification belong to this field.

Since deep CNNs could suffer from the overfitting problem, the dropout tech-
nique is usually introduced to address the issue. The key idea is to randomly
drop part of the units of neural networks during training and use the whole
networks for testing, which can also be seen as a form of model averaging
(Srivastava et al., 2014). Although the shared-filter architecture of CNNs de-
creases the number of model parameters which can reduce the model’s capac-
ity to overfit. Still, the experimental results in (Srivastava et al., 2014) show
performing dropout in convolutional layers can prevent overfitting and fur-
ther improve the performance on image recognition tasks. Some later works
propose specific dropout techniques for the shared-filter architecture of CNNs
by randomly dropping the entire feature maps (Tompson et al., 2015) or con-
tinuous regions in a feature map (Ghiasi, Lin, and Le, 2018). In this work, we
apply dropout techniques to regularise the CNNs based feature extractor for
few-shot image classification.

Recently, various improvements to the classic architecture of CNNs have been
proposed, such as AlexNet (Krizhevsky, Sutskever, and Hinton, 2012), VGG
(Simonyan and Zisserman, 2014), ResNet (He et al., 2016), DenseNet (Huang
et al., 2017), EfficientNet (Tan and Le, 2019), to make CNNs deeper and more
scalable to large and complex problems. ResNet is one of the most successful
architectures, which utilises skip connections or shortcuts to jump over some
layers. It has been widely selected as a backbone for comparisons on different
methods in the few-shot image classification field. Following the same setting,
we also choose it as a backbone in our experiments.

2.3.2 Attention Mechanisms

An attention mechanism is an technique that tells a machine learner where to
focus (Zhu et al., 2019), which is inspired by the human perception system. In
the computer vision field, especially when using CNNs, attention mechanisms
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can be categorised into channel-wise attention and spatial attention (Woo et
al., 2018), as shown in Figure 2.3. Channel-wise attentions concentrate on dis-
tinguishing the importance of different output channels (feature maps) (Woo
et al., 2018). Spatial attention mechanisms (Zhu et al., 2019) aim to let CNNs
focus on the relevant area on the feature maps (Lu et al., 2019; Chen et al.,
2017). We leverage both attention mechanisms to develop two new strategies
for meta-learning in this thesis.

Channel-wise 
attention

Input feature maps
W×H×C

Attention weights
1×1×C

Output feature maps
W×H×C

Spatial 
attention

Input feature maps
W×H×C

Attention weights
W×H×1

Output feature maps
W×H×C

FIGURE 2.3: An illustration of channel-wise attention and spatial
attention. The figure is inspired by (Woo et al., 2018). Channel-
wise attention generates an attention weight for each convolu-
tional channel. Spatial attention assigns an attention weight to

each pixel on a feature map.

2.3.3 Related Detection Techniques for Images

There are various detection techniques in computer vision field, such as edge
detection (Dhankhar and Sahu, 2013), corner detection (Dutta, Kar, and Chat-
terji, 2008), blob detection (Han and Uyyanonvara, 2016), object detection (Zhao
et al., 2019b) and saliency object detection (Wang et al., 2021b). Since our ob-
jective is to mitigate background clutters with the help of auxiliary informa-
tion, we aim to select detection techniques that are related to distinguishing
foreground and background. Corner detection and blob detection target ex-
tracting certain kinds of features or regions in an image, which are widely
used to extract informative features for the subsequent computer vision tasks
(Dutta, Kar, and Chatterji, 2008; Han and Uyyanonvara, 2016). They treat the
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features in foreground and background equally and focus more on specific pat-
terns, therefore, they are not very helpful for mitigating background clutters
on few-shot learning. To the best of our knowledge, there are three detection
techniques that fulfil our desire, namely edge detection, object detection and
saliency object detection, as shown in Figure 2.4. Edges targets detecting the
points at which image brightness changes sharply (Dhankhar and Sahu, 2013).
Since the brightness at the border between the foreground and background in
an image usually changes greatly, we would expect edges could provide in-
formation about the outline of a target object. Bounding boxes are rectangles
that tightly surround the target object in an image, which would provide in-
formation on where the foreground locates (Zhao et al., 2019b). Saliency maps
highlight the target object in an image, which would display more exact locali-
sation of the foreground (Wang et al., 2021b). Therefore, we choose these three
detection techniques to assist few-shot image classification.

An image 

Saliency Object 
Detection

Object 
Detection

Edge Detection Edges 

A bounding box 

A saliency map 

FIGURE 2.4: An illustration of related detection techniques for
images.

Edge Detection

Edge detection targets detecting the points at which image brightness changes
sharply (Dhankhar and Sahu, 2013). Those points are typically organized into
a set of curved line segments, which is termed as edges. Since the bright-
ness of the points between foreground and background in an image usually
change sharply, we assume edge detection methods can extract the outline of
a target object and provide us with some useful information to help few-shot
image classification. Broadly, the existing edge detection methods can be cat-
egorised into gradient and Laplacian based approaches (Dhankhar and Sahu,
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2013). The canny edge detector is one of the most commonly used image pro-
cessing tools and it detects edges in a very robust manner (Canny, 1986). We
use this technique to extract edges of images as a type of auxiliary information
in this thesis, which have not been explored before.

Object Detection

Object detection is a technique that deals with detecting the concepts and
locations of semantic objects of a certain class, such as humans or cars, in
digital images and videos (Zhao et al., 2019b). A bounding box is normally
drawn around the target object to locate it within an image. This technique has
applications in many areas of computer vision, such as pedestrian detection
(Brunetti et al., 2018), and video surveillance (Pérez-Hernández et al., 2020).
Traditional object detection methods can be mainly divided into three stages:
1) selecting informative regions; 2) extracting features of the selected regions;
3) classifying the object in each region into a specific category. Recently, deep
learning techniques have led the research field and achieved promising per-
formance. R-CNN is the first work to introduce CNNs to object detection (Gir-
shick et al., 2014), which uses selective search to extract boxes from an image. A
few later approaches, such as Fast R-CNN (Girshick, 2015) and Faster R-CNN
(Ren et al., 2015), improve it by considering the efficiency when handling a
large number of regions. Another branch of works frame object detection as a
single regression problem, straight from image pixels to bounding box coordi-
nates and class probabilities (Redmon et al., 2016). There are many versions of
this line of research, such as YOLOv1 (Redmon et al., 2016), YOLOv2 (Redmon
and Farhadi, 2017), YOLOv3 (Redmon and Farhadi, 2018), etc. In our work, we
utilise the most recent best-performing version, YOLOv4 (Bochkovskiy, Wang,
and Liao, 2020) to extract bounding boxes in images as another kind of auxil-
iary information.

Saliency Object Detection

SOD works by predicting the most distinctive objects in an image, which has
been widely applied to many object-level applications in various areas such
as object recognition (Rutishauser et al., 2004), image retrieval (He et al., 2012),
weekly supervised semantic segmentation (Wei et al., 2016; Wang et al., 2018a),
image cropping (Wang, Shen, and Ling, 2018) and image captioning (Fang et
al., 2015; Das et al., 2017). Normally, SOD includes two steps: 1) detecting
the most salient object for a given image; 2) segmenting the salient object in
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this image and generating a binary saliency map indicating the locations of
salient pixels. Early SOD models mostly rely on low-level features (Zhu et
al., 2014; Jiang et al., 2013) or heuristic priors such as contrast (Cheng et al.,
2014) and background prior (Wei et al., 2012). However, early SOD models
are not robust enough to handle complicated scenarios since it is difficult for
them to capture high-level semantic information given the hand-craft features.
Recently research into CNNs has significantly stimulated the development of
SOD areas and many deep learning based SOD models have emerged. These
SOD models are able to generate saliency maps accurately without any prior
knowledge such as information on the background. In this work, EGNet (Zhao
et al., 2019a), which is a recent approach offering competitive performance on
standard SOD benchmarks, is chosen to generate saliency maps as another
type of auxiliary information for few-shot image classification.

2.4 Meta-Learning for Few-shot Image Classification

By seeing a few examples, a human can quickly learn a new visual concept,
while an ML algorithm needs to extract patterns from a large amount of data.
To fill the gap, few-shot image classification, serving as one of the main prob-
lems of few-shot learning, classifies an image into its real category based on a
limited number of training examples. Traditional ML and data augmentation
techniques do not work well on this challenge, because there are very limited
visual patterns within the training samples. Since meta-learning is inspired
by the way of human learning, in which humans can quickly adapt already
known knowledge to a new learning task, this technique has been widely ap-
plied to tackle few-shot image classification.

This section provides an overview of the specialised literature concerning the
use of meta-learning approaches for few-shot image classification. First, the
few-shot image classification problem is defined in Section 2.4.1. Then, we in-
troduce the common benchmarks, training strategies, evaluation and network
architectures for few-shot image classification in Section 2.4.2, 2.4.3, 2.4.4 and
2.4.5, respectively. Later on, a thorough review of the existing meta-learning
approaches for few-shot image classification is provided in Section 2.4.6. Af-
terwards, a representative approach for few-shot image classification is intro-
duced in Section 2.4.7. Finally, we summarise the overview on few-shot image
classification in Section 2.4.8.
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2.4.1 Problem Formulation

In few-shot learning field, a typical classification task is normally called N-
way K-shot classification, in which N-way stands for N categories and K-shot
represents K training samples in each category. A typical N-way K-shot clas-
sification task classifies a test example into one of N unique classes based on
N × K labelled training samples. In an extreme case, K equals to 1 and only
one sample is available of each class. Such problems are called one-shot clas-
sification. In another extreme case, K could equal to 0, and no training sample
can be accessed. In this scenario, some textual information is usually provide
to compensate the lack of trainig samples. This problem is named as zero-shot
learning, which is not our focus in this thesis. For each N-way K-shot classifica-
tion task, the training set Dtrain =

{
(xi,j, yi)|1 ≤ i ≤ N, 1 ≤ j ≤ K

}
includes N

classes of K training samples. The test set Dtest =
{

xq, yq
}Nq

q=1 consists of Nq test
samples xq whose labels yq belong to Dtrain . A machine learner can be trained
based on Dtrain to classify test samples, however, the limited training samples
often lead to overfitting. Since we focus on few-shot image classification, each
training sample xi,j refers to an image in this research.

In a typical meta-learning setting, there are three meta-data sets, meta-training
set Dmeta−train, meta-validation set Dmeta−validation and meta-testing set Dmeta−test.
There is no overlapping among their label spaces. An illustration of the split
of these three sets on a specific data set is shown in Figure 2.5. A large num-
ber of few-shot learning tasks can be constructed based on each of them, such

as Dmeta−train =
{(

Dj
train, Dj

test

)}Ntrain

j=1
. Meta-learning approaches target to

learn some transferable meta-knowledge from a meta-training set Dmeta−train

and apply it to tackle unseen few-shot learning tasks in the meta-testing set
Dmeta−test. The meta-validation set is usually used to select hyper-parameters
and the best performing model.

2.4.2 Benchmarks for Few-shot Image Classification

There are a few benchmarks for few-shot image classification, among which
Omniglot, miniImageNet, tieredImageNet and CUB are the most widely used
data sets in the research field. We choose these four commonly applied data
sets to evaluate our methods. Here, we introduce the four benchmarks in detail
as follows:

• Omniglot consists of 1,623 handwritten characters collected from 50 al-
phabets. There are 20 examples of each character, which are drawn by
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Class 0

Class 1

Class 63

Meta-train set, 64 classes, 
600 images per class

Class 64

Class 65

Class 79

Meta-validation set, 16 classes, 
600 images per class

Class 80

Class 81

Class 99

Meta-test set, 20 classes, 
600 images per class

miniImageNet 
data set

FIGURE 2.5: An illustration of the split of meta-train, meta-
validation and meta-test set for few-shot image classification
based on miniImageNet data set. There are 100 classes of images,

64 for meta-train, 16 for meta-validation and 20 for meta-test.

different people. We augmented the data sets with rotations with mul-
tiple 90 degrees as proposed by (Santoro et al., 2016) to get 6492 classes.
Following (Finn, Abbeel, and Levine, 2017), we randomly select 1,200
classes (4,800 classes after augmentation) for meta-train, 100 classes (400
classes after augmentation) for meta-validation, and the remaining 323
(1292 classes after augmentation) for meta-test. Note that there is no spe-
cific split of classes for meta-train, meta-val and meta-test in the research
field. All the input images are resized to 28× 28 as suggested by (Vinyals
et al., 2016) to get a suitable sized embedding.

• miniImageNet was proposed by (Vinyals et al., 2016) derived from the
original ILSVRC-12 data set (Russakovsky et al., 2015). It comprises 100
classes of colour images with 600 of each (60,000 in total). In our experi-
ments, we use the widely used splits proposed by (Ravi and Larochelle,
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2017), which divides the 100 classes into 64 for meta-training, 16 for
meta-validation and 20 for meta-testing. All the input images are re-
sized to 84 × 84 as done by most few-shot learning approaches (Ravi
and Larochelle, 2017; Snell, Swersky, and Zemel, 2017; Finn, Abbeel,
and Levine, 2017). Note that the existing approaches use different tools
to resize the images in miniImageNet. We use the library provided by
OPENCV (Bradski, 2000) following (Liu et al., 2019b).

• tieredImageNet was proposed by (Ren et al., 2018), which is a larger
subset of ILSVRC-12 data set (Russakovsky et al., 2015) consisting of 608
classes of colour images (779,165 in total). These classes are grouped into
34 broader categories based on the higher-level nodes in the ImageNet
hierarchy, in which 20 of them are used for meta-training, 6 for meta-
validation and 8 for meta-testing. Therefore, there are 351, 97 and 160
classes for meta-training, meta-validation and meta-testing in total. The
split of classes follows the widely used one in (Ren et al., 2018). All the
images are resized to 84× 84 following the existing approaches (Ren et
al., 2018). This data set is more challenging and realistic compared to
miniImageNet, since the meta-training and meta-testing set are less sim-
ilar in the semantic space.

• CUB: CUB-200-2011 proposed by (Wah et al., 2011) is an image data set
with photos of 200 bird species. It is comprised by 200 classes of colour
images (11,788 in total). Following the split of classes in (Chen et al.,
2018), in our experiments, we use 100 of them for meta-training, 50 for
meta-validation and 50 for meta-testing, in which each image is resized
to 84 × 84. Since the data set only contains bird species, the few-shot
learning tasks on this data set can be seen as fine-grained classification
tasks.

The aforementioned four data sets could have different characteristics and
challenges when they are chosen to evaluate few-shot learning approaches,
since they consist of different types of images. We provide the characteristics
and some examples of the four benchmarks in Table 2.1 and Figure 2.6, re-
spectively. It can be seen in Figure 2.6, the images in Ominiglot are relatively
simple compared to those in other data sets, since they are grayscale images
without background clutters. However, it is still a challenging benchmark be-
cause some characters from different alphabets are very similar (eg. the second
and third characters in the first row displayed in Figure 2.6) and the handwrit-
ing of different people could be in diverse styles. The images in other three
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data sets are real-world RGB images. There are lots of intrinsic uncertainties
in them. For example, the first image of the second row in Figure 2.6 shows
an unrepresentative Alaskan malamute, which only displays its back. Some
other images, such as the second and third images in the second row, include
complex background clutters. These intrinsic uncertainties of the real-world
images could be a real challenge for few-shot image classification. TieredIma-
geNet is more challenging than miniImageNet because it includes much more
categories and its meta-training and meta-testing set are less similar in the se-
mantic space. CUB is a fine-grained data set, which only contains bird species
as shown in the last row of Figure 2.6. This benchmark is usually used to eval-
uate approaches on fine-grained few-shot image classification.

TABLE 2.1: The characteristics of few-shot image classification
benchmarks. cls stands for the number of classes in each data
set. meta-train/meta-val/meta-test represents the split of classes.
avg_imgs/cls means the average number of images per class.
imgs counts the total number of images in each data set. reso-

lution stands for the image resolution.

Data sets cls meta-train/meta-val/meta-test avg_imgs/cls imgs resolution
Omniglot 1623 1200/100/323 20 32,460 28× 28
miniImageNet 100 64/16/20 600 60,000 84× 84
tieredImageNet 608 351/97/160 1282 779,165 84× 84
CUB 200 100/50/50 59 11,788 84× 84

Omniglot

miniImageNet

CUB ……

……

……

tieredImageNet ……

FIGURE 2.6: Examples of images in four widely used benchmarks
for few-shot image classification.
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2.4.3 Training Strategies for Few-shot Image Classification

As mentioned before, the existing approaches of few-shot image classification
mostly utilise meta-learning to extract meta-knowledge from a large number
of few-shot learning tasks based on a meta-training set. This process is nor-
mally called meta-training and the training strategies in the research field can
be broadly categorised into two classes, namely episode-based training (Snell,
Swersky, and Zemel, 2017; Finn, Abbeel, and Levine, 2017) and large scale
training (Qiao et al., 2018; Sun et al., 2019a). Both train on the meta-training
set, which is a fair test. The illustration of these two training strategies is shown
in Figure 2.7.

1. Episode-based training aims to imitate the learning processes in meta-
testing during meta-training. In each meta-training iteration, a number
of N-way K-shot learning tasks

{(
Dk

train, Dk
test

)}Nm
k=1 are sampled from

the meta-training set Dmeta−train, Nm is the meta-batch size. The meta-
training is performed based on the tasks sampled on the fly, which can
be seen as episodes. Figure 2.7 (a) shows an example on miniImageNet.
In each meta-training iteration, a 5-way 1-shot learning task is sampled
from the meta-training set (the meta-batch size is 1). The meta-knowledge
can be accumulated by solving each 5-way 1-shot learning task.

2. Large scale training utilises the meta-training set as a whole. Specifi-
cally, it adds a fully-connected (FC) layer on the feature extractor and
classifies all the classes in the meta-training set simultaneously based on
all the available training examples of each class, which is similar to the
pre-training on ImageNet for recognition tasks. An example based on
miniImageNet data set can be found in Figure 2.7, in which a 64-class
classification task is conducted based on all the training samples of the 64
classes in the meta-training set. After the large scale training, the FC layer
is removed, the feature extractor can be directly applied to few-shot clas-
sification tasks or be fine-tuned for a few epochs based on episode-based
training. This large scale training usually provides better performance
on a deep model.
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FIGURE 2.7: The illustration of the two training strategies for
few-shot image classification on miniImgeNet: (a) episode-based

training; (b) large scale training.

2.4.4 Evaluation for Few-shot Image Classification

The evaluation for few-shot image classification is conducted on a meta-testing
set as shown in Figure 2.8. This is a common method to evaluate a few-
shot learning approach in the research field. During meta-testing, the exist-
ing works mostly evaluated their methods on a number of randomly sampled
N-way K-shot classification tasks from the meta-testing set. Specifically, on
each task, we can obtain a classification model based on the few training sam-
ples and the meta-knowledge extracted from the meta-training process. Then,
the testing samples in the test set is evaluated based on the classification model
and the test accuracy for each specific task, test acci, can be obtained. As shown
in Figure 2.8, the overall accuracy for the meta-testing phase is the average of
test accuracies of all the tasks,

avg acc =
i=1

∑
n

test acci (2.1)

Since there are a large number of different tasks in meta-testing, it is possible to
sample a large proportion of easy-to-classify or difficult-to-classify tasks using
different seeds, which would lead to a result with high variance. To get a more
reliable result, we evaluate our approach on 6,000 randomly sampled tasks for
all data sets. The average classification accuracy and 95% confidence interval,
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CI95%, are reported,

CI95% = avg acc± 1.96
σ√
n

(2.2)

n is the number of meta-testing tasks, σ is the standard deviation of test acci.

Task 1

Task 2

Task n

Training set Test set

Meta testing on many N-way K-shot classification tasks  

Class 0

Class 1

Class 63

Meta-train set

Class 64

Class 65

Class 79

Meta-validation set

Class 80

Class 81

Class 99

Meta-test set

test acc1

test acc2

test accn

Meta-training Meta-knowledge

FIGURE 2.8: The illustration of the evaluation on meta-testing
set for few-shot image classifciation.

2.4.5 Common Network Architectures for Few-shot Image Clas-

sification

In the field of few-shot image classification, a CNNs-based model is com-
monly used to extract features. The existing few-shot learning approaches
apply different CNNs-based architectures, such as plain CNNs (Snell, Swer-
sky, and Zemel, 2017), residual networks (Mishra et al., 2018) or wide residual
networks (Rusu et al., 2019), with a certain number of layers. Among them,
we choose the network architecture of 4Conv and Res12, as a feature extractor
for two reasons. First, they are the most widely used network architectures
for the evaluation in the research field. Second, the few-shot learning commu-
nity focuses more on the effectiveness of the meta-learning strategy rather than
the complexity of networks. Therefore, we choose the two most widely used
network architectures and compare our approach with other methods based
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on the same architecture for fairness. The detailed architecture of 4Conv and
Res12 are described as follows:

1. 4Conv consists of 4 convolutional blocks. Each block is composed of a
3× 3 convolution with 64 filters, followed by BN, a ReLU nonlinearity
and a 2× 2 pooling operation.

2. Res12 consists of 4 residual blocks, each of them is composed of 3 con-
volutional layers. An pooling operation is performed after each residual
block. Each convolutional layer in the residual block consists of a 3× 3
convolution with k filters, followed by BN, a Leaky ReLU (0.1) nonlinear-
ity. k is set to be 64 in the first residual block and is doubled every next
block.

2.4.6 A Review of Methods for Few-Shot Image Classification

Few-shot image classification problem was proposed at an early time (Fei-Fei,
Fergus, and Perona, 2006), targeting learning with few labelled examples. It
is restricted by two core issues, namely the lack of information and intrinsic
uncertainty as stated in Chapter 1. The pioneer works use generative mod-
els to tackle the problem with the help of some prior knowledge, such as the
pre-trained ML models on some extra categories (Fei-Fei, Fergus, and Per-
ona, 2006) or the strokes of hand-written characters (Lake, Salakhutdinov, and
Tenenbaum, 2015). Due to the rapid progress of deep learning techniques,
more and more recent works incorporate deep learning models to deal with
few-shot image classification via a meta-learning approach. Generally speak-
ing, depending on the different methodologies, existing approaches on few-
shot learning can be classified into three main categories, as shown in Figure
2.9.

• Fast parameterisation based approaches learn a general fast parameter-
isation strategy that can quickly fine-tune a learner or predict the param-
eters of a learner for each particular few-shot learning task. This branch
of works generally targets addressing the core issue of lack of informa-
tion, since the limited training samples in a few-shot learning task easily
leads to overfitting problems. The fast parameterisation could prevent
over-training on the limited training data. A straightforward way is to
fine-tune an FC layer based classifier depending on a pre-trained encoder
(the first red rectangle in Figure 2.9). A pioneering work shows this direct
method does not perform well on few-shot image classification (Ravi and
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Fast parameterisation based approaches

Data generation/introduction based 
approaches

Metric learning based approaches

Learn a tailored optimiser

Fine-tune FC layer based on a pre-trained encoder

Fine-tune meta-learned promising initialisation

Generate more data based on a generative model

Generate more embeddings

Refine embeddings for similarity comparison

Explore a tailored distance metric

Lack of Information

Intrinsic Uncertainty

Generate task-specific model parameters

Generate more data based on data augmentation  

Explore strategies for similarity comparison

Introduce auxiliary information

FIGURE 2.9: A taxonomy of approaches for few-shot image clas-
sification. The rounded rectangles in red, blue and green repre-
sent different research lines in fast parameterisation, data genera-
tion/introduction and metric learning based approaches, respec-
tively. These research lines focus on either of the two core issues
of few-shot image classification, lack of information and intrinsic
uncertainty. Very few of them take into account both of the key

problems at the same time.

Larochelle, 2017), potentially due to overfitting problems. To address the
issue, some recent works revisit this baseline (Guneet et al., 2020; Tian
et al., 2020b) and dramatically improve its performance by introducing
several regularization techniques, such as mixup augmentation (Zhang
et al., 2018a), label smoothing (Szegedy et al., 2016), and knowledge dis-
tillation (Hinton, Vinyals, and Dean, 2014), etc. Another research line
learns a promising parameter initialisation that can be quickly fine-tuned
to different task-specific parameters (the second red rectangle in Figure
2.9), in which Model-Agnostic Meta-Learning (MAML) for fast adapta-
tion of deep networks (Finn, Abbeel, and Levine, 2017) is the most repre-
sentative method. Although it sheds new light on how to initialise deep
networks for novel tasks, it still has a few weaknesses, such as a high
computational burden (Alex, Joshua, and John, 2018), and reusing more
features rather than rapid fine-tuning (Jaehoon et al., 2021). To overcome
the weaknesses, there are many extensions of MAML having been pro-
posed by taking into account the computational burden (Alex, Joshua,
and John, 2018), adaptive learning rate (Li et al., 2017; Kwon et al., 2021),
meta-level overfitting problems (Jamal and Qi, 2019), the heterogeneity
and homogeneity of learning tasks (Yao et al., 2019; Rusu et al., 2019;
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Sun et al., 2019a), the robustness regularisation (Ren et al., 2021), the
representation change rather than representation reuse (Jaehoon et al.,
2021), adversarial training (Wang et al., 2021a; Kwon et al., 2021), and
semi-supervised learning (Li et al., 2019e). Since the fine-tuning process
relies on a pre-defined optimisation algorithm, which is not specially de-
signed for few-shot learning problems, some other approaches train a
meta-learner to learn the update rule with respect to gradients (the third
red rectangle in Figure 2.9), which is tailored to few-shot image classifica-
tion (Ravi and Larochelle, 2017; Flennerhag et al., 2020). The previous ap-
proaches all need fine-tuning for certain steps, which is not quick enough
to make a prediction. To further fasten a parameterisation process, some
other methods learn a meta-learner to directly predict the task-specific
model parameters without fine-tuning (the fourth red rectangle in Fig-
ure 2.9). Broadly, most of them learned a general feature extractor and
a meta-learner to predict the class-specific or task-specific parameters of
the fully connected layer (Qiao et al., 2018; Gidaris and Komodakis, 2018;
Qi, Brown, and Lowe, 2018; Gidaris and Komodakis, 2019; Sun et al.,
2019a).

• Data generation/introduction based approaches tackle few-shot learn-
ing by introducing more data either from a generative/augmentation
method or an auxiliary data set, aiming to compensate for lack of infor-
mation mostly. Some approaches apply generative models, such as gen-
erative adversarial networks (Goodfellow et al., 2014), to generate more
artificial data to assist training (Edwards and Storkey, 2017; Wang et al.,
2018b; Gao et al., 2018; Zhang et al., 2018b) (the first blue rectangle in Fig-
ure 2.9). Since the original image space may include more uncertainties
than the highly summarised embedding space, to reduce such uncertain-
ties, some later works utilise generative models in the embedding space
to generate more auxiliary embeddings to assist in representation learn-
ing (Chen et al., 2020; Li et al., 2020b) (the second blue rectangle in Figure
2.9). However, the above data generation approach cannot always guar-
antee the correctness of the generated examples/embeddings. Therefore,
a few other methods conduct data augmentation directly on the orig-
inal images to obtain more samples. Specifically, they introduce vari-
ous data augmentation techniques to expand the limited training data
for few-shot image classification (the third blue rectangle in Figure 2.9),
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such as mixing foregrounds and backgrounds (Zhang, Zhang, and Ko-
niusz, 2019), image deformation (Chen et al., 2019b), and jigsaw aug-
mentation (Chen et al., 2019a), etc. The above mentioned methods obtain
more data only based on the limited training data in a few-shot image
classification task, to use more beneficial information, another research
line of works introduce auxiliary information from an extra data source
to assist few-shot learning (the fourth blue rectangle in Figure 2.9). The
introduced auxiliary information can be of various types strengthening
different weaknesses. For example, the pre-trained word embeddings of
category names (Li et al., 2019a; Xing et al., 2019) and a category graph
(Liu et al., 2019a) could help a feature extractor to learn more distinguish-
ing features between categories. The attribute annotations of categories
(Tokmakov, Wang, and Hebert, 2019) is able to provides more detailed
features. The saliency maps (Zhang, Zhang, and Koniusz, 2019) would
help a feature extractor to focus more on the target object in an image.
To leverage these different types of auxiliary information, there are also
many ways, like combining the embeddings of an training image and its
category name to strengthen the class representation (Xing et al., 2019), or
using category names to build category hierarchy and conduct hierarchi-
cal classification (Li et al., 2019a), etc. The work in (Zhang, Zhang, and
Koniusz, 2019) incorporates saliency maps to mix up the foregrounds
and backgrounds of few training samples considering the two core issues
simultaneously, which is related to our work in Chapter 5. This method
only focuses on saliency maps and develop a specific strategy to leverage
such information. However, we provide a comprehensive exploration of
what is suitable auxiliary information and how to effectively leverage it
to mitigate background clutters in few-shot image classification.

• Metric learning based approaches address few-shot learning by com-
paring the similarities in a learned metric space. Specifically, they learn
a general feature extractor to transform the training and test examples
into embeddings, then assign a test embedding to its nearest training
class according to a distance metric, such as a Euclidean or cosine dis-
tance (Snell, Swersky, and Zemel, 2017; Vinyals et al., 2016). These ap-
proaches mostly concentrate on the core issue of intrinsic uncertainties,
especially unrepresentative samples, and tackle it from three aspects as
shown in Figure 2.9. One research line refines the embeddings of few
training samples and gain a robust class representation for the subse-
quent similarity comparison (the first green rectangle in Figure 2.9). The
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most representative approach is Prototypical Networks (ProtoNet) (Snell,
Swersky, and Zemel, 2017), which simply averages the training embed-
dings of each category to form a robust class representative. The work
in (Tianshi, Marc, and Sanja, 2020) further provides theoretical analy-
sis about how ProtoNet works. A limitation of this method is that it
takes the whole embeddings obatained from a feature extractor to the
subsequent similarity comparison without taking into account choosing
relevant features. To address the issue, some later works improve Pro-
toNet by finding task-relevant features (Li et al., 2019b), separating the
embeddings of foregrounds and backgrounds (Wertheimer and Hariha-
ran, 2019), and transforming training embeddings by various set-to-set
adaptation functions (Ye et al., 2020). As stated before, unrepresentative
samples may exist in the limited training data, ProtoNet and its exten-
sions simply averages the training embeddings and do not consider the
importance of different training samples. To fill the gap, some work in-
troduces attention mechanisms to assist weighted aggregation of training
embeddings (Yan, Zhang, He, et al., 2019). Another research line focuses
on developing a tailored distance metric for few-shot image classifica-
tion (the second green rectangle in Figure 2.9). The previous methods
mostly utilise a pre-defined distance metric, such as Euclidean or cosine
distance, however, these distance metrics may not be suitable for few-
shot learning with intrinsic uncertainties. Targeting on the issue, some
works delve into developing a tailored distance metric for few-shot im-
age classification by learning to compare the similarity between embed-
dings with a meta-learner (Sung et al., 2018), or furhter adding the dis-
tribution consistency into a distance metric (Li et al., 2019c). Some other
works in metric learning approaches explore various strategies for a sim-
ilarity comparison (the third green rectangle in Figure 2.9), such as using
multiple class representatives to compare (Allen et al., 2019), compar-
ing similarity in subspace (Simon et al., 2020), comparing the similarity
between each pair of local feature vectors from two embeddings (Li et
al., 2019d). Some other approaches in this research line construct graphs
based on the extracted embeddings and transformed the metric learning
problems into label propagation or edge labelling problems using graph
neural networks (Liu et al., 2019b; Kim et al., 2019; Garcia and Bruna,
2018).
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2.4.7 ProtoNet: A Representative Approach for Few-Shot Im-

age Classification

In this section, we introduce a representative method for few-shot image clas-
sification, ProtoNet (Snell, Swersky, and Zemel, 2017). It has been widely cho-
sen in the literature as a backbone to test various meta-learning algorithms
due to its simplicity and effectiveness (Wang et al., 2018b; Sung et al., 2018; Li
et al., 2019b). We also apply ProtoNet as a backbone to evaluate our methods
in Chapter 4 and 5. Generally, the ProtoNet method includes the following
components: an embedding module, a distance module, a loss function and
an inference mechanism. We describe each component in detail as follows.

• Embedding module: The embedding module (feature extractor) fϕ trans-
forms a sample into a high-level representation, which normally consists
of a few building blocks, including convolutional layers, BN layers, acti-
vation functions and pooling operations.

Given a training set Dtrain =
{
(xi,j, yi)|1 ≤ i ≤ N, 1 ≤ j ≤ K

}
, a testing

set Dtest =
{(

xq, yq
)}Nq

q=1, the feature extractor fϕ transforms a training
example xi,j and a test example xq into an embedding Ei,j = fϕ(xi,j) and
Eq = fϕ(xq). Following the main idea of ProtoNet, the prototype of each
class is the mean embedding of the training examples belonging to its
class:

Pi =
1
K

K

∑
j=1

fϕ(xi,j), P = {Pi}N
i=1 (2.3)

• Distance module: This module applies a distance metric d(·) to measure
the similarity between the embedding of a test example fϕ(xq) and the
prototype of each class Pi as d(Pi, fϕ(xq)). The commonly used distance
metrics are Euclidean distance, cosine distance, scaled Euclidean or co-
sine distance.

• Loss function: A cross-entropy loss is computed on each task during
meta-trainng. First, the softmax function is applied over the negative
distance between the test embeddings and the prototypes as follows:

pϕ(y = yi | P, xq) =
exp(−d(Pi, fϕ(xq)))

∑i′ exp(−d(Pi′ , fϕ(xq)))
(2.4)
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Then, the loss function can be formulated as

L(pϕ(y = yq | P, xq)) = −
1

Nq

Nq

∑
q=1

log pϕ(y = yq | xq) (2.5)

where Nq is the number of test examples in each training task, yq is the
true label of xq.

• Inference: The inference is conducted on the meta-testing set Dmeta−test,
whose label space has no overlapping with the meta-training set Dmeta−train.
The procedure is nearly the same with the meta-training phase through
the trained feature extractor, distance module and a softmax function.
Then, a test example can be classified into one category by taking its
highest probability:

yq = argmax
i

pϕ(y = yi | P, xq) (2.6)

where xq is a test example in a meta-testing task and yq is its predicted
label.

2.4.8 Few-Shot Image Classification: Current Gaps and Limi-

tations

Having reviewed the whole research field of few-shot image classification, it
can be found out that there are very few works taking into account the two
core issues of few-shot image classification at the same time as shown in Fig-
ure 2.9. Fast parameterisation based approaches mostly address the overfitting
problem caused by lack of information. Obtaining more data based methods
often compensate for a lack of information by generating or introducing more
data. Most of them ignore the intrinsic uncertainties of few-shot image classifi-
cation reflected by unrepresentative training samples and background clutters.
Instead, metric learning based approaches generally tackle the intrinsic uncer-
tainties by refining training embeddings or developing strategies for similarity
comparison, while they pay less attention to the issue of lack of information.
To the best of our knowledge, there are only two prior works considering both
of the core issues together (Zhang, Zhang, and Koniusz, 2019; Wertheimer and
Hariharan, 2019). Nevertheless, they only address the two issues by introduc-
ing auxiliary information to mitigate background clutters. Differently, we aim
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to confront the two core issues from various perspectives, namely maximis-
ing the use of training samples, feature extraction and auxiliary information.
From the point of view of auxiliary information, different from the aforemen-
tioned two research works, we provide a thorough exploration of using dif-
ferent methods to leverage different types of auxiliary information to assist
few-shot image classification.

2.5 Summary

This chapter has provided the necessary background knowledge for the con-
ducted research throughout this thesis. First, a global overview of self and
dual interactions between ML and optimisation has presented, in which meta-
learning served as the main area of this study. This review has led us to the
research field that aims to make AI more intelligent and learn as humans. We
focused on a specific challenging problem in this field, few-shot image classi-
fication, which targeted learning a new visual concept from a limited number
of training samples. The basic concepts about image classification and several
computer vision techniques further employed through the experiments have
been clarified. These would help to understand the proposed attention mech-
anisms in Chapter 3 and 4, as well as the introduced auxiliary information in
Chapter 5. Finally, a thorough review of few-shot image classification has pre-
sented, which made the motivation and research questions raised in Chapter
1 clearer. In the next chapter, as the first stage of our research, we aim to ad-
dress the first research question, how to sufficiently exploit the limited training
samples in few-shot image classification.
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Chapter 3

Learning to Aggregate Embeddings
for Few-Shot Image Classification
with Meta-level Dropout

3.1 Introduction

Few-shot image classification is limited by its two core issues, the lack of infor-
mation and intrinsic uncertainties. The review of few-shot image classification
in the previous chapter has shown that most of the existing approaches fo-
cus on either of the two problems, and very few of them take into account
both of them simultaneously. Hence, an approach that can address both of key
issues at the same time is demanded. According to the previous review, ex-
isting methods for few-shot image classification mostly apply a meta-learning
framework to extract meta-knowledge from a number of base learning tasks
constructed by a large extra data set. Since the final goal is to make correct pre-
dictions on an unseen target task, we argue that more attention should be paid
to the target task itself, especially to the limited training samples. Therefore,
at the first stage of our research, we target tackling the two main problems of
few-shot image classification from the perspective of maximising the utility of
limited training samples.

As presented in the previous chapters, there is a certain probability that the
limited training samples in a few-shot image classification task can include
some unrepresentative samples. In this scenario, if we simply use the mean
of each class’s embeddings as the class representative, as performed in (Snell,
Swersky, and Zemel, 2017), the possible unrepresentative samples may force
the representative to deviate from the class centre in the embedding space as
shown in Figure 3.1 (a). Therefore, it is necessary to appropriately handle the
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effect of unrepresentative samples. Existing methods generally use an atten-
tion mechanism to assign lower weights to them. However, we argue that
an unrepresentative sample may actually contain some useful features, which
could help strengthen a part of the class representative. As shown in Figure
3.1 (a), even the outlier sample represented by the blue rounded rectangle with
dashed border includes a useful feature (the light blue square). Directly assign-
ing a lower weight to an unrepresentative sample based on attention mecha-
nism may lose some useful features. Therefore, a more proper attention oper-
ation that can preserve as much as useful information is needed.

In the extreme case of one-shot tasks, since there is only one training sample
per class, we cannot aggregate multiple training samples to obtain each class’s
representative as we do for K-shot tasks. The existing works normally sim-
ply use the only training embedding of each class as its class representative
(Snell, Swersky, and Zemel, 2017; Sung et al., 2018). Since we target multi-class
classification problems, we argue that there are some beneficial information
from other classes that could be utilised to strengthen one class’s representa-
tion. The assumption is that even the examples of different classes may share
some similar features as shown in Figure 3.1 (b). The figure displays a 4-way
1-shot learning task, in which each coloured rounded rectangle represents the
only training embedding of each class. Each training embedding consists of
a set of feature maps (coloured squares), and the feature maps in the same
colour scheme mean that they are similar in the feature space. It can be seen
in Figure 3.1 (b) that although the blue and red embeddings belong to differ-
ent classes, they still share a similar feature represented by the green squares.
These two similar features could help each other to strengthen their respective
representation, so that, the blue and red classes can be better distinguished
from other classes. A concrete illustration can be found in Figure 3.2, which
shows a 5-way 1-shot classification task that targets at distinguishing ‘goose’,
‘bird’, ‘bus’, ‘crab’ and ‘jellyfish’. From the given five training examples, we
can see that the shape of the heads of ‘goose’ and ‘bird’ are similar. Assum-
ing that one of the channels in the last convolutional layer corresponds to the
shape of a head, weighted aggregating the feature maps of ‘goose’ and ‘bird’
in that channel could help ‘goose’ and ‘bird’ to be better distinguished from
‘bus’, ‘crab’ or ‘jellyfish’.

In addition, meta-learners may also suffer from overfitting. Although meta-
learners are trained on different few-shot learning tasks, they may consist of
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(a) (b)

FIGURE 3.1: An illustration of how unrepresentative samples af-
fect embedding learning. Each embedding (rounded rectangle)
consists of three feature maps (coloured squares), with unrepre-
sentative samples shown in dashed borders. (a) Binary classifica-
tion with five training examples per class. We show the real class
centres in the embedding space (solid circles) and the mean of
each class’ embeddings (hollow circle). (b) 4-class classification
with one training example per class. Dashed arrows link similar

feature maps in the embeddings from different classes.

overlapped classes, because there are a limited number of classes in the meta-
training set and some of them are similar. For example, in a well-known
data set for few-shot image classification, miniImageNet, there are only 100
classes of objects (Ravi and Larochelle, 2017) and some of them are different
breeds of dogs. Thus, meta-learners could be trained to perform well on meta-
training tasks and not generalise well on meta-testing tasks comprised of un-
seen classes.

Having the above motivations in mind, we propose L2AE-D (Learning to Ag-
gregate Embeddings with Meta-level Dropout), a novel meta-learning approach
for few-shot image classification that learns to aggregate embeddings with
meta-level dropout. L2AE-D learns a CNNs based feature extractor and a
channel-wise attention mechanism in an end-to-end manner. The feature ex-
tractor is used to transform the input images into discriminative embeddings.
The channel-wise attention mechanism is learned to assign larger weights to
useful feature maps and smaller weights to noisy ones of different embeddings
within the same channel, in order to exploit the limited training embeddings
as much as possible. We propose different learning strategies for one-shot and
few-shot tasks, since one-shot tasks only include a single training sample per
class. We also introduce a meta-level dropout technique into the meta-training
process to prevent meta-level overfitting. We test this technique in several rep-
resentative meta-learning approaches and it significantly improves their per-
formance. We evaluate the proposed method on Omniglot (Lake et al., 2011)
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and miniImageNet (Ravi and Larochelle, 2017) data sets, and it achieves com-
petitive performance on various few-shot learning tasks.

This chapter is organised as follows. Section 3.2 introduces our L2AE-D meth-
ods for few-shot image classification. Section 3.3 presents the data sets we
used and the experimental settings. The experimental results are analysed in
Section 3.4. Finally, we summarise the achievement of the first stage of our
research in Section 3.5.

3.2 Methodology

This section introduces the proposed L2AE-D strategy for few-shot image clas-
sification. First, we describe the L2AE meta-learning strategy in Section 3.2.1.
Then, meta-level dropout is explained in Section 3.2.2.

3.2.1 The L2AE Module

L2AE can be divided into three modules: embedding module fφ, attention
module gϕ and distance module as shown in Figure 3.2 and 3.3. The atten-
tion module is different for the 1-shot and K-shot cases. Figure 3.2 shows our
strategy for N-way 1-shot classification and Figure 3.3 depicts our strategy for
N-way K-shot classification. Pseudocode for the training process of L2AE-D is
provided in Algorithm 1.

• Embedding module: This module aims to extract features of each in-
put image and transform it into embeddings. For each input example
xi,j belonging to the i-th class, we feed it into the embedding module fφ

to generate an embedding fφ(xi,j) = Ei,j =
[
e1

i,j; e2
i,j; ...; eC

i,j

]
, which com-

prises C feature maps ec
i,j ∈ Rl×l with the size of l × l. Then, the training

embeddings are fed into the attention module.

• Attention module: This module is used for generating aggregation weights
of the feature maps in a channel-wise manner as shown in Figure 3.4.
Also, it is shared among different channels. We use two different strate-
gies to do aggregation for 1-shot and K-shot tasks as shown in Figure 3.2
and 3.3, respectively. Generally, in each convolutional channel, we con-
catenate a set of corresponding feature maps for both strategies, then feed
them into a CNNs-based attention weight generation module to obtain
the aggregation weight for every feature map. The reason for choosing
the concatenation operation to collect the feature maps is that we want
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FIGURE 3.2: 5-way 1-shot classification with L2AE-D: (1) Train-
ing samples are transformed by fφ into embeddings (set of fea-
ture maps shown in coloured squares, different colours represent
different classes); (2) To strengthen the first feature map for class
0, we collect the first feature map of all classes and concatenate
them in the channel dimension. Note that we put the feature map
of class 0 in the first channel. Then we feed the concatenated 5-
channel feature maps into gϕ to generate 5 aggregation weights;
(3) The 5 feature maps are aggregated based on the generated
weights to obtain the new feature map of class 0; (4) Step (2) and
(3) are repeated for every feature map; (5) To make predictions,
we feed a query into fφ, then compare its embedding with the
aggregated training embeddings in the distance module. This
outputs a one-hot vector representing the predicted label of the

query.

to apply CNNs to learn the relationships between different feature maps
following (Sung et al., 2018). Therefore, we need to arrange the feature
maps based on the concatenation in the channel dimension to serve as
the input of the CNNs-based attention weight generation module. Com-
pared to FC layers, CNNs are more efficient, therefore, we use CNNs
as our attention weight generation module. Concretely, for N-way K-
shot tasks, we aggregate the feature maps of K training embeddings in
the same class to be the class-representative feature maps. For the c-th
channel, we join the corresponding feature maps of K training embed-
dings in the i-th class as Fc

i =
[
ec

i,1; ec
i,2; ...; ec

i,K

]
. For N-way 1-shot tasks,

we aggregate the feature maps of N training embeddings from different
classes, since there is only one training embedding in each class. In order
to generate aggregation weights for the i-th class in the c-th channel, we
concatenate the corresponding feature maps of N training embeddings
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FIGURE 3.3: N-way 5-shot classification with our approach.
L2AE-D aggregates embeddings for each class: (1) The training
examples are transformed by fφ into embeddings represented by
a set of feature maps (the colours from light red to dark red rep-
resent different examples of class i); (2) For each channel, we col-
lect the feature maps and feed them into the attention module;
(3) The feature maps are concatenated in depth and fed into gϕ

to generate aggregation weights; (4) The feature maps are then
aggregated based on the generated weights to represent a feature
for class i; (5) Step (2) to (4) are repeated for every channel and
finally the aggregated representative embedding of class i can be

obtained.

from different classes as Fc
i =

[
ec

i,1; ec
1,1; ...; ec

N,1

]
. Note that, in this sce-

nario, since we aim to refine each feature map of the i-th class, we always
locate the feature map of the i-th class ec

i,1 in the first channel as a key
and the feature maps of other N − 1 classes behind randomly in Fc

i as a
set of queries. Then the CNNs-based attention mechanism would deter-
mine how similar each query and the key are and assign a weight to each
query. Then we can aggregate the feature maps based on the attention
weights to obtain the refined feature map of the i-th class.

Next, the concatenated feature maps are inputted into CNNs based at-
tention networks gϕ, which produce the aggregation weights wc

i ∈ RK

for K-shot tasks or wc
i ∈ RN for 1-shot tasks. After that, we can aggregate

the feature maps Fc
i based on the weights wc

i . The aggregated feature
map of the i-th class in the c-th channel is calculated as ẽc

i = ∑ wc
i · Fc

i ,
ẽc

i ∈ Rl×l. In the end, we concatenate the aggregated feature maps in all
channels and obtain a new embedding Ẽi =

[
ẽ1

i ; ẽ2
i ; ...; ẽc

i
]

for the i-th class.
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The new training embedding set is then represented by Ẽtrain =
{

Ẽi

}N

i=1
,

in which Ẽi can be seen as a class representative.

• Distance module: This module is used to measure the distance between
the embeddings of query examples, Eq = fφ

(
xq
)
, and the aggregated

embeddings Ẽtrain. Following (Snell, Swersky, and Zemel, 2017), we
choose the Euclidean distance as the distance function d() : RM × RM →
[0,+∞). Thus, the distance between Eq and Ẽi is computed by d(Eq, Ẽi).

• Loss function: We consider cross-entropy loss to train our model. First,
the softmax function is applied over the negative distance between the
query embeddings and aggregated training embeddings as follows:

pφ,ϕ(y = yi | Ẽtrain, xq) =
exp(−d(Eq, Ẽi))

∑i′ exp(−d(Eq, Ẽi′))
(3.1)

Then the loss function can be formulated as

L(pφ,ϕ(y = yq | Ẽtrain, xq)) = −
1

Nq

Nq

∑
q=1

log pφ,ϕ(y = yq | xq) (3.2)

where Nq is the number of query examples in each training epoch.

3.2.2 Meta-Level Dropout

Most meta-learning approaches use multiple layers of CNNs to extract fea-
tures for few-shot image classification. As discussed before, we incorporate the
dropout technique in the meta-level to tackle meta-level overfitting. Specifi-
cally, we randomly drop part of units of CNNs for both the training and testing
examples in each few-shot learning task during meta-training. During meta-
testing, we use the whole trained CNNs to extract features on both training
and testing examples. Note that the dropout in the convolutional layers works
in a different way from that in the fully connected layers, because the kernel
weights are shared with the units at different spatial positions, so that, the
weights would still be updated by backpropagation even if part of units are
dropped. The actual effect of performing dropout in the convolutional layers
is to scale the learning rate (Tompson et al., 2015), which can also help with pre-
venting overfitting. We find this technique can improve several meta-learning
approaches significantly according to the experimental results in Section 3.4.
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Algorithm 1 The training of L2AE-D

Require: Meta-training set Dmeta−train
Require: The number of classes N and the number of training exampels K in

each class, the number of the channels C in the last convolutional layer of
the Embedding module, the metric-based classifier cl f according to Equa-
tion 3.1, the loss function L based on Equation 3.2

1: randomly initialize φ and ϕ
2: for each episode do
3: Dtrain, Dtest ← randomly sample from Dmeta−train, Dtrain ={

(xi,j, yi)|1 ≤ i ≤ N, 1 ≤ j ≤ K
}

, Dtest =
{(

xq, yq
)}Nq

i=1
4: for i = 1 to N do
5: for j = 1 to K do
6: Ei,j = fφ(xi,j), xi,j from Dtrain , Ei,j =

[
e1

i,j; e2
i,j; ...; eC

i,j

]
7: end for
8: end for
9: for i = 1 to N do

10: for c = 1 to C do
11: if K == 1 then
12: Fc

i =
[
ec

i,1; ec
1,1; ...; ec

N,1

]
13: else
14: Fc

i =
[
ec

i,1; ec
i,2; ...; ec

i,K

]
15: end if
16: wc

i = gϕ(Fc
i )

17: ẽc
i = ∑ wc

i · Fc
i

18: end for
19: Ẽi =

[
ẽ1

i , ẽ2
i , ..., ẽC

i
]

20: end for
21: Ẽtrain =

{
Ẽ1, Ẽ2, ..., ẼN

}
22: for q = 1 to Nq do
23: Eq = fφ(xq), xq ∈ Dtest

24: end for
25: Ltest = ∑

Nq
q=1 L(cl f (Ẽtrain, Eq), yq)

26: Update φ and ϕ based on▽φ,ϕLtest
27: end for
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3.3 Experiments

This section introduces the details of the two used data sets and the experi-
mental configurations followed to evaluate the behaviour of L2AE-D against
the state-of-the-art. First, we introduce two widely used data sets for few-
shot image classification in Section 3.3.1. Then, the network architecture of
our L2AE-D model is illustrated in Section 3.3.2. Afterwards, the experimental
setting and evaluation are presented in Section 3.3.3.

3.3.1 Data Sets

We evaluate our methods on two widely studied few-shot learning data sets,
Omniglot and miniImageNet, which are introduced in Section 2.4.2.

3.3.2 Comparison Algorithms and Network Architecture

In this chapter, we choose 4Conv as our embedding module for two reasons.
First, Res12 employs global average pooling (He et al., 2016) in the end to sum-
marise the extracted embedding as a vector, which is not fully compatible with
our L2AE method, since our method takes feature maps as the input of our ag-
gregation module. Second, the few-shot learning community focuses on the
effectiveness of the meta-learning strategy rather than the complexity of net-
works. Therefore, we evaluate our L2AE-D method based on 4Conv backbone.
The detailed architecture of our L2AE-D method based on 4Conv is described
as follows:

• 4Conv has been described in Section 2.4.5. Specifically, we use a 2× 2
max-pooling to conduct the downsampling operation. Besides, we em-
ploy a dropblock (Ghiasi, Lin, and Le, 2018) layer after each convolu-
tional block to reduce meta-level over-fitting. The keep rate and block
size are set as 0.85 and 3 respectively for all 4 layers on miniImageNet and
Omniglot. For the distance metric, we choose scaled Euclidean distance
following (Ye et al., 2020), the scale is set 64. For Omniglot, due to the
small size of the input images, we feed the embeddings into the CNNs
based attention module and we remove the max-pooling layer from the
last convolutional block.

• Attention module. The architecture of our attention module is showed
in 3.4 consisting of 2 convolutional blocks and a fully connected (FC)
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FIGURE 3.4: The architecture of the attention module. The il-
lustrated aggregation weights are for 1-shot tasks and those for
5-shot tasks are the same as shown in Figure 3.3. The squares
in different colours represent the feature maps of different exam-
ples. The attention networks consist of two convolutional blocks

and a FC layer.

layer. Each convolutional block in this module comprises a 3× 3 convo-
lution with 32 filters, followed by batch normalisation, a ReLU nonlin-
earity. The FC layer results in a C-dimensional output, which represent
the aggregation weights for the C feature maps. For K-shot tasks, we use
the softmax function after the FC layer since we aim to assign positive
weights, whose sum is 1, to the C embeddings of the same class. Note
that we tune the aforementioned hyper-parameters based their perfor-
mance on meta-validation set.

On Omniglot data set, we compare our approach against promising meth-
ods from each family of few-shot learning approaches that provide experi-
mental results. They are MAML (Finn, Abbeel, and Levine, 2017) from fast-
parametrisation based approaches, Neural Statistician (Edwards and Storkey,
2017) and MetaGAN (Zhang et al., 2018b) from generative model based ap-
proaches, and Siamese Nets (Koch, Zemel, and Salakhutdinov, 2015), Match-
ing Nets (Vinyals et al., 2016), ProtoNets (Snell, Swersky, and Zemel, 2017),
GNN (Garcia and Bruna, 2018) and RN (Sung et al., 2018) as metric learning ap-
proaches. On miniImageNet, we compare our method with prior approaches
that are based on the same 4Conv backbone for a fair comparison. As before,
we choose promising methods from each family that provide experimental re-
sults on miniImageNet. They are Meta-learner-LSTM (Ravi and Larochelle,
2017), MAML (Finn, Abbeel, and Levine, 2017) and Activation2Weights (Qiao
et al., 2018) from fast-parameterisation based approaches, MetaGAN (Zhang et
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al., 2018b) from generative model based approaches, Matching Nets (Vinyals
et al., 2016), ProtoNets (Snell, Swersky, and Zemel, 2017), GNN (Garcia and
Bruna, 2018), RN (Sung et al., 2018) and TPN (Liu et al., 2019b) from metric
learning approaches.

3.3.3 Experimental Setting and Evaluation

To allow for fair comparisons with the current state-of-the-art, we maintain the
different experimental setups reported on Omniglot (20-way 5-shot, 20-way 1-
shot, 5-way 5-shot, 5-way 1-shot) and miniImageNet (5-way 5-shot, 5-way 1-
shot). Similar to most approaches based on 4Conv (Snell, Swersky, and Zemel,
2017; Finn, Abbeel, and Levine, 2017; Liu et al., 2019b), we train our 4Conv
based approach in an episodic manner for a fair comparison. All experiments
are performed using TensorFlow (Abadi et al., 2016) on a Titan Xp GPU.

• Episode-based meta-training has been introduced in Section 2.4.3. Con-
cretely, we use a meta-batch size of 3, which means in each episode we
randomly sample 3 N-way K-shot classification tasks to train the model.
For each few-shot task, besides the N × K training examples, we ran-
domly sample 6 query examples per class to compute the loss for Om-
niglot and miniImageNet. We train our model with Adam (Kingma and
Ba, 2015) with an initial learning rate of 0.001 in an end-to-end man-
ner (Snell, Swersky, and Zemel, 2017; Sung et al., 2018). We train the
model for 200,000 episodes and cut the learning rate in half every 40,000
episodes to stabilise training, and use the meta-validation set to choose
the best-performing model for meta-testing. It is noteworthy that ex-
isting methods conduct BN in different ways. As pointed out in (Ravi
and Larochelle, 2017), there would be a bad impact on performance if
we use the global BN statistics accumulated from the meta-training set
to normalise batches of examples in the meta-testing set, since there is no
overlap between the classes in these two sets. Thus, we perform BN on
each batch of examples following (Finn, Abbeel, and Levine, 2017; Sung
et al., 2018). Specifically, for each task during both meta-training and
meta-testing, we use each batch’s statistics to normalise the training or
query examples.

• Meta-testing: During meta-testing, the previous works mostly evaluated
their methods on 600 or 1,000 randomly sampled N-way K-shot classifi-
cation tasks from the meta-testing set. Since there are a large number
of different tasks in meta-testing, they may sample a large proportion of
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easy-to-classify or difficult-to-classify tasks using different seeds, which
would lead to a result with high variance. To get a more reliable result,
we evaluate our approach on 6,000 randomly sampled tasks for all data
sets. The average classification accuracy and 95% confidence interval are
reported.

3.4 Analysis of Results

In this section, we analyse the results obtained from different experimental
studies. Concretely, our goals are:

• To check the superiority of our L2AE-D for few-shot image classification
on two wide used data sets comparing with the state-of-the-art (Section
3.4.1 and 3.4.2).

• To analyse the benefits of the meta-level dropout technique when it is in-
corporated into several existing representative approaches (Section 3.4.3)

• To clearly show how our L2AE-D works and how our L2AE method in-
fluence the representation learning for few-shot image classification (Sec-
tion 3.4.4).

3.4.1 Analysis of the Results on Omniglot

The reported experimental results of selected comparison algorithms and ours
are shown in Table 3.1. In general, all the methods perform worse on 20-way
tasks than 5-way tasks, which shows 20-way tasks are more difficult. L2AE-D
achieves state-of-the-art performance on 20-way tasks and competitive results
on 5-way tasks. Besides, our results are more reliable, since we test on more
few-shot learning tasks and the 95% confidence interval is much less than other
methods. MetaGAN performs better on 5-way tasks by generating more exam-
ples to assist RN while it improves marginally upon RN.

3.4.2 Analysis of the Results on miniImageNet

The experimental results of our method and the comparison with the selected
existing methods on miniImageNet are shown in Table 3.2. L2AE-D achieves
state-of-the-art performance on 5-way 5-shot classification. On 5-way 1-shot
classification, L2AE-D provides the second best result, which is slightly worse
than Activations2Weights. However, the feature extractor of Activations2Weights
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TABLE 3.1: Few-shot classification results on Omniglot averaged
over 6,000 testing tasks. It is noteworthy we only compare our
method with prior approaches that are based on the same type of
model, 4-layer CNNs. The ± shows 95% confidence over tasks.
The best and second best performing results are highlighted in
bold and underlined, respectively. All the results are rounded to
1 decimal place other than MetaGAN’s that are reported with 2

decimal places.

Method 5-way Acc. 20-way Acc.
1-shot(%) 5-shot(%) 1-shot(%) 5-shot(%)

Siamese Nets 96.7 98.4 88.0 96.5
Matching Nets 98.1 98.9 93.8 98.5
Neural Statistician 98.1 99.5 93.2 98.1
ProtoNets 98.8 99.7 96.0 98.9
GNN 99.2 99.7 97.4 99.0
MAML 98.7±0.4 99.9±0.1 95.8±0.3 98.9±0.2
RN 99.6±0.2 99.8±0.1 97.6±0.2 99.1±0.1
MetaGAN + RN 99.67±0.18 99.86±0.11 97.64±0.17 99.21±0.1
L2AE-D 99.3±0.05 99.8±0.02 97.8±0.05 99.2±0.02

is trained with more classes (higher ways) and more queries in each meta-
training episode. In contrast, our model is trained on 5-way classification with
15 queries per episode, which is consistent with the setting of most existing
approaches. Besides, TPN obtains very competitive results on 1-shot and 5-
shot classification. However, TPN is a transductive method that requires unla-
belled data to propagate labels and its performance is affected by the number
of query examples. Even though we use query batch statistics to normalise the
query examples in a transductive way, we can simply modify it into an induc-
tive way by using training batch statistics to normalise the query data without
decreasing the performance much.

3.4.3 Analysis of the Effect of Meta-Level Dropout

Since the augmented Omniglot data set includes much more classes (4,800)
than miniImageNet (64) in the meta-training set, the meta-learners do not
suffer much from meta-level overfitting on Omniglot. Therefore, we focus
on miniImagent to analyse the effect of meta-level dropout through 5-way 1-
shot tasks. We introduce meta-level dropout into several representative meta-
learning approaches, including MAML (Finn, Abbeel, and Levine, 2017), Pro-
toNets (Snell, Swersky, and Zemel, 2017) and RN (Sung et al., 2018). Specif-
ically, we use their provided code and add an advanced dropout technique,
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TABLE 3.2: Few-shot classification results on miniImageNet aver-
aged over 6,000 tests based on 4-layer CNNs. It is noteworthy we
only compare our method with prior approaches that are based
on the same type of model, 4-layer CNNs. The± shows 95% con-
fidence over tasks. The best and second best performing results

are highlighted in bold and underlined, respectively.

Model 5-way Acc.
1-shot 5-shot

Matching Nets 43.56 ± 0.84% 55.31 ± 0.73%
Meta-Learner-LSTM 43.44 ± 0.77% 60.60 ± 0.71%
MAML (1 query) 48.70 ± 1.84% 63.11 ± 0.92%
ProtoNets 49.42 ± 0.78% 68.20 ± 0.66%
GNN 50.33 ± 0.36% 66.41 ± 0.63%
RN 50.44 ± 0.82% 65.32 ± 0.70%
MetaGAN +RN 52.71 ± 0.64% 68.63 ± 0.67%
TPN 53.75 ± 0.86% 69.43 ± 0.67%
Activations2Weights 54.53 ± 0.40% 67.87 ± 0.70%
L2AE-D 53.85 ± 0.26% 70.16 ± 0.19%

dropblock (Ghiasi, Lin, and Le, 2018), in each convolutional layers before max-
pooling with the keep rate of 0.85 and block size of 3, respectively. We compare
the results with dropout to the reported ones of the chosen methods except for
MAML, since it tests on 1 query per class using 32 filters in CNNs. We modi-
fied their setting to use 64 filters and test on 15 queries per class in order to be
consistent with the settings of other methods. We evaluate these methods on
5-way 1-shot classification in the same way as Section 3.4.2. The experimen-
tal results in Table 3.3 show that adding meta-level dropout can significantly
improve several promising meta-learning approaches, as well as ours. It can
also be seen that, even without dropout, L2AE also outperforms those repre-
sentative few-shot learning approaches. Since the proposed L2AE algorithm
improves upon ProtoNets, Table 3.3 presents an ablation analysis. The only
difference between ProtoNets and L2AE is that L2AE adds our proposed atten-
tion based aggregation module upon ProtoNets. Both of our results with and
without dropout outperform ProtoNets by around 2%, which demonstrates
that adding our channel-wise attention based aggregation module is effective
for few-shot learning.

3.4.4 Visualisation of the Working of L2AE-D

To further show how our approach works, we visualise the aggregated em-
beddings for the unseen few-shot classification tasks in the meta-testing set
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TABLE 3.3: Few-shot classification results on miniImageNet with
or without dropout averaged over 6,000 testing tasks. The ±
shows 95% confidence over tasks. ∗ denotes MAML uses 64 fil-

ters and tests on 15 queries per class.

Model 5-way 1-shot Acc.
without dropout with dropout

MAML∗ 47.71 ± 0.84% 50.43 ± 0.87%
ProtoNets 49.42 ± 0.78% 52.08 ± 0.81%
RN 50.44 ± 0.82% 52.40 ± 0.85%
L2AE 51.55 ± 0.25% 53.85 ± 0.26% (L2AE-D)

FIGURE 3.5: t-SNE visualisation of the aggregated embeddings
of unseen classes for a 5-way 1-shot classification task on Om-
niglot (a) and a 5-way 5-shot task on miniImagenet (b). The em-
beddings of training samples are shown as points. Aggregated
embeddings are shown as triangles. The embeddings of regular
examples are shown as crosses. The Means of training embed-

dings are shown as diamonds.

based on t-SNE (Maaten and Hinton, 2008). t-SNE is a technique for dimen-
sionality reduction that is particularly well suited for the visualisation of high-
dimensional data sets (Maaten and Hinton, 2008). Figure 3.5 (a) shows the
visualisation of the aggregated embeddings for an unseen 5-way 1-shot classi-
fication task on Omniglot. The embeddings aggregated from different classes
tend to move away from their own cluster and be farther from the clusters of
other classes.

Figure 3.5 (b) shows the visualisation of the aggregated embeddings for an
unseen 5-way 5-shot classification task on miniImagenet. Compared to the
embeddings of Omniglot in Figure 3.5 (a), we can see that the embeddings of
miniImagenet are much messier and consist of more unrepresentative exam-
ples. This indicates the difficulty of few-shot learning on miniImagenet and
the necessity to reduce the impact of outliers for a method. When there are
unrepresentative examples in the training set, such as the outliers (the bottom
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red point) and the example located near the boundary of a cluster (the right-
most blue point), the mean of training embeddings (Snell, Swersky, and Zemel,
2017) deviates from a good position that represents a class in the embedding
space. However, our aggregated embeddings stick to a representative position
in the embedding space and are much more stable regardless of unrepresenta-
tive examples, which can lead to a more robust decision boundary.

3.5 Summary

In this chapter, we have achieved our first research objective by proposing a
novel meta-learning approach for aggregating useful convolutional features
and suppressing noisy ones based on a channel-wise attention mechanism.
We have proposed two different learning strategies for one-shot and few-shot
tasks aiming to fully and effectively use the few training examples. Our model
does not require any fine-tuning and can be trained in an end-to-end man-
ner. In addition, we have tackled the problem of meta-level overfitting by
introducing a meta-level dropout technique. This technique has significantly
improved several well-known meta-learning approaches as well as ours. Fur-
thermore, we have achieved competitive performance over a few N-way K-
shot classification tasks on both Omniglot and miniImageNet data sets, which
has demonstrated the effectiveness and competitiveness of our method. Note
that we only used two data sets to evaluate our approach, because other bench-
marks mentioned in Section 2.4.2 are not proposed or widely used at the time
of proposing our method. In Section 5.5 where we illustrate the overall contri-
bution of this thesis, the results of our L2AE-D for few-shot image classifica-
tion on two other benchmarks, including larger and fine-grained data sets, are
shown. Those can further support our conclusion that the L2AE-D are effective
for few-shot image classification on various types of data sets.

To tackle the core issues of few-shot image classification, besides paying atten-
tion to the limited training samples in few-shot image classification, we should
also guarantee as many useful features as possible can be extracted during a
feature extraction process. Therefore, in the next chapter, we plan to address
the two key problems of few-shot image classification from the perspective of
feature extraction.
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Spatial Attention-based Adaptive
Pooling for Few-Shot Image
Classification

4.1 Introduction

In the first stage of our research, we performed channel-wise attention to sup-
press unrepresentative training samples and meanwhile leveraged as much
useful information as possible in each final convolutional channel. The pro-
posed solution assumed that the few training embeddings have included suf-
ficient useful information for the subsequent similarity comparisons and fo-
cused on how to maximising the use of limited training embeddings. How-
ever, we did not take into consideration that the assumption cannot always be
guaranteed, because a feature extraction process may lose useful information.
Therefore, we believe there is more work that can be done to address the two
key issues of few-shot image classification from a different perspective.

A general meta-learning approach for few-shot image classification normally
starts from transforming the few training images into discriminative features,
then makes predictions based on a distance metric or fully connected layer
based classifier (Snell, Swersky, and Zemel, 2017; Finn, Abbeel, and Levine,
2017). To overcome the lack of information, besides paying attention to lim-
ited training data, we should also make sure as much as useful features can
be extracted during a feature extraction process. In addition, a good feature
extractor should also be able to distinguish the foreground and background of
an image. To this end, the second stage of our research aims to tackle the two
core issues of few-shot image classification from the point of view of feature
extraction.
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To extract features for few-shot image classification, existing meta-learning ap-
proaches mostly employ a regular CNNs block, usually composed of a convo-
lution operation, batch normalisation, an activation function and a downsam-
pling operation. For the downsampling operation, existing methods mainly
use the max-pooling or average-pooling and ignore the fact that these pooling
methods are essentially lossy processes. They may lose relevant features (max-
pooling) or mix up relevant and irrelevant features (average-pooling) during
feature extraction. Since the lack of information is one of the key issue of few-
shot image classification, a tailored pooling method that can save as much use-
ful features as possible for few-shot image classification is needed. In addition,
the commonly used pooling techniques perform pooling independently in dif-
ferent convolutional channels and ignore the correlation between the features
at the same spatial location in different channels, which may lose the infor-
mation of spatial importance. Therefore, a more appropriate downsampling
method in a CNNs based feature extraction process is needed to avoid losing
useful information and mitigate the intrinsic uncertainties for few-shot image
classification.

To address the above issues, we design a spatial attention based adaptive pool-
ing (Ada-P) module to replace the conventional pooling methods for few-shot
learning, in which a learnable pooling weight generation block is trained to as-
sign different pooling weights to the features at different spatial locations for
each individual embedding. The module performs weighted pooling by taking
into account the importance of the features at different spatial locations, which
can pay more attention to the salient regions and avoid discarding useful infor-
mation. Since the sizes of receptive fields in different convolutional layers vary,
we learn a specific pooling module for each convolutional layer. To consider
the correlations between channels, we use CNNs as a meta-learner to assign
pooling weights. Different from regular CNNs, our CNNs-based meta-learner
is lightweight (only including one output channel) and can be incorporated
into different CNNs-based few-shot learning approaches as a plug-and-play
module.

Our Ada-P module is related to a few spatial attention methods introduced
in Section 2.3.2 (Woo et al., 2018; Chen et al., 2017; Wang et al., 2017; Jetley et
al., 2018; Meng et al., 2019). These methods applied different strategies, such
as using CNNs or multilayer perceptron (Woo et al., 2018; Chen et al., 2017;
Wang et al., 2017; Meng et al., 2019), performing downsampling, upsampling
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operations and residual connections (Wang et al., 2017), measure the compat-
ibility between the final global feature and the features in the intermediate
layers (Jetley et al., 2018), on embeddings to assign weights to the features
at different spatial locations. They performed attention after each convolu-
tional block while our adaptive pooling module is incorporated in each con-
volutional block serving as a pooling operator. They mostly introduced much
more trainable parameters while our Ada-P module is lightweight containing
only one convolutional kernel. Their aim is to refine embeddings whereas our
target is to find an appropriate way to downsample embeddings while pre-
serving useful information. In addition, these works all tackled standard learn-
ing tasks with sufficient training data, while our focus is on few-shot learning
problems. In the experiments, we compare Ada-P with these related spatial
attention methods on few-shot image classification.

As in the last chapter, the experiments are completed using the widely eval-
uated miniImageNet data set. Note that, in this chapter, we discard the Om-
niglot data set, since it only contains grayscale images of handwritten charac-
ters without background clutters. Our spatial attention based Ada-P module
can pay more attention to the salient regions and discard background noise,
therefore, it is not appropriate to evaluate our method on the data set with-
out any background clutter, such as the Omniglot data set. Additionally, here
we introduce two more challenging few-shot learning benchmarks, tieredIm-
ageNet (Ren et al., 2018) and CUB (Wah et al., 2011). The meta-training and
meta-testing set of tieredImageNet are less similar in the semantic space, there-
fore, it is more challenging and realistic compared to miniImageNet. The CUB
data set results in fine-grained few-shot image classification tasks, which are
challenging, because categories can only be distinguished by subtle or local
differences. On the above three data set, our method achieves competitive
performance on various few-shot learning tasks.

This chapter is structured as follows. Section 4.2 describes the proposed Ada-
P module for few-shot image classification. Section 4.3 presents the data sets
we used and the experimental settings. Section 4.4 analyse the experimental
results. In the end, we summarise the achievement of the second stage of our
research in Section 4.5.
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4.2 Methodology

This section introduces the proposed adaptive pooling module. First, the de-
tails of our Ada-P module is provided in Section 4.2.1. Then, we describe a
whole meta-learning pipeline based on our Ada-P module in Section 4.2.2.

4.2.1 Adaptive Pooling Module

The Ada-P module can be placed in every convolutional layer during feature
extraction as shown in Figure 4.1. The pooling weight generation block learns
to adaptively generate feature fusing weights for each embedding. Then lo-
cal features in a sliding window can be fused based on the generated weights
by taking into account the spatial importance. Let E ∈ RW×H×C be an em-
bedding (a set of feature maps) serving as the input of a convolutional layer,
where W, H, C represent the width, height of feature maps and the number of
channels, respectively. As shown in Figure 4.1, after a standard convolutional
operation followed by BN and an activation function, we obtain the embed-
ding Ẽ = Conv(E), Ẽ ∈ RW×H×C. Then, the embedding Ẽ is fed into the
pooling weight generation block gψ(·) : RW×H×C → RW×H×1 to generate the
adaptive pooling weights for the features at different spatial locations, which
is displayed as the square in gradient colour in Figure 4.1:

w = gψ(Ẽ), w ∈ RW×H×1 (4.1)

Specifically, our pooling weight generation block is represented by a convolu-
tional layer with a single convolutional kernel, which is much more lightweight
compared to the convolutional operation in the feature extractor. We choose
convolutions to be the meta-learner because it provides a larger receptive field
and considers the features in all channels at the same spatial location. Further-
more, gψ also includes a BN layer followed by a sigmoid function. We use a
sigmoid function to limit the pooling weight values between 0 and 1.

Then, weighted pooling is conducted over the embedding Ẽ to fuse local fea-
tures. The generated pooling weights w are shared among different channels.
Therefore, for each pooling sub-region Ωk whose size is determined by the
pooling window size, the weighted pooling can be computed as:

Ẽpooled[k] =
1
|Ωk| ∑

i∈Ωk

w[i]Ẽ[i] (4.2)
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FIGURE 4.1: Workflow of the proposed Ada-P module. Conv
represents convolutions. BN stands for batch normalisation (Ioffe
and Szegedy, 2015). In the embedding space, a pooling weights
generation block is learned to assign a specific pooling weight
map (RW×H×1) for each embedding (RW×H×C); then weighted
pooling is conducted based on the generated pooling weights per

channel.

where Ẽpooled[k] ∈ R1×1×C is the pooled embedding for sub-region Ωk, w[i] ∈
R1×1×1 and Ẽ[i] ∈ R1×1×C are the generated pooling weight and the embed-
ding at i − th location in sub-region Ωk. After performing weighted average
pooling for all the sub-regions, the fused embedding Ẽpooled will feed into the
next convolutional layer. Pseudocode for our Ada-P module is provided in
Algorithm 2.

Algorithm 2 Ada-P module

Input: Embedding Ẽ ∈ RW×H×C, pooling region Ω = W×H, pooling weights
generation block gψ, window size t, strides s, padding p

Output: Ẽpooled

1: w = gψ(Ẽ), w ∈ RW×H×1 //Obtain adaptive pooling weights
2: for Ωk in Ω do
3: Ẽpooled[k] = 1

|Ωk| ∑i∈Ωk
w[i]Ẽ[i], Ẽpooled[k] ∈ R1×1×C //Weighted average

pooling for each sub-region
4: end for

4.2.2 Meta-Learning Pipeline with Ada-P Module

The Ada-P module is light-weight and can be employed as a plug-and-play
module for various types of meta-learning approaches for few-shot image clas-
sification, such as fast parameterisation and metric learning based approaches.
In this section, we choose ProtoNet (Snell, Swersky, and Zemel, 2017) as an
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example to illustrate how our Ada-P module work with a meta-learning ap-
proach. We choose ProtoNet as our backbone for several reasons. First, com-
pared to fast parameterisation and data generation based approaches, Pro-
toNet is computationally efficient. It does not require any inner optimisation
or data generation process. Second, ProtoNet is simple and effective and has
been used as a backbone for a few advanced few-shot learning approaches
(Wang et al., 2018b; Sung et al., 2018; Song et al., 2021). This makes it a fair to
use as a backbone when comparing with other state-of-the-art methods. Third,
from our experiments, ProtoNet can always achieve a relatively good and sta-
ble performance on different data sets. The meta-learning pipeline includes
the following components: an embedding module, a distance module, a loss
function and an inference mechanism. The whole training procedure of our
few-shot learning pipeline is presented in Algorithm 3.

• Embedding module: The embedding module (feature extractor) f{ϕ,ψ}
aims to transform a sample into a high-level representation, which con-
sists of two kinds of building blocks. One is convolutional block Convϕ

comprised by a convolution operation, a BN layer and an activation func-
tion, ϕ represents the trainable parameters. The other is our Ada-P mod-
ule Ada-Pψ, ψ stands for the trainable parameters. These two types of
building blocks are connected one after another as shown in Figure 4.1,
and a number of them are stacked in the embedding module.

Given a training set Dtrain =
{
(xi,j, yi)|1 ≤ i ≤ N, 1 ≤ j ≤ K

}
, a testing set

Dtest =
{(

xq, yq
)}Nq

q=1, the feature extractor f{ϕ,ψ} transforms a training
example xi,j and a test example xq into an embedding Ei,j = f{ϕ,ψ}(xi,j)

and Eq = f{ϕ,ψ}(xq). Following the idea of ProtoNet, the prototype of
each class is the mean embedding of the training examples belonging to
its class:

Pi =
1
K

K

∑
j=1

f{ϕ,ψ}(xi,j), P = {Pi}N
i=1 (4.3)

• Distance module: This module applies a distance metric d(·) to measure
the similarity between the embedding of a test example f{ϕ,ψ}(xq) and the
prototype of each class Pi as d(Pi, f{ϕ,ψ}(xq)). The commonly used dis-
tance metrics are Euclidean distance, cosine distance, scaled Euclidean
or cosine distance or a learned distance metric. In our approach, we
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use scaled Euclidean and cosine distance for shallow and deeper CNNs-
based feature extractors, respectively. These settings are widely used in
previous works (Oreshkin, López, and Lacoste, 2018; Gidaris and Ko-
modakis, 2018).

• Loss function: We choose cross-entropy loss to train each task. First, the
softmax function is applied over the negative distance between the test
embeddings and the prototypes as follows:

p{ϕ,ψ}(y = yi | P, xq) =
exp(−d(Pi, f{ϕ,ψ}(xq)))

∑i′ exp(−d(Pi′ , f{ϕ,ψ}(xq)))
(4.4)

Then, the loss function can be formulated as

L(p{ϕ,ψ}(y = yq | P, xq)) = −
1

Nq

Nq

∑
q=1

log p{ϕ,ψ}(y = yq | xq) (4.5)

where Nq is the number of test examples in each training task, yq is the
true label of xq.

• Inference: The inference is conducted on the meta-testing set Dmeta−test,
whose label space has no overlapping with the meta-training set Dmeta−train.
The procedure is nearly the same as the meta-training phase through the
trained feature extractor, distance module and a softmax function. Then,
a test example can be classified into one class by taking its highest prob-
ability:

yq = argmax
i

p{ϕ,ψ}(y = yi | P, xq) (4.6)

where xq is a test example in a meta-testing task and yq is its predicted
label.

4.3 Experiments

This section introduces the details of the three used data sets and the experi-
mental settings. First, we introduce three widely used data sets for few-shot
image classification in Section 4.3.1. Then, the network architecture of our
L2AE-D model is illustrated and selected comparison methods are presented
in Section 4.3.2. Afterwards, the experimental setting and evaluation are pro-
vided in Section 4.3.3.
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Algorithm 3 The training procedure of our few-shot learning pipeline

Input: Meta-training set Dmeta−train
Input: The number of classes N, the number of training exampels K and the

number of test samples Nq in each task, the number of convolutional layers
M, the ProtoNet-based classifier cl f based on Equation 4.3 and 4.4, the loss
function L according to Equation 4.5.

1: randomly initialize φ and ϕ
2: for each episode do
3: Randomly sample a batch of Tasks from Dmeta−train
4: L = 0 //Initialise loss
5: for all Taskk in Tasks do
6: Randomly sample Dk

train, Dk
test for Taskk, Dk

train
={

(xi,j, yi)|1 ≤ i ≤ N, 1 ≤ j ≤ K
}

, Dk
test

=
{(

xq, yq
)}Nq

q=1

7: for all xi,j in Dk
train

do
8: Ei,j = xi,j //set xi,j as the input to Embedding module
9: for m = 1 to M do

10: Ẽi,j = Convϕm(Ei,j) //Feed forward each Conv block
11: Ẽi,j,pooled = Ada-Pψm(Ẽi,j) //Feed forward Ada-P module
12: Ei,j = Ẽi,j,pooled
13: end for
14: end for
15: Ek

train =
{

Ei,j|1 ≤ i ≤ N, 1 ≤ j ≤ K
}

//Training embeddings
16: for all xq in Dk

test do
17: Eq = xq //set xq as the input to Embedding module
18: for m = 1 to M do
19: Ẽq = Convϕm(Eq) //Feed forward each Conv block
20: Ẽq,pooled = Ada-Pψm(Ẽq) //Feed forward Ada-P module
21: Eq = Ẽq,pooled
22: end for
23: end for
24: Ek

test =
{

Eq
}Nq

q=1 //Testing embeddings

25: Lk
test = ∑

Nq
q=1 L(cl f (Ek

train, Eq), yq), yq ∈ Dk
test //Loss for each task

26: L = L+ Lk
test //Accumulate losses for a batch of tasks

27: end for
28: Update ϕ and ψ based on▽ϕ,ψL //Update the parameters of feature

extractor and Ada-P module
29: end for
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4.3.1 Data Sets

We evaluate our Ada-P module on three widely studied few-shot learning data
sets, miniImageNet, tieredImageNet and CUB. Note that, we discard the Om-
niglot data set used in the last chapter, since it only contains grayscale images
of handwritten characters without background clutters, which is not suitable
to evaluate our Ada-P module. In addition, we introduce two more challeng-
ing few-shot learning benchmarks, tieredImageNet and CUB. Note that these
two data sets were not included in the previous chapter, because at the time of
the work in Chapter 3 was done, these two data sets were not widely used as
a few-shot image classification benchmark. To further show how our L2AE-D
performs on them, we display the experimental results in Chapter 5, in which
we combine our three research works together to demonstrate our contribu-
tions. The details of the data sets can be found in Section 2.4.2.

4.3.2 Comparison Algorithms and Network Architecture

In this chapter, we choose two widely used network architectures, 4Conv and
Res12, as a feature extractor and select representative state-of-the-art methods
based on the same network architecture for comparison. We also include sev-
eral recent methods using deeper networks, which can further demonstrate
the superiority of our Ada-P module.

Concretely, for 4Conv based feature extractor, we choose MAML (Finn, Abbeel,
and Levine, 2017), A2P (Qiao et al., 2018), MetaOptNet (Lee et al., 2019), R2D2
(Bertinetto et al., 2019) from fast parameterisation based approaches, Meta-
GAN+RN (Zhang et al., 2018b) from data generation based approaches, Pro-
toNet (Snell, Swersky, and Zemel, 2017), RN (Sung et al., 2018), L2AE-D (Song
et al., 2021), TPN (Liu et al., 2019b), GNN (Garcia and Bruna, 2018) from met-
ric learning approaches. For Res12 based feature extractor, we compare with
LEO (Rusu et al., 2019), A2P (Qiao et al., 2018), MetaOptNet (Lee et al., 2019),
MTL (Sun et al., 2019a) from fast parameterisation based approaches, SNAIL
(Mishra et al., 2018), TADAM (Oreshkin, López, and Lacoste, 2018), DC (Lif-
chitz et al., 2019), CTM (Li et al., 2019b), ProtoNet (Snell, Swersky, and Zemel,
2017) from metric learning approaches. Note that we only compare against
methods that provide results on a given data set, therefore the selected com-
parison algorithms on different data sets can be different.

To demonstrate that Ada-P is particularly suitable for few-shot learning, we
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compare our module with several widely used and advanced pooling meth-
ods, namely max-pooling (Boureau, Ponce, and LeCun, 2010), average-pooling
(Boureau, Ponce, and LeCun, 2010), overlapping-pooling (Krizhevsky, Sutskever,
and Hinton, 2012), stochastic-pooling (Zeiler and Fergus, 2013), mixed-pooling
(Lee, Gallagher, and Tu, 2016) and gated-pooling (Lee, Gallagher, and Tu,
2016).

Since our Ada-P can also be seen as a spatial attention mechanism, to illustrate
the novelty of our Ada-P module for few-shot image classification, we further
compare our method with several advanced spatial attention methods, namely
SCA (Chen et al., 2017), CBAM (Woo et al., 2018), Residual-AT (Wang et al.,
2017), Interpret-SA (Meng et al., 2019), L2-pay-AT (Jetley et al., 2018) from the
computer vision field.

The detailed architecture of 4Conv and Res12 are described as follows:

1. 4Conv backbone has been introduced in Section 2.4.5. In this approach,
we replace commonly used max-pooling in 4Conv with our Ada-P mod-
ule, in which the pooling weight generation block contains a 3× 3 convo-
lution with 1 filter, followed by BN and a sigmoid function. The pooling
window size is 2× 2. Following (Lee et al., 2019), we also include a drop-
block (Ghiasi, Lin, and Le, 2018) layer after each convolutional block to
reduce meta-level over-fitting. The keep rate and block size are set as
0.85 and 3 respectively for all 4 layers on miniImageNet, tieredImageNet
and CUB. For the distance metric, we choose scaled Euclidean distance
following (Ye et al., 2020), the scale is set 64.

2. Res12 has been described in Section 2.4.5. The pooling operation is cho-
sen as our Ada-P module in this approach. the pooling weight genera-
tion block contains a 3× 3 convolution with 1 filter, followed by BN and
a sigmoid function. The number of convolutional kernels k is set to be 64
in the first residual block and is doubled every next block. A dropblock
layer is added after each residual block following (Lee et al., 2019) to re-
duce meta-level overfitting. The keep rate and block size are the same
as those for 4Conv model. Moreover, we choose cosine distance as dis-
tance metric following (Gidaris and Komodakis, 2018), since we found
that cosine distance works better with Res12 model empirically.
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4.3.3 Experimental Setting and Evaluation

We evaluate our method on 5-way 1-shot, 5-way 5-shot learning tasks on all
three data sets. Like most approaches based on 4Conv (Snell, Swersky, and
Zemel, 2017; Finn, Abbeel, and Levine, 2017; Liu et al., 2019b), we train our
4Conv based approach in an episodic manner for a fair comparison. Note that
we add a deep backbone, Res12, for evaluation here to show the effectiveness
of the Ada-P module on deep networks. As discussed before, our L2AE-D
method is not fully compatible with a deep architecture, thus, we did not in-
clude it in the last chapter. Specifically, for training Res12 based approaches,
we adopted a large scale training strategy following (Sun et al., 2019a; Ye et al.,
2020; Rusu et al., 2019; Li et al., 2019b) for better performance. During meta-
testing, as before, we evaluate our approach on 6,000 randomly sampled tasks
for all three data sets. The average classification accuracy and 95% confidence
interval are reported. All experiments are performed using TensorFlow (Abadi
et al., 2016) on a Titan Xp GPU.

1. Episode-based meta-training: During meta-training, the meta-batch size
is set as 3 for both 1-shot and 5-shot tasks. Note that a larger meta-batch
size could contribute to faster convergence while we set our meta-batch
size taking into account the limitation of GPU memory. For each few-
shot task, besides the N × K training examples, we randomly sample
6 test examples per class to compute the meta-training loss. Following
(Snell, Swersky, and Zemel, 2017; Finn, Abbeel, and Levine, 2017; Liu et
al., 2019b), we train our model with Adam (Kingma and Ba, 2015) with
an initial learning rate of 0.001. On miniImageNet and tieredImageNet,
we train 300,000 episodes for 1-shot tasks and 200,000 episodes for 5-shot
tasks. The learning rate is cut in half every 60,000 and 40,000 episodes for
1-shot and 5-shot tasks, respectively. On CUB data set, we train 100,000
episodes for both 1-shot and 5-shot tasks and cut the learning rate in half
every 20,000 episodes.

2. Large scale meta-training: Following (Sun et al., 2019a; Ye et al., 2020; Li
et al., 2019b), we perform large scale training on Res12 using the whole
meta-training set. A FC layer is added to the Res12 based feature ex-
tractor. Then the meta-training process is transformed into a 64, 351 and
100 classes classification problem for miniImageNet, tieredImageNet and
CUB, respectively. Following (Sun et al., 2019a; Lee et al., 2019), we train
our model with stochastic gradient descent with Nesterov momentum
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of 0.9 with an initial learning rate of 0.1 for 30,000 episodes on miniIma-
geNet and CUB, 100,000 episodes on tieredImageNet. The learning rate is
divided by 10 every 10,000 episodes for miniImageNet and CUB, 20,000
episodes for tieredImageNet. The batch size is set as 128. The weight
decay is set to be 0.0005. We adopt random horizontal flip and random
crop data augmentations as in (Lee et al., 2019; Li et al., 2019b; Sun et al.,
2019a). After the large scale training, the feature extractor can be used in
few-shot classification tasks without any fine-tuning.

4.4 Analysis of Results

In this section, we analyse the results obtained from different experimental
studies. Specifically, our aims are:

• To compare the performance of our Ada-P module with several widely
used and advanced pooling methods in few-shot learning problems (Sec-
tion 4.4.1).

• To perform ablation studies that test whether pooling operations are re-
ally needed in few-shot learning, verifies the working of Ada-P is not
caused by adding more parameters (Section 4.4.2).

• To analyse the benefits and flexibility of our Ada-P module when they are
incorporated into existing few-shot learning approaches (Section 4.4.3).

• To check whether the superiority of our few-shot learning approach is
maintained on various data sets (small, large, fine-grained data sets) based
on both shallow and deep models (Section 4.4.4).

• To illustrate the novelty of designing effective spatial attention methods
for few-shot learning problems, comparing the performance of our Ada-
P module against advanced spatial attention methods (Section 4.4.5).

• To analyse how much computational burden the Ada-P module intro-
duces to an few-shot learning approach. (Section 4.4.6).

4.4.1 Comparisons with Pooling Baselines

To demonstrate the superiority of Ada-P, we first compare our Ada-P with a
few pooling baselines on few-shot learning problems in Table 4.1. The same
as before, we choose ProtoNet as the baseline. We compare Ada-P with a few
pooling baselines mentioned in Section 4.3.2. From Table 4.1, we can see that
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our approach outperforms all these baselines, which verifies Ada-P is more
suitable for few-shot learning problems.

TABLE 4.1: Comparisons with several pooling baselines. Archt.
represents the architecture of the feature extractor. The last num-
ber of Archt. stands for the number of filters in each convolu-
tional layer. The average accuracy (%) with 95% confidence in-
tervals are reported. The best and second best performing results
are highlighted in bold and underlined, respectively. + represents

an enhanced version of ProtoNet.

miniImageNet 5-way
Methods Archt. 1-shot(%) 5-shot(%)
ProtoNet+ w/ Max-pooling 4Conv-64 52.34 ± 0.26 69.90 ± 0.18
ProtoNet+ w/ Avg-pooling 4Conv-64 53.01 ± 0.26 70.12 ± 0.18
ProtoNet+ w/ Max-pooling-overlap 4Conv-64 53.23 ± 0.26 70.14 ± 0.18
ProtoNet+ w/ Avg-pooling-overlap 4Conv-64 52.59 ± 0.26 70.43 ± 0.18
ProtoNet+ w/ Stochastic-pooling 4Conv-64 51.98 ± 0.26 69.92 ± 0.20
ProtoNet+ w/ Mixed-pooling 4Conv-64 52.88 ± 0.26 70.87 ± 0.18
ProtoNet+ w/ Gated-pooling 4Conv-64 53.16 ± 0.26 70.77 ± 0.18
ProtoNet+ w/ Ada-P 4Conv-64 54.75 ± 0.26 71.63 ± 0.20

To further show how our adaptive pooling works in comparison to commonly
used pooling methods, we visualise the embeddings after the pooling opera-
tion in some convolutional layers of a few samples. Specifically, we use two
ways to visual convolutional feature maps. First, we simply compress the mul-
tiple channels into a single channel by the mean operation as shown in Figure
4.2. Second, we apply a famous CNNs based visualisation technique (Zeiler
and Fergus, 2014) by mapping the convolutional features to the input pixel
space as shown in 4.3. Figures 4.2 and 4.3 show the visualisation of the train-
ing embeddings in the first three convolutional layers using different pooling
methods from a 5-way 1-shot task. The categories are trifle, Alaskan mala-
mute, vase, lion and hourglass from left to right. We can see that in the first
layer, the embeddings of max-pooling and avg-pooling look similar. These
two pooling methods seize a few relevant features, such as the shape of the
Alaskan malamute and the vase, the eyes and noses of the lions, while our
Ada-P module preserves more details, such as the hair features of the Alaskan
malamute and the lions. For few-shot learning, we do not want to lose any
useful information from the beginning when the training data is very small.
Therefore, the end-to-end trained Ada-P module in the first layer learns to
preserve more details, which is more suitable for few-shot learning. In the sec-
ond and third layers, the feature maps are downsampled to a low-resolution
space and the blurred mean feature maps in Figure 4.2 cannot provide much
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insight. However, taking advantage of the visualisation technique in (Zeiler
and Fergus, 2014), we can map the low-resolution feature maps back to the in-
put pixel space. In Figure 4.3, we can see that the embeddings of Ada-P in the
third layer focus more on the target objects, while the other pooling methods
include more background noise. We can easily recognise the target object from
the embeddings of Ada-P in the third layer compared to the original images.
However, the embeddings of max-pooling and avg-pooling look blurred and
it is difficult to distinguish the target object and the background. Therefore, we
can conclude the Ada-P in the higher layers learns to perform spatial attention
and suppresses background noise, which is aligned with our motivation.

4.4.2 Ablation Studies on Ada-P

We further conduct two ablation studies shown in Table 4.2 to show the actual
working of our Ada-P. Specifically, we first remove the pooling operations in
ProtoNet and set the convolutional stride as 2 to perform downsampling. It
can be seen that all other pooling methods including ours outperform convo-
lutional stride based downsampling, which shows that pooling is necessary
for few-shot learning. Besides, we test whether our improvements are caused
by adding more learnable parameters in CNNs. Since our meta-learner only
includes one convolutional kernel, we add one more kernel in each convo-
lutional layer in ProtoNet with max-pooling and average-pooling for a fair
comparison. The results show our method outperforms ProtoNet with ad-
ditional kernels significantly, which demonstrates that our improvements are
not caused by adding more parameters but learning to assign adaptive pooling
weights.

TABLE 4.2: Ablation study. Archt. represents the architecture of
the feature extractor. The last number of Archt. stands for the
number of filters in each convolutional layer. The average accu-
racy (%) with 95% confidence intervals are reported. + represents

an enhanced version of ProtoNet.

miniImageNet 5-way
Methods Archt. 1-shot(%) 5-shot(%)
ProtoNet+ w/ Conv-stride(2) 4Conv-64 49.98 ± 0.25 66.91 ± 0.17
ProtoNet+ w/ Max-pooling 4Conv-65 52.59 ± 0.26 70.37 ± 0.18
ProtoNet+ w/ Avg-pooling 4Conv-65 53.13 ± 0.26 70.67 ± 0.18
ProtoNet+ w/ Ada-P 4Conv-64 54.75 ± 0.26 71.63 ± 0.20
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FIGURE 4.2: Visualisation of feature maps by compressing multi-
ple feature maps into a mean one. The first row shows five input
images. The Figures between dash lines represent the embed-

dings of different pooling operations in different layers.
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FIGURE 4.3: Visualisation of feature maps by Deconvolution
(Zeiler and Fergus, 2014). The first row shows five input images.
The Figures between dash lines represent the embeddings of dif-

ferent pooling operations in different layers.
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4.4.3 Incorporating Ada-P into Representative Approaches.

To verify the effectiveness and compatibility of our Ada-P module, we incorpo-
rate either and both of them into a few existing few-shot learning approaches
based on a simple backbone, 4Conv. We choose MAML (Finn, Abbeel, and
Levine, 2017), RN (Sung et al., 2018), ProtoNet (Snell, Swersky, and Zemel,
2017), L2AE-D (Song et al., 2021) and TPN (Liu et al., 2019b), because they
are representative approaches from different few-shot learning branches and
also include transductive and inductive methods. We perform a comparison
on miniImageNet using the 4Conv model. For ProtoNet, we use an enhanced
version with dropblock and meta-batch training strategy. For the other meth-
ods, we do not add any training strategies described in Section 4.3.1, such as
dropblock and augmentation. We reuse their released code and incorporate
our Ada-P module, strictly following their respective experimental setting.
Table 4.3 shows the comparison results. We can see our Ada-P module im-
proves all the methods on 1-shot and 5-shot tasks, especially for MAML on
5-shot tasks it improves significantly by around 4%. When the Ada-P module
is introduced individually, we can see all the approaches are improved. Note
that it improves RN marginally, since RN only uses 2 pooling layers while the
other methods all use 4 layers. As for the other methods, our pooling mod-
ule mostly improves by around 1.5− 2.5%. Overall, this experiment verifies
our Ada-P module is beneficial for and compatible with different types of few-
shot learning frameworks, including fast parameterisation and metric learning
approaches or inductive and transductive methods.

4.4.4 Comparisons with the State-of-the-Art Approaches

In this section, we compare our method with state-of-the-art approaches on
5-way 1-shot and 5-shot classification tasks on various data sets using both
4Conv and Res12 models. The results and analysis are presented as follows:

Results on miniImageNet: The comparisons on miniImageNet using 4Conv
and Res12 models are shown in Table 4.4. We choose comparable state-of-
the-art methods from different branches for comparison. Based on the 4Conv
feature extractor, our approach achieves state-of-the-art performance on 5-shot
tasks and a comparable result to the best performance on 1-shot tasks. Based
on the 4Conv feature extractor, our approach achieves state-of-the-art perfor-
mance on both 1-shot and 5-shot tasks. Note that the second best perform-
ing method on 1-shot tasks, A2P (Qiao et al., 2018), adopted a large scale pre-
training strategy, which is not used in all other methods. However, our method
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TABLE 4.3: Results after incorporating Ada-P into several exist-
ing approaches on miniImageNet. Trans represents if a method
is a transductive method. BN represents a BN based transductive
method. The last number of Archt. stands for the number of fil-
ters in each convolutional layer. The average accuracy (%) with
95% confidence intervals is reported. ↑ shows the improvements
after incorporating Ada-P. + represents an enhanced version of

ProtoNet.

miniImageNet 5-way
Methods Trans Archt. 1-shot(%) 5-shot(%)
MAML BN 4Conv-32 48.70 ± 1.84 63.74 ± 0.92
MAML w/ Ada-P BN 4Conv-32 50.74 ± 1.82 ↑ 2.04 66.85 ± 0.87 ↑ 3.11
RN BN 4Conv-64 50.44 ± 0.82 65.32 ± 0.70
RN w/ Ada-P BN 4Conv-64 50.95 ± 0.86 ↑ 0.51 66.46 ± 0.69 ↑ 1.14
ProtoNet+ N 4Conv-64 52.34 ± 0.26 69.90 ± 0.18
ProtoNet+ w/ Ada-P N 4Conv-64 54.75 ± 0.26 ↑ 2.41 71.63 ± 0.20 ↑ 1.73
TPN Y 4Conv-64 53.75 ± 0.86 69.43 ± 0.68
TPN w/ Ada-P Y 4Conv-64 55.19 ± 0.86 ↑ 1.44 70.90 ± 0.69 ↑ 1.47

achieves a better performance without pre-training.

Based on the Res12 feature extractor, our approach achieves the second best
performance on both 5-way 1-shot and 5-shot tasks. It is noteworthy that these
methods are not strictly comparable since their network architectures are not
exactly the same. For example, the best performing method, CTM, use ResNet-
18 backbone, which represents a deeper architecture (11 million parameters)
with around 37% more parameters than our Res12 model (8 million parame-
ters). We apply the architecture that the majority of previous methods used
and achieve competitive performance on both 1-shot and 5-shot tasks com-
pared to the state-of-the-art results based on this backbone. Our method also
improves upon ProtoNet+ by around 1.0% on both 1-shot and 5-shot tasks.
Since our approach is built upon ProtoNet+ under the same experimental set-
ting, these improvements also verify the effectiveness of our few-shot learning
approach when using a deeper model.

Results on tieredImageNet: In Table 4.4, we also compare our approach with
recent state-of-the-art methods that provide evaluations on 5-way 1-shot and
5-shot classification tasks on tieredImageNet using a 4Conv and Res12 based
model. Note that the missing values in Table 4.4 indicate the methods are
not tested on tiredImageNet. TieredImageNet is a more challenging bench-
mark compared to miniImageNet as discussed before, however, our approach
still achieves a promising performance. Based on the 4Conv model, our ap-
proach achieves the best performance on 5-shot tasks and the third best on
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TABLE 4.4: Results on miniImageNet and tieredImageNet. The
average accuracy (%) with 95% confidence intervals is reported.
The best and second best performing results are highlighted
in bold and underlined, respectively. Res12 represents Res12
models and the behind number stands for the number of filters
in the last residual block. WRN represents wide residual net-
works. Res18 represents ResNet-18 models. † uses the results
of MetaOptNet with SVM trained only on the meta-training set.

+ represents an enhanced version of ProtoNet.

miniImageNet 5-way tieredImageNet 5-way
Methods Archt. 1-shot(%) 5-shot(%) 1-shot(%) 5-shot(%)
MAML 4Conv-32 48.70±1.84 63.74±0.92 51.76±1.81 70.30±1.75
RN 4Conv-64 50.44±0.82 65.32±0.70 54.48±0.93 71.32±0.78
MetaGAN+RN 4Conv-64 52.71±0.64 68.63±0.67
L2AE-D 4Conv-64 53.85±0.85 70.16±0.65 55.81±0.85 71.71±0.65
TPN 4Conv-64 53.75±0.86 69.43±0.68 57.53±0.96 72.85±0.74
A2P 4Conv-64 54.53±0.40 67.87±0.20
ProtoNet+ 4Conv-64 52.34±0.26 69.90±0.18 52.44±0.27 70.91±0.23
ProtoNet+ w/ Ada-P 4Conv-64 54.75±0.26 71.63±0.20 55.73±0.28 73.54±0.23
SNAIL Res12-256 55.71±0.99 68.88±0.92
TADAM Res12-512 58.50±0.30 76.70±0.30
A2P WRN28 59.60±0.41 73.74±0.19
LEO WRN28 61.76±0.08 77.59±0.12 66.33±0.05 81.44±0.09
MTL Res12-512 61.20±1.80 75.50±0.80 62.83±1.80 74.50±0.92
DC Res12-512 62.53±0.19 79.77±0.19
MetaOptNet† Res12-640 62.64±0.61 78.64±0.46 65.99±0.72 81.56±0.53
CTM Res18 64.12±0.82 80.51±0.13 68.41±0.39 84.28±1.73
ProtoNet+ Res12-512 61.27±0.26 77.79±0.18 67.95±0.30 83.30±0.21
ProtoNet+ w/ Ada-P Res12-512 62.69±0.27 78.75±0.19 69.04±0.30 84.51±0.21

1-shot tasks. The best performing method, TPN, is a transductive method
that uses a few unlabelled examples to assist learning, while our method is
an inductive approach that only uses labelled training examples to predict test
examples. Based on the Res12 model, Ada-P achieves state-of-the-art perfor-
mance on both 1-shot and 5-shot tasks, even compared to other approaches
with a deeper model or more kernels. In addition, our method improves upon
our baseline, ProtoNet+, using both 4Conv and Res12 model.

Results on CUB: Finally, we test our approach on fine-grained few-shot classi-
fication tasks on CUB. Table 4.5 summarises the comparison of our and other
few-shot learning approaches using both 4Conv and Res12 backbones. Note
that some recent approaches achieve much higher performance on CUB based
on a much deeper backbone, such as Res18 or WRN28. We do not include them
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TABLE 4.5: Results on CUB. The average accuracy (%) with 95%
confidence intervals is reported. The best and second best per-
forming results are highlighted in bold and underlined, respec-
tively. + represents an enhanced version of ProtoNet. — indicates
the method does not provide a confidence interval. ∗ represents

results from (Chen et al., 2018).

CUB 5-way
Methods Archt. 1-shot(%) 5-shot(%)
MatchingNet∗ 4Conv-64 60.52 ± 0.88 75.29 ± 0.75
MAML∗ 4Conv-64 54.73 ± 0.97 75.75 ± 0.76
RN∗ 4Conv-64 62.34 ± 0.94 77.84 ± 0.68
ProtoNet+ 4Conv-64 57.61 ± 0.29 74.51 ± 0.18
ProtoNet+ w/ Ada-P 4Conv-64 62.40 ± 0.30 77.65 ± 0.18
MatchingNet∗ Res10-512 71.29 ± 0.87 83.47 ± 0.58
MAML∗ Res10-512 70.32 ± 0.99 80.93 ± 0.71
RN∗ Res10-512 70.47 ± 0.99 83.70 ± 0.55
ProtoNet+ Res12-512 68.60 ± 0.26 85.51 ± 0.20
ProtoNet+ w/ Ada-P Res12-512 70.79 ± 0.26 85.81 ± 0.20

in our comparison for fairness. From Table 4.5, we can observe that the Ada-
P module achieves very competitive performance on both shallow and deep
backbones on both 1-shot and 5-shot tasks. Besides, it improves upon our
baseline, ProtoNet+, using both 4Conv and Res12 model by a large margin,
which demonstrates the Ada-P module is effective for fine-grained few-shot
classification tasks.

4.4.5 Comparisons with Spatial Attention Methods

Since our Ada-P module can be seen as spatial attention mechanisms, to illus-
trate the novelty of our Ada-P module for few-shot learning, we integrate a
few recent representative spatial attention approaches into the few-shot learn-
ing framework and compare with our method. Our aim is to show simply
applying off-the-shelf spatial attention methods does not work satisfactorily
for few-shot learning and we need to specifically design an effective approach.
The selected advanced spatial attention methods are SCA (Chen et al., 2017),
CBAM (Woo et al., 2018), Residual-AT (Wang et al., 2017), Interpret-SA (Meng
et al., 2019), L2-pay-AT (Jetley et al., 2018) from the computer vision field. It
is noteworthy that these methods are not specifically designed for few-shot
learning, some of them need to be tweaked a bit to be compatible with the
few-shot learning framework. The same as before, we choose ProtoNet as a
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TABLE 4.6: Comparisons with several spatial attention methods
on few-shot learning problems. Archt. represents the architec-
ture of the feature extractor. The last number of Archt. stands for
the number of filters in each convolutional layer. The best and
second best performing results are highlighted in bold and un-
derlined, respectively. The average accuracy (%) with 95% con-
fidence intervals are reported. + represents an enhanced version

of ProtoNet.

miniImageNet 5-way
Methods Archt. 1-shot(%) 5-shot(%)
ProtoNet+ 4Conv-64 52.34 ± 0.26 69.90 ± 0.18
ProtoNet+ w/ SCA 4Conv-64 51.45 ± 0.26 68.83 ± 0.18
ProtoNet+ w/ CBAM 4Conv-64 53.54 ± 0.26 70.19 ± 0.18
ProtoNet+ w/ Residual-AT 4Conv-64 51.91 ± 0.26 70.35 ± 0.18
ProtoNet+ w/ Interpret-SA 4Conv-64 53.70 ± 0.26 71.18 ± 0.18
ProtoNet+ w/ L2-pay-AT 4Conv-64 52.52 ± 0.26 69.97 ± 0.18
ProtoNet+ w/ Ada-P 4Conv-64 54.75 ± 0.26 71.63 ± 0.20

baseline and incorporate each spatial attention method into it respectively. To
compare the meta-testing performance, we train a 4Conv backbone on mini-
ImageNet data set in an episodic manner. The results are shown in Table 4.6,
where we can observe that simply incorporating the selected spatial attention
methods into few-shot image classification does not improve too much. SCA
and Residual-AT even degrade the performance. They work well on standard
learning tasks, while they may not be a good choice for few-shot learning tasks.
This demonstrates designing an effective spatial attention method for few-shot
image classification is a nontrivial task. We can not simply introduce off-the-
shelf spatial attention methods to improve few-shot learning. From Table 7, we
can also see that our Ada-P module outperform other spatial attention meth-
ods, respectively, on both 1-shot module is especially effective for few-shot
image classification.

To better show how these spatial attention methods influence the feature ex-
traction, we visualise the embedding space in the first two convolutional layers
of a few samples as shown in Figure 4.4 and 4.5. The same as before, we com-
press the multiple channels into a single one by mean operation. From Figure
4, we can see that in the first layer the Ada-P module preserves more details
of the object. This is helpful for few-shot image classification, since we do not
want to lose any useful information at the beginning. Other spatial attention
methods either include more background noise or focus too much on a specific
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feature on the object, such as the eyes of lions. In the second layer, as shown
in Figure 5, our Ada-P module suppresses the background noise and concen-
trates more on the target object. Compared to other spatial attention methods,
our Ada-P module assists the feature extractor to focus more on the objects.

Based on the above analysis, we can conclude that simply incorporating other
spatial attention methods into few-shot image classification improves marginally,
while our Ada-P module is carefully designed and especially effective for few-
shot image classification problems, which demonstrates our contributions and
novelty.
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FIGURE 4.4: Visualisation of feature maps by compressing multi-
ple feature maps into a mean one. The first row shows five input
images. The Figures between dash lines represent the embed-

dings of different spatial attention methods in the first layer.



4.4. Analysis of Results 79

2n
d 

la
ye

r
In

pu
t

P
ro

to
N

et
+  

w
/ S

C
A

P
ro

to
N

et
+  

w
/ C

B
A

M
P

ro
to

N
et

+  
w

/ A
da

-P
P

ro
to

N
et

+  
w

/ R
es

id
ua

l-A
T

P
ro

to
N

et
+  

w
/ I

nt
er

pr
et

-A
T

P
ro

to
N

et
+  

w
/ L

2-
pa

y-
AT

FIGURE 4.5: Visualisation of feature maps by compressing multi-
ple feature maps into a mean one. The first row shows five input
images. The Figures between dash lines represent the embed-
dings of different spatial attention methods in the second layer.

4.4.6 Runtime Analysis

To analyse how much computational burden the Ada-P introduces, we have
calculated the wall-clock time for training and testing on 1,000 few-shot learn-
ing tasks on miniImageNet before and after adding our Ada-P modules, re-
spectively, which are shown in table 4.7. We can see that our Ada-P module
leads to an increase of runtime compared to ProtoNet baseline based on both
shallow and deep backbones. On meta-testing phase, the runtime based on
4Conv and Res12 is increased by 15% and 10%, respectively. However, we
think these increases are acceptable considering the improvement of the per-
formance on few-shot image classification.
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TABLE 4.7: Runtime Analysis. Each number represents the wall-
clock time (s) of training/testing on 1,000 few-shot image classi-

fication tasks on miniImageNet.

Training runtime(s) Testing runtime(s)
5-way 5-way

Methods Archt. 1-shot 5-shot 1-shot 5-shot
ProtoNet+ 4Conv-64 19.11 23.89 9.89 10.91
ProtoNet+ w/ Ada-P 4Conv-64 30.52 36.62 11.05 12.86
ProtoNet+ Res12-512 132.10 167.64 35.48 44.85
ProtoNet+ w/ Ada-P Res12-512 145.30 184.24 39.01 49.19

4.4.7 Summary of Results

Based on the above results and analysis, we can conclude the following re-
marks, which also reflect the aims of different experiments at the beginning of
this section.

1. Our Ada-P module performs better than a few pooling baselines in few-
shot image classification problems, such as max-pooling, average-pooling,
overlapping-pooling, mixed-pooling and gated-pooling. This demon-
strates our Ada-P is more suitable for few-shot learning.

2. The ablation studies show that pooling is a necessary component of a fea-
ture extractor for few-shot image classification and the working of Ada-P
is not simply caused by adding more learnable parameters.

3. Our Ada-P module is compatible with and beneficial for most existing
few-shot learning approaches. The results in Table 4.3 show significant
improvements when incorporating Ada-P into representative few-shot
learning methods.

4. The performance of our approach based on both shallow (4Conv) and
deep (Res12) backbones on various data sets (small, large and fine-grained
data sets) remains superior compared to the state-of-the-art approaches,
which illustrates the effectiveness and robustness of our modules.

5. Our Ada-P outperform advanced spatial attention methods on few-shot
learning problems. The visualisation of the embedding space further
shows our Ada-P can avoid losing useful information and help focus on
target objects. These demonstrate our method are more effective for few-
shot image classification than other spatial attention methods.
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4.5 Summary

In this chapter, we have achieved research objective 2 by designing an adap-
tive pooling method for few-shot image classification, which reduced informa-
tion loss of conventional pooling operations and meanwhile performed spa-
tial attention on each embedding to mitigate background clutters. Our Ada-
P module has learned a meta-learner to assign adaptive pooling weights to
each individual embedding, which took into account the importance of the
features at different spatial locations and lost less useful information. Our
Ada-P module can be used as a plug-and-play module and applied in vari-
ous existing few-shot learning approaches trained in an end-to-end manner,
which has been demonstrated in experiments and achieved significant im-
provements. We have evaluated our approach on three widely used bench-
marks, miniImangeNet, tieredImageNet, CUB and achieved very competitive
performance compared to the state-of-the-art.

In the first two stages of our research, we concentrated on a few-shot image
classification task itself, addressing the two core issues by maximising the use
of training data and improving the feature extraction process. Since the avail-
able information of a few-shot learning task is very limited, adhering to a
few-shot image classification task itself could provide marginal performance
improvements. Consequently, it is natural to think of introducing auxiliary
information to assist few-shot image classification for further performance en-
hancements. In the following chapter, we aim to tackle the two core issues
from the perspective of leveraging auxiliary information.
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Chapter 5

Leveraging Auxiliary Information
for Few-Shot Image Classification

5.1 Introduction

In the first two stages of our research, we have addressed the two core issues
of few-shot image classification from the viewpoint of maximising the use of
training data and feature extraction. Even though we have increased the util-
ity of the limited training samples in a few-shot learning task, the performance
improvement is still limited by the insufficient available information in the
training data. To further improve the final performance, one solution could be
to introduce auxiliary information to assist the learning process of a few-shot
image classification task. A follow-up question is what type of auxiliary infor-
mation is helpful. Some existing works introduce semantic data (Xing et al.,
2019) or manually assigned attributes (Tokmakov, Wang, and Hebert, 2019),
to compensate lack of information. The added new features strengthen the
learned representations, however, they ignore the intrinsic uncertainty which
is one of the core issues of few-shot learning. Following the same principles of
the previous contribution that target tackling the two core issues of few-shot
image classification at the same time, we argue that addressing both of them is
necessary and can lead to better performance.

To the best of our knowledge, there are only two previous works that intro-
duce auxiliary information to tackle the intrinsic uncertainties. The method
in (Wertheimer and Hariharan, 2019) introduced annotated bounding boxes
as auxiliary information to distinguish the foreground and background of an
image, then extracted and concatenated their respective embeddings to form
a final class representation. One limitation of this approach is that it relies
on manually annotated bounding boxes, which demands labour costs. Thus, a
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more automatic way to obtain auxiliary information is needed. The other work
used a pre-trained SOD model to extract the saliency map for each sample as
auxiliary information, which is more automatic (Zhang, Zhang, and Koniusz,
2019). It proposed an with a complex architecture to mix the foregrounds
and backgrounds of samples in a task to expand the training set. However,
it skipped to explore some simpler methods to leverage auxiliary information,
such as adding an additional channel. In our experiments, we find that this
simple algorithm achieves even better results on few-shot image classification
without using a complex architecture. Besides, the common weakness of the
above two approaches is that they only considered a single type of auxiliary
information and focused a specific strategy to leverage it. However, a com-
prehensive exploration of what is suitable auxiliary information and how to
effectively leverage it to mitigate background clutters in few-shot image clas-
sification remains unexplored to date.

Having the above motivations in mind, in the third stage of our research, we
provide a thorough exploration of leveraging suitable auxiliary information in
few-shot image classification, considering its two cores issues simultaneously.
Concretely, we test three types of auxiliary information related to identify-
ing the target object in an image, namely edges, bounding boxes and saliency
maps. These kinds of auxiliary information are extracted based on classic or
promising edge detection (Canny, 1986), object detection (Bochkovskiy, Wang,
and Liao, 2020) and saliency object detection techniques (Zhao et al., 2019a).

Taking the above auxiliary information in hand, we further design several
methods to apply it in a few-shot image classification pipeline. We test the
three types of auxiliary information using different methods to assist few-
shot image classification on three widely used benchmarks, miniImageNet,
tieredImageNet and CUB. The most suitable auxiliary information found and
the best-performing method are then further incorporated into existing meta-
learning approaches including our L2AE-D to demonstrate the improvements.

This chapter is structured as follows. First, we introduce how we obtain differ-
ent types of auxiliary information and various avenues to utilise them to assist
few-shot image classification in Section 5.2. Then we describe the used data
sets and the experimental settings in Section 5.3. Section 5.4 analyses the ex-
perimental results. Section 5.5 illustrates the overall contribution of the three
of our methods together. Finally, we summarise the achievement of the third
stage of our research in Section 5.6.
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5.2 Methodology

This section introduces our exploration of using auxiliary information to assist
few-shot image classification. Since the auxiliary information is not provided
in the original few-shot image classification data sets, we first explain how
we extract auxiliary information for few-shot image classification benchmarks
in Section 5.2.1. Then, we introduce a few designed avenues to leverage the
auxiliary information in Section 5.2.2.

5.2.1 Auxiliary Information Extraction

Since our aim is to mitigate the background clutters in an image, in this re-
search, we test three types of auxiliary information related to identifying the
target object in an image, namely edges, bounding boxes and saliency maps.
Edges targets detecting the points at which image brightness changes sharply.
Since the brightness at the border between the foreground and background in
an image usually changes greatly, we would expect edges could provide infor-
mation about the outline of an target object. Bounding boxes are rectangles that
tightly surround the target object in an image, which would provide informa-
tion on where the foreground locates. Saliency maps highlight the target object
in an image, which would display more exact localisation of the foreground.
The above three types of auxiliary information can be obtained by manually
annotation, a pre-defined algorithm or a pre-trained model. To incorporate
them into few-shot image classification in an automated way, we choose a pre-
defined algorithm for edges and pre-trained models for bounding boxes and
saliency maps, so that, the auxiliary information for each sample can be ex-
tracted during both meta-training and meta-testing phase. An illustration of
these three types of information for a few images in miniImageNet data set ex-
tracted by our selected detection methods is shown in Figure 5.1. The details
of how we extract the auxiliary information for few-shot image classification
data set are explained as follows:

Edges

One of the most commonly used edge detection tools is Canny edge detec-
tion, which uses a multi-stage algorithm, including noise reduction, finding
intensity gradient, non-maximum suppression and hysteresis thresholding, to
detect a wide range of edges in images (Dharampal, 2015). Even though it was
a classic method proposed in the early days of the computer vision field, it still
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FIGURE 5.1: An illustration of three types of auxiliary informa-
tion for a few images in miniImageNet data set.

provides a good performance. We select this technique to extract edge infor-
mation of the images in few-shot image classification tasks. Since our target is
to extract the edges between the foreground and background of an image, we
need to carefully set two threshold values, maxVal and minVal, in the hystere-
sis thresholding stage. These two values control how many detected edges can
be kept or discarded. To avoid too many noisy edges in background clutters,
we empirically set the two threshold values, maxVal and minVal, as 300 and
200, respectively. Note that tuning these hyper-parameters can be a limitation
of our approach, we leave exploring more automatic method for edge detec-
tion as a future work. Some detected edges based on our selected threshold
values can be seen in Figure 5.1.

Bounding Boxes

A bounding box is a rectangle that tightly surrounds the target object in an
image. There are a large number of works on detecting bounding boxes for
images. Taking into account efficiency and accuracy, we choose a pre-trained
YOLO (Bochkovskiy, Wang, and Liao, 2020) model as our bounding box de-
tector, serving as prior knowledge for few-shot image classification. There
are many versions of YOLO, such as YOLOv1 (Redmon et al., 2016), YOLOv2
(Redmon and Farhadi, 2017), YOLOv3 (Redmon and Farhadi, 2018) and YOLOv4
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(Bochkovskiy, Wang, and Liao, 2020). In our work, we select YOLOv4 to ex-
tract bounding boxes on few-shot image classification data sets for two rea-
sons. First, compared to previous versions, YOLOv4 achieves the best per-
formance on object detection and can generate bounding boxes at a real-time
speed. Second, since the images in widely used few-shot image classification
benchmarks are low resolution (84×84), we need an object detector that can
handle such images. The YOLO variants are all trained on higher resolution
images, so that, they cannot work well with low-resolution images other than
YOLOv4. Compared to previous versions, YOLOv4 incorporates a few train-
ing techniques, such as data augmentation and self adversarial training, to
make an object detector more robust and effective, so that, it can identify rela-
tively good bounding boxes for low-resolution images. Therefore, in our work,
we directly feed the images of few-shot image classification data sets into a pre-
trained YOLOv4 model to obtain bounding boxes as auxiliary information.

Saliency Maps

A saliency map is a grey-scale image that highlights the region of target ob-
jects, on which people’s eyes focus. In this paper, EGNet (Zhao et al., 2019a)
is chosen to generate saliency maps as a recent approach offering competitive
performance on standard SOD benchmarks. Similar to extracting bounding
boxes, EGNet trained on standard SOD benchmarks cannot work well with
low resolution images either. To address the issue, we pre-train EGNet based
on a resized SOD data set, DUTS (Wang, Ramanan, and Hebert, 2017), in which
all the images are resized to 84× 84 to keep them the same size as those in data
sets for few-shot image classification. Note that there are a few overlappings,
245 images, between the meta-testing set of miniImageNet and the training
set of DUTS. To strictly follow the meta-learning setting that the meta-testing
samples should be unseen, we exclude those overlapping images from DUTS
when pre-training EGNet for miniImageNet. After pre-training, we feed the
images of few-shot image classification data sets into the pre-trained EGNet
model to obtain saliency maps as auxiliary information.

5.2.2 Approaches to Leverage Auxiliary Information for Few-

shot Image Classification

This section introduces few different methods to leverage the three types of
auxiliary information, respectively, in few-shot image classification, namely
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(a) Additional Channel, (b) Removing Background, (c) Using Respective Fea-
ture extractor and (d) Multi-Task Learning based on U-Net. These methods are
inspired by previous research works that leveraged auxiliary information for
image classification (Murabito et al., 2018; Zhuang et al., 2019; Figueroa-Flores
et al., 2021). Specifically, to help image classification, the auxiliary informa-
tion can be used as an additional input signal to tell a feature extractor when
to focus (Murabito et al., 2018), to refine input images or even embeddings
(Figueroa-Flores et al., 2021), and to serve as a supervisory signal to teach a fea-
ture extractor how to concentrate on a target object (Zhuang et al., 2019). Based
on different application scenarios, these methods can be classified into two cat-
egories. Approaches (a), (b) and (c) all use images and auxiliary information
during both meta-training and meta-testing phases. In this scenario, we need
a pre-trained object detection or saliency object detection model to extract rel-
evant auxiliary information for each sample during meta-testing, which is not
very efficient. Method (d) leverages images and auxiliary information during
meta-training, but only utilises images to conduct a few-shot image classifica-
tion task during meta-testing. This would save more time comparing to the
previous scenario, because there is no need to use a pre-trained model to ex-
tract auxiliary information on an unseen task during meta-testing. The details
of all the above methods are described as follows:

(a) Additional Channel

Our selected three types of auxiliary information are all represented in the
form of grayscale images with the same size as original images. Following
(Murabito et al., 2018), we first apply a straightforward method to use auxil-
iary information, which is to add each of them, respectively, as an additional
channel alongside the original RGB channels of an image as shown in Figure
5.2. The auxiliary information serving as an additional input signal would tell
a feature extractor where the foreground locates in an image. Note that, when
using bounding boxes, we set the values in the additional channel within a
bounding box as 1 and set those outside a bounding box as 0. In this method,
we do not need to modify much the network architecture or the training of a
meta-learning approach other than increasing one input channel of CNNs.

(b) Removing Background

When incorporating auxiliary information, one goal is to mitigate the influence
of background clutters in an image. Note that edge is not suitable for this, since
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Image + Bounding boxImage + Edge Image + Saliency map

RGB + 
1 additional 
channel

FIGURE 5.2: An illustration of adding three types of auxiliary
information as an additional channel alongside the original RGB

channels of an image.

a) Removing background based on bounding boxes

b) Removing background based on saliency maps

FIGURE 5.3: An illustration of removing the background of an
image based on bounding boxes and saliency maps.

the outline of a target object is not guaranteed to be fully extracted by an edge
detector, as shown in Figure 5.1, while we can use bounding boxes and saliency
maps to remove the background. We expect that eliminating the background
from an image could let a feature extractor focus more on a target object, so
that, more useful features can be obtained for few-shot image classification.
Concretely, when using bounding boxes, we keep the values of RGB channels
within a bounding box and set those outside a bounding box as 0, then, the
background of processed input images will turn black. Some examples are
shown in Figure 5.3. As for using saliency maps, we normalise a saliency map
between 0 and 1, then removing the background by multiplying the saliency
map with each of the RGB channels of an image. Some processed examples are
shown in Figure 5.3. In this approach, we do not need to modify the network
architecture or the training of a meta-learning approach.
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FIGURE 5.4: The workflow of using the respective feature extrac-
tor to extract the embedding for an original image and its corre-
sponding auxiliary information. In this example, the auxiliary in-
formation is represented by a saliency map. Each rounded rectan-
gle represents a convolutional layer consisting of a convoutional
operation, a BN layer, an activation function and a pooling oper-

ation.

(c) Using Respective Feature Extractor

The previous two methods both leverage auxiliary information in the original
image space. The information may be forgotten after passing several convo-
lutional layers during feature extraction. To keep utilising auxiliary informa-
tion to assist few-shot image classification during feature extraction, inspired
by (Figueroa-Flores et al., 2021), we can also use two separate CNNs based
feature extractors to learn the respective embedding of an original image and
its auxiliary information, and let the embeddings interact during feature ex-
traction. We assume that the embedding of an image can keep being refined
by auxiliary information in each convolutional layer, so that, more target ob-
ject related features can be focused. Specifically, in each convolutional layer,
we add or multiply the embedding of an original image with that of corre-
sponding auxiliary information as displayed in Figure 5.4. It is noteworthy
that compared to additional channel and removing background, this method
would increase the complexity of network architecture and introduce much
more trainable parameters. However, it deserves to be explored if this method
could provide more improvements.

(d) Multi-Task Learning based on U-Net

The previous methods all treat auxiliary information as an input of few-shot
image classification, and leverage it as an additional input signal or to refine an
input/embedding. Different from them, we could also utilise auxiliary infor-
mation as a supervisory signal to teach a feature extractor how to concentrate
on foregrounds. This can be achieved by a multi-task learning framework to
perform few-shot image classification and edge/bounding box/saliency map
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FIGURE 5.5: The framework of our U-Net based multi-task learn-
ing. In this example, the auxiliary information is represented by
a saliency map. Conv represents a convolutional layer. up-Conv
denotes an up-Conv block illustrated in Figure 5.6. The pipeline
(shown in blue) on the left side conducts few-shot image clas-
sification, while the pipeline (shown in green) on the right side

performs the task of saliency map prediction.

prediction at the same time. The approach is inspired by the work in (Zhuang
et al., 2019), which conduct image classification and bounding box prediction
simultaneously. The underlying assumption of this method is that the addi-
tional task of predicting auxiliary information (the green pipeline on right in
Figure 5.5) could force a feature extractor (the blue Conv blocks on left in Fig-
ure 5.5) to preserve more information of localising an target object, which may
potentially help to extract more relevant features for few-shot image classifi-
cation. Compared to the previous methods, this approach only utilises images
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FIGURE 5.6: The pipeline of an up-Conv block in Figure 5.5. Each
up-Conv block takes the embedding from its previous block as an
input and performs a convolution operation on it. Then upsam-
pling is conducted based on a deconvolution operation. Finally,
the upsampled embedding and the corresponding embedding
from the feature extraction process are concatenated, serving as

the output of each up-Conv block.

to conduct a few-shot image classification task and do not need to extract aux-
iliary information during meta-testing , which would save more time. Specif-
ically, during meta-training, we treat auxiliary information as an additional
training signal to assist classification training signals, so that, the total training
loss can be computed as follows,

Ltotal = Lcls + α ∗ Laux (5.1)

Lcls and Laux are the training losses of few-shot image classification and aux-
iliary information prediction, respectively, α is a hyper-parameter controlling
the influence of auxiliary information prediction. The workflow of this method
is shown in Figure 5.5. It can be seen that we employ a U-Net-like architecture
to learn to predict auxiliary information, such as a saliency map. U-Net is a
popular and effective architecture in image segmentation (Ronneberger, Fis-
cher, and Brox, 2015) and image generation field (Esser, Sutter, and Ommer,
2018), etc. We choose it as our auxiliary information predictor and modify its
architecture to be compatible with our backbones used in few-shot image clas-
sification. As shown in Figure 5.5, the left side of the architecture is our 4Conv
backbone used for image classification and the right side focuses on auxiliary
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prediction tasks. During meta-testing, we only use the left side backbone to ex-
tract features from original images and perform few-shot image classification
based on a meta-learning method.

5.3 Experiments

This section presents the experimental settings for this chapter. First, three
widely used data sets are introduced in Section 5.3.1. Then, the network archi-
tecture is illustrated and selected comparison methods are presented in Section
5.3.2. Finally, we describe the experimental setting and evaluation in Section
5.3.3.

5.3.1 Data Sets

As before, we evaluate our method on three widely studied few-shot learning
data sets, miniImageNet, tieredImageNet and CUB. The details of these data
sets can be found in Section 2.4.2. Since the EGNet is retrained based on re-
sized low-resolution images, we provided details of the used DUTS data set as
follows,

• DUTS: DUTS (Wang, Ramanan, and Hebert, 2017) is the largest salient
object detection benchmark, which includes 10,553 training images and
5,019 testing images. Most images are challenging with various locations
and scales. We pre-train EGNet based on this data set. All the images
are resized to 84× 84 to keep them the same size as those in data sets for
few-shot image classification. Note that there are a few overlappings, 245
images, between the meta-testing set of miniImageNet and the training
set of DUTS. To strictly follow the meta-learning setting that the meta-
testing samples should be unseen, we exclude those overlapping images
from DUTS when pre-training EGNet for miniImageNet.

5.3.2 Comparison Algorithms and Network Architecture

To compare the performance of the different types of auxiliary information
based on different avenues, we choose the same network architecture as last
chapter, 4Conv and Res12. More details of these two backbones can be found
in Section 2.4.5 and 4.3.2.

After obtaining the most suitable auxiliary information and best way to lever-
age it, we further incorporate them into existing few-shot learning approaches
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to demonstrate improvements and compare with state-of-the-art. Similar to
the last chapter, we select representative state-of-the-art methods based on
the same network architecture for comparison. We also include several re-
cent methods using deeper networks, which can further demonstrate the su-
periority of our Ada-P module. Concretely, for 4Conv based feature extrac-
tor, we choose MAML (Finn, Abbeel, and Levine, 2017), A2P (Qiao et al.,
2018), MetaOptNet (Lee et al., 2019), R2D2 (Bertinetto et al., 2019) from fast pa-
rameterisation based approaches, MetaGAN+RN (Zhang et al., 2018b), SalNet
(Zhang, Zhang, and Koniusz, 2019) from data generation based approaches,
ProtoNet (Snell, Swersky, and Zemel, 2017), RN (Sung et al., 2018), L2AE-D
(Song et al., 2021), TPN (Liu et al., 2019b), GNN (Garcia and Bruna, 2018) from
metric learning approaches. For Res12 based feature extractor, we compare
with LEO (Rusu et al., 2019), A2P (Qiao et al., 2018), MetaOptNet (Lee et al.,
2019), MTL (Sun et al., 2019a) from fast parameterisation based approaches,
SNAIL (Mishra et al., 2018), TADAM (Oreshkin, López, and Lacoste, 2018),
DC (Lifchitz et al., 2019), CTM (Li et al., 2019b), ProtoNet (Snell, Swersky, and
Zemel, 2017) from metric learning approaches. Note that we only compare
against methods that provide results on a given data set, therefore the selected
comparison algorithms on different data sets can be different.

Since our goal of using auxiliary information for few-shot image classification
is to mitigate its intrinsic uncertainty of background clutters, our approach
can also be seen as a spatial attention strategy. Similar to the last chapter, we
compare our method with several advanced spatial attention methods, namely
SCA (Chen et al., 2017), CBAM (Woo et al., 2018), Residual-AT (Wang et al.,
2017), Interpret-SA (Meng et al., 2019), L2-pay-AT (Jetley et al., 2018) from the
computer vision field.

5.3.3 Experimental Setting and Evaluation

The experimental settings are nearly the same as those in the last chapter. We
evaluate our method on 5-way 1-shot, 5-way 5-shot learning tasks on all three
data sets. Like most approaches based on 4Conv (Snell, Swersky, and Zemel,
2017; Finn, Abbeel, and Levine, 2017; Liu et al., 2019b), we train our 4Conv
based approach in episodic manner for a fair comparison as introduced in Sec-
tion 2.4.3. For training Res12 based approaches, we adopted large scale train-
ing strategy described in Section 2.4.3 following (Sun et al., 2019a; Ye et al.,
2020; Rusu et al., 2019; Li et al., 2019b) for better performance. During meta-
testing, we evaluate our approach on 6,000 randomly sampled tasks for all
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three data sets. The average classification accuracy and 95% confidence inter-
val are reported. All experiments are performed using TensorFlow (Abadi et
al., 2016) on a Titan Xp GPU. More details regarding to model training can be
found in Section 4.3.3.

5.4 Analysis of Results

In this section, we analyse the results obtained from different experimental
studies. Specifically, our aims are:

• To provide a thorough exploration of using different methods to leverage
different types of auxiliary information to assist few-shot image classifi-
cation based on various data sets (Section 5.4.1).

• To demonstrate the improvements and flexibility of incorporating the
most suitable auxiliary information and the best method to leverage it
into a few representative approaches for few-shot image classification,
and to test the compatibility of this approach with our Ada-P module
(Section 5.4.2).

• To check whether the superiority of our few-shot learning approach that
leverages auxiliary information with Ada-P module is maintained on
various data sets based on both shallow and deep models (Section 5.4.3).

• To illustrate the necessity of leveraging auxiliary information to perform
effective spatial attention for few-shot image classification, comparing
the performance of our approach against a few advanced spatial atten-
tion methods (Section 5.4.4).

5.4.1 Leveraging Different Types of Auxiliary Information

The experiment presented here provides a thorough exploration of utilising
different types of auxiliary information for few-shot image classification. The
same as before, we choose ProtoNet as the baseline. We test three types of
auxiliary information, namely, edges, bounding boxes and saliency maps. To
incorporate these types of information into a few-shot image classification ap-
proach, we evaluate four different methods, (a) adding additional channel, (b)
removing background, (c) using respective feature extractors, (d) multi-task
learning based on U-Net, as presented in Section 5.2.2. Note that, the interac-
tion between the embeddings from two feature extractors can be element-wise



96
Chapter 5. Leveraging Auxiliary Information for Few-Shot Image

Classification

addition or multiplication. Here, we denote method (c) with element-wise ad-
dition as (c) w/ add, and method (c) with element-wise multiplication as (c)
w/ mul. We compare these methods combined with different types of aux-
iliary information on 5-way 1-shot and 5-shot classification tasks on various
data sets using 4Conv backbone. The experimental results are shown in Table
5.1, reflecting the following observations:

TABLE 5.1: Results of leveraging various types of auxiliary in-
formation for few-shot image classification on miniImageNet,
tieredImageNet and CUB data sets. The average accuracy (%)
with 95% confidence intervals is reported. Aux denotes the type
of auxiliary information. Bbox and sal represent bounding box
and saliency map, respectively. The best and second best per-
forming results of each task are highlighted in bold and under-

lined, respectively.

miniImageNet 5-way tieredImageNet 5-way CUB 5-way
Methods Aux 1-shot 5-shot 1-shot 5-shot 1-shot 5-shot
ProtoNet+ none 52.34±0.26 69.90±0.20 52.85±0.27 71.22±0.23 57.12±0.30 74.51±0.18
ProtoNet+ edge 52.03±0.25 69.73±0.20 52.79±0.27 71.32±0.23 56.94±0.30 74.63±0.18
w/ (a) bbox 52.71±0.26 69.97±0.20 53.12±0.27 71.74±0.23 57.06±0.30 75.11±0.18

sal 55.30±0.26 72.77±0.20 56.47±0.27 74.83±0.23 66.41±0.30 81.86±0.18
ProtoNet+ bbox 44.00±0.24 60.98±0.21 43.44±0.27 62.83±0.23 52.85±0.30 70.47±0.18
w/ (b) sal 43.49±0.24 67.65±0.20 49.93±0.27 68.93±0.23 62.81±0.30 79.33±0.18
ProtoNet+ edge 51.69±0.25 68.82±0.20 53.53±0.27 71.79±0.23 53.56±0.30 70.48±0.18
w/ (c) add bbox 52.62±0.26 69.98±0.20 53.08±0.27 72.20±0.23 57.73±0.30 75.02±0.18

sal 55.00±0.25 72.77±0.19 56.69±0.27 74.84±0.23 66.77±0.30 82.78±0.18
ProtoNet+ edge 50.55±0.26 69.90±0.21 50.66±0.27 69.51±0.23 52.32 ±0.30 69.92 ±0.18
w/ (c) mul bbox 49.05±0.25 66.17±0.20 48.42±0.27 67.01±0.23 50.12 ±0.30 68.22 ±0.18

sal 53.68±0.26 71.85±0.20 55.18±0.28 73.56±0.23 64.85±0.30 82.21±0.18
ProtoNet+ edge 52.45±0.26 69.68±0.20 53.10±0.27 71.63±0.23 57.42±0.30 75.18±0.18
w/ (d) bbox 52.65±0.26 69.92±0.20 52.65±0.27 71.34±0.23 57.47±0.30 74.68±0.18

sal 52.89±0.26 70.31±0.20 53.15±0.27 71.62±0.23 58.24±0.30 75.12±0.18

• Comparing the performance of different types of auxiliary information in
each method, we can see that saliency map achieves the best performance
on most of the few-shot image classification tasks when using differ-
ent methods to incorporate auxiliary information. It helps the ProtoNet
baseline to be improved by most of methods other than (b). Especially
based on method (a) and (c) add, saliency maps improve the baseline by
a large margin, around 3% on miniImageNet and tieredImageNet, and
8% on CUB. Compared to saliency maps, edges and bounding boxes do
not display clear positive effects on few-shot image classification tasks.
They improve the baseline on some tasks. For example, using bounding
boxes via (c) add improve upon ProtoNet by around 1% on 5-shot tasks
of tieredImageNet, and utilising edges via (d) enhance the baseline by
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around 0.5% on both 1-shot and 5-shot tasks on CUB. However, these
improvements are not fully consistent on different data sets. Based on
the above analysis, we conclude that the most beneficial auxiliary infor-
mation for few-shot image classification in our study is the saliency map.

• Comparing the performance of using different methods to incorporate
auxiliary information, we can find that (a) adding additional channel and
(c) using respective feature extractor with addition operation outperform
other methods on most of tasks, especially when utilising the most suit-
able auxiliary information, saliency maps, the performance of (a) and (c)
increases upon the ProtoNet baseline by a large margin. Method (b) is not
a good choice for few-shot image classification, since it produces clear
marked drops in performance on most of tasks and data sets, likely due
to the fact that the feature extractor focuses more on the outline rather
than the texture of a target object. Method (d) provides slight improve-
ments when using different types of auxiliary information for both 1-shot
and 5-shot tasks on all three data sets. However, these improvements are
so limited compared to those obtained by methods (a) and (c) add lever-
aging the auxiliary information of saliency maps. To this end, we select
methods (a) and (c) add as the most beneficial avenues to leverage auxil-
iary information for few-shot image classification.

Based on the above observations and analysis, we have found the most bene-
ficial auxiliary information and the best ways to leverage it for few-shot image
classification. As a next step, we aim to incorporate them into existing few-shot
learning approaches to demonstrate improvements and compare with state-of-
the-art. Note that methods (a) and (c) add achieve very similar performance of
both 1-shot and 5-shot tasks on all data sets. Since method (c) add introduces
much more trainable parameters than method (a), we choose the method (a)
as our method to incorporate auxiliary information in the next stage. To apply
our findings above into existing few-shot image classification approaches, we
define a Saliency Object Detection (SOD) module, as shown in Figure 5.7. This
module employs a pre-trained SOD model (e.g. EGNet) to extract the saliency
map si,j of an image xi,j. The extracted saliency map serves as an additional
channel in the original image space alongside the RGB channels, which will be
fed into the feature extractor as a whole [xi,j; si,j], [; ] representing concatenation
along the last dimension.
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FIGURE 5.7: The workflow of our SOD module.

5.4.2 Incorporating Auxiliary information into Representative

Approaches

To verify the effectiveness and flexibility of leveraging auxiliary information
for few-shot image classification, we incorporate previously defined SOD mod-
ule into a few representative few-shot learning approaches. In order to test the
compatibility of our SOD and Ada-P modules, we further introduce both of
them into existing methods to see if the combination would lead to a further
improvement. Concretely, we choose MAML (Finn, Abbeel, and Levine, 2017),
RN (Sung et al., 2018), ProtoNet (Snell, Swersky, and Zemel, 2017), TPN (Liu
et al., 2019b), because they are representative approaches from different few-
shot learning branches and also include transductive and inductive methods.
We perform a comparison on miniImageNet using the 4Conv backbone. For
ProtoNet, we use an enhanced version with dropblock and meta-batch train-
ing strategy. For the other methods, we do not add any training strategies
described in Section 5.3.2, such as dropblock and augmentation. We reuse
their released code and incorporate our SOD with and without Ada-P mod-
ule, strictly following their respective experimental setting. Table 5.2 shows
the comparison results.

It can be seen that our SOD module improves all the methods on 1-shot and
5-shot tasks, especially for MAML, which improves significantly by around
6% on 1-shot tasks and 4% on 1-shot tasks. This experiment verifies our SOD
module is beneficial for and compatible with various types of few-shot learn-
ing frameworks. It is noteworthy that compared to merely adding Ada-P mod-
ule, our SOD module improves all methods more than Ada-P module. This is
probably because the SOD module leverages auxiliary information to guide
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few-shot image classification, while Ada-P is only trained from a few-shot
learning data set. The auxiliary information can be seen as prior knowledge
that provides more spatial information of an object, therefore, the SOD mod-
ule generally performs better than Ada-P. When our SOD and Ada-P modules
are incorporated together, we see that most of the tasks demonstrate further
improvements compared to solely adding one of them. Since they can both be
seen as a spatial attention mechanism, their positive influence on performance
may overlap a bit. However, the SOD module is placed before the feature ex-
tractor to provide prior knowledge and Ada-P module is located in each con-
volutional layer to refine embeddings. Besides, the SOD module is pre-trained
based on a SOD data set and Ada-P is trained with the feature extractor based
on few-shot learning data set in an end-to-end manner. They should play a
different role in few-shot learning, which is reflected by the visualisation in
Figure 5.8 and 5.9, and we will provide more discussions in Section 5.4.4.

TABLE 5.2: Results after incorporating Ada-P and/or SOD into
several existing approaches on miniImageNet. The last number
of Archt. stands for the number of filters in each convolutional
layer. The average accuracy (%) with 95% confidence intervals is
reported. ↑ shows the improvements after incorporating Ada-P

and/or SOD. + represents an enhanced version of ProtoNet.

miniImageNet 5-way
Methods Archt. 1-shot(%) 5-shot(%)
MAML 4Conv-32 48.70 ± 1.84 63.74 ± 0.92
MAML w/ Ada-P 4Conv-32 50.74 ± 1.82 ↑ 2.04 66.85 ± 0.87 ↑ 3.11
MAML w/ SOD 4Conv-32 54.56 ± 1.82 ↑ 5.86 68.12 ± 0.87 ↑ 4.38
MAML w/ SOD & Ada-P 4Conv-32 55.76 ± 1.82 ↑ 7.06 70.11 ± 0.87 ↑ 6.37
RN 4Conv-64 50.44 ± 0.82 65.32 ± 0.70
RN w/ Ada-P 4Conv-64 50.95 ± 0.86 ↑ 0.51 66.46 ± 0.69 ↑ 1.14
RN w/ SOD 4Conv-64 54.02 ± 0.86 ↑ 3.58 67.81 ± 0.69 ↑ 2.49
RN w/ SOD & Ada-P 4Conv-64 53.95 ± 0.86 ↑ 3.51 68.59 ± 0.69 ↑ 3.27
ProtoNet+ 4Conv-64 52.34 ± 0.26 69.90 ± 0.18
ProtoNet+ w/ Ada-P 4Conv-64 54.75 ± 0.26 ↑ 2.41 71.63 ± 0.20 ↑ 1.73
ProtoNet+ w/ SOD 4Conv-64 55.00 ± 0.26 ↑ 2.66 72.77 ± 0.20 ↑ 2.87
ProtoNet+ w/ SOD & Ada-P 4Conv-64 57.29 ± 0.26 ↑ 4.95 74.60 ± 0.20 ↑ 4.70
TPN 4Conv-64 53.75 ± 0.86 69.43 ± 0.68
TPN w/ Ada-P 4Conv-64 55.19 ± 0.86 ↑ 1.44 70.90 ± 0.69 ↑ 1.47
TPN w/ SOD 4Conv-64 56.74 ± 0.86 ↑ 2.99 72.53 ± 0.64 ↑ 3.10
TPN w/ SOD & Ada-P 4Conv-64 57.08 ± 0.86 ↑ 3.33 73.68 ± 0.65 ↑ 4.25
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5.4.3 Comparisons with the State-of-the-Art Approaches

This section presents comparisons with the state-of-the-art approaches based
on our SOD module. The evaluation is performed on 5-way 1-shot and 5-shot
classification tasks based on various data sets using both 4Conv and Res12
models. As before, we choose ProtoNet as a backbone to incorporate the SOD
module for its simplicity and effectiveness. The results and analysis are pre-
sented as follows:

Results on miniImageNet: We compare our approach with the state-of-the-
art methods from different branches. The results on miniImageNet using both
shallow and deep backbones are shown in Table 5.3. We can see that, based
on the 4Conv feature extractor, ProtoNet+ w/ SOD surpasses all the selected
state-of-the-art methods on 5-shot tasks. When further incorporating our Ada-
P module, our approach achieves state-of-the-art performance on 5-shot tasks
and a comparable result to the best performance on 1-shot tasks. Note that
SalNet (Zhang, Zhang, and Koniusz, 2019) also utilised SOD in their approach,
however, they incorporated a more complex network to mix foregrounds and
backgrounds, introducing more convolutional layers, increasing the complex-
ity when incorporating SOD beyond our approach. Instead, we perform a
simpler method that adds a saliency map as an additional channel in image
space and incorporates lightweight Ada-P modules, achieving similar perfor-
mance on 1-shot tasks and a better result on 5-shot tasks with much less learn-
able parameters and computational complexity. Based on the Res12 feature
extractor, our SOD module improves upon ProtoNet+ by around 1.0% on both
1-shot and 5-shot tasks. Since our approach is built upon ProtoNet+ under
the same experimental setting, these improvements verify the effectiveness
of using auxiliary information for few-shot image classification when using
a deeper model. Besides, when combining our SOD and Ada-P module, our
approach achieves the second best performance on both 5-way 1-shot and 5-
shot tasks. It is noteworthy that these methods are not strictly comparable
since their network architectures are not exactly the same. For example, the
best performing method, CTM, use ResNet-18 backbone, which represents a
deeper architecture (11 million parameters) with around 37% more parame-
ters than our Res12 model (8 million parameters). We apply the architecture
that the majority of previous methods used and achieve competitive perfor-
mance on both 1-shot and 5-shot tasks compared to the state-of-the-art results
based on this backbone.

Results on tieredImageNet: As shown in Table 5.3, we compare our method
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with state-of-the-art methods that conduct few-shot evaluations on tieredIm-
ageNet. Note that the missing values in Table 5.3 indicate the methods did
not provide testing results on tiredImageNet. Based on both 4Conv and Res12
model, our SOD module improves upon the ProtoNet+ baseline, which demon-
strate it is beneficial for few-shot image classification. Also, it achieves the
best performance on 5-shot tasks using 4Conv model and 1-shot tasks using
Res12 backbone, comparing to the selected promising approaches. When fur-
ther incorporating our Ada-P module, our approach achieves the state-of-the
art performance on most of the tasks using either shallow or deep backbones,
except 1-shot tasks based on 4Conv model. In this scenario, the best perform-
ing method is TPN, which is a transductive method using a few unlabelled
examples to assist learning, while our method is an inductive approach that
only uses labelled training examples to predict test examples.

Results on CUB: Table 5.4 summarises the comparison of our method and
other selected few-shot learning approaches using both 4Conv and Res12 back-
bones on CUB data set. As before, we do not include the recent methods that
builds on a much deeper backbone, such as Res18 or WRN28, in our com-
parison for fairness. From Table 5.4, we can see that ProtoNet+ w/ SOD sur-
passes all the other methods by a large margin based on both shallow and
deep backbones on both 1-shot and 5-shot tasks. Our SOD and Ada-P mod-
ules achieve further improvements when collaborating with each other, which
demonstrates the Ada-P and SOD are effective for fine-grained few-shot clas-
sification tasks.

5.4.4 Comparisons with Spatial Attention Methods

The same as Ada-P module in the last chapter, our SOD module can also be
seen as a spatial attention mechanism. Therefore, we compare our SOD mod-
ule with a few recent representative spatial attention methods on few-shot
image classification problems to illustrate the novelty of our SOD module,
as we do in Section 4.4.5. The selected advanced spatial attention methods
are SCA (Chen et al., 2017), CBAM (Woo et al., 2018), Residual-AT (Wang
et al., 2017), Interpret-SA (Meng et al., 2019), L2-pay-AT (Jetley et al., 2018)
from the computer vision field. It is noteworthy that these methods are not
specifically designed for few-shot learning, some of them need to be tweaked
a bit to be compatible with the few-shot learning framework. Since both of
our Ada-P and SOD modules can be seen as spatial attention mechanisms,
here, we further compare SOD with our Ada-P module and combine them
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TABLE 5.3: Results on miniImageNet and tieredImageNet. The
average accuracy (%) with 95% confidence intervals is reported.
The best and second best performing results are highlighted
in bold and underlined, respectively. Res12 represents Res12
models and the behind number stands for the number of filters
in the last residual block. WRN represents wide residual net-
works. Res18 represents ResNet-18 models. † uses the results
of MetaOptNet with SVM trained only on the meta-training set.

+ represents an enhanced version of ProtoNet.

miniImageNet 5-way tieredImageNet 5-way
Methods Archt. 1-shot(%) 5-shot(%) 1-shot(%) 5-shot(%)
MAML 4Conv-32 48.70±1.84 63.74±0.92 51.76±1.81 70.30±1.75
RN 4Conv-64 50.44±0.82 65.32±0.70 54.48±0.93 71.32±0.78
MetaGAN+RN 4Conv-64 52.71±0.64 68.63±0.67
L2AE-D 4Conv-64 53.85±0.85 70.16±0.65 55.81±0.85 71.71±0.65
TPN 4Conv-64 53.75±0.86 69.43±0.68 57.53±0.96 72.85±0.74
A2P 4Conv-64 54.53±0.40 67.87±0.20
SalNet 4Conv-64 57.45±0.88 72.01±0.67
ProtoNet+ 4Conv-64 52.34±0.26 69.90±0.18 52.44±0.27 70.91±0.23
ProtoNet+ w/ SOD 4Conv-64 55.00±0.26 72.77±0.20 56.69±0.28 74.65±0.23
ProtoNet+ /w Ada-P & SOD 4Conv-64 57.29±0.26 74.60±0.20 58.40±0.28 76.06±0.23
SNAIL Res12-256 55.71±0.99 68.88±0.92
TADAM Res12-512 58.50±0.30 76.70±0.30
A2P WRN28 59.60±0.41 73.74±0.19
LEO WRN28 61.76±0.08 77.59±0.12 66.33±0.05 81.44±0.09
MTL Res12-512 61.20±1.80 75.50±0.80 62.83±1.80 74.50±0.92
DC Res12-512 62.53±0.19 79.77±0.19
MetaOptNet† Res12-640 62.64±0.61 78.64±0.46 65.99±0.72 81.56±0.53
CTM Res18 64.12±0.82 80.51±0.13 68.41±0.39 84.28±1.73
ProtoNet+ Res12-512 61.27±0.26 77.79±0.18 67.95±0.30 83.30±0.21
ProtoNet+ w/ SOD Res12-512 62.79±0.27 79.37±0.19 68.95±0.30 84.23±0.21
ProtoNet+ w/ Ada-P & SOD Res12-512 63.29±0.27 80.10±0.19 70.28±0.30 84.92±0.21

together to see if a target object can be paid more attentions. The same as
before, we choose ProtoNet as a baseline and incorporate each spatial atten-
tion method into it respectively. To compare the meta-testing performance,
we train a 4Conv backbone on miniImageNet data set in an episodic manner.
The results are shown in Table 5.5, where we can observe that simply incorpo-
rating the selected spatial attention methods into few-shot learning does not
improve too much. This demonstrates designing an effective spatial attention
method for few-shot learning is a nontrivial task. From Table 5.5, we can also
see that our SOD module outperforms other spatial attention methods, includ-
ing our Ada-P module, on both 1-shot and 5-shot tasks. This is likely because
the SOD module leverages auxiliary information that provides more spatial



5.4. Analysis of Results 103

TABLE 5.4: Results on CUB. The average accuracy (%) with 95%
confidence intervals is reported. The best and second best per-
forming results are highlighted in bold and underlined, respec-
tively. + represents an enhanced version of ProtoNet. ∗ repre-

sents results from (Chen et al., 2018).

CUB 5-way
Methods Archt. 1-shot(%) 5-shot(%)
MatchingNet∗ 4Conv-64 60.52 ± 0.88 75.29 ± 0.75
MAML∗ 4Conv-64 54.73 ± 0.97 75.75 ± 0.76
RN∗ 4Conv-64 62.34 ± 0.94 77.84 ± 0.68
ProtoNet+ 4Conv-64 57.61 ± 0.29 74.51 ± 0.18
ProtoNet+ w/ SOD 4Conv-64 66.41 ± 0.30 81.86 ± 0.18
ProtoNet+ w/ Ada-P & SOD 4Conv-64 69.29 ± 0.30 83.86 ± 0.18
MatchingNet∗ Res10-512 71.29 ± 0.87 83.47 ± 0.58
MAML∗ Res10-512 70.32 ± 0.99 80.93 ± 0.71
RN∗ Res10-512 70.47 ± 0.99 83.70 ± 0.55
ProtoNet+ Res12-512 68.60 ± 0.26 85.51 ± 0.20
ProtoNet+ w/ SOD Res12-512 72.47 ± 0.26 88.03 ± 0.20
ProtoNet+ w/ Ada-P & SOD Res12-512 73.65 ± 0.27 88.39 ± 0.20

information, while our Ada-P and other methods are only trained from a few-
shot learning data set. It can also be seen that combining both of our Ada-P
and SOD modules surpasses other methods and themselves by a large margin.
This illustrates our Ada-P and SOD modules are compatible with each other
and especially effective for few-shot image classification.

To better show how these spatial attention methods influence the feature ex-
traction, we visualise the embedding space in the first two convolutional layers
of a few samples as shown in Figure 5.8 and 5.9. The same as before, we com-
press the multiple channels into a single one by mean operation. From Figure
5.8, we can see that in the first layer the SOD module helps to outline the ob-
ject from the background, while the Ada-P module preserves more details of
the object. When incorporating both of them, the embeddings well preserve
the shape and texture of the object and suppress the background noise. Other
spatial attention methods either include more background noise or focus too
much on a specific feature on the object, such as the eyes of lions. In the second
layer, as shown in Figure 5.9, our Ada-P module suppresses the background
noise and the SOD module still helps to emphasise the outline of the objects.
Compared to other spatial attention methods, our Ada-P and SOD modules as-
sist the feature extractor to focus more on the objects. We can clearly recognise
the target object in the mean feature maps using our Ada-P and SOD modules
while the embeddings of other methods look more blurred.
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TABLE 5.5: Comparisons with several spatial attention methods
on few-shot learning problems. Archt. represents the architec-
ture of the feature extractor. The last number of Archt. stands for
the number of filters in each convolutional layer. The best and
second best performing results are highlighted in bold and un-
derlined, respectively. The average accuracy (%) with 95% con-
fidence intervals are reported. + represents an enhanced version

of ProtoNet.

miniImageNet 5-way
Methods Archt. 1-shot(%) 5-shot(%)
ProtoNet+ 4Conv-64 52.34 ± 0.26 69.90 ± 0.18
ProtoNet+ w/ SCA 4Conv-64 51.45 ± 0.25 68.83 ± 0.18
ProtoNet+ w/ CBAM 4Conv-64 53.54 ± 0.26 70.19 ± 0.18
ProtoNet+ w/ Residual-AT 4Conv-64 51.91 ± 0.26 70.35 ± 0.18
ProtoNet+ w/ Interpret-SA 4Conv-64 53.70 ± 0.26 71.18 ± 0.19
ProtoNet+ w/ L2-pay-AT 4Conv-64 52.52 ± 0.26 69.97 ± 0.18
ProtoNet+ w/ Ada-P 4Conv-64 54.75 ± 0.26 71.63 ± 0.20
ProtoNet+ w/ SOD 4Conv-64 55.00 ± 0.26 72.77 ± 0.20
ProtoNet+ w/ SOD & Ada-P 4Conv-64 57.29 ± 0.26 74.60 ± 0.20

Based on the above analysis, we can conclude that directly incorporating other
spatial attention methods into few-shot image classification may not be a good
choice, while our SOD module is especially effective for few-shot image classi-
fication and can provide further improvements when combined with our Ada-
P module, which demonstrates our contributions and novelty.

5.5 Incorporating SOD and Ada-P into L2AE-D

To illustrate the overall contribution of this thesis, we combine the three of our
research works together and compare with the state-of-the arts on few-shot
image classification. As before, we test all methods on various data sets. Note
that we only evaluate these methods based on the 4Conv backbone here, since
the L2AE-D approach is not suitable for the Res12 model that uses a global
average pooling in the end to summarise the embeddings. The comparison re-
sults are shown in Table 5.6 and 5.7. To make a fairer comparison and further
demonstrate that our Ada-P and SOD module can be beneficial for few-shot
image classification on various data sets, we incorporate the Ada-P and SOD
modules into a few promising methods and compare the combination of our
three research works with them. It can be seen that the comparison results are
divided into three parts by dashed lines in both Table 5.6 and 5.7. The upper,
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FIGURE 5.8: Visualisation of feature maps by compressing multi-
ple feature maps into a mean one. The first row shows five input
images. The Figures between dash lines represent the embed-
dings of different spatial attention methods in the first convolu-

tional layer.

middle and below parts of the tables show the results of a few promising ap-
proaches, selected methods incorporated with the Ada-P and SOD modules
and the combinations of our three methods, on few-shot image classification,
respectively. It can be seen that the combination of our three works achieves



106
Chapter 5. Leveraging Auxiliary Information for Few-Shot Image

Classification

2n
d 

la
ye

r
In

pu
t

P
ro

to
N

et
+  

w
/ S

C
A

P
ro

to
N

et
+  

w
/ C

B
A

M
P

ro
to

N
et

+  
w

/ A
da

-P
P

ro
to

N
et

+  
w

/ R
es

id
ua

l-A
T

P
ro

to
N

et
+  

w
/ I

nt
er

pr
et

-A
T

P
ro

to
N

et
+  

w
/ L

2-
pa

y-
AT

P
ro

to
N

et
+  

w
/ S

O
D

P
ro

to
N

et
+  

w
/ S

O
D

 &
 A

da
-P

FIGURE 5.9: Visualisation of feature maps by compressing multi-
ple feature maps into a mean one. The first row shows five input
images. The Figures between dash lines represent the embed-
dings of different spatial attention methods in the second convo-

lutional layer.

the state-of-the-art performance on most of the 5-way 1-shot and 5-shot tasks
across three different data sets. This demonstrates the superiority of our re-
search works in few-shot image classification field. In addition, looking at the
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TABLE 5.6: Results on miniImageNet and tieredImageNet. The
average accuracy (%) with 95% confidence intervals is reported.
The best and second best performing results are highlighted in
bold and underlined, respectively. Archt. represents the architec-
ture of the feature extractor. The last number of Archt. stands for
the number of filters in each convolutional layer. + represents an

enhanced version of ProtoNet.

miniImageNet 5-way tieredImageNet 5-way
Methods Archt. 1-shot(%) 5-shot(%) 1-shot(%) 5-shot(%)
MAML 4Conv-32 48.70±1.84 63.74±0.92 51.76±1.81 70.30±1.75
RN 4Conv-64 50.44±0.82 65.32±0.70 54.48±0.93 71.32±0.78
MetaGAN+RN 4Conv-64 52.71±0.64 68.63±0.67
TPN 4Conv-64 53.75±0.86 69.43±0.68 57.53±0.96 72.85±0.74
A2P 4Conv-64 54.53±0.40 67.87±0.20
SalNet 4Conv-64 57.45±0.88 72.01±0.67
ProtoNet+ 4Conv-64 52.34±0.26 69.90±0.18 52.44±0.27 70.91±0.23
MAML w/ Ada-P & SOD 4Conv-32 55.76±1.82 70.11±0.87 56.53±1.88 73.31±0.92
RN w/ Ada-P & SOD 4Conv-64 53.95±0.86 68.59±0.69 58.24±0.88 74.48±0.68
TPN w/ Ada-P & SOD 4Conv-64 57.08±0.86 73.68±0.65 59.93±0.95 75.76±0.76
ProtoNet+ w/ Ada-P & SOD 4Conv-64 57.29±0.26 74.60±0.20 58.40±0.28 76.06±0.23
L2AE-D 4Conv-64 53.85±0.85 70.16±0.65 55.81±0.85 71.71±0.65
L2AE-D w/ Ada-P 4Conv-64 55.65±0.85 70.91±0.65 57.55±0.85 72.76±0.65
L2AE-D w/ SOD 4Conv-64 56.40±0.85 72.16±0.65 59.05±0.85 74.72±0.65
L2AE-D w/ Ada-P & SOD 4Conv-64 57.48±0.26 73.55±0.20 60.03±0.26 75.98±0.20

TABLE 5.7: Results on CUB. The average accuracy (%) with 95%
confidence intervals is reported. The best and second best per-
forming results are highlighted in bold and underlined, respec-
tively. + represents an enhanced version of ProtoNet. ∗ repre-

sents results from (Chen et al., 2018).

CUB 5-way
Methods Archt. 1-shot(%) 5-shot(%)
MatchingNet∗ 4Conv-64 60.52 ± 0.88 75.29 ± 0.75
MAML∗ 4Conv-64 54.73 ± 0.97 75.75 ± 0.76
RN 4Conv-64 59.40 ± 0.94 72.15 ± 0.68
ProtoNet+ 4Conv-64 57.61 ± 0.29 74.51 ± 0.18
MAML w/ Ada-P & SOD 4Conv-64 64.10 ± 1.77 78.08 ± 0.83
RN w/ Ada-P & SOD 4Conv-64 66.11 ± 0.92 77.66 ± 0.65
ProtoNet+ w/ Ada-P & SOD 4Conv-64 69.29 ± 0.30 83.86 ± 0.18
L2AE-D 4Conv-64 63.47 ± 0.30 76.51 ± 0.18
L2AE-D w/ Ada-P 4Conv-64 65.14 ± 0.30 78.58 ± 0.18
L2AE-D w/ SOD 4Conv-64 70.46 ± 0.30 82.65 ± 0.18
L2AE-D w/ SOD & SOD 4Conv-64 73.36 ± 0.30 84.09 ± 0.18

results of incorporating the Ada-P and SOD modules into L2AE-D, we can ob-
serve that either of them improves L2AE-D obviously, and introducing both of
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them leads to dramatic improvements, on both 1-shot and 5-shot tasks across
all evaluated data sets. This illustrates the compatibility of our three research
works. From the middle part of Table 5.6 and 5.7, we can also see that the
Ada-P and SOD modules improve several selected promising few-shot learn-
ing methods by a large margin on all data sets. This further illustrates that
the Ada-P and SOD modules can be used as a plug-and-play module in ex-
isting methods for better performance on few-shot image classification. We
further compare our L2AE-D w/ Ada-P & SOD to those selected promising
methods combined with the Ada-P and SOD modules. The results show, af-
ter adding the same Ada-P and SOD modules, our L2AE-D still outperforms
other representative methods on 1-shot tasks on all data sets and achieves very
competitive performance on 5-shot tasks. This further demonstrates that the
Ada-P and SOD modules work well with L2AE-D.

5.6 Summary

This chapter has provided a thorough exploration of suitable auxiliary infor-
mation and beneficial methods to leverage it to mitigate background clutters
for few-shot image classification, which has realised our research objective 3.
According to our experimental results on three widely used benchmarks, we
have found the saliency map is the most suitable auxiliary information and the
best way to utilise it is to add it as an additional channel alongside the RGB
channels of an image. Based on these, we have designed a SOD module tai-
lored to few-shot image classification, which could be used as a plug-and-play
module for various existing few-shot learning approaches. The experimen-
tal results have demonstrated the SOD module could improve a few meta-
learning approaches and achieve competitive performance compared to the
state-of-the-arts. We have also empirically demonstrated that using existing
spatial attention methods do not work well in few-shot image classification,
and our solution has been shown to address that problem effectively.

To conclude this thesis, in the next chapter we outline the final conclusions
for the thesis after the main body of research conducted and summarise the
contributions. In addition, a few limitations of the research and some future
works are also presented.
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Conclusions

This final chapter summarises the main contributions and several limitations
of the research works carried out in this thesis. First, an overview of the contri-
butions of our research works is presented in Section 6.1. Then, we identify a
few limitations that are found after summarising our contributions and point
out several potential research directions of future works in Section 6.2.

6.1 Summary of Contributions

AI is a cutting-edge research field mainly on the basis of ML and optimisa-
tion. Although AI develops quickly, we still have a long way to go before
fully realising it. Currently, it suffers from a few limitations, such as relying on
human knowledge to tune an algorithm and lack of generalisation ability. To
address the issues, ML and optimisation have interacted with each other and
themselves frequently. One of the current main limitations of AI, especially for
ML techniques, is that existing ML algorithms normally rely on a lot of data
to extract knowledge in a time-consuming manner, while humans can quickly
learn a new concept from few examples. To fill the gap, researchers delve into
a new research field, few-shot learning, aiming to learn effective knowledge
from limited training data.

Few-shot image classification is the one of the key problem of few-shot learn-
ing, working towards classifying an image into its category based on few ex-
amples. The performance of this problems is limited by two main issues, lack
of information and intrinsic uncertainties reflected by unrepresentative sample
and background clutters. These two problems are usually tackled separately
by existing methods. Very few of them consider the two main issues at the
same time. This context demands research efforts to develop new methods
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that tackle the two core issues simultaneously and achieve promising perfor-
mance on few-shot image classification tasks.

Since few-shot image classification cannot be simply accomplished by com-
mon image recognition algorithms, normally requiring cooperation between
methods, first, we have contributed to a thorough global overview of the self
and dual interactions between ML and optimisation. Based on this, we delved
into few-shot image classification, which is the main body of the research de-
veloped in this dissertation. We has contributed to the improvements of meta-
learning strategies for few-shot image classification. First, a comprehensive
review of the state-of-the-art about few-shot image classification has been com-
pleted. Then, three research stages have been developed following a progres-
sive order, in which early findings take part in the final research outcomes.
The main contributions achieved through the three stages are revisited in the
following paragraphs, where they are also linked to the research objectives es-
tablished at the beginning of this dissertation (Section 1.2).

• The first contribution has addressed the development of a novel method
that sufficiently exploits the limited training data in few-shot image clas-
sification (Chapter 3). As far as we know, there is no existing approach
that addresses the two core issues of few-shot image classification from
the perspective of maximising the utility of limited training samples. We
accomplish this by proposing L2AE-D that learns to aggregate embed-
dings with meta-level dropout. A specially designed channel-wise at-
tention mechanism is learned to assign larger weights to useful feature
maps and smaller weights to noisy ones of different embeddings within
the same channel, which can sufficiently exploit the limited training em-
beddings. We also propose a special learning strategy for the extreme
cases, one-shot learning tasks, to maximising the use of training data. In
addition, a meta-level dropout technique is introduced into several repre-
sentative few-shot learning approaches including ours and demonstrates
improvements. These results have covered the Objective 1 of the thesis:
a novel meta-learning approach is developed that is able to reduce the
negative influence of unrepresentative samples and meanwhile leverage
as much useful information of training samples as possible for few-shot
image classification.

• Besides maximising the utility of limited training samples, a second con-
tribution has encompassed the development of a novel strategy that ad-
dressed the two key problems of few-shot image classification from the
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angle of feature extraction (Chapter 4). Specifically, we designed an adap-
tive pooling method for few-shot image classification, which uses a meta-
learner to learn a proper pooling operator that reduces the loss of useful
information when available data is limited. This module is lightweight
and can be integrated into varied few-shot learning approaches as a plug-
and-play module for further improvements. Besides, this module takes
into account the importance of the features at different spatial locations,
which can pay more attention to the salient regions and mitigate back-
ground clutters. We have empirically demonstrated that directly intro-
ducing off-the-shelf spatial attention methods into few-shot image classi-
fication is not very helpful, and our Ada-P module is carefully designed
and especially effective for few-shot image classification. These results
have covered Objective 2 of this thesis: a new strategy has been devel-
oped to avoid losing useful information and meanwhile suppress back-
ground clutters during feature extraction.

• The previous two research works are limited to only accessing the avail-
able information in the limited training data. For further improvements,
the third contribution has addressed the exploration of leveraging aux-
iliary information to assist few-shot image classification (Chapter 5). To
the best of our knowledge, there is no existing work presenting a thor-
ough investigation on this. To fill the gap, we carried out a detailed
analysis to figure out which is the most suitable auxiliary information
to mitigate background clutters for few-shot image classification. We
also designed and explored a few ways to incorporate auxiliary infor-
mation into a few-shot learning pipeline, and found out the most benefi-
cial method. The thorough exploration could provide guidelines on how
to mitigate background clutters for few-shot image classification. The
found most suitable auxiliary information and best way to leverage it has
been empirically demonstrated improvements when incorporating them
into various existing approaches for few-shot image classification. These
results have covered Objective 3 of this thesis: a comprehensive investi-
gation of suitable auxiliary information and beneficial ways to leverage
it to mitigate background clutters for few-shot image classification has
been carried out.
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6.2 Limitations and Future Work

By summarising the contributions above, we have found several limitations re-
lated to the conducted research works in this thesis that need to be mentioned.
In this section, we point out a few limitations that need to be enhanced and
meanwhile raise some potential directions of future works that would over-
come the limitations identified.

• Our first contribution has developed a new method to maximise the us-
age of the few training data in a few-shot image classification task. Since
each testing sample could also provide some useful information to strengthen
the representation of a category, some recent approaches propose to fur-
ther use each testing sample to compose class embeddings (Garcia and
Bruna, 2018; Yan, Zhang, He, et al., 2019). In our first contribution, we
only consider using the limited training samples as much as possible
without taking into account utilising each testing sample. When training
data is limited, it would be beneficial to leverage more useful informa-
tion from each testing sample alongside training data. Consequently, the
extension of our L2AE method that makes use of both limited training
samples and each testing sample to form robust class embeddings offers
an opportunity for future work.

Another potential limitation of our first work is that the L2AE method is
not fully compatible with ResNet-like deep models, which normally ap-
ply global average pooling to summarise the final embedding into a vec-
tor. Since our L2AE module performs convolution operations to generate
aggregation weights on the concatenated feature maps in each convolu-
tional channel, it does not work well with the final vector obtained by a
ResNet model. As future work, we plan to adjust the network architec-
ture and tune the corresponding hyper-parameters of our L2AE module
to make it work well with ResNet-like deep models as a future work.

• Few-shot image classification is a special problem that cannot be simply
tackled by regular deep learning techniques, usually requiring partic-
ularly designed or learned new algorithm components. In the second
contribution, we learned a specialised pooling operation for few-shot
image classification. The Ada-P module learns a meta-learner to gen-
erate adaptive pooling weights and performs weighted pooling with a
fixed pooling size for each individual embedding. To utilise as much
as useful information and focus more on the target object, we think that
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an adaptive-shaped pooling window could introduce more adaptability
and be beneficial for few-shot image classification. The potential reason
is that an adaptive-shaped window could include more related features
when summarising each local region, while a fixed window is limited
to a pre-defined fixed region. Similar to the Ada-P, an adaptive pooling
window size can be generated by a meta-learner trained on various tasks.

Besides a pooling operation, convolution is also a key component of fea-
ture extraction. When addressing research objective 2 that targets tack-
ling the two main issues from the angle of feature extraction, we focused
on designing a more appropriate pooling operation for few-shot image
classification. We think that an adaptive convolution operation that can
automatically adjust the weights of its convolutional kernel according to
different tasks, could extract task-specific features and offer further im-
provements on few-shot image classification. Therefore, this could be
another direction of future works.

• In the third contribution, we leverage different types of auxiliary in-
formation and demonstrate their benefits for few-shot image classifica-
tion. Since they are extracted by a pre-defined algorithm or a pre-trained
model, there is no guarantee that they are always correct. For exam-
ple, some extracted bounding boxes or saliency maps do not correctly
cover the target objects or include some background noises in images.
The potential reason could be some visual patterns in our few-shot im-
age classification data set are unseen during the pre-training process of
an object detection or SOD model, so that, the pre-trained model can-
not generalise well to the new images. In fact, when manually examin-
ing the extracted different types of auxiliary information, we can indeed
find some inappropriate bounding boxes or saliency maps. Besides, since
there are many different algorithms for auxiliary information extraction,
it is not guaranteed that our selected methods are most beneficial to few-
shot image classification. These observations provide a new future work
direction that targets improving the correctness of the extracted auxil-
iary information for better performance on few-shot image classification.
We think this can be accomplished from two perspectives. First, we can
improve the generalisation ability of a pre-trained model by introducing
more visual patterns. Normally, the data sets for object detection or SOD
generally include a number of categories of images. For example, the
widely used object detection data set, COCO data set (Lin et al., 2014),
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consists of 80 classes of images. We argue that these data sets may not
provide sufficient visual patterns to let a pre-trained model generalise
well to the unseen classes of images in a few-shot image classification
data set. It would be beneficial for few-shot image classification to incor-
porate an object detection or SOD model pre-trained on a large-scale data
set comprised by a large number of categories, such as ImageNet (Deng
et al., 2009) consisting of thousands of categories. Second, we can explore
various promising edge detection, object detection or SOD algorithms
and find out the best-performing one for few-shot image classification.

• A common limitation of the three research works is that the proposed
modules can introduce more computational burden. There is usually a
trade-off between efficiency and effectiveness in algorithm design. We
focus more on the effectiveness in this thesis. For future works, we will
take into account both efficiency and effectiveness at the same time when
developing new approaches for few-shot image classification.

• Few-shot learning is becoming a hot research topic in the ML field in
recent years. This thesis focused on few-shot image classification. As
we mentioned in Chapter 1, few-shot learning has been widely applied
in various fields, such as computer vision (Fei-Fei, Fergus, and Perona,
2006; Lake, Salakhutdinov, and Tenenbaum, 2015), natural language pro-
cessing (Sun et al., 2019b; Han et al., 2018), audio signal processing (Wang
et al., 2020), robotics (Xie et al., 2018), medicine (Tian et al., 2020a), etc.
As a future work direction, we may explore different types of few-shot
learning problems and even design a general method applicable to var-
ious research fields. Since the main difference of few-shot learning al-
gorithms between different fields is different embedding modules, it is
possible to design a flexible and general algorithm to learn from limited
data on various application fields.

In addition to extending to other application fields, there are also some
more challenging few-shot learning problems that need to be explored,
such as few-shot imbalanced classification, few-shot multi-label classifi-
cation, or on-line few-shot learning, etc. In this thesis, all the methods
are evaluated on balanced single-label classification tasks. However, in
real-world problems, we cannot guarantee the few training samples of
different classes are always balanced, and we may need to assign multi-
ple labels to a sample or learn in an on-line manner. In these scenarios,
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the extension of few-shot learning approaches to embrace more complex
problems poses a great challenge for future work.

Besides, the conducted research works in this thesis evaluated our meth-
ods on the widely used benchmarks following the standard N-way K-
shot setting. As a future work, we plan to apply our methods into more
realistic scenarios to test their performance. For example, we can ex-
plore some real-world problems that lack labelled data, such as rare dis-
ease diagnosis. Alternatively, we can use a large data set including more
categories from various domains to test the generalisation ability of our
methods.

Currently, the performance of few-shot image classification is worse than
that of standard image classification. Even thought the final goal of few-
shot learning is to perform as well as learning from plenty of data, at
current stage, it deserves to be explored how much few-shot learning
methods can help standard ML tasks to relieve the amount of labelled
training data. For example, we plan to figure out how few training sam-
ples a few-shot learning method can use to achieve a comparable per-
formance to that obtained by learning from the whole training set of a
standard learning task. This will also provide us insights on how much
the performance of a few-shot learning approach will change based on
different proportions of training data.
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