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Abstract   

 i 

Abstract 

With the development of Wide Band Gap (WBG) power devices and their 

application in power electronics system, the evaluation of the key component 

electromagnetic (EM) behaviour is becoming increasingly important due to the fast 

switching speed and resulting dV/dt and dI/dt. Issues with WBG (Wide Band Gap) 

devices application such as EMI (electromagnetic interference) therefore must be 

considered at the design stage. Predicting electromagnetic effects using simulation 

tools is difficult because 3D models of design geometry and accurate 

semiconductor switching models must be coupled. These simulations require large 

numbers of time-steps to be applied to large simulation models.  

 

This thesis considers electromagnetic modelling in power electronics and potential 

methods for improvement for its simulation time. An electromagnetic simulation 

process using a numerical modelling method (Partial Element Equivalent Circuit 

(PEEC) method) is derived and evaluated in the thesis. The EM (Electromagnetic) 

modelling method is evaluated on impedance prediction and current density 

prediction.  

 

Model Order Reduction (MOR) techniques are then proposed to accelerate the 

simulation. Firstly, Standard, single-point MOR (Model Order Reduction) 

techniques are applied and evaluated through simple examples. The analysis on 

simulation results and experimental results with conventional MOR method shows 

the limitation on 3D simulation.  

 

A modified multi-point MOR technique is proposed in this thesis to enhance the 

accuracy with 3D simulation and compared with the conventional MOR method. 

An eigenvalue analysis method is derived and used to evaluate different MOR 

techniques explain the limitations of standard single-point MOR methods and the 

advantages of the multi-point approach. Further analysis on expansion point 

selection and its effect on simulation results are then given.  
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Chapter 1 

 

1 Introduction and Background 
 

1.1 Application of Wide Band Gap Devices for Power 

Electronics System 
Modern power electronic systems operate with a trend of increasing semiconductor 

switching speeds, voltage, power and temperature. These characteristics mean that 

electromagnetic compatibility(EMC) or electromagnetic interference (EMI) of the 

systems can become a significant concern, due to high dV/dt and high dI/dt. 

Existing design tools cannot satisfy the demands associated with these increasing 

operating frequencies because they are usually designed for one domain or ignore 

the influence of high switching frequency[1]. One domain could be refer to circuit 

domain, physical domain, thermal domain, electromagnetic domain, or mechanical 

domain. Design tools that can couple accurate semiconductor models with efficient 

3D electromagnetic models in time-domain simulation are required to enable a 

Virtual Prototyping design process. This is a timely problem due to the increasingly 

widespread application of extremely fast-switching wide-bandgap (WBG) devices 

in areas such as AC electric drives[2], hybrid /electric vehicles[3] and renewable 

energy systems[4]. 

 

Wide-bandgap devices can operate at high frequency, high voltage, and high 

temperature, which can offer significant benefits in power electronic application[5]. 
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Operating frequency of WBG devices is higher than traditional silicon devices. 

Traditional silicon devices usually operate from a few hundred Hz to a few 

thousand Hz. Silicon carbide WBG devices can operate above 100kHz. GaN 

devices can achieve even higher operating frequency above 1 MHz. For example, 

higher switching frequencies can reduce the volume of the power system. WBG 

devices operating at higher voltage can reduce the amounts of devices being used, 

which will improve both power density and reliability. Higher operating 

temperature up to 400℃ make WBG devices more suitable for many industrial 

applications such as automotive and aerospace. Therefore, systems using WBG 

devices will be more compact and efficient. 

 

However, fast voltage and current switching may cause the electromagnetic 

interference (EMI). The thermal management[6] is also very important for power 

electronics and can become a limiting factor in power dense power electronics 

enabled by wide bandgap semiconductors. 

 

1.1.1 Advances in WBG Devices  
 

A WBG semiconductor is one with large band gap energy, which means the energy 

difference between the top of the valence band and the bottom of the conduction 

band. In semiconductor physics, the energy band structure is shown in Figure 1.1: 

 

 
Figure 1.1 The Energy Band Structure[7] 
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The bandgap of WBG materials are higher than conventional materials of 

semiconductors such as silicon. This larger bandgap means that WBG devices can 

operate at higher voltages and/or frequencies, and temperatures. These 

characteristics make them an ideal solution for in high-performance, high-power 

power electronic applications. For example, Silicon Carbide (SiC) is anticipated to 

be widely used in future automotive traction invertors and aerospace power 

conversion[8] and Gallium Nitride (GaN) is seen as an ideal solution for 

automotive battery chargers[9, 10]. 

 

1.1.2 Challenges in WBG Devices and Their Applications 
 

Higher operating frequencies of WBG devices allows the use of smaller and lighter 

passive filters components which usually make up a significant proportion of the 

overall system weight[11], and their higher allowable operating temperatures allow 

smaller thermal management systems. 

 

With these advantages comes additional design challenges: electromagnetic 

interference (EMI) and compatibility (EMC) issues and power dense systems with 

increased semiconductor operating temperatures require careful thermal design to 

ensure reliable operation. With existing design techniques it is hard to predict how 

potential system designs will perform at the design stage[12]. 

 

1.1.3  The Importance of Electromagnetic Design in Power 

Electronics 
 

The component choice, system geometry and construction techniques should be 

considered during the WBG system design. Effects such as electromagnetic 

interference and reliability are also notoriously difficult to predict[13] with 

extensive experience. Virtual Prototyping is the use of computer simulation tools 

to accurately predict how a design will perform, this reduces the need for physical 

prototype construction testing before production and therefore it will save money 

and time. It will enable faster design and allows engineers to develop high 

performance WBG systems more quickly. 
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EMI refers to the coupling between waveforms in a power electronic circuit and 

other, external circuits. This can be through conducted mechanisms (circuit 

physically connected to the system) or radiated mechanisms (coupling through 

electromagnetic fields created by the system). Both of these effects are design 

geometry dependent and should be predicted by virtual prototyping tools. The 

system’s design can also influence its own performance and this effect is often 

explained through the concept of parasitic circuit elements. For example, the effects 

of parasitic elements can be seen from Figure 1.2 : 

 

 
Figure 1.2 JEET Half Bridge Electrical Circuit[14] 

 

The parasitic inductances can be found in the switching current loop. High 

switching frequency increases the interaction between devices and parasitic circuit. 

The source of the parasitic impedance depends on device packaging, circuit layout, 

such as PCB track of a half bridge circuit. Parasitic capacitance also contributes to 

power loss [15].  

 

In addition, switching over-voltages are generated in the transistors and diodes due 

to high dI/dt in parasitic inductances. This increase turn off power dissipation and 

voltage stress in the power semiconductors. High-frequency oscillations in the 

range of some MHz may be generated in connection with parasitic impedance. It 

is important to develop 3D Virtual Prototyping tools (simulation software) that can 

predict how potential system designs will perform at the design stage. 
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1.2 Review of Commercial Simulation Tools  
 

1.2.1 3D Electromagnetic Simulation 
 

1.2.1.1 Ansys Maxwell 

 

Some commercial software such as Ansys Electromagnetic Suite can provide EM 

simulation. Ansys Maxwell is used for low frequency EM field simulation, such as 

electric machines[16], actuators and other mechanical devices. 

 

Ansys Maxwell is widely used by engineers at the stage of design and optimize a 

new product more efficient without buying costly physical prototype. It is based on 

the finite element analysis method, the meshing is optimized automatically based 

on the user’s requirements. It is widely used in low frequency electromagnetic field 

simulation. The drawback of Ansys Maxwell is that the electric field and magnetic 

field cannot be coupled.  

 

1.2.1.2 Ansys HFSS 

 

Ansys HFSS is used for high frequency EM field simulation software, such as 

antennas, antenna arrays, RF or microwave components etc.[17] For example, a 

HFSS model of microstrip bend is shown in Figure 1.3: 

 

 
Figure 1.3 The electric field distribution in a microstrip bend 
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This model is a microstrip transmission line with 90 degree bend. Analysis is done 

at the frequency of 10GHz. HFSS is usually used for EM simulation at GHz. 

 

HFSS is suitable for RF and high-speed design with a 3D full wave solver. HFSS 

breaks the cycle of repeated design iterations and length for physical 

prototyping[18]. Post process is needed for field, conducting current J, Near field 

E, H, and port power parameters etc. In HFSS, it is focus on the structure design of 

physical model. To set up a physical model, definition of boundary and excitation 

are needed. The boundary condition could be sources, surface approximations, and 

material properties etc. The excitations are defined to allow energy to flow into and 

out of a structure. The limitation is that Ansys HFSS is designed for high frequency 

EM simulation and cannot combine the power electronic circuits to the geometry 

model. The electrical characteristics of power electronics cannot be modelling 

directly in HFSS because the circuit elements application includes lumped circuit 

element or a block box representation in the HFSS solution.  

 

In HFSS, the circuit components cannot connect directly to the HFSS model 

without model transformation, and geometry design cannot be modified in the 

circuit simulation software. There is no direct coupling of the circuit and HFSS 

model.  

 

1.2.1.3 Ansys Q3D 

 

Ansys Q3D is a simulation tool which can extracts and calculates the parasitic 

parameters, such as resistance, inductance, capacitance and conductance for 

electronic products.  

 

Q3D extractor is widely used at the design stage for advanced high-speed electronic 

equipment. It is also used to extract parasitic parameters for power converter 

components used in electrical power distribution, power electronics and electric 

drive systems.  
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Ansys use MOR algorithms to accelerate the simulation speed for applications such 

as digital twin in aerospace industry. 

 

1.2.2 Circuit Simulation 
 

1.2.2.1 PLECS 

 

PLECS is a software designed for power electronics and easy to use in system-level 

simulation, because ideal semiconductor switching model is implemented in 

PLECS. It typically consists of electrical power circuit[19], electrical load, digital 

controls and thermal networks. The advantage is that PLECS provides fast and 

efficient simulation with ideal switches for instantaneous switching. 

 

PLECS is kind of circuit and system level modelling, but cannot provides 3D 

modelling. It will become difficult for designers if the layout of circuit board design 

is required to optimize based on the electromagnetic and thermal performance of 

the PCB board. 

 

1.2.2.2 SPICE 

 

SPICE[20] is a circuit simulator and can be used to predict the circuit behaviour. It 

includes many accurate semiconductor device models. In addition, it had many 

other elements, such as resistors, capacitors, inductors (including coupling), current 

and voltage sources. It allows the user to view the transient behaviour of current 

and voltage waveforms for the circuit simulation.  

 

The SPICE software can be used for power electronics and electric power 

simulation, the disadvantage is that it cannot coupled with geometry model and 

cannot give a 3D view of the model.  

 

1.2.3 Coupled System Simulation 
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The geometry model of HFSS can be exported as a black box and imported to a 

circuit simulator, but the structure inside is invisible. Only the behaviour seen from 

the port defined can be observed. It is difficult to coupling with accurate 

semiconductor models.  

 

The combination of circuit model and HFSS model is shown in Figure 1.4: 

 

 
Figure 1.4 Combination Model with Circuit and HFSS 

 

The HFSS model is a simple parallel capacitor, but the geometry cannot modified 

in the circuit simulator. 

 

1.3 Motivation and Contribution  
 

The electromagnetic modelling in power electronic is important, but existing 

simulation tool cannot meet the requirement in WBG devices application. In 

general, the motivation of this PhD is to find appropriate numerical methods which 

can be used for fast time-domain electromagnetic simulation of power electronics 

systems. The target is a method that can evaluate a coupled 3D physical model and 

wide-bandgap semiconductor models, and provide analysis of the electric field and 

magnetic field in a 3D view. A key technical objective is enhancing the simulation 

speed to allow a rapid, iterative virtual prototyping design process.  

 

A design tool, developed at the University of Nottingham is proposed in [21], it 

enables virtual test to save cost and time[22], however, initial results from this 

design tool (prior to this PhD) show that it is unable to perform fast and accurate 
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electromagnetic modelling and suffers from poor performance at high frequencies. 

The tool uses a Model Order Reduction (MOR) algorithm to accelerate 3D 

electromagnetic models to provide analysis capabilities similar to finite element 

software such as Ansys, but with much faster simulation times and an ability to 

easily couple with semiconductor device models. The principle of MOR will be 

explained in chapter 3.  

 

The main contribution of this PhD is the development of a new model-order 

reduction algorithm which provides this accelerated 3D electromagnetic simulation 

capability but is accurate over a much larger frequency range. 

 

1.4 Thesis Outline 
 

The thesis is structured as follows. 

 

Chapter 2 introduces the basic concepts of electromagnetic modelling process. 

Several electromagnetic analyse methods are reviewed. The principles of an 

electromagnetic simulation technique, the Partial Element Equivalent Circuit 

(PEEC) method is introduced in detail as this forms the basis of the simulation 

techniques used in later chapter. Several examples are used to evaluate the PEEC 

method when applied to power electronic systems.  

 

Chapter 3 introduces the standard MOR methods which have been used previously. 

Several MOR techniques are reviewed and then technical details of the PRIMA 

algorithm, designed specifically for PEEC type electromagnetic models, are 

described. An evaluation of the standard PRIMA MOR technique for impedance 

prediction, simulation speed, and current density prediction is then performed. The 

results from this work are used to illustrate the limitations of the standard PRIMA 

MOR method and justify the research undertaken by this PhD project. 

 

Chapter 4 introduces an eigenvalue analysis method which is a secondary 

contribution of this PhD. The method is presented and the principles of dominant 

eigenvalue analysis are explained. Several examples are given to show how the 
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eigenvalue analysis method works. It is then used to illustrate why standard MOR 

techniques are not suitable for this application through analysis of the simulation 

results from chapter 3.  

 

Chapter 5 introduces a multi-point MOR technique, the primary contribution of 

this PhD. First some background and a review of multi-point Krylov subspace 

method are described. A modified multi-point PRIMA algorithm is proposed and 

evaluation of this algorithm is given on terminal impedance and current density 

distribution. The eigenvalue analysis method is then applied to both conventional 

MOR algorithm and multi-point MOR algorithm to understand the advantages of 

the proposed method over the standard PRIMA algorithm. 

 

Chapter 6 provides further analysis on the proposed multi-point MOR method. 

Optimal selection of expansion points is investigated and recommendations for use 

of the algorithm are given. 

 

Chapter 7 concludes the thesis. 
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Chapter 2 

 

2 The PEEC method and MOR 
 

 

 

2.1 Introduction 
 

As shown in the previous chapter, virtual prototyping tools able to evaluate 

electromagnetic performance in power electronics are becoming increasingly 

important due to the increasing use of WBG devices. The main reason why doing 

numerical simulation and modelling within the area of research and industries is to 

test the products before production. This will save money and time if the 

electromagnetic performance of a new product can be predicted using a 3D virtual 

prototyping design tool.  

 

This chapter will review 3D Electromagnetic (EM) simulation techniques. A more 

in-depth review of the PEEC method is then given as it is chosen to be the 

electromagnetic modelling technique used in this work. The EM simulation process 

and the evaluation of PEEC method will be illustrated and the results of 

experimental tests will be given in this chapter. 
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2.2 Introduction on Numerical Methods 
 

Methodologies for electromagnetic modelling are either based on differential or 

integral forms of Maxwell’s equation. The electromagnetic behaviour of a system 

is evaluated by solving Maxwell’s equations for a range of quantities including 

electric and magnetic fields, current density, voltage, and even equivalent 

impedances between points in the geometry depending on requirements. The 

integral form of Maxwell’s equation is shown in Equation 2.1: 

 

 
𝐻 ∙ 𝑑𝑙

B
= 𝐽 +

𝜕𝐷
𝜕𝑡H

∙ 𝑑𝑆 

𝐸 ∙ 𝑑𝑙 = −
𝜕𝐵
𝜕𝑡HB

∙ 𝑑𝑆 

𝐷 ∙ 𝑑𝑆 = 𝜌$ ∙ 𝑑𝑆
$H

 

𝐵 ∙ 𝑑𝑆 = 0
H

 

 

 

 

(2.1) 

 

The differential form of Maxwell’s equation is shown in Equation 2.2: 

 

 
∇×𝐻 = 𝐽 +

𝜕𝐷
𝜕𝑡

 

∇×𝐸 = −
𝜕𝐵
𝜕𝑡

 

∇ ∙ 𝐷 = 𝜌$ 

∇ ∙ 𝐵 = 0 

 

 

(2.2) 

 

And:  

𝐸 - Electric field 

𝐻 - Magnetic field 

𝐷 - Electric flux density 

𝐵 - Magnetic flux density 

𝜌$ - Volume charge density 
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𝐽 - Electric current density 

 

The relationship between displacement field D and the electric field E, as well as 

the relationship between the magnetizing field H and the magnetic field B is shown 

in Equation 2.3: 

 

 𝐷 = 𝜀𝐸,			𝐻 =
1
𝜇
𝐵 

(2.3) 

 

𝜀 is permittivity and 𝜇 is permeability. The changing magnetic field produced an 

electric field, the changing electric field produces a magnetic field. The selection 

of integral or differential form of Maxwell’s equations depends on the problem 

being solved and what kind of solution is needed, such as the solution domain and 

field variables. The differences between integral equation methods and the 

differential equation methods will explained in the next section. 

 

A typical standard electromagnetic(EM)simulation process is shown in Figure 2.1: 

 

 
Figure 2.1 Basic EM Simulation Process 

 

The general procedure for EM modelling is shown in the diagram. The first step is 

to define the EM problem, it is important because the choose of modelling 

Problem Definition and 
Simulation Requirement

Build Geometry Model

Discretization(Meshing)

Apply Numerical Method

System of ODEs Generated

Matrix Solver
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technique depends on the requirements of solution, such as output variables, 

simulation speed etc. The comparison of differential mesh and integral mesh is 

shown in Figure 2.2: 

 

PEEC Model(Integral) Ansys (Differential) 

 
 

 

Figure 2.2 Comparison of Differential Mesh and Integral Mesh 

 

A spatial discretization procedure is needed in EM simulation process, this involves 

dividing the solution domain into smaller regions and is used to allow Maxwell’s 

partial differential equations (PDEs) to be converted into a large system of ordinary 

differential equations (ODEs). Different discretization methods are applied 

depending on which kind of EM solvers is chosen. For example, volume-cell 

discretization methods used in finite element method, “Yee’s method” [23]used in 

FDTD method to discretize Maxwell’s equations in space. More details about 

meshing process will be given later. 

 

Refer to basic EM simulation process shown in Figure 2.1, the next step is to apply 

a numerical method after discretization which results in ODEs being generated in 

matrix form. PEEC method is one of the numerical methods which will be used in 

this thesis. The coefficients in the matrix can be determined by numerical methods, 

some numerical methods produce sparse matrices with lots of zero, some produce 

dense matrices with few zero. For example, FEM method described in section 

2.3.1.2 produces sparse matrices because only non-zero entries at point i,j where i 

and j are nodes that both exist in the same mesh cell. Integral methods typically 

result in smaller matrices that very dense however it is much easier to solve the 

large, sparse matrices from differential methods efficiently. 

 

The EM simulation can be done in time domain or frequency domain. The 

simulation speed is related to the mesh size and number of time steps or frequency 
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steps needed in simulation. MOR can be applied to increase the simulation speed 

which described in Chapter 3. 

 

2.3 Introduction and Review of Numerical Methods for 

EM Simulation 
 

2.3.1 The Differential Equation Methods 
 

The differential form methods require the meshing of the entire domain in which 

the electromagnetic fields existed as they solve for the E and B fields directly. 

Everything including the surrounding air need to be meshed which means more 

equations and larger matrices will be generated. Differential methods are good but 

meshing can be very difficult, and coupling with circuits is slightly more difficult. 

 

This kind of differential equation based methods are better when used in large 

system simulation because the versatility and sparsity of the observed system 

matrix. The common methods in the form are FDM and FEM methods. 

 

2.3.1.1 FDM Method 

 

Finite-difference time-domain method is a numerical analysis technique used for 

modelling electromagnetic problems. The differential form of Maxwell’s equation 

is used in FDTD method. To derive the solution of field variables, the process of 

whole computational domain discretization is needed.  

 

The discretization uses central-difference approximations to the whole space and 

time. The updated value of electric field derived from the solution of Maxwell’s 

equation is related to the E-field stored and the H-field at the point in space. It is 

similar for the calculation of the components of H-fields[24]. 

 

The elements size after meshing is dependent on the frequency and model size, also 

need to consider the thinnest structure in the geometry model. The Yee’s 

scheme[24] is used in FDTD method. The initial conditions, excitation and 
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boundary conditions of the model are needed to be identified. Selection of an 

appropriate time step is also important to avoid the EM wave propagation 

exceeding  the speed of light in one time step. The meshing process with Yee’s cell 

scheme requires the electric fields and magnetic fields are orthogonal, and will 

cause high storage requirement when used with complex geometries. 

 

The Yee cell used for FDTD is shown in Figure 2.3: 

 

 
Figure 2.3 Yee cell used in FDTD technique[25] 

 

The Yee algorithm is work as below [26]: 

 

1. Discretize space and time to ensure E-fields and H-fields are staggered in 

both space and time. 

2. Solve the differential equation to derive the ‘update equation’ which 

represents the future field components (unknown) related to past fields 

(known). 

3. Evaluate the H-field one time-step into the future (now known and seen as 

past field). 

4. Evaluate the E-field one time-step into the future (then become past field). 

5. Repeat the previous two steps until obtain the whole fields. 

 

In summary, the FDTD method can calculate the field variables, such as electric 

field and magnetic field.  
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2.3.1.2 FEM Method 

 

FEM is another differential numerical method to solve EM field problems. FEM 

method can handle very complex geometry problems in a wide range of 

engineering area. The discretization requires discretization of the complete field 

space like the FDM. This method is used in both time domain and frequency 

domain. 

 

FEM method discretizes a geometry structure into several elements and then 

connects these elements which are connected at their vertices by common nodes, 

or solution point. This process results in number of equations. 

 

The procedure to obtain the results is by replacing an entire continues domain by 

number of sub-domains so that some unknown components can be replaced by 

interpolation functions with unknown coefficients. These sub-domains are the 

elements after discretization. 

 

The most usual elements is shown in Figure 2.4: 

 

 
Figure 2.4 Different 1D, 2D and 3D elements[27] 

 

The summary of process of the FEM method is: 

 

1. Identify the analysis and element type (3D), material properties etc. 

2. Discretization of geometry to obtain nodes and apply the boundary 

conditions. 
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3. Setup the equations of the system. 

4. Solve the equations of the system. 

 

The discretization of FEM method is important because it is related to the 

requirement of the storage, which is directly influence the computation time and 

the accuracy of the approximated results. The FEM is similar in characteristics to 

the FDM and isn’t the subject of this PhD so won’t be explained in detail. 

 

2.3.2 The Integral Equation Methods 
 

The integral equation methods only require a discretization of the source of the EM 

fields, that is the charge and current density. The size of the system using the 

integral method is smaller than using the differential form because it does not 

require a discretization of the surrounding environment. The main disadvantage of 

these methods is that they can required a lot of memory to store and to solve the 

resulting ODEs which results in high computational cost with the increasing 

problem size. PEEC method and MoM method are both common integral equation 

methods. 

 

The integral equation methods are much easier to mesh because the surrounding 

air is not included in meshing process, and get fewer equations. The integral 

equation methods get coupling between almost all discrete elements, so the 

generated matrices are dense, which is the primary reason for increased memory 

requirements and computationally expensive solves. 

 

2.3.2.1 MoM Method 

 

The MoM method is predominantly used in frequency domain, but sometimes also 

used in time domain. The concept of MoM method is using a serious of known 

functions to represent the variables needed. The solution can be derived through a 

sum of basis functions, and the weighting coefficient to each basic function are 

made to best fit[27]. For example, to derive the wanted unknown surface current J, 
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it can be expanded into a series of known function, ui ,with unknown weighting 

coefficient Ii. The relationship can be expressed as: 

 

 
𝐽 = 𝐼4𝑢4

S

4TU

 
(2.4) 

To derive the unknown coefficient, the problem can be transformed to linear 

equations in matrix form after discretization. This can be expressed as follows: 

 

 𝑍 𝐼 = [𝑉] (2.5) 

 

Where the matrices Z, I, and V are the impedance ,current and voltage matrices. 

The unknown Ii can be derived by matrix inversion. In summary, the method is 

suitable for small size problem. If the system size is large, the estimated results 

may not accurate[28]. 

 

2.3.2.2 PEEC Method 

 

The Partial Element Equivalent Circuit or PEEC method is commonly used for 

computational electromagnetics modelling in power electronic systems[29]. 

 

PEEC method is suitable for analysing the interaction and coupling of 

electromagnetic field but naturally describes the solution in terms of coupled circuit 

variables – current and voltage. This makes the method a common choice for 

application to the analysis of power devices in power electronics whereas many 

other electromagnetic solvers are used for evaluating the performance of antenna 

in high frequency but not often used in the area of power electronics. 

 

PEEC is a method using integral equation form of Maxwell’s equations. It is more 

convenient to use in a large and complex problems because the method doesn’t 

need to model non-conducting sub-domains which simplifies meshing and reduced 

the size of the ODE matrices. The 3D electromagnetic model is expressed in the 

circuit domain as a network of partial circuit elements. Due to this circuit 
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formulation, other electrical components can easily be included, such as passive 

components, source etc. 

 

For example, PEEC method can be applied on a PCB model, and the mesh is shown 

in Figure 2.5: 

 

 
Figure 2.5 Mesh Structure 

 

The top copper layer is meshed from the Figure 2.5, an voltage source can be added 

between the two ends of the copper track as a boundary condition. The blue lines 

show the mesh which forms a circuit of PEEC equivalent circuit components. For 

example, one type of the equivalent circuit model for a PEEC cell is shown in 

Figure 2.6: 

 

 
Figure 2.6 Equivalent Circuit Model for PEEC Method[27] 
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The equivalent circuit consist of partial inductance, partial capacitance and partial 

resistance. Sometimes capacitance coupling can be removed if it does not affect 

the accuracy, in power electronic systems capacitive effects typically become 

significant at high frequencies, and can be ignored at lower frequencies. For 

example, the parasitic capacitance will increase between two closely spaced 

windings or conductors at high frequencies which can affect the operation of the 

circuit. Removal of capacitive effects can reduce the problem size and complexity 

and therefore increase simulation speed.  

 

The application areas of PEEC method include: 

 

l Radiated electromagnetic field evaluation. 

l Prediction of AC losses. 

l Optimization of antenna array arrangements[30]. 

l Prediction of coupled noise in PCB circuit, including from radiated and 

conducted emissions. 

 

Results from the PEEC method are circuit variables, post-processing is needed to 

obtain EM field components. 

 

2.3.3 Comparison Between Different Methods 
 

There are several differences of PEEC method and MoM method. Firstly, the 

definition of the structure used to solve is different. For differential form: The air 

around the geometry model needs to be discretized of cells, but for integral form: 

Only the materials, such as conductors, dielectric and magnetic materials need to 

be considered. 

 

Secondly, the variables derived from the solutions are also different. For the 

differential form: The solution is predominantly the field variables, such as E or H. 

This kind of methods are suitable for antenna scattering, radiation and excited field 

structure problems[27]. Post processing is needed when the currents and voltages 

is required.  
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For the methods with integral forms, currents and voltages are directed from the 

solution. Post processing is usually needed when the EM fields variables are 

required.  

 

Different numerical methods suitable for various application. For instance: PEEC 

can be used for the simulation for printed circuit board, electrical interconnect 

packaging, mixed circuit and EM problem. FEM method is good at the analysis for 

scattering problem. MoM method is good at Antenna design[31]. More details are 

concluded in the Table 2-1: 

 

Table 2-1 Comparison of different EM simulation techniques[27] 

Method PEEC MoM FEM FDM 

Formulation Integral Integral Differential Differential 

Solution 

Variables 

Circuit Circuit Field Field 

Advantages Circuit & EM 

Flexibility 

Cell 

Flexibility 

Cell  

Flexibility 

Easy to Use 

Robust 

Disadvantages Heavy 

Computation 

Heavy 

Computation 

Solve Large 

Linear 

System 

Large Storage 

Requirement 

 

The table shows the solution variables, advantages and disadvantages of different 

methods. The solution variables could be either circuit variables (currents, voltages) 

or field variables (electric or magnetic fields). For the differential equation methods, 

the whole structure which including the air needs to be discretized. So differential 

equation methods require larger number of meshing cells. The PEEC method is 

suitable for EM modelling in power electronics because it naturally describes the 

solution in terms of coupled circuit variables.  

 

2.4 Numerical Methods for Thermal models 
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The thermal management becomes important because the high operating frequency 

and high operating temperature in power electronics system etc. The heat equation 

is the basic theory to solve thermal problems.  

 

Some methods for thermal modelling such as FEM and FDM can give the solution 

in time domain. These methods existed for thermal modelling can be found in [32] 

 

The thermal modelling technique used in power electronics is proposed in [33] to 

generate compact thermal models. The thermal system can be represented in state 

space models. The thermal modelling technique has been applied on analysis of 

power modules in [34]. This section is for completeness but this isn’t the subject 

of the PhD. 

 

2.5 PEEC Methods for EM Simulation 
 

PEEC method can obtain circuit variables directly. For example, PEEC method can 

be used in extraction of parasitic inductance in wiring pattern SiC half bridge 

module to minimize the EMI for SiC power module during the design process. The 

PEEC method can also be used to analyse the influence of radiation when changing 

geometry model[35]. 

 

However the PEEC method does have disadvantages when applied to a large and 

complex problem because it requires a large amount of memory to store the dense 

matrices and significant computational effort to solve them at each time or 

frequency step. For dense matrix, it will have N2 entries, for sparse matrix it may 

have 7N entries. To reduce the limitation, an effective method is needed to make 

the simulation faster with larger problems. One method is model order reduction to 

reduce the simulation time. Model order reduction technique will be described in 

chapter 3. 

 

PEEC method does not need air to be meshed as it implicitly accounts for the 

surrounding air by assuming homogenous material properties. This does however 

make it difficult for the PEEC method to be applied to a model including magnetic 
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materials. mPEEC method is proposed in [36], towards the simulation of a piece of 

iron and analysis the impact of eddy currents on busbar. The magnetic core can be 

taken into account with PEEC model for power electronics in the future. A review 

of EM simulation methods has been described in section 2.3, the PEEC method is 

suitable for power electronics application and more details of PEEC method will 

be illustrated in next section.  

 

2.6 Meshing Process of PEEC Model Generation 
 

The PEEC method is based on the integral equation form of Maxwell’s equation. 

The first step of PEEC model generation is to generate a mesh structure to allow 

discretization of Maxwell’s equations. The model matrix is then constructed by 

evaluating Maxwell’s integral equations on this mesh. The last step is to get the 

matrix solution and post-processing maybe needed sometimes. 

 

Meshing is a process for finite element analysis in simulation. The mesh influences 

the accuracy, overall efficiency and the speed in simulation. Meshing technology 

is an important factor in the finite element simulation software.  

 

Geometry model will be discretized as volume cells after meshing process. For 

each volume cell: nodes, branch conductors and surface cells are defined based on 

the mesh structure. 

 

The general process of discretization is: Meshing ® Get the mesh structure ® 

Number the nodes ® Number the conductors ® Number the surface panels ® 

Number the boundaries. 

 

2.6.1 The Placement of Nodes in 3D Geometry 
 

The first step of PEEC modelling is to decide the node placement, one option is to 

set the nodes on the vertex of a volume cell after meshing and to obtain a node 

distribution. One example of node distribution is shown in Figure 2.7: 
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Figure 2.7 Node Distribution of a Cube 

 

2.6.2 The Discretization Structure of Inductive Partitions 
 

After numbering the nodes, the next step is conductor cell distribution. 3D 

geometry model can be discretized in 3 directions due to the currents can appear in 

all three directions. For example, conductor cells after discretized in z direction is 

shown in Figure 2.8: 

 

 
Figure 2.8 Conductor Cells in Z Direction 

 

For inductive cell partition, a 3D geometry model needs to be divided into 

conductors in different directions. For each conductor cell, equivalent circuit need 
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to be defined. The 3D discretization of the geometry and the equivalent circuit is 

shown in Figure 2.9: 

 

 
Figure 2.9 3D Discretization in the inductive Partition 

 

Where 𝐿UU and 𝑅UU represents the self-inductance and self-resistance of conductor 

1, 𝑀U[ represents the mutual-inductance between conductor 1 and conductor 4.  

 

2.6.3 The Discretization Structure of Capacitive Partitions 
 

For capacitance modelling, surface cells need to be divided for partial coefficients 

of potential calculation. For example, discretization of surface cells is shown in 

Figure 2.10: 

 

 
Figure 2.10 Surface Cell Discretization 
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For capacitive discretization, an example of 3 surface cells model and the 

corresponding equivalent circuit is shown in Figure 2.11: 

 

 
Figure 2.11 Equivalent Circuit of Capacitance PEEC Model 

 

The geometry model is discretized and the surface panels are defined based on the 

meshed structure which is shown in Figure 2.10. The partial capacitance is defined 

between different surface cell. For each surface cell, it has self-capacitance to the 

ground and mutual-capacitance to another surface cell. The structure of PEEC 

model in matrix form has been described.  

 

There are several issues towards meshing process. Firstly, how to decide the size 

of meshing cells need to be carefully considered based on the 3D geometry 

structure and the simulation frequency. Secondly, the meshing need to meet the 

requirement of accuracy, some effects such as skin-effect and dielectric loss need 

to be considered during meshing process.  

 

In summary, the meshing size require even smaller cells compared to the 

wavelength. Non-uniform cell discretization maybe needed to reduce the number 

of cells and reduce the solver’s simulation time. The values for each element in 

system matrix will be illustrated in next section. 
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2.7 PEEC Circuit Parameter Calculation 
 

The previous section has shown how the PEEC method generate an equivalent 

circuit from the meshed geometry. The values for each L, M, C, R can be found by 

using an integral formulation of Maxwell’s equation. The integral form of 

Maxwell’s equation has shown in Equation 2.1. Magnetic field B can be written as 

the curl of a vector field A, which is shown in Equation 2.6: 

 

 𝐵 = ∇×A (2.6) 

 

This can substitute into Maxwell’s Equation, and combines the electric field and 

the time derivative of the magnetic vector potential, then the electric scalar 

potential 𝜙 and the magnetic vector potential A can be defined in Equation 2.7: 

 

 
𝐸 = −

𝜕𝐴
𝜕𝑡
− ∇ϕ	 

B = ∇×A 
(2.7) 

 

The electric field E corresponding to the fields from all sources. The PEEC method 

is derived from the equation for the total electric field[27, 37]. From Ohm’s law, 

the electric field is related to the current density. The total electric field from 

conducting current can be defined by Equation 2.8: 

 

 𝐸 =
𝐽
𝜎

 (2.8) 

 

The scattered field E can be rewritten after considering external incident field 𝐸4 

and integrating Equation2.8, The equation of electric field becomes Equation 2.9: 

 

 
𝐸4 𝑟, 𝑡 =

𝐽(𝑟, 𝑡)
𝜎

−
𝜕𝐴 𝑟, 𝑡
𝜕𝑡

− ∇ϕ(r, t) (2.9) 

 

Where r is the observation point, A is the magnetic vector and ϕ is the electric 

potential.  
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The solutions to scalar potential and vector potential is given by Equation 2.10: 

 

 
𝐴 𝑟, 𝑡 =

𝜇
4𝜋

𝐽 𝑟e, 𝑡e

𝑟 − 𝑟efg
𝑑𝑉e	 

𝜙 𝑟, 𝑡 =
1
4𝜋𝜖

𝑞(𝑟e, 𝑡e)
|𝑟 − 𝑟e|

𝑑𝑆e
Hg

 

(2.10) 

 

The free space Green function is used to calculate the electromagnetic potentials at 

the observation point r. The static Green’s function in free-space is shown in 

Equation 2.11: 

 

 𝐺 𝒓, 𝑡 =
1
4𝜋

1
|𝒓 − 𝒓e|

 
(2.11) 

 

The EFIE (Electric Field Integral Equation) can be rewritten based on Equation 

2.10 and Equation 2.11 into Equation 2.9. The electric field integral equation can 

be defined in Equation 2.12: 

 

 
						𝑛×𝐸4 𝑟, 𝑡 = 𝑛×

𝐽 𝑟, 𝑡
𝜎

+ 𝑛× 𝜇 𝐺 𝑟, 𝑟e
𝜕𝐽 𝑟e, 𝑡l

𝜕𝑡$m

n

mTU

𝑑𝑣m  

																							+𝑛×[
∇
𝜀p

n

mTU

𝐺(𝑟, 𝑟e)𝑞(𝑟e, 𝑡l)
$m

𝑑𝑣m] 

(2.12) 

 

The EFIE describes the electric field contributions from all sources. The left hand 

side is the externally applied field. The first right hand side term corresponds to the 

components due to current flow through a local resistance, the second term 

corresponding to the component due to the rate of change of current density, and 

the third term corresponds to the component due to resistance, inductance and 

capacitance respectively. All these three terms are linked to the mesh structures. 

For example, the partial inductance is calculated on branch conductor cells from 
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mesh structure. The calculation of partial element is based on Equation 2.12, The 

details of each term in the equation are described in later sections. 

 

2.7.1 Resistive Equivalent Circuits 
 

The partial resistance is calculated use the Equation 2.13: 

 

 
𝑅 =

𝑙
𝑎 ⋅ 𝜎

 
(2.13) 

 

Where l is the length of the volume cell, a means the cross section of the volume 

cell. 𝜎 means the electrical conductivity. When add the resistance value to the 

matrix A, need to multiply by -1. 

 

2.7.2 Inductive Equivalent Circuits 
 

The calculation of partial inductance can be derived from the second term of 

Equation 2.12, the partial inductance is defined by Equation 2.14: 

 

 
𝐿𝑝tu =

𝜇
4𝜋

1
𝑎t𝑎u

1
𝑟t − 𝑟u

𝑑𝑣t𝑑𝑣u
$u$t

 
(2.14) 

 

𝑟t, 𝑟u are the positions in conductor cell 𝛼 and 𝛽. The 𝑎t, 𝑎u are the cross-sectional 

areas of conductor cell 𝛼 and 𝛽. The mesh structure of conductor cell definition is 

show in Figure 2.8, For inductance part, the inductance matrix is symmetrical, so 

only need to calculate the upper triangle element, because 𝐿4w = 𝐿w4. 

 

2.7.3 Capacitive Equivalent Circuits 
 

2.7.3.1 Calculation for Coefficient of Potential 

 

If capacitive effects are of interest, the coefficients of potential P, need to be 

calculated to build the system matrix. The P coefficients relate charge on one 
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surface panel, to potential at a specific point in the model and can be thought of as 

the inverse of capacitance. The relationship between the charge and potential is 

shown in Equation 2.15: 

 

 𝐶* ∙ Φ = Q	 

P ∙ Q = Φ 
(2.15) 

 

The partial coefficient of potential can be derived based on the third term of 

Equation 2.12, the partial coefficient of potential between surface cell i and surface 

cell j can be calculated by Equation 2.16: 

 

 
𝑃4w =

1
𝑆4𝑆w

1
4𝜋𝜀p

1
𝑟4 − 𝑟wH|H}

𝑑𝑆w𝑑𝑆4 (2.16) 

 

The P coefficient is the inverse of capacitance. To obtain the nodal capacitances, 

additional calculations are needed. 

 

2.7.3.2 P Matrix Generation 

 

Voltage is always defined relative to a reference. Self-capacitance is connected to 

ground. The voltage on one conductor is in terms of the total change including the 

effect of self-coefficient and mutual-coefficient corresponding to the conductor. 

The relation between them is shown in Equation 2.17: 

 

 𝑣U = 𝑃UU𝑞U + 𝑃U~𝑞~ + 𝑃U�𝑞� + ⋯ 

𝑣~ = 𝑃~U𝑞U + 𝑃~~𝑞~ + 𝑃~�𝑞� + ⋯ 

⋮ 

(2.17) 

 

The structure of matrix P is shown in Equation 2.18: 

 

 𝑃UU ⋯ 𝑃US
⋮ ⋱ ⋮
𝑃SU ⋯ 𝑃SS

 (2.18) 
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Where the partial coefficient of potential P represents the self and mutual 

coefficient of potential. The P matrix can be calculated directly by evaluating 

individual coefficients using Equation 2.16. The P matrix relates voltage to charge, 

and the relationship is shown in Equation 2.19: 

 

 𝑣 = 𝑃 𝑞 

𝑞 = [𝑃]�U𝑣 

(2.19) 

In the PEEC formulation, the partial coefficient of potential need to be transferred 

to equivalent capacitance in the circuit formulation, and the circuit equation can be 

expressed in Equation2.20: 

 

 
𝐼 = [𝑃]�U

𝑑𝑣
𝑑𝑡

= [𝐶]
𝑑𝑣
𝑑𝑡

 
(2.20) 

 

In summary, the P matrix must be explicitly or implicitly inverted before it can be 

included in the PEEC model. 

 

2.7.3.3 Short Circuit Capacitance Matrix Generation (Invert P) 

 

In matrix form, the relationship between the voltage and coefficient P can be 

written as 𝑣 = 𝑃𝑞. Short circuit matrix can be derived by invert the matrix P, the 

relationship between P matrix and short circuit capacitance matrix is shown in 

Equation 2.21: 

 

 𝐶* = 𝑃�U (2.21) 

 

Where 	𝑃4w�U  is a capacitance, but the voltage used to calculate the potential 

coefficient is relative to a common reference, the capacitance derived is short 

circuit capacitance.  

 

The short circuit capacitance matrix is shown in Equation 2.22: 
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𝐶* =

𝐶𝑠UU ⋯ 𝐶𝑠US
⋮ ⋱ ⋮

𝐶𝑠SU ⋯ 𝐶𝑠SS
 (2.22) 

 

The 𝐶* matrix is symmetrical. i.e 𝐶𝑠4w = 𝐶𝑠w4. The matrix 𝐶* corresponding to the 

submatrix C in the system matrix M of PEEC model. The drawbacks of this 

approach are that the P matrix need to be explicitly inverted which is slow. 

 

2.7.3.4 Capacitance Matrix Transformation 

 

The potential used to calculate the short circuit capacitances is defined to connect 

to a common node representing infinity, but the issue is that capacitances connected 

between two surface panels is given by Equation 2.23: 

 

 
𝐶4w =

𝑄4w
(𝜙4 − 𝜙w)

, 𝑖 ≠ 𝑗 (2.23) 

 

Because the voltage across the mutual capacitor is 𝑉 = 𝜙4 − 𝜙w , for example: in a 

two surfaces panel model, the total charge on the surface panel 1 is given by 

Equation 2.24: 

 

 𝑄U = 𝑄UU + 𝑄U~ = 𝐶𝑠UU + 𝐶𝑠U~ 𝜙U − 𝐶𝑠U~𝜙~ (2.24) 

 

So the circuit capacitance matrix are derived using short circuit matrix but need 

some modifications shown below: 

 

l The diagonal element is obtained by the sum of each row element in the 

short circuit matrix. 

l The off diagonal element need to multiply by minus 1. 

 

In summary, the relationship between short circuit capacitance matrix and circuit 

capacitance matrix is shown in Equation 2.25: 

 

 𝐶44 = 𝐶𝑠4U + 𝐶𝑠4~ + 𝐶𝑠4� + ⋯ (2.25) 
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𝐶4w = −𝐶𝑠4w 

 

The capacitance matrix is shown in Equation 2.26: 

 

 

C=

𝐶𝑠UU + ⋯+ 𝐶𝑠US −𝐶𝑠U~ ⋯ −𝐶𝑠US
−𝐶𝑠~U 𝐶𝑠~U + ⋯+ 𝐶𝑠~S ⋯ −𝐶𝑠~S
⋮ ⋮ ⋱ ⋮

−𝐶𝑠SU −𝐶𝑠S~ ⋯ 𝐶𝑠SU + ⋯+ 𝐶𝑠SS

 (2.26) 

 

2.8 MNA Analysis  
 

The equivalent circuit system equations are illustrated through the Kirchoff’s 

current law and Kirchoff’s voltage law. More specifically, MNA[38, 39] analysis 

can generate three parts of circuit equations: KCL node equation; KVL branch 

equation; Boundary equation.  

 

2.8.1 Node Equation Generation 
 

The relationship of currents flow into and out of a node can be represented in 

Equation 2.27: 

 

 
𝐼w = 0

S

wTU

 
(2.27) 

 

The basic idea is to find the branch currents flowing into or away from each node. 

The branch currents flowing into a node must sum to zero. The KCL equation can 

be written for each node. 

 

The definition of the current direction is that the current flows from the positive 

node to the negative node. If the node connected to the positive end of the 

conductor, the sign of current is -1; If the node connected to the negative end of the 

conductor, the sign of current is +1. In summary, the branch currents are written as 

a function of node voltages. 
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More specifically, a diagram of the current flow through a node can be shown in 

Figure 2.12: 

 

 
Figure 2.12 KCL Node Equation diagram 

 

From the diagram, it can be shown the KCL equation of the node is shown below: 

 

 𝑖U − 𝑖~ − 𝑖� = 0 (2.28) 

 

If the capacitive effect is enabled, the current through the capacitance will be added, 

so capacitance terms need to be added into the node equation. Populating the C sub 

matrix derived in section 2.7.3.4 to the system matrix M, because it is part of the 

M matrix. 

 

2.8.2  Branch Equation Generation 
 

The branch equation is based on Kirchhoff’s voltage law. For each branch in 

meshing structure, the potential differences between the positive node and negative 

node in the branch can be represented by the voltage drop through partial resistance 

and partial inductance. 

 

The corresponding circuit of a branch equivalent circuit is shown in Figure 2.13: 

 

Negative end i1  

Positive end -i2 

Positive end –i3 



Chapter 2 – The PEEC Method and MOR   

36 

Ib
LbRb

Vp Vn
 

Figure 2.13 Branch Equivalent Circuit 

 

The corresponding KVL equation of the branch with one partial resistor and one 

partial inductor is shown in Equation 2.29: 

 

 
𝐿�
𝑑𝐼�
𝑑𝑡

= −𝑅𝐼� + (𝑉> − 𝑉S) 
(2.29) 

 

For the sign of the KVL equation, it is 1 for positive node and -1 for negative node.  

 

2.8.3 Boundary Contributions 
 

Electric boundary terms also contribute to the equation. Excitation will be added to 

the model as boundary condition. The PEEC model of the geometry must be 

coupled at certain terminals with other circuit components. For example, a voltage 

source can be added between two defined terminals of the geometry model as an 

excitation.  

 

At each terminal, there will be two coupled variables: voltage and current. The 

voltage and current will cross the defined boundary and enter the PEEC model. 

Both the voltage and current should be consistent and shared between the PEEC 

model and coupled circuits.  

 

Either voltage or current will be defined as an input of the PEEC model linked via 

the input. the other variable will be defined as an output. The matrix structure will 

be illustrated in next section. 

 

Both voltage and current can be defined as boundary condition, but voltage input 

source has advantages because the model is guaranteed to have a standalone steady-

state solution. However, there is no absolute potential reference with current input 
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source until the PEEC model is coupled with other equations that provide this 

reference, this is an important consideration for MOR methods where the equations 

are solved before coupling. 

 

One thing need to be note is that boundary is connected to an area of the geometry 

model, boundary current is shared with node area, so need to calculate the index of 

the proportion of boundary current that overlaps node. 

 

2.9 Matrix Structure of the PEEC model 
 

After the capacitive and inductive discretization, the partial elements values 

including partial capacitance, partial inductance and partial resistance are 

calculated to build a PEEC model based on the modified nodal analysis (MNA) 

formulation of the equivalent circuit model. The matrix structure of the PEEC 

model of a 3D geometry model is given by Equation 2.30: 

 

 𝑀𝑥 = 𝐴𝑥 + 𝐵𝑢 

𝑦 = 𝐶𝑥 

 

(2.30) 

 

Where the state vector x represents the unknown node voltages and inductive 

branch currents; u and y are the input voltage source and output currents 

respectively, and: 

 

 
𝑀 = 𝐶 0

0 𝐿  

𝐴 = 0 𝐷
−𝐷� −𝑅  

(2.31) 

 

The dimensions of A and M are n´n, where n is the total number of unknowns 

(number of branch currents + number of node voltages). Within the A matrix, the 

D submatrix describes the interconnectivity of the circuit nodes and branches and 

the R submatrix is a diagonal matrix of conductor resistances, A is therefore a 

sparse matrix. For the inductance part of system matrix, only need to calculate the 

upper triangle element because the inductance matrix is symmetrical. The L and C 
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submatrices contain inductive and capacitive coupling coefficients and are 

extremely dense. 

 

2.9.1 Output Matrix Generation 
 

In order to plot current density, matrix O needs to be defined to represent the 

relationship between current density distribution at each mesh node in x, y, z 

direction and branch current of corresponding connected conductors to this node. 

 

The structure of the O matrix is shown in Equation 2.32: 

 

 

𝑉U
⋮
𝑉S
𝐽U�
𝐽U�
𝐽U�
⋮
𝐽S�
𝐽S�
𝐽S�

=

1 ⋯ 0 0 ⋯ 0
⋮ ⋱ ⋮ ⋮ ⋱ ⋮
0 ⋯ 1 0 ⋯ 0

0 ⋯ 0
𝑊U�

𝐶𝑠𝑎�
⋯ ⋯

⋮ ⋮ ⋮
𝑊U�

𝐶𝑠𝑎�
⋱ ⋮

⋮ ⋮ ⋮
𝑊U�

𝐶𝑠𝑎�
⋯ ⋯

⋮ ⋮ ⋮ ⋮ ⋯ ⋮
⋮ ⋮ ⋮ ⋯ ⋯ ⋯
⋮ ⋮ ⋮ ⋮ ⋱ ⋮
0 ⋯ 0 ⋯ ⋯ ⋯

𝑉U
⋮
𝑉S
𝐼U
⋮
𝐼�

 (2.32) 

 

Where the element in O matrix is determined in terms of how many conductor cells 

are connected to each node. 𝑊U� means the x components of the conductor 1 which 

is connected to the node 1. The 𝐶𝑠𝑎�  means total current carrying area in x 

direction. 

 

In summary, the number of state vector = the number of nodes + the number of 

conductor + the number of boundary. 

 

2.10 Evaluation of PEEC Method on Example 
 

The PEEC model generation has been described in previous section, two examples 

will now be used to validate the accuracy of partial element calculation. There are 
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three parts of the evaluation, they are partial inductance calculation, partial 

capacitance calculation and current density distribution. 

 

2.10.1 Evaluation of Partial Inductance Calculation  
 

2.10.1.1 Test case model for partial inductance calculation 

 

An experimental test PCB board is selected to validate the partial inductance 

extraction using PEEC method. The PEEC code is on the development which is 

implemented in custom design tool software, VPPE. The PCB board is shown in 

Figure 2.14: 

 

 
Figure 2.14 Test Case Model of Partial Inductance 

 

The test case is a piece of PCB board, the dimension of this PCB board is 67mm×

53mm. the thickness of the copper track is 0.07mm. the dielectric material is FR4 

and the thickness is 1.8mm. The material of ground plane is copper and the 

thickness is 0.1mm. 

 

2.10.1.2 Simulation Results in VPPE  

 

The PCB board model built in VPPE is shown in Figure 2.15: 
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Figure 2.15 PCB Model in VPPE 

 

The model is excited by coupled additional circuit components to the PEEC model, 

if an ideal current source is added between two terminals of the PEEC model then 

the resulting voltage across this source represents the terminal impedance. The 

meshing process generates 1050 capacitive nodes, and 2751 current carrying 

conductors, which results in 3804 equivalent circuit equations for the system. In 

this case, the inductance dominates the PCB track impedance. Experimental tests 

of the PCB board using ENA Analyzer and Impedance Analyzer are given as 

reference. The comparison of the terminal impedance between experimental result 

and simulation result is shown in Figure 2.16: 
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Figure 2.16 Comparison of Terminal Impedance between the VPPE and 

Experimental Results 

 

The parasitic inductance can be extracted from the terminal impedance through 

post processing. A comparison of the inductance value between simulation and 

experimental results is shown in Figure 2.17: 

 

 
Figure 2.17 Comparison of Inductance between the VPPE and Experimental 

Results 

 

The parasitic inductance of the copper track in the PCB is around 682 mH. It is clear 

that the PEEC simulation results accurately match measurements made using both 

a low frequency impedance analyser and high frequency network analyser.  

 

The error between the simulation results and experimental results are shown in 

Figure 2.18: 
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Figure 2.18 Error of Inductance between the VPPE and Experimental Results 

 

The same model is also simulated in Ansys HFSS. The model built in HFSS is 

shown in Figure 2.19: 

 

 
Figure 2.19 Test Case Model in HFSS 

 

The shape of the model in HFSS model is a bit different from the VPPE model. 

This is because circles cannot be drawn in VPPE. The circles are approximated by 

rectangles. 
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The comparison of simulation results in HFSS and Experimental results is shown 

in Figure 2.20: 

 

 
Figure 2.20 Comparison between experimental results and HFSS results 

And the simulation time of HFSS is 255s and the simulation time of VPPE is 137s. 

The Z parameter extracted from HFSS matched the experimental results. In other 

words, it means the PEEC method can extracted the parasitic inductance accurately. 

 

2.10.2 Evaluation of Partial Capacitance Calculation 
 

2.10.2.1 Test Case Model for Partial Capacitance Calculation 

 

In this section, an example will be given to evaluate the capacitance calculation 

using PEEC method. An example of a PCB board from another project is given in 

Figure 2.21: 
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Figure 2.21 Test Case Model for Capacitance Calculation Evaluation 

 

The equivalent circuit of the model is shown in Figure 2.22: 

 

 
Figure 2.22 Equivalent Circuit of the Substrate Model 

 

This is a GaN half bridge circuit in IMS substrate. There are three main parasitic 

capacitances in the circuit due to the capacitive coupling as shown in Figure 2.22. 

The same model is built in VPPE which is shown in Figure 2.23: 

 

C1

C2

C3

GND1
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Figure 2.23 Test Case Model in VPPE for Capacitance Calculation Evaluation 

 

An excitation can be added between the copper track and ground plane as electrical 

boundary condition. For example, the impedance curve of one of the terminal from 

PEEC model is shown in Figure 2.24: 

 

 
Figure 2.24 Impedance Curve of the Substrate PEEC Model 

 

The parasitic capacitance C1 can be extracted through the impedance curve in 

Figure 2.24. C2 and C3 can be extracted using the same method. So the parasitic 
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capacitance can be extracted by Z parameter obtained from VPPE. The theoretical 

value of each parasitic capacitance can be estimated through Equation 2.33: 

 

 𝐶 =
𝜀𝐴
𝑑

 
(2.33) 

 

Where 𝜀 is the permittivity of the dielectric, A is the area of plate overlap and d is 

the distance between the plates. The comparison of capacitance value between 

simulation results and theoretical value is shown in Table 2-2: 

 

Table 2-2 Evaluation of Capacitance Calculation in VPPE 

 C1(pF) C2(pF) C3(pF) 

Theoretical 

Value 
92.9 118 35.8 

Simulation 

Value(PEEC) 
84 112 34 

Ansys  

Value 
87 113 35 

Accuracy of  

PEEC (%) 
9.6% 5% 5% 

Accuracy of 

Ansys (%) 
6.4% 4.2% 2,2% 

 

The simulation results shown the accuracy of parasitic capacitance calculation of 

PEEC method. The accuracy of PEEC method are 9.6%, 5%, and 5% for C1, C2, 

and C3 respectively.  

 

2.10.3 Evaluation on Current Density Distribution 
 

There are some concerns about high current density operation, because it may cause 

in higher temperature due to increased heat generation. So the current density 

distribution is important for thermal management. PEEC method can be used to 

predict current density and the details has been described in section 2.9.1, The same 

example used for capacitance calculation evaluation will be used to evaluate 
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current density as well. The comparison of the simulation results in VPPE and 

Ansys HFSS is shown in Figure 2.25: 

 

Frequency VPPE HFSS 

1KHz 

  
1MHz 

  
Figure 2.25 Simulation Results of Current Density in VPPE and HFSS 

 

The current density is plot at 1KHz and 1MHz. The first column is the results from 

PEEC method and the second column is the results from Ansys software. The 

current density is higher around the top right of this copper track, which is shown 

in red colour. When the frequency increases to 1MHz, the current density 

distribution in the top right area starts to change and towards the edge of the copper 

track. It is clear that the PEEC simulation results accurately match the HFSS results 

on current density prediction.  

 

2.11 PEEC Method for Magnetic Material 
 

Magnetic components are included in some power electronic applications. Such as 

the core materials of the converter circuit, the new ferrite materials operating at 

megahertz frequencies etc. [40] Skin effects and core losses in magnetic 

components becomes an issue at high frequencies [41], The PEEC models can 
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include magnetic materials for problem solving with magnetic components for 

power electronics. 

 

2.11.1 PEEC Model with Magnetic Materials 
 

Magnetic materials problems are applied in power electronics, transformers or 

motors[42, 43], so it is important to enable the magnetic materials modeling at the 

design stage of power electronics system. The PEEC method is based on the 

expression of electric field integral equation (EFIE) in free space. 

 

The usual integral equation used in quasi-static PEEC model is shown in Equation 

2.34: 

 

 𝑬4 𝒓, 𝑠 = 	𝑬� 𝒓, 𝑠 + 𝑠𝑨 𝒓, 𝑠 + ∇∅(𝒓, s) (2.34) 

 

Where: 𝑬� 𝒓, 𝑠 = 	 𝑱(𝒓,*)
�

  

 

The s is the Laplace variable. The PEEC method is start with expression of electric 

field. 𝑬4 𝒓, 𝑠  represents the external electric field corresponding to the external 

sources. 𝑬� 𝒓, 𝑠 	can be expressed by the current density in a conductor. The first 

term is corresponding to the partial resistance in conductors.  

 

The second term of Equation 2.34 corresponding to the inductance part, which 

represents the magnetic coupling between conductors in air. If no magnetic 

materials medium is considered, the partial inductance can be derived.  

 

The third term of Equation 2.34 corresponding to the capacitance part and can be 

represents by the gradient of potential ∅. The potential is related to charges and 

turn into capacitive elements in PEEC model. 

 

When the effect of magnetic materials are considered, an additional term will need 

to be added to the EFIE equation. So the equation is shown in 2.35: 
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 𝑬4 𝒓, 𝑠 = 	𝑬� 𝒓, 𝑠 + 𝑠𝑨 𝒓, 𝑠 + 𝑠𝑨�(𝒓, 𝑠) + ∇∅(𝒓, s) (2.35) 

 

In the Equation 2.35, the added term 𝑨� 𝒓, 𝑠  corresponding to the partial 

inductance on magnetic conductor. The magnetic inductance is the additional term 

which is needed to be included in the MNA formulation process. After including 

inductive magnetic coupling, the system matrix will be changed to a new structure. 

For example, the normal system matrix of PEEC model is shown in Equation 2.36: 

 

 𝑀 = 𝐶 0
0 𝐿  

𝐴 = 0 𝐷
−𝐷� −𝑅  

(2.36) 

 

The system matrix of PEEC model with magnetic materials can be shown in 

Equation 2.37: 

 

 
𝑀� =

𝐶
𝐿 𝐿�  

𝐴� =
𝐷

−𝐷� −𝑅
−𝛽� 𝛼 − 𝛽�

 

(2.37) 

 

There are new parameters in the matrix. The discretization of magnetic material 

will generate volume cells. The magnetic inductance is related to magnetization 

cells, the submatrix 𝐿�  represents the magnetic inductance. The method to 

calculate these new parameters are proposed in [37]. 

 

The PEEC model for magnetic materials is useful when components with magnetic 

materials are needed. It could be developed in the design tool and used for power 

electronics design in the future.  

 

The PEEC modelling for magnetic materials is another research direction and not 

related to this PhD’s work, so it will not be discussed in this thesis. 
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2.12  Summary 
 

 

Introduction of EM modelling process and different numerical methods are 

illustrated in this chapter.  PEEC method is applied when doing electromagnetic 

modelling. The process to generate PEEC model is described step by step, 

including meshing process and circuit parameter calculation and matrix model 

generation. 

 

The evaluation of the PEEC method is done with some example case. It can be seen 

from the simulation results and analysis on capacitance calculation, inductance 

calculation and current density plot that the PEEC method works for EM modelling.  
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Chapter 3 

 

3 Reduced Order Modelling 

Techniques 
 

3.1 Introduction 
It has been shown that the PEEC method is suitable for electromagnetic modelling 

of power electronic systems but the challenge is to improve speed when PEEC 

method is used to solve a large size problem. Simulation time is specifically a 

problem for time-domain simulation with many time steps such as found in power 

electronics. One of the advantages of MOR is the simulation speed because it does 

not need to perform this large system solve at each step, another advantage is the 

storage, because it does not need to store a large solution at each step. Model Order 

Reduction (MOR) has been developed in the simulation of large scale models in 

mathematical and engineering area. 

 

The matrix model can be generated through PEEC method. Modified Nodal 

Analysis (MNA) can be used to generate circuit equations. The process of MNA 

analysis has been described in chapter 2. The matrix equation from PEEC model is 

shown in Equation 3.1: 

 

 𝑀𝑥 = 𝐴𝑥 + 𝐵𝑢 (3.1) 



Chapter 3 – Background on MOR   

52 

𝑦 = 𝐶𝑥 

 

Where M matrix represents the contributions of the partial capacitance and partial 

inductance. The matrix A represents the resistances.  

 

In general, a large system of ordinary differential equations will be generated by 

the PEEC method, and it needs a long computation time to solve. The system 

matrix M, A, B, C generated from PEEC model can be replaced by surrogate 

matrices which will significantly reduce the matrix dimension. MOR technique is 

used to reduce the dimension of the system matrix which makes the equations 

easier to solve. The input signal u and output signal y are unaffected, so the result 

is the same when applying MOR technique. 

 

With development of the MOR technique, the MOR can also be used for 

optimization in the electromagnetic design for power electronics. MOR can highly 

reduce the simulation time with reasonable error. 

 

The models for power electronics systems become larger and more complicated 

when physical structures are getting more complicated. There is demand for more 

details and accuracy at the design stage. It is very important to reduce the 

simulation time, so MOR technique can be used to reduce the size of the original 

model and approximate the behaviour of the original model properly and preserve 

the important information and characteristics. The aim of MOR is to get the 

accurate solution of the system with minimum error compared with original model. 

 

The EM simulation process applying MOR is shown in Figure 3.1: 
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Figure 3.1 Basic EM simulation process with MOR 

 

The diagram shows the basic process applying MOR. In conclusion, The MOR 

methods are based on the transformation of a high-dimension system of ODEs to a 

low-dimension one that give approximately the same results. 

 

3.2 Standard MOR Technique 
 

3.2.1 Introduction 
The modelling of the 3D power electronic systems requires the solution of ordinary 

differential equations(ODEs) of very large systems. Model Order Reduction can 

reduce the size of the original system matrix, the reduced system can be solved 

faster and give a reasonable accurate result.  

 

MOR technique is used to make a projection of a large-scale system to a low 

dimensional subspace. For example, some 3D objects can be represented by a 

single 2D picture. A 3D object exists in a 3D space, but a 2D representation (i.e. a 

picture) can be created on a 2D subspace (i.e. the camera angle) which captures the 

important features of a 3D object.  

 

Problem Definition and 
Simulation Requirement

Build Geometry Model

Discretization(Meshing)

Apply Numerical 
Method(PEEC)

System of ODEs Generated

MOR(Reduce size of 
ODEs)

Matrix Solver
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The principle of MOR technique is that it can take a low dimensional projection of 

a high dimensional model. This process is often termed “moment matching”. 

Moments usually corresponding to the eigenvalues of the system. For example, in 

Krylov methods, the coefficients of the Taylor series expansion of the transfer 

function at expansion point are called moments. MOR approaches are based on 

moment matching around the expansion point, and sometimes multiple expansion 

points are needed to improve the accuracy which will be discussed in Chapter 5.  

 

The MOR approach needs to accurately approximate the transfer function and 

effectively match the dominant eigenvalues of the high dimension model. 

 

A projection based MOR technique [44] is used to define the subspace. The process 

to generate a reduced model is shown in Figure 3.2: 

 

 
Figure 3.2 Reduced Model Generation Process[21] 

 

u and y are input and output vectors of the system, and these two vectors are remain 

the same after MOR process. The relationship between the state vectors of the 

original and reduced model is shown in Equation 3.2: 

 

 
𝒙𝒓 = 𝐻 𝒙 

						𝒙 = [𝐻]�𝒙𝒓 
(3.2) 

 

Where H(m´n) is the transfer matrix generated by projection process. This method 

allows to translate the original system into a reduced system. H matrix is usually 

orthogonal in most cases, so the original solution of the system can be recovered 

from the reduced order solution.  

 

In conclusion, The MOR methods are based on the transformation of a high-

dimension system of ODEs to a low-dimension one that give approximately the 
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same results. Two linear model order reduction methods are discussed later. They 

are Control Theory methods and Krylov Subspace methods[45]. 

 

3.2.2 Control Theory Method 
 

This category of method is proposed in [45], The stable dynamic state space system 

is shown in Equation 3.3: 

 

 
𝒙 = 𝐺𝒙 + 𝑅𝒖 

𝒚 = 𝐶𝒙 
(3.3) 

 

Where x is the state vector, u is the input vector, and y is the output. There are 

slight changes in the system matrix form compared with Equation 3.1, where: 

 

 
𝐺 = 𝑀�U𝐴 

𝑅 = 𝑀�U𝐵 
(3.4) 

 

The control theory method is based the control theory concepts of controllability 

and observability.  

 

A state is one of the variables that are used to describe a dynamical system. A state 

is controllable if any state is reachable in a finite time, and a system is controllable 

if all states are controllable. A system state at some given timestamp is observable 

if the knowledge of the input and output over a finite time segment allows the 

determination of the state at the timestamp. If all states of the system are observable, 

the system is said to be observable[46]. 

 

Controllability and observability can be represented by the means of the Gramians. 

The controllability Gramian P and the observability Gramian Q can be computed 

through Lyapunov equations. The method to solve Lyapunov equations can be 

found in [47]  
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The Gramians of controllability and observability are described in Equation 3.5 

[48]: 

 

 

𝑃 = 𝑒��𝑅𝑅�𝑒���𝑑𝑡
�

p

 

𝑄 = 𝑒��𝑅�𝑅𝑒���𝑑𝑡
�

p

 

 

(3.5) 

 

The P and Q matrices are solutions of Lyapunov equations related to Equation 3.3. 

The reduced model will be generated by restricting the system matrix to the 

dominant eigenvalues. The Gramians need to be solved and factorization in 

descending order to calculate Hankel singular values, which is used to form the 

projection matrices. In summary, the idea of control theory is to truncate the system 

matrix corresponding to the eigenvalues with lowest contribution. 

 

3.2.2.1 Balanced Truncation Method 

 

Balanced truncation method is an example related to control theory methods. The 

balanced truncation method is to obtain a reduced order model by transforming the 

system to a balanced representation. There are some algorithms mentioned in [49] 

to achieve the goal of balanced truncation, such as square root algorithm, 

balancing-free square root algorithm etc.  

 

The Gramians of controllability and observability are important in the order 

reduction process. For example, there is a method suggested in [50] to balance the 

system, which obtains Hankel singular values(HSV) by setting both Gramians 

equal and diagonal. The Hankel singular values are the positive square roots of the 

eigenvalues of the product of the Gramians PQ, a diagonal matrix with the HSV 

values on its diagonal will be generated to build the projection matrices. The 

reduced model can be transformed through the projection. 
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In conclusion, the advantage of control theory method is that it has a global error 

estimate and also the control theory method is more suitable for small systems 

because it’s computational complexity is greater than Krylov subspace method. It’s 

difficulties arise for large systems because it involves eigenvalue computation of 

the product of Gramians, which increase the amount of computation. 

 

3.2.3 Krylov Subspace Method 
 

Krylov subspace techniques are an alternative MOR methods that require a matrix 

representation of a system. For a single input single output system, a left-hand side 

representation of the form[45] is shown in Equation 3.6: 

 

 
𝐽𝒙 = 𝒙 + 𝑏𝒖 

𝒚 = 𝑒� ∙ 𝒙 
(3.6) 

 

Where: 

 

𝐽 = 𝐴�U𝑀 

𝑏 = 𝐴�U𝐵 

 

The u and y are input and output vectors. The transfer function of the system can 

be obtained from Equation 3.6 and shown in Equation 3.7: 

 

 𝐺 𝑠 = 𝑒� 𝐼 − 𝑠𝐽 �U𝑏 (3.7) 

 

𝑇 is an operator which means the transpose of a matrix. Krylov method is to use 

low dimensional model to approximate the system transfer function. Taylor series 

expansion about expansion point s0 is applied to 𝐺 𝑠  for Pade approximation[51]. 

The transfer function can be rewritten as Equation 3.8: 

 

 𝐺 𝑠 =
𝐺 4 𝑠p

𝑖!

�

4Tp

𝑠 − 𝑠p 4 (3.8) 
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																																								=
−𝑖! 𝑒�𝐽4 𝐼 − 𝑠p𝐽 � 4¢U 𝑏

𝑖!
𝑠 − 𝑠p 4

�

4Tp

 

=	 𝑀4

�

4Tp

𝑠 − 𝑠p 4 

 

Where 𝑀4 = −𝑒�𝐽4 𝐼 − 𝑠p𝐽 � 4¢U 𝑏, are called moments about expansion point s0. 

The principle of Krylov method is to generate a series of basis vectors, which is 

called Krylov subspace. Each basis vector of the subspace corresponds to one 

moment defined in Equation 3.8.  

 

The standard MOR method usually make the series expansion at one point s0=0. 

The right Krylov subspace can be defined as equation 3.9: 

 

 𝐾0£ 𝐽, 𝑏 = 𝑠𝑝𝑎𝑛 𝑏, 𝐽𝑏, … , 𝐽0�U𝑏  (3.9) 

 

And the left Krylov subspace can be defined as equation 3.10: 

 

 𝐾0B 𝐽�, 𝑒 = 𝑠𝑝𝑎𝑛 𝑒, 𝐽�𝑒, … , (𝐽�)0�U𝑒  (3.10) 

 

The moments obtained in the reduced order mode contain information about the 

dominant eigenvalues. The basis vectors are effectively the eigenvectors 

corresponding to dominant eigenvalues of system.  

 

In summary, the Krylov method is used to reduce the size of the original model, 

the process is to generate a subspace and make a projection of the original model 

onto the subspace. In other words, the methods generate a subspace to match the 

dominant eigenvalues of the original system with the eigenvalues of the reduced 

model, which is often termed “moment matching” 

 

There are several methods frequently used in Model Order Reduction. For example, 

Lanczos method, Arnoldi method and its extended methods such as block Arnoldi 

algorithm and PRIMA algorithm. The details of these methods will be illustrated 

in later sections. 
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3.2.3.1 Lanczos Algorithm 

 

The Lanczos method [45]can generate both left subspace basis and right subspace 

basis including 2m basis vectors. They are a pair of biorthogonal basis, 𝑊0, 𝑉0 ∈

𝑅S×�. The relationship between the original system matrix and the reduced system 

matrix is shown in equation 3.11: 

 

 𝑊0�𝐽𝑉0 = 𝑇0 (3.11) 

 

Where 𝐽 is the original system matrix and 𝑇0  is the reduced system matrix after 

MOR process. The Lanczos algorithm is shown below: 

 

Input: Matrix J, Right and left starting vectors b and e . 

Output: The orthonormal matrix 𝑉0, 𝑊0. 

 

1. Set 𝑣U = 𝑏. 𝑤U = 𝑒, and 𝑣p = 𝑤p = 0, set 𝛿p = 1. 

For i=1,…,m  do (Build basis vector 𝑣4, 𝑤4) 

2. Compute ℎ4,4�U = 𝑣4 , and ℎ4,4�U
e = 𝑤4  

If ℎ4,4�U = 0, or ℎ4,4�U
e = 0 then stop. 

3. Set 𝑣4 = 𝑣4/ℎ4,4�U, 𝑤4 = 𝑤4/ℎ4,4�U
e. 

4. Compute 𝛿4 = 𝑤4�𝑣4, if 𝛿4 = 0 , then stop. 

5. Set ℎ4�U,4 = ℎ4,4�U
e «}
«}¬

 , 𝑣4¢U = 𝐽𝑣4 − 𝑣4�Uℎ4�U,4, 

Compute ℎ4,4 =
®}�$}¯

«}
, ℎ4,4

e = ℎ4,4, ℎ4�U,4
e = ℎ4,4�U

«}
«}¬

, 

6. Set 𝑣4¢U = 𝑣4¢U − 𝑣4ℎ4,4,  

𝑤4¢U = 𝐽�𝑤4 − 𝑤4ℎ4,4
e − 𝑤4�Uℎ4�U,4

e, 

End_For 

Set 𝑉0 = [𝑣U	𝑣~ 	⋯𝑣�], 𝑊0 = [𝑤U	𝑤~ 	⋯𝑤�]. 

 

The number of moments matched in Lanczos method is 2m, where m represents 

the dimension of the reduced model. The advantage of this method is that the 
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reduced model can match 2m moments, however, the reduced model may not be 

stable sometimes.  

 

3.2.3.2 Arnoldi Algorithm 

 

Arnoldi process[45] is another iterative method, which use Gram-Schmidt process 

to set up a sequence of orthonormal vectors, which called Arnoldi vectors. The 

vectors from the right Krylov subspace. The matrix 𝑉0 is the transfer matrix, which 

can be considered as a projection of system matrix 𝐽 onto the Krylov Subspace, and 

the order of reduced system is m. The standard Arnoldi process for SISO (Single 

Input Single Output system) is shown below : 

 

Arnoldi Process 

 

7. Set 𝑣U = 𝑏. 

For i=1,…,m  do (Build Arnoldi vector 𝑣w) 

8. Compute ℎ4,4�U = 𝑣4 . 

If ℎ4,4�U = 0, then stop. 

9. Set 𝑣4 = 𝑣4/ℎ4,4�U. 

10. Set 𝑣4¢U = 𝐴m𝑣4. 

11. For j=1,…,i  do: 

Set  ℎw,4 = 𝑣w�𝑣4¢U; 

       𝑣4¢U = 𝑣4¢U − 𝑣w ∙ ℎw,4 

End_For 

End_For 

 

The projection matrix 𝑉0 can be generated after the Arnoldi process, which 𝑉0 =

[𝑣U ∙∙∙ 𝑣�] . The original system matrix 𝐽 , 	𝑏 , can be transferred to the reduced 

system matrix 𝐽0, 𝑏0 .The relationship between them is shown in equation 3.12: 

 

 
𝐽0 = 𝑉0�𝐽𝑉0 

𝑏0 = 𝑉0�𝑏  
(3.12) 
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𝐶0 = 𝐶𝑉0 

 

From the relationship between reduced system matrix and original system matrix, 

it is clear that the dimension of input and output vectors are remain the same after 

transformation. And the relationship between the transfer matrix 𝑉0	in standard 

Arnoldi process and the transfer matrix H in Equation 3.2 is 𝑉0 = 𝐻� . 

 

In summary, the Arnoldi method generates the right Krylov Subspace, described 

by a set of orthogonal basis vectors, and projects the original system to this 

subspace. The projection process is defined by the 𝑉0	matrix which is an output of 

the algorithm. 

 

3.2.3.3 Block Arnoldi Algorithm 

 

The standard Arnoldi method is suitable for SISO(single input single output) 

systems, that have only one column in the input matrix. For multi-inputs systems, 

it may not take account complete inputs however so called “block” variations of 

the Arnoldi algorithms are available for multi-input, multi-output systems. A new 

method based on Arnoldi method is proposed in[52] which is Block Arnoldi 

method. Block Arnoldi method is suitable for multi-input systems. In a single input 

single output system, the incidence matrix b is a vector. But in multi-input system 

with inputs described by a matrix B, with N columns where N is the number of 

inputs. The Block Arnoldi method is almost the same as the SISO method except 

that either matrix-vector products become matrix-matrix products or that an extra 

inner loop is added to deal with each column of the input matrix in turn.  

 

In large scale dynamic systems, the systems can be represented in different matrix 

form. Block Arnoldi method is needed when the input number is more than one. 

For example, Block Krylov subspace methods can be used for solving large 

Sylvester equations[53]. Block SAPOR [54](block second-order Arnoldi method 

for passive order reduction ) also applied to MIMO for solving RCL interconnect 

circuits. 
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In Block Arnoldi algorithm, The system matrix is represented in the form as 

Equation 3.13: 

 

 
𝐽𝒙 = 𝒙 + 𝐾𝒖 

𝒚 = 𝐶 ∙ 𝒙 
(3.13) 

 

Where: 

𝐽 = 𝐴�U𝑀 

𝐾 = 𝐴�U𝐵 

 

The transfer equation can be rewritten as Equation 3.14 in terms of s: 

 

 
𝑠𝐽 − 1 𝑥 𝑠 = 𝐾𝑢 𝑠  

𝑦 𝑠 = 𝐶 ∙ 𝑥(𝑠) 
(3.14) 

 

In frequency domain, then take Laplace transformation of the system equation and 

obtain the system transfer function matrix in Equation 3.15 : 

 

 𝐻 𝑠 = 𝐶 𝑠𝐽 − 𝐼S �U𝐾 (3.15) 

 

The matrix 𝐼S ∈ 𝑅S×S  is the identity matrix, Apply Taylor expansion to H(s) 

around s=0, we have: 

 

 𝐻 𝑠 = 𝑀p +𝑀U𝑠 +𝑀~𝑠~ + ⋯ (3.16) 

 

Where 𝑀p, 𝑀U, 𝑀~, …are the block moments of H(s), where 𝑀4 ∈ 𝑅°×°. N is the 

number of inputs. the moments can be calculated as Equation 3.17: 

 

 𝑀4 = −𝐶𝐽4𝐾 (3.17) 

 

The block Krylov subspace can be generated through matrices 𝐽 ∈ 𝑅S×S and 𝐾 ∈

𝑅S×° , the definition of the Krylov subspace is shown in Equation 3.18: 
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𝐾𝑟 𝐽, 𝐾,𝑚 = 𝑐𝑜𝑙𝑠𝑝[𝐾, 𝐽𝐾, 𝐽~𝐾,⋯ , 𝐽l�U𝐾, 

𝐽l𝑘U, 𝐽l𝑘~,⋯ , 𝐽l𝑘µ] 

𝑤ℎ𝑒𝑟𝑒, 𝑑 =
𝑚
𝑁

, 𝑙 = 𝑚 − 𝑑𝑁 

(3.18) 

 

Block Arnoldi procedure can generate an orthogonal basis 𝑉0  spanning the 

subspace, then the original system can be projected on the subspace. The order of 

the original system can be reduced from n to m. The transformation between the 

reduced order model and original model is shown in Equation 3.19: 

 

 

𝐽0 = 𝑉0�𝐽𝑉0	 

𝐾0 = 𝑉0�𝐾𝑉0 

𝐶0 = 𝐶𝑉0 

(3.19) 

 

The moments can be calculated from Equation 3.18. In Arnoldi based methods, 

there are m moments are matched. Two sided Arnoldi process is proposed to 

increase the number of matched moments[55], but it will increase the complexity 

of the algorithm. 

 

3.2.3.4 PRIMA Algorithm 

 

PRIMA method is based on Arnoldi method and can obtain passivity of RLC 

circuits. The original system can be stable and the original model has properties 

such as stability and passivity. The passive model means that the components in 

the model will only consume, but do not produce, energy. It is needed to guarantee 

the overall circuit stability. It is important to ensure that the reduced model has the 

same properties as the original model. But the basic Arnoldi method cannot 

guarantee the passivity of the reduced model. So the improved Arnoldi method is 

proposed in [44] which is PRIMA(Passive Reduced-Order Interconnect 

Macromodeling Algorithm) method. 

 

The Block Arnoldi method doesn’t work for MNA because it uses left-hand side 

matrix form to represent a first order ODE system but RCL interconnect models 

are inherently second order systems that can be represented as coupled first order 
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ODEs. The PRIMA algorithm overcomes this limitation as it is modified to suit the 

matrix type that results from a set of second order differential equations presents 

as a two coupled first order sets. The differential equations are obtained through 

MNA analysis (Modified nodal analysis). The details of MNA analysis and system 

matrix generation has been described in chapter 2.  

 

Arnoldi method is used for first order type of problems, such as thermal conduction 

modelled with FDM or FEM method. RLC circuit model is fundamentally second 

order systems, but can be assembled as first order ODEs using MNA analysis. The 

system matrix obtained by MNA analysis including a partitioned structure: 

inductance part and coupled capacitance part. 

 

PRIMA algorithm guarantees passivity of the original system. In PRIMA, extended 

block Arnoldi algorithm is applied to the original system matrix and then the circuit 

matrices are again projected onto the subspace spanned by the Arnoldi vectors. 

 

The basis vectors of the Krylov subspace can be generated through Block Arnoldi 

algorithm. The algorithm will do [m/N]+1 iterations to obtain the transfer Matrix 

𝑉0 ∈ 𝑅S×� . In summary, 

 

 
𝑐𝑜𝑙𝑠𝑝 𝑉0 = 𝐾𝑟(𝐽, 𝐾,𝑚) 

𝑉0�𝑉0 = 𝐼� 
(3.20) 

 

The reduced order system transfer function is given in Equation 3.21: 

 

 𝐻0 𝑠 = 𝐶0 𝑠𝑀0 − 𝐴0 �U𝐵0𝒖 (3.21) 

 

The PRIMA algorithm is shown below: 

 

PRIMA Process: 

 

Input: Matrix A, B and integer orders m, N. 

Output: The orthonormal matrix 𝑉0 . 
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1. Solve AK=B. for Matrix K. 

qr factorization of K to obtain 𝑉p 

2. If �
°

 is not an integer, set 𝑛 = �
°
+ 1, else set 𝑛 = �

°
.  

3. For k=1,2,…,n  

Solve 𝐴𝑉m(p) = 𝑀𝑉m�Ufor 𝑉m(p). 

4. For j=1,…,k 

Compute 𝐻 = 𝑉m�w� 𝑉m
(p). 

𝑉m
(w) = 𝑉m

(w�U) − 𝑉m�w𝐻. 

qr factorization of 𝑉m
(m) for 𝑉m. 

End_For 

            End_For 

Set 𝑉0 = [𝑉p	𝑉U 	⋯𝑉m�U] and truncate matrix 𝑉0 to make sure it has m columns only. 

Compute 𝑀0 = 𝑉0�𝑀𝑉0, 𝐴0 = 𝑉0�𝐴𝑉0		 

 

The PRIMA algorithm will generate the transfer matrix 𝑉0 , the reduced system 

matrix can be calculated in Equation 3.22: 

 

 

𝑀0 = 𝑉0�𝑀𝑉0 

𝐴0 = 𝑉0�𝐴𝑉0 

𝐵0 = 𝑉0�𝐵 

𝐶0 = 𝐶𝑉0 

(3.22) 

 

The reduced system can be represented in Equation 3.23: 

 

 
𝑉0�𝑀𝑉0𝒙𝒓 = 𝑉0�𝐴𝑉0𝒙𝒓 + 𝑉0�𝐵𝒖 

𝒚 = 𝐶𝑉0𝒙𝒓 
(3.23) 

 

The size of the system matrices is very small after model order reduction process, 

typically about 10 to 30 equations. The maximum size of original model is around 

7000-10000equations. The “outputs” of the system are arbitrary. The output can be 

terminal currents or voltage, and also can be interpolated values.  
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The PRIMA algorithm has advantages for large scale coupled RLC circuit 

compared with Block Arnoldi method as presented in [44]. PRIMA algorithm is 

able to capture the system response for a wider frequency range than block Arnoldi 

method. The PRIMA algorithm is based on Arnoldi method, but with guaranteed  

passivity and is able to produce passive reduced order model for RLC circuit 

network. Therefore, PRIMA is chosen as the MOR technique used in EM 

modelling. 

 

3.3 Evaluation of Standard MOR Technique 
 

In this section, the PRIMA is applied to a PEEC model in an electromagnetic 

domain simulation. The standard MOR method usually has one expansion point, 

effectively starting to match eigenvalues at a particular frequency which is usually 

0Hz or DC. The accuracy of the reduced order model is therefore highest near the 

expansion point and reduces at frequencies further away. Some test cases will be 

chosen to validate the accuracy of the standard MOR method and the relationship 

between the accuracy and expansion point. 

 

This section will evaluate the MOR method from three aspects: Terminal 

impedance, simulation speed and current density. The limitation of the standard 

MOR method will be illustrated in the end of this section.  

 

3.3.1 Evaluation of MOR Based on Impedance Prediction 
 

The first example is an experimental test PCB board which is selected to validate 

the MOR method. The PCB board is shown in Figure 3.3: 
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Figure 3.3 Test Case Model 

 

The PEEC code development and optimization that described in Chapter 2 was 

implemented in the software called VPPE. The VPPE simulation tool can do 

simulation in frequency domain or time domain. The PCB board is simulated both 

in the commercial software (Ansys) and VPPE. The PCB board was available from 

another project. 

 

This example will be used to validate the accuracy on Z parameter extraction and 

current density plot. The PCB board model built in VPPE is shown in Figure 3.4: 

 

 
Figure 3.4 PCB Board Model in VPPE 

 

Two nodes are defined at the terminal. Current source is connected between the 

nodes as an excitation. The meshing process generates 1948 capacitive nodes, and 

4646 current carrying conductors, which results in 6597 equivalent circuit 

equations for the system. The terminal impedance will be used to evaluate model 

accuracy. Although the PEEC method computes terminal voltage and current, the 

software can easily be configured to give impedance curves by selecting a 
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frequency domain simulation and attaching a 1A current source between the 

terminals. A plot of inner-terminal voltage then represents the terminal impedance. 

 

The terminal voltage magnitude and phase angle in VPPE are shown in Figure 3.5: 

 

 
Figure 3.5 The Port Voltage Magnitude and Phase in VPPE 

 

The port impedance can be easily derived from the port current because the current 

value is constant. The MOR can be applied to accelerate the simulation. The 

comparison of the impedance curve prediction in VPPE with and without MOR is 

shown in Figure 3.6: 
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Figure 3.6 Comparison of Impedance between the Non-MOR Model and MOR 

Model 

The error between the non-MOR model and MOR model is shown in Figure 3.7: 

 
Figure 3.7 Error Between the non-MOR model and MOR model 
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The non-MOR model and MOR model are simulated using the same meshing and 

frequency stepping settings. From Figure 3.6, It is clear that the result with MOR 

is almost matching the non MOR model until 300MHz where the results begin to 

differ. Based on the expansion point theory described in section 3.2.3, the accuracy 

is higher when towards expansion point. And in this case the expansion point is at 

DC which is far away from high frequencies.  

 

The simulation time for MOR model is 81s, but the simulation time for non MOR 

model is 7205s. The evaluation of the simulation speed of MOR will be illustrated 

in next section. 

 

3.3.2 Evaluation of MOR based on Simulation Speed 
 

The accuracy of simulation results depends on many factors. The non-MOR 

simulation requires meshing, matrix coefficient calculation through evaluation of 

the PEEC integrals, and frequency stepping. Meshing and matrix generation times 

are a function of the number of conductors and nodes in the mesh, frequency 

stepping is a function of the number of conductors and nodes in the mesh and the 

number of frequency steps. 

 

An MOR enabled simulation requires meshing, matrix coefficient calculation 

through evaluation of the PEEC integrals, reduced order model generation, and 

frequency stepping. Meshing and matrix generation times are a function of the 

number of conductors and nodes in the mesh, reduced order model generation is a 

function of the number of conductors and nodes in the mesh and the chosen reduced 

order model size, frequency stepping is a function of the reduced order model size 

and the number of frequency steps. 

 

The MOR approach involves an additional pre–processing step for reduced order 

model generation, but the frequency stepping procedure requires solution of the 

reduced order model rather than the original, much larger model.  
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Two main factor will be illustrated in this section. They are the number of equations 

(determined by the number of conductors and nodes in the mesh) and the number 

of frequency steps. The reduced order model size is usually required to be in the 

range 20-100 but variations within this range have little effect on the overall 

simulation time. 

 

3.3.2.1 Relationship Between Total Simulation Time and Mesh Size  

 

The relationship between the simulation time and the meshing in VPPE will be 

illustrated. The test case model is a PCB board as example 1. In low frequencies, 

only small number of conductors and nodes in mesh structure are needed to get 

accurate results, but in high frequencies large number of conductors and nodes in 

mesh structure are necessary. The number of equations depend on the number of 

conductors and nodes, also the frequency of interest. The number of equations also 

determines the size of the system matrix. 

 

The relationship between the total simulation time and number of equations 

without MOR is shown in Figure 3.8: 

 

 
Figure 3.8 The Relationship Between simulation Time and Mesh Size 
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The model is simulated in VPPE, the X axis represents the number of equations and 

the Y axis represents the total simulation time. All the simulation settings are the 

same except for the mesh setting. The simulation is made in frequency domain in 

the range from 10Hz to 100MHz with 71 frequency steps. The relationship between 

the simulation time and number of equations can be given as a quadratic 

polynomial through the results, which is shown in the figure. It is clear that with 

the number of equations increasing, the simulation time with non-MOR model 

increased significantly. The disadvantage of the original PEEC model is that 

increasing the size of model will cause much longer simulation time. 

 

When MOR is applied in the simulation, the simulation becomes faster than Non-

MOR simulation in same condition.  

 

The comparison of total simulation time between MOR and Non-MOR model in 

different mesh setting is shown in Figure 3.9: 

 

 
Figure 3.9 Comparison of Simulation Time Between MOR and Non-MOR Model 
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much longer comparing with the simulation time with MOR when the number of 

equations increases. For example, the simulation time with MOR is 13 times faster 

when the number of equations is 1500, and 48 times faster when the number of 

equations is 6600 compared with the simulation time without MOR. The MOR 

method has obvious advantages in high dimensional model. 

 

In summary, the simulation with MOR is faster than the simulation without order 

reduction. That is because the dimension of the system matrix is reduced after 

MOR. 

 

3.3.2.2 Relationship Between Total Simulation Time and Number of Steps 

 

The simulation time and accuracy also depends on initial set up and how many time 

or frequency steps are configured. Although results are presented here for 

frequency-domain simulation, the simulation process is almost identical for time-

domain simulation where, for example, large number of time-steps are needed to 

represent pulsed waveforms in power electronic simulation. Some simulations can 

easily require 100,000 time steps, so the dependency of simulation time on the 

time-stepping process becomes dominant. The same principle applies with 

frequency domain simulation: more frequency steps are needed if need to capture 

more details in a wide range of frequencies. If the time required to evaluate results 

at each step can be reduced, simulation speed will improve.  

 

The same example will be used to evaluate the relationship between the total 

simulation time and the number of frequency steps. The simulation settings are all 

the same except for the number of frequency steps. The number of equations is 

3773 equations. The frequency range of the simulation is from 10Hz to 100MHz. 

The relationship between simulation time and frequency steps without MOR is 

shown in Figure 3.10 : 
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Figure 3.10 Simulation Time vs Frequency Steps 

 

The simulation time for each frequency step is almost the same without MOR 

because the number of equations need to solve is the same at each stepping. From 

Figure 3.10, it can be found that the simulation time increases linearly with the 

frequency steps because it is one solve per step. The relationship between the 

simulation time and number of steps for this specific model is shown below: 

 

 𝑡(𝑠) ≈ 30 + 36.45𝑛 (3.24) 

 

The average set up time for PEEC model generation is about 30s, and average 

simulation time per step is about 36.45s, and n means the number of steps. The 

relationship between simulation time and frequency steps with MOR is shown in 

Figure 3.11: 

 
Figure 3.11 Simulation Time vs Frequency Steps with MOR 
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The simulation time does not change much regarding to the frequency steps when 

applying MOR. This is because the dimension of the system matrix after order 

reduction is very small. The initial 53.5s offset is the time for reduced model 

generation. The simulation speed for one frequency step is fast. The number of 

equations for the reduced model is less than the original model. Sometimes the total 

simulation time has a slight decrease when increase frequency steps, it is because 

frequency stepping takes a small proportion of the time.  

 

The comparison of total simulation time between MOR and Non-MOR model with 

different number of frequency steps is shown in Figure 3.12: 

 

 
Figure 3.12 Comparison of Simulation Time Between MOR and Non-MOR Model 

with different number of frequency steps 

 

It can be seen from Figure 3.12 that the simulation time without MOR increase 

linearly when the number of frequency steps increase. The simulation time with 

MOR doesn’t change much when increasing the number of frequency steps. The 

simulation with MOR is about 54s. This comparison shows that simulation time 

can be reduced significantly with MOR.  
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3.3.3 Evaluation of MOR based on Current Density Prediction 
 

In previous section, the terminal impedance has been evaluated. The benefit of 

MOR is that it is not only suitable for impedance prediction, it can also be used to 

extract internal distribution. The current density distribution is very important at 

high frequencies as it is not easy to predict and can affect losses in materials or 

circuit components. 

 

3.3.3.1 Simulation results in VPPE without MOR 

 

Firstly, the current density is simulated in VPPE without MOR, the example is the 

same as section 3.3.1, and the simulation results of the original model at 100Hz in 

VPPE with different mesh size is shown in Figure 3.13: 

 

631 equations 1941 equations 

  

4228 equations 7641 equations 

  

Figure 3.13 Current Density in VPPE at 100Hz 

 

From Figure 3.13 , It’s obviously that the simulation can capture more details when 

the number of equations increase. The number of equations means how many 

equations we got after discretization process. It can be seen that the accuracy of the 



Chapter 3 – Background on MOR   

77 

simulation result is related to the mesh size. The PEEC code is able to give accurate 

results when increasing the mesh size. From the simulation result (7641equations) 

in Figure 3.13, The current density is high at the corner of the thin copper track. 

 

3.3.3.2 Simulation Results in Commercial Software  

 

The same example will be simulated in Ansys HFSS as a reference. The model 

simulated in ANSYS HFSS is shown in Figure 3.14: 

 

 
Figure 3.14 PCB Model in HFSS 

 

In Ansys HFSS, the model dimension and excitation source are all the same as 

VPPE. The simulation results about current density will be shown in this section. 

The simulation result in HFSS at 100Hz is shown in Figure 3.15: 

 

 
Figure 3.15 Current Density in HFSS at 100Hz 
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This model will be used for evaluate the accuracy of MOR enabled PEEC and also 

compared with the commercial software ANSYS. From the current density plot in 

Ansys HFSS, the VPPE can accurately predict the current density at 100Hz for this 

example without MOR. The evaluation of MOR will be illustrated in next section. 

 

3.3.3.3 Evaluate the Simulation Results with MOR 

 

The appropriate mesh size needs to be determined to get accurate simulation results. 

The section 3.3.3.1 has shown the simulation results in different mesh setting. In 

this section, the simulation results of the current density in VPPE with and without 

MOR will be illustrated. The accuracy of the simulation results is also very 

important. 

 

MOR is applied in different settings trying to find out the effect of MOR with the 

accuracy. The MOR models can be used for both time- and frequency-domain 

simulations. The reason why we need to apply MOR is because the available 

technology nowadays is too slow in realistic system. The standard MOR technique 

uses a single point expansion point, which is usually chosen to be 0Hz or DC. In 

this test, three different MOR setting at different expansion points are evaluated to 

understand the effect of expansion point on model accuracy. The choice of 

expansion point was found to have a more pronounced effect of current density 

predictions than for terminal impedance. Apart from DC expansion point, another 

two expansion points at 100KHz and 10MHz is chosen based on the frequency of 

interest, because the WBG devices usually work at KHz to MHz. The simulation 

results in HFSS and VPPE with different MOR expansion points at 100Hz are 

shown in Figure 3.16: 
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Figure 3.16 Simulation Result at 100Hz with Standard MOR at Different Setting 

 

All the simulation results are for the frequency of 100Hz. From the simulation 

results, it is clear that the standard MOR method can only give accurate results 

around the frequency which is near the single expansion point. For example, the 

simulation results when choosing the expansion point at DC and 10000 are the 

same as the simulation result without MOR.  
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The simulation result is clearly incorrect when setting the MOR expansion point to 

10», because the expansion point is far from 100Hz. Another example will be given 

to focus on analysing the limitation of standard MOR method. 

 

3.4 Limitation of Standard MOR 
 

3.4.1 Simple Model to show the Limitation of the Standard MOR 

Approach 
 

A simple designed substrate model is used to further demonstrate the limitation of 

standard MOR method. The substrate model in VPPE is shown in Figure 3.17: 

 

 
Figure 3.17 Substrate Model in VPPE 

 

Current density can be plot in developed design tool VPPE. A simple substrate tile 

is used as an example to show the limitation of standard MOR method. The 

simulation results are shown in Table 3-1: 
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Table 3-1 Comparison between Non-MOR and Standard MOR  

 Non-MOR Single Expansion 

Point 

(DC) 

Single Expansion 

Point 

(100MHz) 

100Hz 

   

100 

KHz 

   

100MH

z 

   

 

 
 

From Table 3-1, the simulation result using low frequency expansion point only 

shows the low frequency behaviour, and the simulation result using high frequency 

expansion point only shows the high frequency behaviour. More specifically, 

current density plot is only accurate on 100Hz when using DC expansion point, 

and current density plot is only accurate at 100MHz when using 100MHz 

expansion point. All the simulation results are obtained with same mesh settings 

and the scale is from 0 (A/m2) to 2e6 (A/m2). 

 

Compared with the simulation result without applying MOR, the standard MOR 

method cannot show accurate results over a wide range of frequencies, this effect 

is seen in both the terminal impedance curves and current distribution but is more 

pronounced in the current distribution predictions. Many applications of MOR 

concentrate on MOR as an equivalent impedance model generation tool and so 

overlook this effect, whereas for Virtual Prototyping of Power Electronics both 
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effects are of interest. The following chapters will present work that aims to 

overcome this limitation by modifying the standard PRIMA algorithm to generate 

reduced order models based on multiple expansion points.  

 

 

3.5 Summary 
 

Introduction of MOR technique and how it works are illustrated in this chapter. 

Krylov subspace method is applied to PEEC model when doing electromagnetic 

modelling. The MOR technique is very useful when the size of the system is large. 

There will be huge number of system equations need to be solved when the model 

becomes complicated. The complexity of geometry is related to the number of 

conductors and nodes in the mesh. 

 

The evaluation of the standard MOR is done with some example case. The 

evaluation of the impedance and current density prediction in standard MOR 

technique are discussed in this chapter. It can be seen from the simulation results 

and analysis in section 3.4.1 that the standard MOR works for some examples, but 

it is unable to capture effects across all frequencies of interest.  
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Chapter 4 

 

4 Eigenvalue Analysis Method 
 

4.1 Introduction to eigenvalue analysis 
 

From last chapter, the simulation results show the disadvantages of standard single 

point MOR method on current density prediction. Compared with a non-MOR 

Model, the single point MOR method only shows the low frequency behaviour if 

the expansion point is in low frequency range, or shows high frequency behaviour 

if the expansion point is in high frequency range. In conclusion, it is difficult to get 

the same simulation results as the original model in all frequencies. Single point 

MOR method has poor accuracy when the model is needed to simulate in a wide 

frequency range.  

 

An Eigenvalue analysis method is now proposed to analyse why the reduced model 

cannot give accurate results at all frequencies. This chapter will illustrate the theory 

and process of the eigenvalue analysis.  

 

In this chapter, section 4.2 shows the general structure of a dynamic system’s 

solution, section 4.3 and 4.4 shows the process of dominant eigenvalue analysis of 

a dynamic system. section 4.5 shows how to extract dominant eigenvalues from a 

simple PEEC circuit, and how these eigenvalues influence the response of the 



Chapter 4 – Eigenvalue Analysis Method   

84 

circuit, and evaluate the accuracy of the reduced model generated manually by 

dominant eigenvalues. Finally, in section 4.6, eigenvalue analysis is used to find 

out the reason why PRIMA algorithm cannot given the accurate response over wide 

frequency range. 

 

4.2 The general system solution  
 

4.2.1 Structure of the General solution 
 

The electromagnetic system can be represented in state space formulation. The 

system is composed of ODEs. Both the MOR and Non-MOR models can be 

expressed in the matrix format, which is shown in equation 4.1 

 

 
𝑀𝒙 = 𝐴𝒙 + 𝐵𝒖 

𝒚 = 𝐶𝒙 
(4.1) 

 

For Non-MOR models, the matrix M, A, B, C can be generated through application 

of the PEEC method. For MOR models, they are generated by the MOR process. 

Where u and y are the input source and output signal, respectively, and the structure  

of the system matrix is shown in equation 4.2. 

 

 𝑀 = 𝐶 0
0 𝐿 			𝐴 = 0 𝐷

−𝐷� −𝑅  (4.2) 

 

The matrix generation is based on the modified nodal analysis, so KCL and KVL 

equations are written and system matrix is then generated. Matrix M includes the 

parasitic capacitance and parasitic inductance. The Matrix A can be represented by 

the submatrix R and submatrix D, where R is the resistance submatrix and D is the 

incidence matrix of the branches. 

 

The system matrix can be written in standard state-space form as shown in Equation 

4.3: 

 



Chapter 4 – Eigenvalue Analysis Method   

85 

 𝒙 = 𝐴*𝒙 + 𝐵*𝒖 (4.3) 

 

Where :  

 

 
𝐴* = 𝑀�U𝐴 

𝐵* = 𝑀�U𝐵 
(4.4) 

 

The general solutions of a system representing by differential equations can be 

presented as the form of eigenvalues[56]. The form of the general dynamic solution 

to differential equation system with real poles is shown in equation 4.5 

 

 𝒙(𝑡) = 𝑐U𝑒¼�𝒗(U) + 𝑐~𝑒¼¾�𝒗(~) + ⋯+ 𝑐µ𝑒¼¿�𝒗(µ) (4.5) 

 

Where ! is the eigenvalue of the system matrix and v is the corresponding 

eigenvector, and 𝑐S is the constants for each one of the eigenvalues. The dynamic 

solution of the system is the linear combination of each independent fundamental 

set of solutions. The complete general solution is the combination of dynamic 

solution and steady state solution. There are two types of eigenvalues, which are 

real eigenvalues and complex eigenvalues. Usually the eigenvalues from original 

system matrix will have both the two types of eigenvalues.  

 

The system matrix is real matrix. If there are complex eigenvalues, the eigenvalues 

must be in conjugate pairs, and the corresponding eigenvectors are also in 

conjugate pairs. The eigenvalues and eigenvectors can generate the complex 

solution, the form of the complex solution for one of complex eigenvalues is shown 

in Equation 4.6: 

 

 𝒙 = 𝑒(t¢À4)�𝒗 (4.6) 

 

Where the vector v is the corresponding eigenvector of the eigenvalue. Naturally, 

for the PEEC model, the solution of the system will be purely real because the input 

is real however in the general case the solution is complex. The real part and 

imaginary part of the complex solution are also solutions to the system, so the 
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complex eigenvector can be separated into real part and imaginary part and build 

the new eigenvectors. 

 

For example, with a real system matrix A, suppose that there has l real eigenvalues 

and k pairs of complex eigenvalues. Let v be real eigenvectors corresponding to the 

real eigenvalues, and 𝒘 , 𝒘  be the conjugate pair of eigenvectors to complex 

eigenvalues. The complex eigenvectors can be represented in the form as: 𝒘w =

𝒂w + 𝑖𝒃w , 𝒘w = 𝒂w − 𝑖𝒃w, the new form of the matrix after separate the real part 

and imaginary part of original complex eigenvectors is shown in Equation 4.7: 

 

 𝑉 = 𝒗U 𝒗~ ⋯ 𝒗µ 𝒂U 𝒃U ⋯ 𝒂m 𝒃m	  (4.7) 

 

And from matrix V, the relation between system matrix A and V is shown in 

Equation 4.8: 

 

 𝐴𝑉 = 𝑉𝐷 (4.8) 

 

Where D represents the eigenvalues of the system, the structure of matrix D is 

shown in Equation 4.9:  

 

 𝐷 =

𝜆U
⋱

𝜆µ
𝛼U 𝜔U
−𝜔U 𝛼U

⋱
𝛼m 𝜔m
−𝜔m 𝛼m

 (4.9) 

 

So the general real valued solution of the system is shown in Equation 4.10: 

 

 
𝒙 𝑡 = 𝑝U𝑒¼�𝒗U + ⋯+ 𝑝µ𝑒¼¿�𝒗µ + 

𝑒t�𝑅𝑒 𝑞U𝑒4À�𝒘U + ⋯+ 𝑒tÄ�𝑅𝑒 𝑞m𝑒4ÀÄ�𝒘m  
(4.10) 
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Where the first row means the dynamic solution for real eigenvalues, and the 

second row of the equation means the dynamic solution of the complex eigenvalues. 

The coefficients p and q can be derived from the initial condition of the system and 

represent the contribution each eigenvalue makes to the solution.  

 

4.3 The Dominant Eigenvalue Analysis  
 

4.3.1 Introduction to Dominant Eigenvalue Analysis 
 

The size of the reduced model should be much smaller than the original model. The 

reduced order model has fewer eigenvalues compared with original model. The 

fewer eigenvalues need to accurately approximate the behavior of non-reduced 

model. The eigenvalue analysis method is developed to analysis how many 

eigenvalues in original system have a significant contribution to the solution. 

 

Through the eigenvalue analysis, the dominant eigenvalue can be found. The 

number of the dominant eigenvalue depends on the specific model characteristics. 

If only a small number of the original eigenvalues make a significant contribution 

to the system, it means only these dominant eigenvalues need to be approximated 

by the reduced model.  

 

For thermal domain simulation, it has been validated that the dominant eigenvalue 

can be extracted through MOR method and accurately give the same results of the 

original model[57]. The work presented in this chapter extends the eigenvalue 

analysis to the electromagnetic case to understand the frequency range limitation 

of electromagnetic reduced order models. 

 

The dominant eigenvalues can be used to validate the accuracy of the reduced 

model. The contribution coefficient of each eigenvalue from the original model can 

be used as an indicator to identify the significance of the eigenvalue. The matrix D 

can be generated to represent the contribution coefficients for each eigenvalue in 

the original system. Comparison between the dominant eigenvalues of the original 
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system and the eigenvalues of the reduced model is a good way to check whether 

the reduced model can extract the important information accurately. 

 

In this chapter, the eigenvalue analysis process will be illustrated and show how 

the eigenvalue solution can be computed. Firstly, a simple PEEC circuit will be 

analysed as an example test, then a more complicated substrate model will be 

analysed as a validation case. The simulation results of the substrate model are 

shown in Chapter 3. 

 

4.3.2 Process of Dominant Eigenvalue Generation 
 

The process to extract the contribution coefficient is shown as follow: 

 

i. Calculate the eigenvalue and corresponding eigenvectors of the system 

matrix 

 

The eigenvalues are: 

 

𝜆U, 𝜆~, 𝜆�, …… , 𝜆µ, 𝛼U + 𝑖𝜔U, 𝛼U + 𝚤𝜔U, 𝛼~ + 𝑖𝜔~, 𝛼~ + 𝚤𝜔~ ……𝛼m
+ 𝑖𝜔m, 𝛼m + 𝚤𝜔m 

 

And the corresponding eigenvectors are in the form as: 

 

𝒗U, 𝒗~, 𝒗� …… , 𝒗µ, 𝒂U, 𝒃U, 𝒂~, 𝒃~, ……𝒂m, 𝒃m 

where vi are the real eigenvectors and 𝒂4 and 𝒃4 are the real and imaginary part of 

the original conjugate pair of complex eigenvectors. The revised matrix of 

eigenvectors are all real vectors. 

 

ii. Calculate the steady state solutions of the system 

 

The steady state solution can be calculated when the derivative for state variables 

remains to be zero. The steady state solution can be calculated as shown in equation 

4.11: 
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 𝑋> = −𝐴�U𝐵𝒖 (4.11) 

 

iii. Calculate the constants of the system of differential equations by applying 

the initial conditions  

 

The scaling constants, or constants of integration, of the system can be found by 

the equation below: 

 

 𝒗U, 𝒗~, 𝒗� …… , 𝒗µ, 𝒂U, 𝒃U, 𝒂~, 𝒃~, ……𝒂m, 𝒃m 𝒄 = 𝑿p − 𝑿> (4.12) 

Where 𝑿p is the initial condition of the system, and 𝑿>	is the steady state of the 

system.  

 

iv. Calculate the contribution coefficient matrix 

 

The contribution coefficient means how much contribution the corresponding 

eigenvalue contributes to the system solution. The calculation for contribution 

coefficients including two parts. The first part is to calculate contribution 

coefficients for real eigenvalues and the second part is for complex eigenvalues. 

 

The contribution coefficients for real eigenvalues can be calculated as: 

 

 𝐷4w = 𝑣w4𝑐w (4.13) 

 

The contribution coefficient for the jth pair of complex eigenvalues are shown as 

below: 

 

 
𝐷4w = 𝑐w𝑎w4 + 𝑐w¢U𝑏w4 

𝐷4 w¢U = 𝑐w¢U𝑎w4 − 𝑐w𝑏w4 
(4.14) 

 

Where 𝑎w4 and 𝑏w4 means the ith real and imaginary part for each pair of conjugate 

eigenvector aj and bj .  
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The contribution coefficient matrix D is calculated based on the process before. In 

conclusion, the coefficient calculation method is selected based on the type of 

eigenvalues. 

 

4.4 The Dynamic Solution of the system  
 

The dynamic solution of each state variable of the system is calculated as the sum 

of each eigen-functions and the steady state solution, so the dynamic solution can 

be calculated into two parts for each state variable. With n state variables, it means 

there are n solutions to the system. The general solution with real eigenvalues of 

the system can be calculated as follows: 

 

 𝒙0	 =

𝐷Uw𝑒¼|�
µ

wTU

𝐷~w𝑒¼|�
µ

wTU
⋯

𝐷Sw𝑒¼|�
µ

wTU

 (4.15) 

 

The general solution with complex eigenvalue of the system can be calculated as: 

 

 𝒙� =

(𝐷U µ¢~w�U 𝑒t|� cos 𝜔w𝑡 + 𝐷U µ¢~w 𝑒t|� sin 𝜔w𝑡 )
m

wTU

(𝐷~ µ¢~w�U 𝑒t|� cos 𝜔w𝑡 + 𝐷~ µ¢~w 𝑒t|� sin 𝜔w𝑡 )
m

wTU
⋯

(𝐷S µ¢~w�U 𝑒t|� cos 𝜔w𝑡 + 𝐷S µ¢~w 𝑒t|� sin 𝜔w𝑡 )
m

wTU

 (4.16) 

 

The response to the system model is composed of steady-state, real eigenvalues 

and complex eigenvalues. The solution of the system model can be calculated in 

Equation 4.17: 
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𝑥U
𝑥~
⋯
𝑥S

= 𝒙0 + 𝒙� +

𝑥>U
𝑥>~
⋯
𝑥>S

 (4.17) 

 

4.5 Eigenvalue Analysis on Simple PEEC Circuit Model 
 

4.5.1 The PEEC Circuit Model Generation 
 

The validation of the eigenvalue analysis will be illustrated on a PEEC circuit 

model. The model including 2 cells of PEEC circuit. The partial mutual inductance 

and partial mutual capacitance are assumed to be zero in this example. The circuit 

of the model is shown in Figure 4.1: 

 

 
 

Figure 4.1 PEEC circuit with 2 cell 

 

The system matrix of the PEEC circuit model can be generated based on KCL 

equations for nodes and KVL equations for branches. The system matrix can be 

generated as follows: 

 

 

𝐶U
𝐶~

𝐿U
𝐿~

𝑉U
𝑉~
𝐼U
𝐼~

=
0
0
−1
1

0
0
0
−1

1
0
−𝑅U
0

−1
1
0
−𝑅~

𝑉U
𝑉~
𝐼U
𝐼~

+
0
0
1
0

𝑉4S (4.18) 

 

In the specific PEEC circuit model, after adding the elements values, the system 

matrices are: 
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𝑀 =
0.01

0.625
0.1

0.001

 

𝐴 =
0
0
−1
1

0
0
0
−1

1
0
−2
0

−1
1
0
−10

 

(4.19) 

 

The solution of this circuit is related to the system eigenvalue. The solution in time 

domain can be calculated using the process described in section 4.3.2, and the 

solution can be validated by circuit simulation software, such as Simulink.  

 

4.5.2 Validation of Eigenvalue Analysis Method 
 

4.5.2.1 Simulation Results of Original PEEC Circuit Model 

 

Firstly, the PEEC circuit model is simulated in Simulink. A Simulink RLC circuit 

model is shown in Figure 4.2: 

 

 
 

Figure 4.2 PEEC circuit model in Simulink 
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The time domain solution for each node voltage and branch current can be 

calculated by eigenvalue analysis method. The comparison between the calculated 

solution and simulation results is shown in Figure 4.3: 

 

 
Figure 4.3 Comparison between the calculated solution and simulation results 

 

The figure shows that the results for this simple circuit model matched each other 

very well. The calculated results are generated from the PEEC model and the 

simulation results are generated from the Simulink model. The calculated solution 

by eigenvalue analysis method can give the accurate results compared with 

Simulink. The error of the calculated solution can be used to show the accuracy of 

eigenvalue analysis method. 

 

There is no significant error between calculated results and simulation results, so it 

means the eigenvalue analysis is correct. The error is calculated by the difference 

between the measured value and simulation results. The measured value for each 

state variable is calculated using the eigenvalues and eigenvectors of the system 

matrix. 
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4.5.2.2 Evaluation of Dominant Eigenvalue Analysis on Simple PEEC 

Circuit 

 

The eigenvalue analysis methods will now be used to evaluate how a reduced 

model can be formed from the dominant eigenvalues of the original model. The 

eigenvalues of the original system, used to produce the results presented above, 

will be used to generate a reduced order model. The first step is to extract the 

dominant eigenvalue of the system using the process in section 4.3.2. The reduced 

model can be derived by building a transfer matrix based on the dominant 

eigenvectors, so the solution of the reduced model and the solution of the original 

model can be compared to validate whether the reduced model can give the 

accurate answer to the system.  

 

Firstly, the eigenvalue of the original system matrix should be calculated. The 

dominant eigenvalue can be found by considering the contribution coefficient. 

Then the reduced model can be generated by transforming to the subspace. The 

transfer matrix between the original model and reduced model can be expressed as 

a set of “dominant” eigenvectors. There are three dominant eigenvalues found by 

contribution coefficient calculation, which is shown in table Table 4-1, so three 

eigenvectors are selected. The transfer matrix is related to the dominant 

eigenvectors of the original system. The matrix form of the reduced system is 

shown in Equation 4.20: 

 

 𝑀0𝑥 = 𝐴0𝑥 + 𝐵0𝑢 (4.20) 

 

Where: 

 

𝑀0 = 𝐻𝑀𝐻� =
0.601 −7.5941𝑒�[ 0.0049

−7.5941𝑒�[ 0.0092 −0.0014
0.0049 −0.0014 0.0088

 

 

𝐴0 = 𝐻𝐴𝐻� =
−0.0802 −0.1403 −0.0967
1.0132𝑒�[ −0.0952 0.3096
−6.4808𝑒�[ −0.2537 −0.1757
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𝐵 = 𝐻𝐵 =
0.0819
−0.0473
0.2964

 

 

The matrix H is the transfer matrix and is calculated by extracting the eigenvector 

of the corresponding dominant eigenvalue. The eigenvalue and corresponding 

contribution coefficients and the eigenvalue of the reduced model are shown in 

Table 4-1: 

 

Table 4-1 Eigenvalues of original model and reduced model 

Original 

Eigenvalue 

(𝝀, 𝜶 ± 𝝎) 

Contribution  

Coefficient 

(D) 

Dominant?  Eigenvalue of 

MOR Model 

(𝝀, 𝜶 ± 𝝎) 

-9.9898e+03 -1.007e-08 No  

-15.0184 + 31.22i -0.166 Yes -15.0184+31.22i 

-15.0184 - 31.22i -0.83 Yes -15.0184-31.22i 

-0.1334 -0.40 Yes -0.1334 

The contribution coefficient for the first eigenvalue of the original system is very 

small, So the other 3 eigenvalues are dominant eigenvalue. And the eigenvalue of 

the reduced model is almost the same with the dominant eigenvalue of the original 

model. 

 

The comparison of the time domain solution between the original model and 

reduced model is shown in Figure 4.4: 
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Figure 4.4 Comparison Between Original Model and Reduced Model 

 

It’s clear that the solution of the system matrix and the solution of the reduced 

model matches each other. In another word, it means that the reduced model can 

give the accurate solution if the dominant eigenvalue can be extracted. In the 

previous example, the reduced model is generated manually by selecting the 

dominant eigenvalues as an “ideal case” which is possible for simple circuits. 

Evaluation of MOR algorithms such as Arnoldi based algorithms will be illustrated 

later. 

 

4.5.2.3 Evaluation of Terminal Impedance in Frequency Domain  

 

In the meantime, the PEEC circuit is simulated in the VPPE design tool. PEEC 

circuit is shown in Figure 4.1. The impedance curve of the simple PEEC circuit is 

shown in Figure 4.5:  
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Figure 4.5 Impedance Curve of the PEEC Circuit 

 

It is clearly shown from the impedance curve Figure 4.5, that the turning point 

happened at low frequency around 10Hz. The port impedance fluctuates at low 

frequencies, then the parasitic inductance play the dominant part in the frequency 

range from 100Hz to 1GHz.  

 

The dominant frequency range is between 0 and 100Hz. So compared with Table 

4-1, the dominant eigenvalue is located within the low frequency range, and the 

eigenvalue -9.9898e+03 is located at the much higher frequency, which is far from 

the low frequency range which includes important information. 

 

The terminal impedance can be analysed by eigenvalue analysis as well, and all 

eigenvalues are used to predict the terminal impedance. The comparison of 

impedance curve between the simulation results in VPPE design tool and 

eigenvalue analysis method is shown in Figure 4.6: 
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Figure 4.6 Comparison between the VPPE Design tool and calculated solution 

 

It is clear that the results derived by eigenvalue analysis match the results given by 

VPPE designed tool. There is no obvious difference between eigenvalue analysis 

method and VPPE design tool. The error of eigenvalue analysis method is less than 

0.1%. The comparison results show that the eigenvalue analysis method can give 

the accurate results in PEEC circuit model. The more complicated PEEC models 

include more meshing cells, there will be more state variable and more differential 

equation need to be generated. 

 

The reduced model can be found through dominant eigenvalue analysis, the 

solution of the reduced model can be obtained by eigenvalue analysis, and this 

solution can be transfer back, using the transfer matrix H. The solution of the 

impedance curve of the original PEEC circuit model can be calculated by the 

transfer matrix. The comparison of the impedance curve between the original 

model and reduced model is shown in Figure 4.7: 
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Figure 4.7 Impedance Curve of the PEEC Circuit Model With and Without MOR 

 

The reduced model is generated using the dominant eigenvalues of the original 

model, and the results are the same. The error of the reduced model compared with 

original model is less than 0.1%. The reduced model can give the accurate solution 

when dominant eigenvalues are used to build the reduced model. 

 

4.5.3 Relationship Between the Electrical Characteristic and the 

System Eigenvalue 
 

The characteristic information is related to the eigenvalues and the dominant 

eigenvalue is related to the frequency range which has the most significant changes 

in the impedance characteristics. 

 

Based on control theory, the general transfer function can be expressed in Equation 

4.21: 
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 𝐺 𝑠 =
𝑏�𝑠� + 𝑏��U𝑠��U + ⋯+ 𝑏U𝑠 + 𝑏p
𝑎S𝑠S + 𝑎S�U𝑠S�U + ⋯+ 𝑎U𝑠 + 𝑎p

 (4.21) 

 

the transfer function of the system has a partial fraction expansion, so the system 

plant can be expressed in Equation 4.22: 

 𝐺 𝑠 = 𝐺U 𝑠 + 𝐺~ 𝑠 + ⋯+ 𝐺m 𝑠  (4.22) 

 

For each partial transfer function 𝐺4 =
°(*)
Ô(*)

		, The denominator D(s) of transfer 

function G(i) can be expanded into two kind of the forms, the denominator of a 

first order system can be shown in Equation 4.23: 

 

 𝑠 + 𝜎 (4.23) 

 

The denominator of a second order system can be shown in Equation 4.24: 

 

 𝑠~ + 2𝜁𝜔S𝑠 + 𝜔S~ (4.24) 

 

So the system response is a linear combination of each individual term, and the 

term with the largest weight is the dominant eigenvalue. 

 

The time constant is defined as: 

 

 𝜏 =
1
𝜁𝜔S

=
1
𝜎

 (4.25) 

 

The poles can be expressed as the form of equation 4.26: 

 

 −𝜁𝜔S ± 𝑗𝜔S 1 − 𝜁~			(0 ≤ 𝜁 ≤ 1) (4.26) 

 

Considering different damping ratio situation 𝜁, the eigenvalues can be shown in 

Equation 4.27: 

 

 𝐼𝑓	𝜁 < 1 ∶ 	𝜆 = −𝜁𝜔S ± 𝑗𝜔S 1 − 𝜁~ (4.27) 
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𝐼𝑓	𝜁 = 1	 ∶ 	𝜆 = −𝜔S 

𝐼𝑓	𝜁 ≥ 1 ∶ 		𝜆 = −𝜁𝜔S ± 𝑗𝜔S 1 − 𝜁~ 

 

 

The real part of the pole is -𝜁𝜔S. Small time constant means that the transient will 

decay very fast until reaching its steady-state. The real part of the eigenvalue is 

related to the frequency. For this simple PEEC circuit, the dominant characteristic 

is the resonant point which is determined by the capacitance and inductance values 

of the circuit. The resonant frequency is happened in lower frequency, and is close 

to the real part of the dominant eigenvalue.  

 

The next step is to try to using dominant eigenvalue analysis to evaluate the MOR 

method on a more complicated and realistic PEEC circuit Model. A simple 

substrate example will be illustrated in the next section. 

 

4.6 Evaluation of Eigenvalue Analysis of Standard MOR 

method (PRIMA) on a Substrate PEEC Model  
 

4.6.1 Introduction to the substrate PEEC model 
 

The theory of dominant eigenvalue analysis has been illustrated and validated on a 

circuit model that is representative of a small PEEC model. The next step is to 

analysis the results with a standard MOR technique and multi-expansion point 

MOR technique. The standard PRIMA algorithm usually chooses expansion point 

at DC, and identifies the dominant eigenvalues around the expansion point and so 

the eigenvalue analysis method may be used to investigate the poor performance 

of the reduced order model at higher frequencies.  

 

The test case is a substrate model, the geometry of the model is shown in Figure 

4.8: 
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Figure 4.8 Substrate Model 

 

There are three boundary conditions added to the model. A 1 Amp current source 

is added between the two end of the top copper layer. A fine mesh is used to 

generate good result. The meshing process generates 752 nodes, 308 cells and 1772 

conductors, which results in 2527 equations. 

 

4.6.2 Simulation Results of the Substrate Model With and Without 

MOR 
 

4.6.2.1 Simulation Results of Impedance Curve 

 

The simulation result of the impedance curve of the substrate with and without 

MOR is shown in Figure 4.9, where the DC expansion point is chosen for MOR.  
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Figure 4.9 Impedance Curve of the substrate model 

 

The simulation results for reduced model is almost the same as original model. 

From the impedance curve, the parasitic resistance is the dominant part, and the 

parasitic inductance tend to be the dominant part with the frequency increasing. 

The resonant frequency is between 205MHz and 215MHz. 

 

From the impedance curve, the parasitic resistance, parasitic inductance and 

parasitic capacitance can be calculated. The R, L, C value of the model can be 

calculated from the magnitude and phase angle of the impedance curve, and is 

shown below: 

 

𝑅 = 2.5𝑒��Ω, 𝐿 = 3𝑒�»𝐻, 𝐶 = 2𝑒�UU𝐹 

 

From the estimated value calculated by the impedance curve, the dominant 

frequencies in the system is around: 

 

𝑓U =
1

2𝜋 𝐿𝐶
≈ 2.05468×10»𝐻𝑧 
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𝑓~ =
𝑅
𝐿
= 83.3×10�𝐻𝑧 

 

The resonance frequency is related to the system pole. Based on the control theory, 

the frequency response function is the transfer function evaluated along positive 

imaginary axis. The relationship between a system’s eigen frequencies and system 

poles is shown in below: 

 

 𝑓Þ4ß =
𝑠
2𝜋

 (4.28) 

 

Where s is the pole of a system. The dominant eigenvalue can be estimated by the 

resonant frequency from the impedance curve of the model. 

 

The capacitive effect is disabled to evaluate the performance without capacitive 

coupling. Simulation results show that the impedance curve changes. The 

comparison of the impedance curve with and without capacitive effects is shown 

in Figure 4.10: 

 
Figure 4.10 Comparison of Impedance Curve With and Without Capacitive 

Effects 
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From the impedance curve without capacitance effects, the capacitive effects start 

to play the dominant part in higher frequencies.  

 

4.6.2.2 Simulation Results of Current Density 

 

The surface current density is available to be plot through PEEC method. The 

interesting point is the influence of the MOR expansion point on the accuracy of 

the surface current density plots when applying MOR. 

 

The standard MOR technique described in chapter 3 chooses only one point to 

expansion. The simulation time is very long if the MOR method is not being used. 

The simulation results for the surface current density distribution with and without 

MOR has been given in Table 3-1 from chapter 3.  

 

From Table 3-1, It’s clear that the simulation result applying single point MOR 

cannot give the accurate plot in higher frequency, which means it is missing the 

important information in the higher frequency range.  

 

The substrate model can be simulated in Ansys software. The same model is 

simulated in Ansys Maxwell and the simulation results is shown in Table 4-2: 
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Table 4-2 Simulation Results of Current Density in Ansys Software 

 Ansys Standard MOR  

100Hz 

  

 

100KHz 

  
100MHz 

  
 

From Table 4-2, the current density is only accurate at 100Hz when using standard 

MOR method. The current density at 100MHz is not symmetrical due to the 

limitation of standard MOR method and meshing issues.  The next step is using 

dominant eigenvalue analysis method to analyse why standard MOR technique 

cannot give an accurate result in a wide range of frequency. 

 

4.6.3 The Eigenvalue Analysis of the Reduced Order Model 
 

The system matrix for this model can be extracted by VPPE software, and then the 

eigenvalue analysis can be used to find the dominant eigenvalue and the 

contribution coefficient for the original model. The system matrix of the reduced 

model can also be extracted and compared with the dominant eigenvalue of the 

original system. The process of how to find the dominant eigenvalue has been 

illustrated in the last section 4.3.2. The comparison of the eigenvalue distribution 

between the original model and reduced model with single expansion point is 

shown in Figure 4.11.  
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The y axis means the contribution percentage of the corresponding eigenvalue. The 

x axis means the value of eigenvalues, the first row corresponding to the real 

eigenvalues and the other two rows corresponding to the real part and imaginary 

part of the complex eigenvalues. To approximate the system response, the most 

important eigenvalues should be approximate in the reduced model. The 

eigenvalues with small imaginary part corresponding to the system response at 

lower frequencies; the eigenvalues with large imaginary part corresponding to the 

system response at higher frequencies.  

 

The eigenvalues of the reduced model should close to the dominant eigenvalues of 

the original system to get accurate solutions. From the contribution of the real 

eigenvalues in Figure 4.11, only one of the dominant eigenvalues in the range from 

104 to 105 can be extracted from the reduced model. It is obvious there is another 

dominant eigenvalue at 3×10à , but not extracted by PRIMA algorithm. The 

dominant eigenvalue in low frequency is extracted, but the dominant eigenvalue in 

high frequency cannot be extracted from the reduced model.  

 

From the dominant eigenvalue analysis, the PRIMA algorithm didn’t identify the 

dominant eigenvalues in higher frequencies, and this is the reason of the existed 

error in current density approximation at higher frequencies. 

 

In summary, the single point MOR cannot include all dominant eigenvalues from 

the contribution distribution. Single point MOR cannot give accurate results on 

current density plot through the whole frequency range. 
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Figure 4.11 Comparison Between Non-MOR Model and Single MOR 

 

The method used in Figure 4.12 is to analyse the dominant eigenvalue distribution 

of the original model and to find out whether the reduced model can extract the 

dominant eigenvalue correctly. 
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4.7 Summary 
 

In this chapter, eigenvalue analysis method is proposed to analysis the simulation 

results. The aim of the eigenvalue analysis method is to find the reason why single 

point MOR cannot give accurate results. 

 

The process of the analysis is illustrated in this chapter and a simple circuit model 

and substrate model is generated to show how the eigenvalue analysis method 

works. 

 

From the analysis, it can be found that the accuracy of the simulation results is 

related to whether the dominant eigenvalues could be extracted from the original 

model. The difficulties are that how to choose the dominant eigenvectors for the 

dominant eigenvalues which are around the region of the frequencies of interest.  
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Chapter 5 

 

5 Multipoint Model Order Reduction 
 

5.1 Introduction 
 

Electromagnetic characteristics of power electronic components are distributed 

across a wide range of frequencies. The limitation of the standard MOR method is 

that it cannot give accurate results across a wide frequency range because only one 

expansion point is used for reduced order model generation.  

 

There exists multi-point MOR techniques, such as Rational MOR method[58], that 

can give accurate results across a wide range of frequencies through the uses of 

multiple expansion points. 

 

A modified version of the PRIMA algorithm is proposed in section 5.3, the 

algorithm is a block type algorithm with multi expansion points. The algorithm is 

a solution to maintain accuracy over a wide-range of frequencies on 3D simulation, 

such as current density prediction. 

 

In this chapter, the effectiveness of modified multi-point PRIMA applied to PEEC 

models will be investigated. It is important that not only does the multi-expansion 
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point approach lead to accurate inter-terminal characteristics but also an ability to 

predict internal variables (voltage and current density) for further analysis. 

 

5.2 Background of Split MOR Approach 
 

In the chapter 3, some basic Krylov subspace method are illustrated and the 

limitations of the standard MOR method are shown using simple examples. In 

summary, the Arnoldi method is based on moment matching at a single expansion 

point and cannot guarantee the global accuracy because it approximates the results 

near the expansion point.  

 

This limitation can be optimized by multi-point expansion method, the principle is 

that the transfer function can be approximated by expanding at several points to 

produce a model formulated from the first moments matched at all expansion 

points[45]. Methods of this type have been developed and are called rational 

Krylov methods. 

 

Rational Krylov methods can be used to solve large linear dynamic systems, such 

as large scale of electric radio RLC network[59]. They are based on standard 

methods to generate Krylov subspace, such as Lanczos method and Arnoldi method. 

The process for multi-point model order reduction is the extension to single-point 

model order reduction. The difference between them is the number of expansion 

points. A rational Lanczos algorithm which applied to large scale SISO (single 

input, single output) dynamic systems is introduced in [60] for model order 

reduction, two examples are given to show the advantages using multi-point 

Lanczos approaches compared with single-point Lanczos approaches. The issues 

of interpolation point selection for rational Lanczos algorithm is analysis in [61].  

 

Arnoldi method is another approach widely used to generate Krylov subspace. For 

example, the Krylov based model order reduction can be extended to solve different 

type of problems, such as microwave circuits, EMC filters etc. It is more common 

to be used in wide frequency band. A block Rational Arnoldi algorithm with 

multiple expansion point is introduced in [58] which is applied for multiport RLC 
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networks. An Arnoldi based multipoint MOR algorithm is proposed in [62] to solve 

delayed PEEC Models and analyzed in a wide frequency range (0.0001Hz-20GHz), 

and two numerical examples are given to evaluate the accuracy between the 

reduced model and original model. Multipoint MOR method for inductive PEEC 

circuits is proposed in [63] and EMC filter is used as an example to evaluate the 

accuracy of adaptive multilevel fast multipole method(AMLFMM).  

 

Multi-point MOR can also be used for scattering parameters extraction in 

electromagnetic systems, such as S parameter calculation in a wide frequency band 

for resonator antenna example described in [64].  

 

In this work, the modified multi-point PRIMA algorithm is proposed. The 

difference between the proposed algorithm and conventional PRIMA is that 

multiple expansion points are chosen to achieve high accuracy within a wide 

frequency range. The proposed algorithm is applied to RLC PEEC model to 

achieve current density predictions in power electronics. Compared with other 

MOR techniques illustrated in chapter 3, the proposed algorithm keeps the 

advantages of passivity of PRIMA and provide comparable accuracy at higher 

frequencies.  

 

In this chapter, the basic theory of multi-point MOR will be illustrated. Afterwards, 

the details of modified multi-expansion point MOR algorithm will be given in 

section 5.3. Finally, the validation and eigenvalue analysis on multi-point MOR 

algorithm will be given. 

 

5.2.1 Multipoint Krylov Subspace Method 
 

A general overview of the multi-point reduction procedure applied to PEEC models 

will now be given, subsequently this approach will be expanded to form a 

derivation of a modified, multi-point PRIMA algorithm. 

 

Starting with the system matrix of the PEEC model can be written in state space 

form as shown in Equation 5.1: 
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𝑀𝑥 = 𝐴𝑥 + 𝐵𝑢 

𝑦 = 𝐶𝑥 
(5.1) 

 

In Krylov subspace methods, the state space model can be transferred to left-hand 

side representation because it is more convenient to generate Krylov subspace. The 

left hand representation form of state space model is shown in 5.2: 

 

 
𝐽𝑥 𝑡 = 𝑥 𝑡 + 𝐾𝑢 𝑡  

𝑦 𝑡 = 𝐶 ∙ 𝑥(𝑡) 
(5.2) 

 

Where: 

 

𝐽 = 𝐴�U𝑀 

𝐾 = 𝐴�U𝐵 

 

The transfer function of the general system is shown in Equation 5.3: 

 

 𝐻 𝑠 = 𝐶 𝑠𝐽 − 𝐼S �U𝐾 (5.3) 

 

Padé approximation[65] can be used to approximate a function by a rational 

function of given order and is applied to estimate the system transfer function. The 

standard MOR technique usually choose one expansion point at 0 to make the 

Taylor series expansion of the transfer function. But more than one expansion 

points will be chosen in multi-point MOR approaches.  

 

In standard MOR method, the Krylov subspace is defined as Equation 5.4: 

 

 𝐾𝑟 𝐽, 𝐾 = 𝑐𝑜𝑙𝑠𝑝[𝐾, 𝐽𝐾, 𝐽~𝐾,⋯ , 𝐽l�U𝐾] (5.4) 

 

Where d is the order number of Taylor expansion at expansion point. Multi-

expansion point MOR will choose several expansion points, and the Krylov 
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subspace with multi-expansion points is constructed from vectors taken from each, 

as defined in Equation 5.5: 

 

 
𝐾𝑟 𝐽, 𝐾 = 𝑐𝑜𝑙𝑠𝑝[𝐾p, 					𝐽p𝐾p, 						𝐽p~𝐾p,⋯ , 						𝐽plá�U𝐾p, 

⋯𝐾0�U, 					𝐽0�U𝐾0�U, 					𝐽0�U~𝐾0�U,⋯ , 							𝐽0�Ulâ¬�U𝐾0�U] 
(5.5) 

 

From the structure of the Krylov subspace, r is the number of the expansion points. 

The expansion points can be represented as 𝜎p, 𝜎U, …𝜎0�U . At each expansion 

point, a number of iterations are needed to generate the basis column vectors for 

that point, the number of iterations needed for each expansion point is represented 

by di. The general multi-point expansion reduction process is shown below: 

 

Multi-Point MOR Process 

Input: Original system matrix; 𝜎0 mTp
mT0 (expansion points); q 

(number of inputs); di 

(number of reduced order for each expansion point) 

 

1. Generate matrix V1 through single-point model order 

reduction 

2. V=V1  

3. For k=0, k<=r, k++  

Do: Generate Vk through single-point model order 

reduction 

       V=[V Vk]; 

4. V=orth(V) 

Output: Projection matrix V.  

 

This is the general procedure of multi-point MOR method, there are different 

method to generate the subspace matrix Vk. The details on how to generate the basis 

vectors will be illustrated in next section. 

 

5.3 Modified Multi-Point PRIMA Algorithm 
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PRIMA algorithm has been described in Chapter 3. The PRIMA algorithm is used 

for large scale coupled RLC circuit modelling and can guarantees passivity of the 

reduced model. The standard PRIMA algorithm uses a single expansion point, 

usually at 0Hz or DC. In this section, an algorithm for multi-point MOR based on 

conventional PRIMA algorithm is proposed. The modified multi-point PRIMA 

algorithm is the extended method from PRIMA algorithm. The inputs to the 

algorithm, matrices A, B, and M come from the PEEC state space model shown in 

Equation 5.1, and the output is the matrix V which can be used for reduced order 

model generation in the same way as the original algorithm. 

 

The modified multi-point PRIMA algorithm is shown below: 
Input: Matrix An´n, Bn´q, Mn´n; Expansion points: 𝜎p, 𝜎U, …𝜎0�U and integer 

orders, n is the size of the original model and q is the number of inputs,	𝑑p, 
𝑑U, …𝑑0�U is the number of blocks for each expansion point.  

Output: The orthonormal matrix 𝑉. 
Set m = 0 

//For each expansion point chosen 

For (k=0; k<r; k++){ 
//Compute first block at each expansion point 

   For (i=0; i< q; i++){ 
// Get new vector from column i of input matrix B 

   Solve 𝐴 + 𝜎m𝑀 𝑽𝒎 = 𝑩𝒊 for 𝑽𝒎 
// Orthogonalise against all previous vectors 

      For (j=0; j<m; j++){ 

      𝑃w� = 𝑽𝒋𝑻𝑽𝒎 
      𝑽𝒎 = 𝑽𝒎 − 𝑽𝒋𝑃w� 
      } 

     			𝑽𝒎 = 𝑽𝒎/|𝑽𝒎| 
// Add new vector as column of output matrix 

      	𝑉 = [𝑉	𝑽𝒎] 
      m=m+1 

   } 
// Generate remaining blocks for this expansion point 

   For (p=1,p<dk ;p++){ 
      For (i=m; i<m+q; i++){ 

// Get new vector from corresponding vector in previous block 

      Solve 𝐴 + 𝜎m𝑀 𝑽𝒊 = 𝑀𝑽𝒊�𝒒 for 𝑽𝒊 
// Orthogonalise against all previous vectors 

         For (j=0; j<i; j++){ 

            𝑃w4 = 𝑽𝒋�𝑽𝒊 
            𝑽𝒊 = 𝑽𝒊 − 𝑽𝒋𝑃w4 
         } 

// Check for convergence 

         If( |𝑽𝒊| < tol ) break; 
         			𝑽𝒊 = 𝑽𝒊/|𝑽𝒊| 

// Add new vector as column of output matrix 

         𝑉 = 𝑉	𝑽𝒊  
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      } 

// Increase total vector count by number of new vectors 

   m=i+1 

   } 
} 

Output: 𝑉 = [𝑽𝟎, 𝑽𝟏, … 𝑽𝒎�𝟏] 

 

The modified PRIMA algorithm is similar to standard PRIMA algorithm, the 

difference between them is the modified multi-point PRIMA algorithm chooses 

several expansion points to generate the subspace. The first step is to generate the 

first block vector from each column in Matrix B, then generate new block of vectors 

from previous vectors at each expansion point and orthogonalise these vectors.  

 

When the algorithm converges the new basis vector may have no significant 

component that is orthogonal to all previous vectors and therefore the 

normalization can fail, in this case the iterations for the current expansion point are 

terminated and the algorithm continues at the next expansion point. 

 

In summary, the output matrix generated through modified multi-point PRIMA 

algorithm is Vn×m. In other words, the total number of column vectors is m. Each 

expansion point is repeated a number of iteration steps to generate basis vectors. 

Gramm-Schmidt process [66] is applied to each column vector generated and make 

sure the vector is orthogonal to each previous one.  

 

5.4 Evaluation of Multi-Expansion Point PRIMA 
 

In this section, test examples will be used to evaluate the accuracy of multi-point 

MOR algorithm. The simulation results of terminal impedance and current density 

will be given in following sections. 

 

5.4.1 Evaluation on Terminal Impedance Prediction 
 

With the development of WBG devices, the EMI issues caused by high switching 

frequency is the challenge. The parasitic inductance and parasitic capacitance can 

affect the performance of power devices. There is a tradeoff between the switching 
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speed and the efficiency of power devices. One solution is to optimize the design 

of PCB layout at the design stage. Parasitic parameter extraction is important at the 

design stage for power electronics. One example will be used as an example to 

validate the performance of terminal impedance. 

 

5.4.1.1 Test Example 

The test example is shown in Figure 5.1:  

 
Figure 5.1 Test Example for Terminal Impedance Validation 

 

This example is typical of a current carrying ceramic substrate that might be found 

in a power electronic semiconductor module. There are three boundary conditions 

added to the model. A 1A current source is added between the two ends of the top 

copper layer.  

 

5.4.1.2 Simulation and Experimental Results 

 

The U shape copper conductor on the PCB is modelled in VP software and the 

terminal impedance between the two ends of the copper track is extracted. The 

experimental tests for this PCB on ENA analyzer and impedance analyzer can be 

used as reference. The PCB board in measurement equipment is shown in Figure 

5.2 : 
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Figure 5.2 Experimental Test on Impedance Analyser 

 

The model is simulated in VP software with different MOR settings and all other 

simulation settings are the same. The meshing process generates 752 capacitive 

nodes, and 1772 current carrying conductors, which results in 2527 equivalent 

circuit equations for the system.  

 

The comparison of the terminal impedance between the experimental tests and 

simulation results is shown in Figure 5.3: 

 

 
Figure 5.3 Comparison Between Simulation and Experimental Results without 

MOR 
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The extracted terminal impedance from VP software almost match the 

experimental results from Figure 5.3. The small magnitude of the impedance is 

because the connector and cable affected the terminal impedance on measurement 

equipment. There is a steady state test rig error between the simulation results and 

experimental results. It is affected by test environment, such as the connector and 

cable. The offset can be compensated in every specific test case. For this specific 

test case, the offset is around 0.02 Ω at 100KHz.  

 

The comparison of terminal impedance among different MOR settings are shown 

in Figure 5.4:  

 

 
Figure 5.4 Comparison between the Single-Point (DC) MOR and Multi-Point 

MOR with Expansion Points at (100Hz,100KHz,100MHz) 

 

For simulation with multi-point MOR, there are three expansion points and they 

are 100Hz, 100KHz, and 100MHz. More analysis of expansion point placement 

will be given in chapter 6. The total simulation time without MOR is 1954.6s. Total 

simulation time for single-point MOR and multi-point MOR are 122s and 127s 
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separately. The initial results show that multi-point Model Order Reduction has 

only a small increase in simulation time compared with single point MOR. 

 

 

At high frequencies, the simulation results on different settings may have a bit 

deviation, this is because PEEC method is not full wave electromagnetic modelling 

method. It won’t affect the EM modelling in power electronics because the 

frequency of interest for WBG devices is in the range of MHz. 

 

From the Figure 5.4, The terminal impedance predictions for multi-point MOR and 

almost identical to those for single point MOR and so the use of multiple expansion 

points does not appear to offer significant benefits. The evaluation of multi-point 

MOR method on current density distribution, where the limitations of single point 

MOR are more pronounced, will be discussed in next session.  

 

5.4.2 Evaluation on Current Density Distribution 
 

The current density is important for thermal management on power electronics 

because it may cause in high temperature due to heat generation. The current level 

can affect the circuit performance and determined the dimension and layout on the 

design stage of power electronics. Especially at high frequencies, the current 

density will increase on the surface region due to skin effect. So the analysis of 

current density is needed for power electronics [67].  

 

5.4.2.1 Test Example 

 

The same test example is chosen to evaluate the accuracy of multi-point MOR 

algorithm on current density distribution. The test case is the same substrate PCB 

board shown in Figure 5.1. 

 

This 3D model of the substrate in VP Software is shown in Figure 5.5: 
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Figure 5.5 Substrate Model in VPPE 

 

5.4.2.2 Simulation Results 

 

To capture more details of current density plot, a fine mesh is needed to get accurate 

results of current density distribution. The mesh structure is denser than the mesh 

structure used for terminal characteristics. The simulation time will increase 

because of the fine mesh structure. The meshing process generated 1948 capacitive 

nodes, and 4646 current carrying conductors, which results in 6602 equivalent 

circuit equations for the system. The total simulation time without MOR is 

33379.6s. The composition of the simulation time for this test case is shown in 

Table 5-1: 

Table 5-1  Simulation Time 

 PEEC 

Model 

Generation 

MOR 

(optional) 

Time/Freq. 

Stepping 

Total 

Simulation 

Time 

Original 

Model 

90s No 244s´136steps 33379.6s 

Single Point 

MOR 

90s 260s 0.015ms´136steps 350s 

Multi-Point 

MOR 

90s 410s 0.013ms´136steps 503s 

 

There is overhead involved in computing the reduced order model during 

simulation process. The advantage is that the subsequent time/frequency stepped 

simulation is much faster per step. 
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To evaluate the current density distribution, Ansys Software can be used as 

reference of the simulation results. 100Hz and 100KHz are chosen to show the 

changes of current density distribution when increasing the frequency. The 

simulation results in Ansys software and VP software are shown in Figure 5.6 : 

 

Substrate 
Model 

100Hz 100KHz  

 
Ansys 

Software 

  

 

LR PEEC, 
No MOR 

  
Figure 5.6 Comparison on Current Density Distribution 

 

The PEEC simulation results (obtained using the VPPE power electronics virtual 

prototyping tool) matched the simulation results in Ansys software at 100Hz and 

100KHz. From the figure, the current density is largest near the edge surface of the 

copper track, and decreases from surface towards the centre. This is expected due 

to “skin effects” which lead to the majority of current flowing within a small 

distance of the conductors outer surface – the skin depth. The important observation 

from these result is that the non-MOR enabled PEEC model and meshing settings 

used are sufficient to accurately capture this effect in the 100Hz-100KHz frequency 

range. 

 

The accuracy of the MOR enabled models was then tested and a comparison of the 

current density plot with different MOR settings is shown in Figure 5.7: 
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Substrate 
Model 

100Hz 100KHz  

LR PEEC, 
No MOR 

  

 

Single-
Point MOR 

(at 0) 

  

Split-MOR 
(100Hz+ 
100KHz+ 
100MHz) 

  
Figure 5.7 Comparison Between different MOR settings 

 

The differences among the single-point MOR, multi-point MOR and non-MOR 

model on current density prediction at 100KHz has been highlighted on images 

with rectangular in blue colour. 

 

The total simulation time with single-point MOR and multi-point MOR are 350s 

and 503s separately, and the size of the reduced model is 10 equations and 37 

equations separately. To generate accurate 3D current density plot, more equations 

are generated after meshing process. 3D current density plot will take longer 

simulation time than terminal impedance prediction. The iterations for expansion 

point 100Hz are terminated at vector 5 because |V5| = 1.63665e-017, which is too 

small. There are two blocks generated through first expansion point. Then the 

algorithm will start the iterations for next expansion point at 100KHz, and 

terminated at vector 31, which generate 8 blocks. 

 

The simulation results with single-point MOR is shown at the second row. The 

current density plot at 100Hz is correct, but the current density at 100KHz is 

different compared with original simulation results without MOR. This limitation 
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of single-point MOR can be improved by multi-point MOR method. The third row 

of Figure 5.7 shows the correct results at both 100Hz at 100KHz.  

 

In summary, the simulation results applying more shift points can give the accurate 

results in a wide frequency range compared with single-point MOR method. 

 

5.5 Eigenvalue Analysis on Reduced Model with Multi-

Expansion Point MOR 
 

In MOR process, the transfer matrix can be generated through MOR algorithm, 

then reduced model can be transferred from the original model. To get more 

accurate solution from the reduced model, the eigenvalue of the reduced model 

need to be very close to the dominant eigenvalues of the original model with 

number of iterations.  

 

The dominant eigenvalue analysis has been described in chapter 4, the contribution 

coefficient can be used to analysis the contribution of the system response from 

each eigenvalue.  

 

The eigenvalue distribution of original model and single-point reduced model is 

shown in Figure 5.8 and the eigenvalue distribution of original model and 

multipoint reduced model is shown in Figure 5.9: 
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Figure 5.8 Comparison between Non-MOR model and Single-Point MOR 
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Figure 5.9 Eigenvalue Distribution of Original and Reduced Model 
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From Figure 5.9, it can be seen that there are three expansion points used in the 

multi-point MOR method. The eigenvalue distribution and corresponding 

contribution coefficient among the wide frequency range are shown in Figure 5.9. 

Compared with Figure 5.8, the eigenvalue distribution of multi-point MOR method 

matched eigenvalue distribution of the original model better than single-point 

MOR method, which extracted the dominant eigenvalues in the range from -104 to 

-106 and the range from -107 to -108. From the contribution of the real eigenvalues 

in Figure 5.8, only one of the dominant eigenvalues in the range from -104 to -105 

can be extracted from the reduced model. Therefore, the eigenvalue of the reduced 

model can match the dominant eigenvalue of the original system if multiple 

expansion points are selected.  

 

5.6 Summary 
 

This chapter introduces the multi-point MOR method. Firstly, background of the 

multi-point MOR and its application are introduced. In section 5.3, the technical 

details of modified multi-point PRIMA algorithm are described.  

 

To evaluate the accuracy of multi-point MOR method, an example test case is used 

to evaluate the performance of multi-point MOR method. The evaluation is from 

two direction: terminal impedance and current density distribution. Experimental 

results and simulation results from Ansys software are given as reference. From 

these results, the results of current density distribution improved and becomes 

better after applying multi-point MOR method. The eigenvalue analysis of the 

reduced model is given in this chapter, which shows more dominant eigenvalues 

are captured by multi-point MOR method.  

 

In summary, given these simulation results and eigenvalue analysis in this chapter, 

the improvement of the accuracy of current density prediction by generate the 

Krylov subspace with a few expansion points are discussed. The work has been 

validated on a simple example to show the accuracy on multi-expansion point 

MOR technique used in developed VP design tool. Multi-expansion point MOR 



Chapter 5 – Multipoint Model Order Reduction   

128 

can give better results compared with single point MOR when modelling EM 

performance in a wide frequency range. 
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Chapter 6 

 

6 Expansion Point Selection for 

Model Order Reduction 
 

6.1 Introduction 
In previous chapters, standard model order reduction and multi point model order 

reduction has been evaluated on impedance prediction and current density 

prediction. The limitations of single point model order reduction can be improved 

by multi point model order reduction.  

 

The computation cost of Krylov subspace generation through multi point model 

order reduction is more increased compared with standard model order reduction. 

The number of expansion points and the placement of selected expansion point of 

model order reduction is therefore very important.  

 

In this chapter, firstly, the effect of expansion point placement will be analysed on 

an example for single point model order reduction, and the effects on different 

expansion points combination for multi-point model order reduction will be 

analysed. 
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6.2 Expansion Point Selection with Single-Point MOR 
 

6.2.1 Current Density Prediction 
 

The same example will be used to evaluate the influence on expansion point 

selection on current density prediction with single point model order reduction 

technique. The test case is shown in Figure 6.1: 

 

 
Figure 6.1 Test Case 

 

The simulation results with single point model order reduction on current density 

is shown in Table 6-1: 
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Table 6-1Current Density Plot with Single Expansion Points at Different 

Frequencies 

 100Hz 100KHz 100MHz 

No MOR 

     

Single-

Point  

(at 0) 
   

Single-

Point  

(100KHz

)    

Single-

Point 

(100MHz

) 
   

 

 
 

The simulation results with single-point model order reduction at different point 

placement is given in Table 6-1. All the simulation results are obtained with same 

mesh settings and the scale is from 0 (A/m2) to 2e6 (A/m2). 

 

From the simulation results above, the simulation results on current density 

prediction are more accurate towards the expansion point. For example, When the 

expansion point is chosen at low frequency, the current density is more accurate 

towards the expansion point. When the expansion point is chosen at higher 

frequency, the current density is more accurate towards high frequency. 
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In summary, conventional single-point MOR technique can be used when only 

specific frequency is required for simulation. The expansion point selection is 

chosen based on frequency of interest. The closer the expansion point is to the 

required frequency, the more accurate the results are.  

 

6.2.2 Eigenvalue Analysis  
 

Based on the comparison of simulation results with different expansion point, 

eigenvalue analysis can be applied to different reduced model. The comparison of 

eigenvalue analysis on different reduced model is shown in Figure 6.2: 

 

 
Figure 6.2 Eigenvalue Analysis on Single Point MOR 

 

From the analysis, comparison of numerical values of eigenvalues in reduced 

model with different expansion point is shown in Table 6-2: 
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Table 6-2 Comparison of Eigenvalues in Reduced Model 

Expansion Point Eigenvalues in Reduced Model 

0 -3.03×104, -1×105 

1×105 -4×104, -1.2×105 

1×108 -5.8×105, -3.57×106 

 

From the eigenvalue analysis, it is clear that the reduced model with higher 

expansion point will extract the dominant eigenvalues at higher frequencies. And 

the smaller expansion point will extract the dominant eigenvalues at lower 

frequencies. In summary, the eigenvalue analysis shown the conventional MOR 

method can extract the dominant eigenvalue in the range close to the expansion 

point but cannot guarantee the accuracy when wide frequency range is applied. 

 

6.3 Expansion Point Selection with Multi-Point Model 

Order Reduction 
 

6.3.1 Current Density Prediction 
 

Chapter 5 has shown the advantage of multi-expansion point model order reduction 

on 3D EM simulation within a wide frequency range. This section will give the 

simulation results in different expansion points combination and evaluate the 

effects on accuracy. 

 

The comparison of the simulation results on current density plot through different 

MOR setting are shown in Table 6-3: 
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Table 6-3 Comparison on Current Density with Multi Point MOR 

 100Hz 100KHz 100MHz 
No 

MOR 

     
Multi- 

Point(0 

+1e3 

   
Multi-

Point(0

+ 

1e8)    

Multi-

Point( 

1e5+ 

1e8)    
Multi-

Point 

(0+1e5

+ 

1e8) 
   

 

 
 

Multi expansion point MOR techniques are applied to generate current density plot 

with different combination. All the simulation results are obtained with same mesh 

settings and the scale is from 0 (A/m2) to 2e6 (A/m2). From the simulation results, 

the results with two expansion point is more accurate than the single point MOR, 

and the simulation results with three expansion points are the best.  

 

The methodology of expansion points selection depends on the requirement of 

accuracy and the frequency range of simulation. The more expansion points were 

chosen, the more accurate results will be given. The appropriate points chosen also 
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depends on the frequency range of interest. The wider frequency range used, the 

more expansion points needs to be chosen.  

 

The selection of expansion point is very important as well, the best combination is 

to include the minimum and maximum frequency, with an additional expansion 

point at the middle range. 

 

6.3.2 Eigenvalue Analysis on Simulation Results with Different 

Expansion Points Combination for Multi-point MOR 

methods 
 

The eigenvalue analysis of the reduced model with multi point MOR is shown in 

Figure 6.3: 

 

 
Figure 6.3 Eigenvalue Analysis with Multi Expansion Point MOR 

 

From the eigenvalue analysis, it is clear that the reduced model with multi 

expansion points will extract the dominant eigenvalues in a wide frequency range. 
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In summary, the eigenvalue analysis shown the more expansion points chosen, the 

more dominant eigenvalues will be extracted through MOR method.  

 

6.4 High Resolution Frequency Sweep 
 

Three frequencies are chosen for current density plot in previous section, but 

sometimes there might be issues between the different frequencies. In this section, 

high resolution frequency sweep is shown to validate the accuracy of modified 

model order reduction with three expansion points at 100Hz, 100Khz, and 100 

MHz. The simulation results are shown in Figure 6.4:   

 

1Hz 10Hz 100Hz 

   
1KHz 10KHz 100KHz 

   

1MHz 10MHz 100MHz 

   

Figure 6.4 Current Density Plot with Three Expansion Point 

 

From the results, 9 plots over the frequency range would fully validate the modified 

model order reduction method. 
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6.5 Summary 
 

From simulation results and eigenvalue analysis above, the single expansion point 

model order reduction is suitable to be used with narrow frequency range. Multi 

expansion point model order reduction method is suitable to be used with wide 

frequency range.  

 

The chosen demonstrator in this chapter can be representative for substrate tail for 

power electronics application, such as GaN device half bridge circuit board etc. 

The limitation is that it is difficult to model complicated power electronics 

converters, such as inverter etc. 

 

The criterion for expansion point selection with single expansion point MOR 

method is to choose the closest point with required frequency. For example, one 

expansion point is sufficient up to frequency 1KHz, and two expansion points for 

a frequency up to 100KHz, three expansion points are needed above this frequency 

range. The expansion points should be evenly spaced in the frequency range. The 

criterion for expansion point selection with multi expansion point MOR method is 

depends on the frequency range of interest, usually including minimum frequency, 

maximum frequency, and another point in the frequency range.  
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Chapter 7  

 

7 Conclusion 
 

7.1 Conclusions and Summary of Work 
 

In summary, the aim of this work is to optimize the simulation speed and accuracy 

in iterative virtual prototyping design process through the application of Model 

Order Reduction techniques, to evaluate a coupled 3D physical model and wide 

band gap semiconductor models, specifically looking at the variables such as the 

parasitic characteristic and current density prediction. 

 

There are challenges on the development of wide band gap semiconductors due to 

the features such as high voltage, high temperature, and high switching frequency. 

The physical design of the application circuit such as the passive filter components 

may cause issues related to thermal management and electromagnetic interference 

(EMI).  

 

Nowadays some different types of commercial software exist which are used for 

simulating power electronics systems, including circuit simulation, 3D 

electromagnetic simulation, or system simulation, such as Ansys software and 

PLECS, SPICE etc. These software are difficult to meet the requirements with 

increasing operating frequencies because they are usually designed for one domain 

and is difficult for coupling with accurate semiconductor models. 
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In this thesis, PEEC method, a finite element analysis method is applied in 

electromagnetic modelling process using the Ansys simulation software. The 

limitation with the original model generated by PEEC method is the simulation 

time when many time steps or frequency steps are needed in one simulation. 

 

An effective model order reduction technique is then proposed and applied to a 

multi-domain virtual prototyping (VP) design tool which is under development to 

achieve the objective of rapid virtual prototyping design. The principle of MOR is 

to make a projection from a high dimensional model to a low dimensional model.  

A conventional model order reduction method, PRIMA is used to enhance the 

simulation speed, but the standard method with only one expansion point may lose 

some important information of the model. Evaluation and analysis of limitations 

with standard model order reduction are given in this thesis through some test 

examples. These limitations are particularly evident when the reduced order model 

is used for prediction of 3D fields such as current density, a key requirement for 

use in a virtual prototyping tool. An eigenvalue analysis methods is proposed to 

enable the limitation of MOR methods to be analyzed and understood. 

 

A modified model order reduction method is then proposed to solve the issues with 

3D current density prediction with single point model order reduction method. The 

multi-expansion point MOR method is able to achieve accurate 3D simulation 

within a wide range frequencies. The same test cases are used for validation, and 

eigenvalue analysis is applied to check whether the dominant eigenvalues are 

extracted through MOR process. 

 

Finally, analysis on expansion point selection is performed and recommendations 

for optimum expansion point choice are given.  

 

7.2 Future work  
 

In this thesis, model order reduction techniques have been proposed and shown that 

it can be used to optimize the 3D field prediction, specifically for current density. 

One of the main reasons for doing this is to analyse losses for thermal simulation, 
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such as in inductor windings or bus bars. MOR methods for thermal simulation[45, 

68] also exist and now work is needed to understand how to couple the methods 

together. It is not easy because distributed coupling between the models requires 

many independent power inputs to the thermal model and as has been shown, block 

based MOR methods then require large block sizes.  

 

Future work includes applying PEEC method with magnetic materials and doing 

electromagnetic modelling in nonlinear system. 

 

Work is also needed to increase the speed for reduced order model generation. The 

model generation time increases with the square of original matrix dimension. 

More efficient solvers for the MOR process are needed.  
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Appendix-Published Papers 
 

A conference paper has been published during PhD period which is listed below: 

 

1. Multi Expansion Point Reduced Order Modelling for Electromagnetic 

Design of Power Electronics 

Presented at DMC 2021, Bath, 2021 
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