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Abstract

In this thesis, I use large scale state-of-the-art hydrodynamical cosmological sim-

ulations to investigate the Ly-α absorption properties of protocluster regions at

redshift z ∼ 2.4. Using the IllustrisTNG simulations, I investigate how the AGN

proximity effect and hot, collisionally ionised gas arising from gravitational infall

and black hole feedback changes the Ly-α absorption associated with the z ' 2.4

progenitors of M ' 1014M� clusters. Within these protoclusters, I find that

galaxy overdensities exhibit a weak anti-correlation with Ly-α transmission in

tomographic maps of the intergalactic medium (IGM), but local H I ionisation

enhancements due to hot T > 106 K gas or nearby AGN can disrupt this rela-

tionship within individual protoclusters. On average, however, I find that strong

reductions in the IGM neutral fraction are limited to within . 5h−1 cMpc of the

dark matter haloes. Local ionisation enhancements will therefore have a limited

impact on the completeness of protocluster identification in tomographic surveys

if smoothing Ly-α transmission maps over scales of ∼ 4h−1 cMpc, as is typically

done in observations. However, if calibrating the relationship between the mat-

ter density and Ly-α transmission in tomographic maps using simple analytical

models for the Ly-α forest opacity, the presence of hot gas around haloes may

result in systematically lower estimates of the z = 0 descendant mass of the most

massive protoclusters.

I then use simulations from the Sherwood, EAGLE and Illustris projects to ex-

amine the Ly-α absorption signatures of z ∼ 2.4 protoclusters with a descendant

mass ofM ' 1014M�. I find there is a weak correlation between the mass overden-

sity, δm, and the Ly-α effective optical depth relative to the mean, δτeff
, averaged

over 15 h−1 cMpc scales; however, the scatter in the δm–δτeff
plane means it is not

possible to uniquely identify large scale overdensities with strong Ly-α absorp-

tion. Assuming perfect removal of contamination by Ly-α absorbers with damp-

ing wings, more than half of the remaining sightlines with δτeff
> 3.5 (CoSLAs)

trace protoclusters. It is furthermore possible to identify a model dependent

δτeff
threshold that eliminates the contamination from filamentary structure and

v



Lyman-limit systems that are preferentially aligned along the line of sight. How-

ever, such regions are rare: excluding absorption caused by damped systems,

less than 0.1% of sightlines that pass through a protocluster have δτeff
> 3.5,

meaning that any protocluster sample selected in this manner will also be highly

incomplete.

Finally, I use the TNG300-1 simulation from the IllustrisTNG project to study

the extent to which simulation box size—and the resulting presence of the most

massive protoclusters—is responsible for the differences between the CoSLA pop-

ulations observed in large N-body simulations and those in comparatively small

hydrodynamical simulations. Using the better statistics afforded by the larger

simulation volume, I confirm that CoSLAs are rare objects, finding a number

of CoSLAs per unit redshift dn/dz ∼ 1 × 10−2 at redshift z = 2.444. Further-

more, I find the δτeff
–δm relation in a 2053 h−3 Mpc3 volume is consistent with

that for a smaller 753 h−3 Mpc3 box size, with systems with δm > 1 existing over

a wide range of δτeff
values. I find the CoSLAs in TNG300-1 to have a median

δm = 0.45 ± 0.05, which remains somewhat lower than the δm = 0.64 ± 0.38

previously found in larger N-body simulations. These findings suggest that the

differences between the CoSLA populations in hydrodynamical and N-body sim-

ulations are not solely the result of the differing simulation box sizes. Instead I

suggest that these discrepancies are caused by the modelling of the hot, collision-

ally ionised, gas that surrounds massive haloes in protocluster regions.
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Chapter 1

Introduction

“Given enough time, hydrogen starts to wonder where it came

from, and where it is going.”

—Edward R. Harrison

1.1 The ΛCDM Cosmological Model

The current understanding of cosmology points towards a flat ΛCDM Universe

(Planck Collaboration et al., 2020), within which structure formation proceeds in

a hierarchical fashion. The evolution of the Universe from the Big Bang at t = 0

(left) to the present epoch (right) is depicted in Fig. 1.1. The very left-hand side

of Fig. 1.1 shows the epoch of cosmic inflation (Guth, 1981; Linde, 1982). During

this epoch a rapid expansion of spacetime takes place between 10−36 seconds

and 10−32 seconds after the Big Bang. This process amplifies the primordial

quantum fluctuations to macroscopic scales, resulting in small density fluctuations

throughout the underlying matter distribution of the Universe (Mukhanov and

Chibisov, 1981).

One second after the Big Bang, the first baryons formed creating the coupled

photon-baryon soup of the early Universe. Within this opaque plasma, fluctua-

tions in the matter density field propagated at the sound speed as baryon acoustic

oscillations (Peebles and Yu, 1970; Sunyaev and Zeldovich, 1970). Some 380,000

years after the Big Bang the Universe cooled to a temperature that allowed the

first atoms to form, coinciding with the decoupling photons and baryons from

1



1.1. THE ΛCDM COSMOLOGICAL MODEL

Figure 1.1: Illustration depicting the history of cosmic structure formation. Key
events are indicated along the top with the age of the Universe at various points
indicated along the bottom. The highlighted region from ∼1–5 billion years rep-
resents approximately where the work contained with in this thesis sits. Credit:
ESA and the Planck Collaboration1

one another. This process caused the Universe to become transparent, ‘freezing’

the density perturbations into the dark matter distribution and leaving behind

the cosmic microwave background (CMB). This epoch is indicated on Fig. 1.1

by the signature red-green-blue contours around one third of the way from the

left-hand side to the right-hand side. The CMB is the isotropic and homogeneous

(on large scales) radiation field left over from the Big Bang. It was first discovered

serendipitously by Penzias and Wilson (1965) and has since been shown to be a

near perfect blackbody emitter with a temperature of T ∼ 2.7 K at the present

day (Fixsen, 2009). The CMB can be characterised by its power spectrum, shown

in Fig. 1.2, which encodes the contribution to the anisotropies as a function of

angular scale. The CMB power spectrum has provided cosmologists with a key

observable of the early Universe that facilitates measurements of cosmological

parameters. For example the locations at which the various peaks occur can be

used to determine the curvature of the Universe (Hu and White, 1997).

1https://www.esa.int/Science Exploration/Space Science/Planck/History of cosmic struc-
ture formation

2



1.1. THE ΛCDM COSMOLOGICAL MODEL
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Figure 1.2: Top: The CMB temperature power spectrum from Planck Collabora-
tion et al. (2020). The solid blue line shows the best fit base-ΛCDM theoretical
spectrum to the Planck TT,TE,EE+lowE+lensing likelihoods. Bottom: The
residuals with respect to the best fit model.

Moving further towards the right-hand side of Fig. 1.1, density perturbations

grow with the expansion of the Universe until they reach a maximum radius of

Rta at tta (the turnaround epoch). At this point, they begin to collapse to form

virialised haloes with Rf = Rta/2 at t = tf = 2tta (Kravtsov and Borgani, 2012).

This collapse takes place over a timescale, tf − tta, which is on the order of the

free-fall time, tff . For a uniform sphere of radius Rta and mass M , the free-fall

time is tff = π
√
R3

ta/8GM = π
√
R3

f /GM , showing that less dense regions will

collapse over a longer time period than more dense ones. As larger overdensities

tend to be less dense than smaller ones, this density dependence of the free-fall

time explains why smaller objects formed before larger ones. For an M ∼ 1014M�

cluster with Rf ∼ 1 Mpc, the associated free-fall time is tff ∼ 5 Gyr. As such,

these objects only formed recently (tcoll ∼ 10 Gyr), while smaller—galaxy-scale—

haloes formed at a much earlier epoch. Once formed, dark matter haloes provide

potential wells into which baryonic matter falls. As the primordial hydrogen and

helium gas cools to T ∼ 10–20 K, clouds of molecular gas are able to coagulate

and eventually collapse down to form the first stars and galaxies (Couchman and

Rees, 1986).

3



1.1. THE ΛCDM COSMOLOGICAL MODEL

Figure 1.3: The formation of an M ∼ 1015M� cluster from the Millennium-
II simulation. Shown at four different epochs (top to bottom: z =
6.2, 2.07, 0.99, and 0) on three different scales (left to right: 100, 40 and
15h−1 cMpc). Figure taken from Boylan-Kolchin et al. (2009).

4



1.2. LYMAN-α FOREST

As the first stars, galaxies and quasars are formed, the intense ultraviolet (UV)

radiation emitted by these sources began the process of reionisation (Loeb and

Barkana, 2001) at redshift z ∼ 10–30. The process of reionisation transformed the

intergalactic medium (IGM) from atomic hydrogen into a highly ionised state that

is optically thin to Lyman continuum photons (Loeb and Barkana, 2001; Barkana

and Loeb, 2001; Morales et al., 2010). The epoch of reionisation also marks a

period in the history of the Universe when baryonic matter became a significant

component in the formation and evolution of structure, due to the feedback from

luminous sources producing of order one photon per baryon (Morales et al., 2010).

As cosmic time progressed, the numerous dark matter haloes distributed through-

out the Universe were drawn together via gravitational forces, merging in turn

to form more and more massive haloes (e.g. Somerville et al., 2012). A visual

representation of this process, as observed in the Millennium-II dark matter sim-

ulation, is shown in Fig. 1.3. This shows the formation of a M ∼ 1015M� cluster

from redshift z = 6.2 to z = 0. The galaxies within these dark matter haloes also

undergo mergers themselves, over time evolving from star-forming spiral (late-

type) galaxies into quiescent elliptical (early-type) galaxies (see Conselice, 2014,

for a review). The present day Universe is found to have ΩΛ = 0.685, Ωm = 0.315

and Ωb = 0.049 (Planck Collaboration et al., 2020)—where ΩΛ, Ωm and Ωb rep-

resent the fraction of the total matter-energy density of the Universe that is

attributed to dark energy, matter and baryonic matter respectively—expanding

at a rate quantified by the Hubble constant H0 = 67.36 km s−1 Mpc−1. Finally,

at the right-hand edge of Fig. 1.1, the merging of dark matter haloes culminates

in the massive galaxy clusters observed in the present day Universe.

1.2 Lyman-α Forest

1.2.1 Definition and Properties

The Lyman-α (Ly-α) forest is the name given to a collection of absorption lines,

each corresponding to the n = 1 to n = 2 transition of neutral hydrogen, that

are seen in the spectra of quasi-stellar objects (QSOs) (Rauch, 1998). This

phenomenon was first predicted by Gunn and Peterson (1965); Scheuer (1965);

Shklovskii (1965) independently of one another, with these predictions promptly

being followed by observations of discrete Ly-α lines by Lynds and Stockton

(1966); Burbidge et al. (1966); Stockton and Lynds (1966); Kinman (1966). The
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Figure 1.4: An example of the Ly-α forest, as seen in the high resolution spectrum
of QSO1422+23 which lies at redshift z = 3.62. The rest-frame Ly-α emission
peak of the QSO is at λ ∼ 5650 Å, with the Ly-α absorption lines corresponding
to intervening neutral gas clouds seen at shorter wavelengths. Figure taken from
Rauch (1998).

suggestion that the bulk of the absorption seen in QSO spectra blueward of the

rest frame Ly-α line was caused by intervening H I absorption (Lynds and Wills,

1970) was eventually confirmed by the detection of corresponding higher order

Lyman series lines (e.g. Baldwin et al., 1974). The Ly-α absorption line occurs

at a wavelength of 1216 Å, corresponding to the energy gap of 10.2 eV. As light

from a background QSO passes through multiple clouds of neutral hydrogen gas

at slightly different redshifts, absorption lines are created at progressively shorter

rest frame wavelengths. The result seen in the observed spectra is hundreds of

distinct absorption lines blueward of 1216 Å in the rest frame of the QSO. An

example of such as spectra is shown in Fig. 1.4. As such, this phenomenon was

eventually given the name “the Ly-α forest” by Weymann et al. (1981).

Since its discovery, the Ly-α forest has been an invaluable tool to astronomers

and cosmologists. The Ly-α forest provides direct observational evidence of the

IGM which accounts for the majority of the baryonic matter in the high redshift

Universe according to the current cosmological paradigm. In a ΛCDM Universe

undergoing hierarchical structure formation, as one moves further back in time

the matter content of the Universe will tend to move from being concentrated in

galaxies to being part of the diffuse IGM. If the IGM was composed of neutral

H I, a ‘Gunn-Peterson trough’ (a spectral region of zero transmission) would be

observed blueward of the Ly-α emission of the QSO. However, given that a Ly-α

forest is observed instead, this suggests that the IGM instead exists as a highly

ionised gas in photoionisation equilibrium with the cosmic UV background,

nenpα(T ) = nHIΓ. (1.1)
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Figure 1.5: A sample of 19 QSO spectra from z = 5.74 to z = 6.42 showing the
onset of Gunn-Peterson troughs. Figure taken from Fan et al. (2006).

Here, Γ is the photoionisation rate and α is the temperature dependent recombi-

nation coefficient, whilst ne, np and nHI refer to the number densities of electrons,

protons and neutral hydrogen atoms respectively. This photoionisation equilib-

rium will apply at times greater than the recombination time, which is of order

trec ∼ 104 years for a highly ionised IGM.

The IGM has only existed in this highly ionised state since the epoch of reioni-

sation, when the first luminous sources in the Universe were formed. The Ly-α
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forest provides astronomers with one of the main observables of cosmic reionisa-

tion in the form of Gunn-Peterson troughs—extended saturated regions blueward

of the QSO Ly-α emission line, caused by the intervening IGM having a neutral

fraction significantly greater than ∼ 10−4. When observing QSO spectra a red-

shifts z > 5, one finds a dramatic increase in the opacity of the Ly-α forest with

redshift (Becker et al., 2001; Fan et al., 2006; Mortlock et al., 2011; Becker et al.,

2015). By measuring the onset of these Gunn-Peterson troughs (Fig. 1.5) as-

tronomers have been able to determine that cosmic reionisation had completed

around redshift z ∼ 5.5–6 (Fan et al., 2001; Kulkarni et al., 2019).

As the amount of transmission observed in the Ly-α forest is sensitive to the

amount of neutral hydrogen—and therefore the amount of baryonic matter—in

the IGM, it is possible to make predictions on the values of Ωb and Γ, by com-

paring measurements of the mean flux decrement present in Ly-α forest spectra

extracted from cosmological simulations to that which is found in observations

(Rauch et al., 1997).

1.2.2 Observational Properties

The simplest observable quantity of the Ly-α forest is the mean normalised flux

〈F 〉 = 〈Iobserved/Iemitted〉 over a given rest-frame wavelength interval, commonly

expressed in terms of an effective optical depth,

τeff = − ln 〈F 〉 ≡ ln
〈
e−τ
〉
, (1.2)

where τ is the Ly-α optical depth in each pixel of an observed spectrum. The

Gunn-Peterson optical depth is,

τGP =
σαc

H(z)
nHI(z) (1.3)

where σα is the Ly-α cross section. Hence, at a fixed redshift, the optical depth

is directly proportional to the number density of H I in the scattering region, nHI.

Ly-α absorbers can be grouped into three main classes based upon their column

density. These are Ly-α forest systems, Lyman-limit systems, and damped Ly-α

systems. Ly-α forest systems have column densities of NHI < 1017.2 cm−2 and

exist in a highly ionised state (neutral fraction . 10−3). Gas clouds with column

densities with 1017.2 cm−2 ≤ NHI < 1019 cm−2 are instead referred to as Lyman

limit systems (LLSs) and, unlike Ly-α forest systems, they are optically thick at

the Lyman continuum (Prochaska, 1999).
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Figure 1.6: Example QSO spectrum (QSO PSS0209+0517) showing the Ly-α
forest with a pair of DLAs at λ = 5674 Å and λ ' 5900 Å. Figure taken from
Wolfe et al. (2005)

Systems with even higher column densities (NHI > 1019 cm−2) start to become

almost entirely neutral due to self shielding. Self shielding of dense gas occurs

when the recombination rate of ionised hydrogen within the cloud is sufficient to

allow the outer layers of gas that are photoionised by UV radiation to recombine

into neutral hydrogen. This prevents the ionising radiation from penetrating

further into the gas cloud.

Systems with 1019 cm−2 ≤ NHI < 1020.3 cm−2 are known as super Lyman limit

systems (SLLSs), or sub-DLAs, and those with NHI > 1020.3 cm−2 as damped

Ly-α systems (DLAs). Both of these classes of absorber correspond to physically

small, highly dense, regions of hydrogen gas with ionised fractions approaching

zero due to a high degree of self shielding (Katz et al., 1996b).

Fig. 1.6 shows an example QSO spectra containing two such DLAs. These

DLAs represent high-redshift galaxies with a typical cross section of πr2 with

r ∼ 10h−1 kpc (Schaye, 2001). Despite their small physical extent, these sys-

tems produce absorption features with large damping wings that span > 100 Å.

In the context of this thesis I refer to SLLSs and DLAs collectively as damped

absorbers/systems.
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Figure 1.7: Figure 8 from Mukae et al. (2020a), showing a 2-D projection of
a tomographic IGM map from redshift z = 2.30 to z = 2.33. The coloured
contours show the reconstructed Ly-α flux overdensity, δF = (F/ 〈F 〉)− 1 (where
〈F 〉 is the mean Ly-α forest transmission), projected over this redshift range.
Grey contours show the significance of overdensities of LAEs found by Cai et al.
(2017a) (grey points) from 2σ to 6σ. Local LAE density maxima are marked as
purple crosses. Black squares show the locations of coeval QSOs. The red bars
labelled “X0”–“X3” show the R.A ranges of slices shown in figure 7 from Mukae
et al. (2020a).

1.2.3 The Proximity Effect

The present day IGM exists in a highly ionised state, predominantly due to

photoionisation from the UV background. It has long been thought that sources

of this photoionising UV background radiation include highly luminous QSOs

(Arons and McCray, 1969; Rees et al., 1970) as well as star forming galaxies

(Bolton et al., 2005). In regions nearby to the QSOs, the contribution to the

photoionisation rate is,

ΓQHI =

∫
dν

hpν

LQν σHI

4πr2
L

, (1.4)

where, LQν , is the luminosity of the QSOs at a frequency, ν; rL is the luminosity

distance from said QSO, and σHI is the H I cross section. This dominates over

the UV background value from fainter sources and therefore a region of enhanced

photoionisation is created in the vicinity of the QSO.
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This results in the so-called “proximity effect” (Bajtlik et al., 1988), where an

increase in transmitted flux is observed in the Ly-α forest as one approaches the

redshift of a QSO. This effect was first discussed under the name “inverse effect”

by Weymann et al. (1981), who first proposed that this was due to increased

ionisation nearby to a QSO, with measurements of the Ly-α forest absorption

line density dN /dz by Carswell et al. (1982) supporting this hypothesis. Fur-

ther observations made by Murdoch et al. (1986) and Hunstead et al. (1988)

cemented the idea that the proximity effect is indeed caused by QSOs enhancing

the ionisation rate in the regions surrounding them.

The proximity effect has provided yet another useful tool to astronomers as a

measure of the UV background intensity (e.g. Bajtlik et al., 1988; Dall’Aglio

et al., 2008; Calverley et al., 2011). More recently the proximity effect has also

been proposed as a potential cause of offsets seen in Ly-α absorption tomographic

IGM maps between the location of maximum galaxy density and the location of

minimum reconstructed Ly-α flux (Mukae et al., 2020a, see also Chapter 2). This

is shown in Fig. 1.7—revealing a ∼ 3− 5h−1 cMpc offset between the location of

LAE and H I density peaks.

1.2.4 The Fluctuating Gunn-Peterson Approximation

A useful analytical model for the Ly-α forest is the Fluctuating Gunn-Peterson

Approximation (FGPA; Weinberg et al., 1997; Croft et al., 1999) which I discuss

again in Chapters 2 and 3. The FGPA allows one to directly link the Ly-α forest

optical depth to a matter density ∆ in the presence of a few reasonable approxi-

mations. First one must assume that the IGM is in photoionisation equilibrium

with a spatially uniform UV background such that equation (1.1) applies, with

the recombination rate being given by (Verner and Ferland, 1996),

α(T ) = 4.063× 10−13

(
T

104K

)−0.72

cm3 s−1. (1.5)

One then assumes the IGM to follow a strict temperature-density power law,

T = T0 (∆)γ−1 , (1.6)

where ∆ ≡ ρ/ρ̄ is the normalised matter density (Hui and Gnedin, 1997). This

is fairly robust for the low density IGM (∆ < 10), where the assumption of

photoionisation equilibrium holds and T ∼ 104 K also means that the effects of

collisional ionisation can be ignored. Under these conditions it is possible to
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relate the neutral hydrogen number density, and therefore the optical depth, to

the matter overdensity ∆. This gives the FGPA,

ταFGPA ' 0.39∆β (1 + XHe)

Γ−12

(
T0

104 K

)−0.72(
Ωbh

2

0.022

)2

×
(

Ωmh
2

0.141

)−1/2(
1− Y
0.76

)2(
1 + z

3.4

)9/2

, (1.7)

where β = 2 − 0.72(γ − 1), Γ−12 ≡ ΓHI/10−12 s−1, XHe = ηY/4(1 − Y ) accounts

for the contribution to the electron number density from helium (with η = 1 and

η = 2 corresponding to singularly and doubly ionised helium respectively) and Y

is the primordial helium fraction.

The FGPA has proved to be a valuable tool for modelling the Ly-α forest. Here

Ωm, Ωb and h are set by the chosen cosmology (e.g. Hinshaw et al., 2013; Planck

Collaboration et al., 2014, 2015, 2020), T0 and γ can be determined from ob-

servational measurements of the thermal history of the IGM (e.g. Schaye et al.,

2000; Ricotti et al., 1999; Garzilli et al., 2012; Boera et al., 2014), Γ−12 (Haardt

and Madau, 2012; Faucher-Giguère et al., 2009; Faucher-Giguère, 2020) can be

determined from observations of the luminosity function and IGM opacity, and

Y is given from big bang nucleosynthesis (Pospelov and Pradler, 2010). It is

then possible for one to calculate a Ly-α forest optical depth at a redshift z as a

function of the matter overdensity.

1.3 Protoclusters

1.3.1 Definition and Properties

In the present day Universe, the largest virialised structures are galaxy clusters.

A galaxy “cluster” is defined as a virialised collection of galaxies residing in a dark

matter halo with a total mass greater than 1014M�, whilst lower mass galaxy

collections are referred to as “groups” (Bower and Balogh, 2004). Hierarchical

structure formation in a ΛCDM Universe dictates that the progenitors of these

galaxy clusters will be larger, more diffuse, structures composed of multiple lower

mass dark matter haloes (e.g. White and Frenk, 1991) (see also Fig. 1.3). These

“protoclusters” exist in the high redshift Universe as large, gravitationally bound

but unvirialised, collections of dark matter haloes, spanning over 20h−1 cMpc at

z ∼ 2 (Chiang et al., 2013; Muldrew et al., 2015) and representing the highest

density regions on these scales at redshift z ∼ 2–3. However, the term protocluster
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is also used by some authors to refer only to the most massive progenitor (or main)

halo (Muldrew et al., 2015). Many authors define a protocluster as a structure

which has a density that is sufficiently large, and over a sufficient volume, for the

structure to collapse to form a M ≥ 1014M� cluster by redshift z = 0 (Overzier,

2016). Chiang et al. (2013) used the Millennium Simulations to show that 80% of

(13.4h−1 cMpc)3 regions with densities greater than three times the mean density

at redshift z = 2, will collapse to form a cluster with Mz=0 ≥ 1014M�. However,

in this thesis I define protoclusters as the totality of matter at some redshift z > 0

that will collapse to form a cluster, where a cluster is defined as a massive halo

with M > 1014M� found using a friends-of-friends (FoF) algorithm at z = 0.

The work within this thesis focuses on protoclusters at z ∼ 2.4, which is chosen

in order to be comparable to previous simulation work (Cai et al., 2016) and

observational results (Cai et al., 2017b; Lee et al., 2018; Mukae et al., 2020a;

Newman et al., 2020) at this epoch.

Protoclusters are objects of great interest to astronomers and cosmologists alike

for a number of reasons. In the local Universe, it has long been known that dense

environments have a strong influence on many galaxy properties. These include:

morphology (e.g. Dressler, 1980; Goto et al., 2003), with cluster environments

being dominated by elliptical (early-type) galaxies in contrast to the field which

is dominated by spiral (late-type) galaxies; star-formation rate (e.g. Lewis et al.,

2002; Tanaka et al., 2004), with the star-formation rate in high-density environ-

ments being significantly suppressed with respect to low-density environments,

and active galactic nuclei (AGN) activity (Dressler et al., 1985; Kauffmann et al.,

2004), where AGN activity is found to be enhanced in galaxies in low-density

environments in comparison to those in clusters.

By studying the progenitors of cluster regions it is possible to learn more about

the mechanisms that cause these prominent differences today. Indeed, studies

of galaxies residing in protoclusters have shown that galaxies in these regions

have different properties to those in the field (e.g. Steidel et al., 2005; Hatch

et al., 2016; Shi et al., 2020), implying that the environments in which galaxies

are situated affected their formation even at redshift z > 2. Studies of AGN

within protocluster regions have suggested that AGN activity is enhanced in these

high-density regions (e.g. Pentericci et al., 2002; Lehmer et al., 2009; Krishnan

et al., 2017). This is contrary to the AGN–environment relation observed at

low redshifts. Similarly, studies of galaxies at high redshift have also found the

relationship between density and star-formation rate to be inverted relative the

the redshift z = 0 relation (e.g. Elbaz et al., 2007; Hatch et al., 2011b; Koyama

et al., 2013).
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Furthermore, environmental quenching processes—such as ram pressure stripping

(e.g. Gunn and Gott, 1972; Abadi et al., 1999), whereby the gas that comprises

the interstellar medium is removed from the galaxy due to pressure from the intra-

cluster medium, and ‘strangulation’ (e.g. Larson et al., 1980; Balogh and Morris,

2000), which refers to the situation where a galaxy is no longer able to accrete gas

from the IGM, are expected to be more efficient in high-density regions (Contini

et al., 2020).

Protoclusters provide astronomers with a laboratory for studying the formation

and evolution of galaxies in dense environments during the epoch of maximal

star formation rate density, also called “cosmic noon”. During this time quasar

activity was also at its peak and today’s massive galaxies assembled the majority

of their mass (Madau and Dickinson, 2014). In recent years there has also been

a renewed interest in galaxy protoclusters for their populations of so called dusty

star forming galaxies (DSFGs) (Greenslade et al., 2018). These galaxies are

undergoing star bursts which are thought to be instrumental in the quenching

process that transforms galaxies from blue star forming spirals, to red quenched

ellipticals.

To cosmologists, protoclusters give insight into the process of large scale structure

formation and the growth rates of protoclusters can be used to help constrain cos-

mological models (Kravtsov and Borgani, 2012). Protoclusters are also thought

to be drivers of the thermal energy history of the Universe (Chiang et al., 2020)

and play a significant role in cosmic reionisation (Chiang et al., 2017), the process

by which the Universe changed from an opaque neutral environment to the highly

ionised state observed today.

1.3.2 Identification of Protoclusters

Discovering protoclusters presents a significant challenge to observational as-

tronomers. A small number of protoclusters have been detected using X-ray

observations and the Sunyaev-Zel’dovich effect (Sunyaev et al., 1972), which iden-

tifies the T ∼ 107 K intracluster medium within massive collapsed clusters and

groups (e.g. Bleem et al., 2015), up to redshifts of z = 1.7 (Strazzullo et al.,

2019). The majority of protoclusters lack a hot X-ray emitting intra-cluster

medium (Overzier, 2016), as the majority of the gas within these objects has yet

to be shock heated due to its relatively low density. As a result, protoclusters are

primarily discovered by the detection of galaxy overdensities.
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Protoclusters are large (> 10h−1 cMpc; Muldrew et al., 2015) and diffuse objects,

with only a modest galaxy density enhancement over the field (δm ∼ 1–6 at z = 2;

Chiang et al., 2013) when compared to mature clusters. They often comprise of

galaxies with faint apparent magnitudes which do not yet lie on a well defined

red sequence (Gladders and Yee, 2000).

“Blind Surveys”

Until recently, there have been two main methods of discovering protoclusters in

observations. The first of these is through serendipitous discoveries in large galaxy

redshift surveys, in so-called “blind surveys”. Indeed multiple protoclusters have

been discovered in photometric (Daddi et al., 2009; Chiang et al., 2014), narrow

band (Hu et al., 2021) and spectroscopic surveys (Steidel et al., 2005; Cucciati

et al., 2014; Lemaux et al., 2014; Chiang et al., 2015; Lemaux et al., 2017).

However, these blind surveys are limited in their efficacy by their small areas.

Protoclusters are large objects with number densities of < 10−6 cMpc−3 and as

such large areas of the sky must be surveyed at sufficient depth to detect galaxies

at z ∼ 2. Present surveys, such as the COSMOS survey (Scoville et al., 2007), only

cover areas of . 1 deg2 and as a result have only been successful in discovering

a few tens of protoclusters over the last decade. Whilst these limitations have

held back blind surveys as a protocluster discovery tool in the past, ongoing

and future surveys are set to greatly improve on this. The Hyper Suprime-Cam

Subaru Strategic Program (HSC-SSP)2 is set to survey 1400 deg2 to a depth of

r = 26 and the Large Synoptic Survey Telescope (LSST)3 is expected to cover

18,000 deg2 down to r = 27.8 in the fully stacked data. These surveys show

great promise, with Toshikawa et al. (2018) having already discovered over 179

protocluster candidates at z ∼ 4 using only a small subset of the HSC-SSP data.

Biased Tracers

In an effort to overcome the shortcomings of blind surveys, one can instead direct a

focused survey around luminous tracer objects. These objects consist of various

forms of massive galaxies (detailed further below). Given that these massive

galaxies (M∗ ∼ 1011.5M�) will reside within massive dark matter haloes (Mh ∼
1013M�)—which in turn are preferentially located in regions that are overdense

on larger scales—they are expected to be correlated with high density regions at

redshift z ∼ 2, or thought to be the progenitors of present day brightest cluster

galaxies.

2https://hsc.mtk.nao.ac.jp/ssp/
3https://www.lsst.org
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The first of these objects are high redshift radio galaxies, which have long been

known to have properties which suggest that they are the progenitors of central

cluster galaxies (e.g. Best et al., 1998; Collet et al., 2015). By first identifying

candidate emission line galaxies (e.g. Ly α or H α emitters) at a similar red-

shift to the radio galaxy using narrow-band imaging, then confirming candidates

with spectroscopy, many protoclusters have been found in searches around radio

galaxies (Le Fèvre et al., 1996; Venemans et al., 2007; Hatch et al., 2011a; Cooke

et al., 2014).

Similarly, QSOs at high redshifts are also often associated with cluster formation.

Studying their immediate environments at z ' 2− 6 has lead to the discovery of

several protoclusters (Wold et al., 2003; Zheng et al., 2006; Capak et al., 2011;

Wylezalek et al., 2013; Morselli et al., 2014; Adams et al., 2015). In addition to

this, simulations have suggested that quasars at z & 6 very strongly correlate

with highly overdense regions (Springel et al., 2005), motivating searches around

these objects which have had mixed results (e.g. Morselli et al., 2014; Simpson

et al., 2014). However, there is currently some disagreement as to whether QSOs

do indeed reside in over dense locations, which larger data sets will be required

to resolve. For example, Husband et al. (2013) and Morselli et al. (2014) both

find that QSOs at z ∼ 5–6 reside in high density regions, whilst Bañados et al.

(2013) and Mazzucchelli et al. (2017) find that z ∼ 5.7 QSOs are found in en-

vironments consistent with mean density. Observations also suggest that QSOs

live in host haloes of mass ∼ 1012M� (e.g. White et al., 2012). Haloes in this

mass range populate the average environment at z ∼ 2–3, but are very rare ob-

jects at z & 5. This redshift dependence on the expected environment of QSOs

may be responsible for some of the conflicting results. Indeed, Fanidakis et al.

(2013) used a semi-analytic model to conclude that QSOs live in ∼ 1012M� mass

haloes and average environments at z ∼ 3. They also find that QSOs at z ∼ 5

are preferentially located in galaxy overdensities. However, these overdensities

are not as large as those expected at the peaks of the dark matter distribution

at z ∼ 5, suggesting that QSOs at this redshift do not probe the progenitors of

z = 0 superclusters.

More recently, it has been suggested that Ly-α blobs (LABs) should be good

tracers of overdense regions, as they are believed to be large reservoirs of cool gas

which are being ionised by either starbursts or AGN (Ao et al., 2015). Indeed,

studies of known overdensities have revealed the presence of these Ly-α blobs

(e.g. Matsuda et al., 2004) and protoclusters have been discovered in searches

around previously known LABs (Hennawi et al., 2015; Bădescu et al., 2017; Cai

et al., 2017b).
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Finally, abundances of the starbursting, dusty star forming galaxies have also been

found to correlate with protocluster environments (Casey et al., 2014; Greenslade

et al., 2018; Harikane et al., 2019).

Biased tracers are a very useful tool for the discovery of protoclusters as their high

luminosity allows them to be detected in significantly shallower surveys than the

fainter constituent galaxies, greatly reducing the observational cost. It is via sur-

veys around these biased tracers that the majority of presently spectroscopically

confirmed protoclusters at z & 1.3 have been discovered. However, this biased

tracer method is not without its own drawbacks. By using these objects as bea-

cons for a follow up survey, one necessarily introduces a strong selection bias

into any resulting protocluster sample. Additionally there is some uncertainty

as to whether these objects probe a significant fraction of the true protocluster

populations (Orsi et al., 2016), thus potentially leading to a highly incomplete

sample.

Absorption From The IGM

The shortcomings of these two established methods has motivated research to-

wards finding a new method that can be used to discover protoclusters. In recent

years there has been an emergence of new research into using the Ly-α forest

(see Section 1.2) as a potential probe of protocluster regions. As protoclusters

are traced not only by galaxy overdensities, but also by hydrogen gas in the IGM

(Adelberger et al., 2003; Mukae et al., 2017), the residual neutral hydrogen (H i)

in the highly ionised IGM will leave an imprint in the spectra of background

quasars within the Ly-α forest. Whilst the bulk of literature on this approach

is fairly recent, the idea of using the Ly-α forest to locate protoclusters was

first discussed by Francis and Hewett (1993). Shortly afterwards, the first pro-

tocluster to be discovered using this approach was presented in Francis et al.

(1996). However, at the time this was not a feasible method for discovering pro-

toclusters in large numbers due to the limited data available. The resurgence of

interest into this method has coincided with the recent completion of large QSO

surveys, such as the Baryon Oscillation Spectroscopic Survey (BOSS) (Dawson

et al., 2013), the Extended Baryon Oscillation Spectroscopic Survey (eBOSS), as

well as forthcoming surveys such as the Dark Energy Spectroscopic Instrument

(DESI) (Vargas-Magana et al., 2019) and WEAVE-QSO (Pieri et al., 2016). Fur-

thermore, surveys such as LATIS (Newman et al., 2020) and CLAMATO (Lee

et al., 2018) have been able to incorporate Ly-α forest spectra from bright star

forming galaxies in order to obtain an even greater transverse sightline density.
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The use of the Ly-α forest as a protocluster discovery technique has been ap-

proached from two different directions. The first of these is by using spectra

from an ensemble of background sources to reconstruct maps of the IGM in 3-

D (Pichon et al., 2001; Caucci et al., 2008; Lee et al., 2014; Stark et al., 2015;

Lee et al., 2018; Horowitz et al., 2019; Newman et al., 2020; Porqueres et al.,

2020), a technique known as Ly-α forest tomography, and then locating regions

of significantly enhanced absorption which should correspond to the locations

of protoclusters. Ideally, this method requires one to have a mean transverse

sightline separation on the order of a few h−1 cMpc (Lee et al., 2014; Stark et al.,

2015). Whilst lower density maps can be constructed using a large sample of QSO

sight-lines alone (Ravoux et al., 2020), recent observational advances have allowed

for higher resolution maps to be made by incorporating spectra from background

star-forming galaxies (Lee et al., 2016, 2014; Mukae et al., 2020a; Newman et al.,

2020). The Ly-α forest transmission from these spectra over a given area of the

sky are mapped onto a 3-D grid using a Wiener filter. Fluctuations in the Ly-α

forest transmission are defined as,

δF =
f

C 〈F 〉(z)
− 1 (1.8)

where f is the observed spectral flux density, C is the estimated continuum and

〈F 〉(z) is the mean Ly-α forest transmitted flux. An example rendering of the 3-D

reconstruction of the IGM in the LATIS (Newman et al., 2020) fields is shown

in Fig. 1.8. Lee et al. (2016) have used a theoretical framework obtained from

N-body simulations (Lee et al., 2014; Stark et al., 2015) to detect a protocluster

at redshift z = 2.44. Additionally these tomographic IGM maps have been used

by Krolewski et al. (2018) to detect large cosmic voids.

Finally, these Ly-α transmission maps can be combined with existing galaxy

surveys covering the same volume to allow astronomers to gain a greater under-

standing of the connection between the IGM and galaxies at redshift z > 2. This

in turn can be used to improve the accuracy of the tomographic maps themselves

(Mukae et al., 2017; Momose et al., 2021; Mukae et al., 2020b; Liang et al., 2021;

Horowitz et al., 2021).

The second of these approaches is to instead identify strong coherent large scale

Ly-α absorption within individual spectra of background QSOs (Cai et al., 2016).

Whilst this approach does not give the same utility as the tomographic approach,

it has the advantage of requiring a far lower sightline density and is therefore much

better suited to the detection of protoclusters at redshifts where the density of

suitable background sources is too low for tomography to be used.
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1.3. PROTOCLUSTERS

Figure 1.8: Figure 25 from Newman et al. (2020), showing renderings of the IGM
opacity in the LATIS fields. The maps for both the COSMOS (top) and D1
(bottom) fields are smoothed on a 2h−1 cMpc scale and viewed using a side-on
projection. The x and y axes are plotted in h−1 cMpc while the z axes is shown in
units of redshift. Red colours represent regions of most negative δF (or strongest
absorption), blue colours show regions of more modest absorption and regions
with δF > 0 are completely transparent. White points denote the location of
coeval galaxies.

Cai et al. (2016) used mock spectra from a 1h−3 cGpc3 collisionless dark matter

simulation combined with LyMAS (an approximate scheme for modelling Ly-α

absorption, Peirani et al., 2014) to identify a close association between proto-

clusters and so called Coherently Strong intergalactic Ly-α absorption systems

(CoSLAs). Here CoSLAs are defined as 15h−1 cMpc regions of Ly-α forest spectra

with an effective optical depth τeff > 4.5 〈τ〉, where 〈τ〉 = − log 〈F 〉. This ap-

proach was used successfully in the discovery of a massive overdensity at z = 2.32

(Cai et al., 2017a) in the vicinity of six such CoSLAs, which is shown in Fig. 1.9,

with a further two protoclusters having recently been discovered at z = 2.24 in

a similar fashion (Shi et al., 2021). However, this method has yet to have been

applied on a large scale.

Whilst this IGM approach to protocluster location has proved promising, much of

the theoretical framework is based upon studies using N-body simulations in con-

junction with the fluctuating Gunn-Peterson approximation (see Section 1.2.4)

or LyMAS (Peirani et al., 2014). Until now these methods had not been investi-

gated using full hydrodynamical simulations which provide a self consistent for-

ward modelling of high column density absorbers as well as the effects of shock

heating and AGN and stellar feedback. Furthermore the existing studies have

not connected to z = 0 data, instead focusing on the—more observationally

motivated—approach of relating optical depth to mass overdensities at the same

19



1.3. PROTOCLUSTERS

220.6 220.4 220.2 220.0
RA

39.8

40.0

40.2

40.4

DE
C

Strong Lyα Absorption
Lyα emitters

galaxies at z=2.306-2.330
BOSS Quasars at z=2.306-2.319
galaxies at z=2.319-2.330
BOSS Quasars at z=2.319-2.330

Enormous Lya Nebula

10 h�1 cMpc

RA (Degree)

D
EC

 (D
eg

re
e)

Figure 1.9: Figure 6 from Cai et al. (2017b), showing the BOSS1441 galaxy
overdensity at redshift z = 2.32 ± 0.02. Orange diamonds show the locations of
the six CoSLAs and the blue/red asterisks denote the locations of BOSS QSOs
over 30h−1 cMpc at redshift z ∼ 2.3. The black hollow circles show the location
of candidate LAEs while the spectroscopically confirmed galaxies are represented
by the blue/red filled circles. The green contours show the LAE density maps,
with each contour representing a density increase of 0.1 galaxies per arcmin2 up
to a maximum of 1 galaxy per arcmin2 for the central contour.

redshift. Finally, previous theoretical studies have assumed a spatially uniform

UV background in their models. As a result of this, the impact of the proxim-

ity effect on tomographically reconstructed IGM maps has not yet been studied.

It is possible that the increased transmission expected around luminous QSOs

could induce an ionisation bias to the results. This will be examined further in

Chapter 2.
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1.4. COSMOLOGICAL SIMULATIONS

1.4 Cosmological Simulations

A fundamental limitation of observational extragalactic astronomy is that one

is restricted to only viewing objects at a single instance in time, or more pre-

cisely, over a time period that is insignificant in comparison to the timescale over

which galaxies and large scale structure evolves. A natural consequence of this

is that one is not able to directly link progenitor objects to their descendants,

instead having to defer to statistical relations between progenitor and descendant

populations. By contrast, cosmological simulations allow astronomers to follow

individual objects through cosmic time for a given evolutionary model. This

allows simulations to be used to test hypotheses informed by observations and

provide predictions for further observations, which in turn can be used to better

constrain theoretical models.

The simplest type of cosmological simulations are N-body simulations. These

simulations consider particles which are only acted upon by the gravitational

forces of every other particle in the simulation volume. One could argue that the

first example of such a simulation was performed by Holmberg (1941), who used 74

light bulbs to investigate the tidal interactions of two galaxies in close proximity.

Today cosmological N-body simulations are run using large supercomputers such

as Hazel Hen at the High Performance Computing Center Stuttgart (HLRS)4 and

Curie supercomputer at the Très Grand Centre de calcul (TGCC)5. This vast and

rapid increase in computing power has allowed the number of mass elements to

increase dramatically since the work of Holmberg (1941), with the largest N-body

simulation today consisting of ' 4.4 × 1012 particles simulated over a timescale

of ' 13.7× 109 years (Cheng et al., 2020).

Despite this relatively simple modelling process, N-body simulations have been

invaluable to astronomers and cosmologists. Using N-body simulations has im-

proved understanding of the halo mass function, the dark matter distribution of

the Universe and the structure of dark matter haloes (see Vogelsberger et al.,

2020, and references therein). Furthermore, when used in combination with the

FGPA, N-body simulations are able to recreate the low density Ly-α forest with

a good degree of accuracy (e.g. Wang et al., 2013; Davies et al., 2018; Choud-

hury et al., 2021). However, in order to have a fully self-consistent model of the

IGM it is necessary to also model the baryonic physics at play on small scales.

4https://www.hlrs.de/systems/cray-xc40-hazel-hen/
5http://www-hpc.cea.fr/en/complexe/tgcc-curie.htm
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1.4. COSMOLOGICAL SIMULATIONS

These so-called hydrodynamical simulations model the baryon content of the Uni-

verse as a fluid, with the dark matter contribution following a simpler N-body

prescription. In the context of the Ly-α forest, hydrodynamical simulations al-

low astronomers to consider the effects that shock heating, collisional ionisation

and—with a prescription for modelling the self-shielding of dense gas—obtain the

correct incidence of high column density and damped Ly-α systems.

Due to the increased computational cost of hydrodynamical simulations, the trade

off is that they must span smaller volumes than their N-body counterparts. The

largest dark matter only simulations such as Millennium-XXL (Angulo et al.,

2012), EuclidFlagship (Potter et al., 2017) and DEUS Full Observable ΛCDM

Universe Simulation (Reverdy et al., 2015), cover volumes of 4,1103 Mpc3, 20,0003

Mpc3 and 29,1673 Mpc3 respectively; on the other hand, the largest hydrodynam-

ical simulations are several orders of magnitude smaller, with IllustrisTNG300

(Springel et al., 2018), BAHAMAS (McCarthy et al., 2017) and BlueTides (Feng

et al., 2016) covering only 302.63 Mpc3, 5713 Mpc3 and 5743 Mpc3 respectively.

For the work contained within this thesis, two types of hydrodynamical simulation

code are used. The first is smoothed particle hydrodynamics (SPH), which was

first developed by Gingold and Monaghan (1977). In an SPH simulation the fluid

is modelled as an ensemble of particles which each have a given smoothing length,

h, which represents the characteristic radius of a smoothing kernel, W (|ri−rj|, h).

In order to retrieve the fluid properties of any one particle in the simulation, one

must sum the contributions to the given property from all the particles within

the smoothing length of the target particle. The ability of particles to have

independent values of h, that may also vary in time, allows SPH simulations to

have an adaptive resolution whereby the smoothing length is small (and thus the

resolution high) in regions of high density, whilst in low density regions (where

resolution is less important) the smoothing length can be increased.

The second approach is a moving mesh method. Here, rather than being modelled

as particles, the simulation volume is divided into a series of Voronoi cells. Each

of these Voronoi cells encloses the same amount of mass, such that the physical

size of the cells decreases with increased matter density (see Springel, 2010). This

allows the moving mesh to dynamically adjust its spatial resolution to be greater

in high density regions (and visa versa), without any additional input. Unlike a

simple or adaptive grid method, in a moving mesh the mesh-generating points

are not constrained to a Cartesian grid, but instead move unrestricted along with

the local flow of the baryonic matter. This geometric flexibility allows the mesh

to have no preferred directions and be Galilean invariant.
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1.5. SUMMARY

Mock Ly-α spectra can be extracted from these hydrodynamical simulations fol-

lowing the SPH interpolation scheme detailed in appendix A4 of Theuns et al.

(1998). A sightline is divided into a number of evenly spaced bins (or pixels)

in velocity space and the SPH kernel is then used to calculate the density and

density-weighted temperature and velocity for each bin. These values are then

used to calculate the optical depth of the bin k adjacent to bin j as follows,

τ(k) =
σα√
π

c√
2kBT (j)/mp

ρHI(j)∆x exp


−

(
v(k)− v(j)√
2kBT (j)/mp

)2

 , (1.9)

where σα is the Ly-α cross-section, ∆x is the proper distance interval of the bins

and
√

2kBT (j)/mp = b is the Doppler parameter of bin j. This same methodology

can be applied to moving mesh simulations by treating each cell as an SPH particle

with a smoothing length,

hi =

(
3NsphVi

4π

)1/3

, (1.10)

where Vi is the volume of the cell and Nsph is the chosen number of smoothing

neighbours.

As discussed in Section 1.3.1, the ability of simulations to follow structure for-

mation throughout cosmic time means that I can use a “true” definition of a

protocluster. A protocluster can then be defined in simulations to be the ensem-

ble of mass at a given redshift that will collapse down to form a protocluster at

z = 0. This allows us to both comment on the redshift z = 0 descendants of these

objects, but also to determine what fraction of the true protocluster population

is recovered using a given selection technique.

1.5 Summary

Galaxy protoclusters are important objects in the study of galaxy formation and

evolution, large scale structure formation and cosmology. Traditional methods

of discovering these objects, however, are restricted to observationally expensive

and highly incomplete “blind surveys” or focused surveys around biased tracer

objects, which in turn may return incomplete and necessarily selection biased

protocluster samples. With the advent of recent spectroscopic surveys, there has

been renewed interest into the field of utilising IGM absorption as a method for

discovering protocluster regions in the early Universe.
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In this thesis hydrodynamical simulations will be used to gain new insights into

these IGM absorption methods of protocluster discovery. Much of the theoretical

work underpinning these methods has been undertaken with N-body simulations

in combination with either the FGPA or LyMAS. As such, it is currently unclear

what the impact of self consistently modelled high column density absorbers,

shock heating, stellar and AGN feedback, as well as non-uniform UV backgrounds

will be on these methods.

Over the course of this thesis I aim to address three main questions:

Q1: What role does ionisation bias play in tomographically recon-

structed maps of the IGM?

In Chapter 2 attention is focused on the IGM tomography method (Stark

et al., 2015; Lee et al., 2018; Newman et al., 2020). I use hydrodynami-

cal simulations to investigate the impact that an ionisation bias caused by

the proximity effect and shocked gas has on the selection of protoclusters

in these tomographic IGM maps. I also examine the relationship between

Ly-α absorption and coeval galaxies in the tomographic maps.

Q2: How well do Coherently Strong Ly-α Absorption systems trace

protocluster regions at redshift z ∼ 2.4?

In Chapter 3 focus is moved to the use of Coherently Strong Ly-α Absorp-

tion systems as a probe of protocluster regions at redshift z ∼ 2.4, following

Cai et al. (2016). In this chapter I investigate how the relationship between

mass overdensity and effective optical depth on 15h−1 cMpc scales is af-

fected by the use of hydrodynamical simulations. I then determine how

effectively one can select protoclusters using coherent Ly-α absorption in

individual QSO sightlines.

Q3: To what extent does simulation box size explain the discrepancies

between Coherently Strong Ly-α Absorption system populations

in large N-body simulations and comparatively small hydrody-

namical simulations?

In Chapter 4 I explore the main caveat of Chapter 3, determining the extent

to which simulation box size—and the larger mass protoclusters present in

larger simulation volumes—impact on the results of Chapter 3.

Finally the main conclusions of the above work is discussed in Chapter 5, along

with an outlook of where this area of research will be heading over the coming

years.
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Chapter 2

The effect of local ionisation on

the Lyman-α absorption

signatures of protoclusters at

redshift z ∼ 2.4

The work contained within this chapter has been submitted to Monthly Notices

of the Royal Astronomical Society as a paper and is currently in review. The

contents have been modified slightly by the insertion of the Appendix of the

paper into the main body of this chapter after Section 2.3, as well as a shortened

introduction and other minor formatting adjustments.

2.1 Introduction

A key component of recent intergalactic medium (IGM) tomography studies are

numerical simulations of the Lyman-α (Ly-α) transmitted flux; these are used to

translate the 3-D reconstruction of the Ly-α transmitted flux into the underly-

ing matter density. The most common approach used to create simulated Ly-α

tomographic maps is to apply the fluctuating Gunn and Peterson (1965) approx-

imation (FGPA; see Section 1.2.4 in Chapter 1) to the density field from large

collisionless dark matter simulations (Stark et al., 2015; Lee et al., 2016; Newman

et al., 2020). However, neutral hydrogen (and hence also the Ly-α transmission)

is not a completely unbiased tracer of the underlying density field, particularly
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2.1. INTRODUCTION

in highly overdense regions. More specifically, the FGPA will no longer hold for:

(i) dense gas that is also hot and predominantly collisionally ionised, either due

to shocks from gravitational infall or energetic feedback from supernovae driven

winds and/or black hole accretion, (ii) high density gas that is self-shielded to

Lyman continuum photons, and (iii) local enhancements in the otherwise spa-

tially uniform metagalactic ultraviolet (UV) background due to the presence of

bright, rare sources (i.e. the proximity effect; see Section 1.2.3 in Chapter 1).

Indeed, the presence of hot, highly ionised gas was suggested by Lee et al. (2016)

as an explanation for the lack of a strong Ly-α transmission decrement associ-

ated with a galaxy overdensity in their tomographic maps at z ' 2.3. Mukae

et al. (2020a) also demonstrated a spatial offset of ∼ 3–5h−1 cMpc between Ly-α

emitting galaxies and the minimum Ly-α transmission in their tomographic re-

construction around the MAMMOTH-1 nebula. These authors suggested that

local fluctuations in the ionising background may explain this offset, by changing

the distribution of neutral hydrogen in the surrounding IGM (see also Momose

et al., 2021, for a similar result obtained from the cross-correlation of galaxies

and Ly-α tomographic maps).

In this chapter we investigate this issue of “ionisation bias” further using state-of-

the-art hydrodynamical simulations from the IllustrisTNG project. We explore

how local ionisation variations in the IGM—either due to the presence of hot,

collisionally ionised gas or the proximity effect—impact on the detectability of

protoclusters with Ly-α forest tomography. Furthermore, we also assess how

these variations may affect the relationship between the Ly-α transmission in

tomographic maps and the distribution of coeval galaxies, and how the assump-

tion of the FGPA may bias constraints on protocluster mass. In Section 2.2

we introduce the hydrodynamical simulations and local ionisation models used

throughout this chapter, and then examine the expected Ly-α transmission pro-

files around dark matter haloes in Section 2.3. In Section 2.4, we then briefly

consider the impact that mass resolution and simulation box size has on these

transmission profiles. We discuss Ly-α transmission tomographic maps of proto-

clusters and their relationship with coeval Ly-α emitting galaxies in Section 2.5,

and assess the role that local ionisation variations may play in Ly-α tomography

measurements. Finally, we conclude in Section 2.6. Throughout this chapter, we

refer to comoving distance units using the prefix “c” and to proper distance units

using the prefix “p”.
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Table 2.1: Hydrodynamical simulations used in this chapter. The columns list,
from left to right: the simulation name, the box size in h−1 cMpc, the total number
of gas cells and dark matter particles, and the typical dark matter particle and gas
cell masses. The IllustrisTNG simulations assume a Planck Collaboration et al.
(2015) consistent cosmology, with Ωm = 0.3089, ΩΛ = 0.6911, Ωb = 0.0486, σ8 =
0.8159, ns = 0.9667 and h = 0.6774. The cosmological parameters used in
the Illustris-1 simulation instead take values consistent with WMAP-9 (Hinshaw
et al., 2013); giving Ωm = 0.2726, ΩΛ = 0.7274, Ωb = 0.0456, σ8 = 0.809, ns =
0.963 and h = 0.704.

Name Box size Ngas+DM Mdm Mgas

[h−1 cMpc] [M�] [M�]
TNG100-1 75 2× 18203 7.50× 106 1.40× 106

Illustris-1 75 2× 18203 6.26× 106 1.26× 106

TNG100-2 75 2× 9103 5.97× 107 1.12× 107

TNG100-3 75 2× 4553 4.78× 108 8.92× 107

TNG300-1 205 2× 25003 5.90× 107 1.10× 107

2.2 Simulating Ly-α absorption from

protoclusters

2.2.1 Cosmological hydrodynamical simulations

In this chapter we shall primarily use the publicly available TNG100-1 simula-

tion from the IllustrisTNG collaboration (Nelson et al., 2019). IllustrisTNG has

been performed using the moving-mesh hydrodynamics code arepo (Springel,

2010), and is described in detail in a series of five introductory papers (Pillepich

et al., 2018; Springel et al., 2018; Naiman et al., 2018; Marinacci et al., 2018;

Nelson et al., 2018). We use three further IllustrisTNG models with different box

sizes and mass resolutions (TNG100-2, TNG100-3 and TNG300-1) to assess the

numerical convergence of our results (see Section 2.4 for further details).

In addition to the IllustrisTNG models, we also use the earlier Illustris-1 simula-

tion (Vogelsberger et al., 2014; Nelson et al., 2015) to assess the effect of a different

sub-grid physics model on our results. The key differences between IllustrisTNG

and Illustris-1 are summarised in table 2 of Nelson et al. (2019). These differences

include changes to the stellar and active galactic nuclei (AGN) feedback imple-

mentations, and the addition of ideal magneto-hydrodynamics in IllustrisTNG

(Pakmor et al., 2011). There are also small differences in the ΛCDM cosmolog-

ical parameters used in the two models. Importantly, however, the TNG100-1

initial conditions have the same random seed as Illustris-1, so we are able to

directly compare the large scale structure of intergalactic gas in these models.
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All five of the simulations used in this chapter are summarised in Table 2.1. For

each simulation we use the snapshots and halo catalogues at z = 2.44 and z = 0.

2.2.2 Protocluster identification

Throughout this chapter we take advantage of the ability of simulations to connect

physical structures at different instances in time. We define protoclusters in the

TNG100-1 model as the structures that form clusters with Mz=0 ≥ 1014 M� at

redshift z = 0. We identify the simulation resolution elements that belong to

these protoclusters as being all those within friends-of-friends haloes with Mz=0 ≥
1014 M� at redshift z = 0. We then find these resolution elements at redshift

z = 2.44 and use their positions to compute the centre of mass of each protocluster

and the radial extent around the centre of mass, R95, that contains 95% of the

protocluster’s z = 0 mass. This procedure yields a total of 22 protoclusters in

the TNG100-1 volume at z = 2.44.

An example of one such protocluster from the TNG100-1 simulation with z = 0

mass Mz=0 = 1014.46 M� is displayed in the upper left and central panels of

Fig. 2.1. A 2-D projection of the normalised gas density, ∆ = ρ/〈ρ〉, and gas

temperature, T , are shown within ±1h−1 cMpc of the protocluster centre of

mass. The white dashed circle in each panel shows the radial extent of the

protocluster, R95. As discussed in detail in Chapter 3, a wide range of proto-

cluster morphologies are expected using our chosen definition, where typically

R95 = 5–10h−1 cMpc. On average, the gas in protoclusters will exhibit slightly

higher densities, temperatures and neutral hydrogen fractions compared to the

surrounding IGM.

2.2.3 Local ionisation models

The primary focus of this chapter is assessing the impact that local variations

in the IGM ionisation state may have on the identification of protoclusters using

Ly-α absorption. We now turn to describing the three different ionisation models

we use for this purpose.

In our fiducial ionisation model we assume a spatially uniform UV background

using the Faucher-Giguère (2020) synthesis model. For reference, the Faucher-

Giguère (2020) model has an H I photo-ionisation rate ΓHI = 9.76 × 10−13 s−1

at z = 2.44, which is consistent with independent constraints on ΓHI from the
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Figure 2.1: Top: A series of 2-D projections of the gas overdensity (left), gas temperature (centre) and the real space Ly-α forest
transmission Freal (right, see text for details) for a protocluster with redshift z = 0 mass Mz=0 = 1014.46 M� in the TNG100-1 simulation
at z = 2.44. The slices are projected over a distance of 2h−1 cMpc and are centred on the protocluster centre of mass. The dashed circle
represents R95 for the protocluster, while the yellow stars denote the locations of haloes within the slice that are populated with AGN in
our LoSo model (see Section 2.2.3 for details). Bottom: Slices showing the difference in Freal between our fiducial model and our NoCol
model (left), LoSo model (centre), and the Illustris-1 simulation which uses a different sub-grid physics implementation (right). Here
red represents a larger Ly-α transmission (less absorption) than the fiducial model, while blue represents a smaller transmission (more
absorption).
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Ly-α forest opacity (Becker and Bolton, 2013). We calculate neutral hydrogen

fractions in each cell of the simulation under the assumption of ionisation equilib-

rium by using the coupled equations given by Katz et al. (1996a), after updating

the recombination and collisional ionisation rates to match those used by Bolton

et al. (2017). We also use the Rahmati et al. (2013) prescription for self-shielding

to obtain the correct incidence of absorbers that are optically thick to Lyman

continuum photons (i.e. for NHI ≥ 1017.2 cm−2). This post-processing method

for modelling self-shielding leads to an inconsistency in the underlying gas tem-

perature, due to the photoheating applied from the UV background assuming an

optically thin limit. However, it has been shown that this effect does not have

a significant impact on the simulated H I CDDF (Pontzen et al., 2008; McQuinn

and Switzer, 2010; Altay et al., 2011). The procedure described above repro-

duces the shape of the observed H I column density distribution over the range

1012 cm−2 ≤ NHI ≤ 1022 cm−2 very well (see Fig. 4.1 in Chapter 4).

In addition to our fiducial model, we investigate two further, alternative ioni-

sation models. In the first we assume a spatially uniform UV background, but

now ignore the effects of collisional ionisation and self-shielding on the neutral

hydrogen fraction. We achieve this by setting the collisional ionisation rates to

zero and neglecting the Rahmati et al. (2013) correction when calculating the H I

fractions in each gas cell of the TNG100-1 volume. Collisional ionisation will be

particularly important for the ionisation state of gas around haloes, where gas

is heated to T > 106 K by gravitational infall and AGN or supernovae feedback

(see e.g. the protocluster in the upper central panel of Fig. 2.1). Neglecting

collisional ionisation in these hot, dense regions will result in an overestimate of

the H I fraction, and hence an overestimate of the Ly-α optical depth associated

with the gas. By contrast, ignoring self-shielding will instead result in an un-

derestimate of the number of rare, high column density absorption systems with

NHI ≥ 1017.2 cm−2 that arise from cool, dense gas. We refer to this model as “No

Collisional”—shortened to NoCol—throughout this chapter. The NoCol model

is chosen to be similar (but not identical) to the fluctuating Gunn-Peterson ap-

proximation (FGPA) that has been commonly used in the recent literature to

link the Ly-α optical depth to the underlying gas or dark matter density (e.g.

Stark et al., 2015; Newman et al., 2020). The FGPA assumes photo-ionisation

equilibrium in an IGM which follows a power-law temperature density relation,

T = T0∆γ−1, which is good approximation only for gas with ∆ ≤ 10 (see e.g.

Rauch, 1998).

Our second alternative ionisation model includes the effect of local enhancements

in the IGM ionisation state due to quasi-stellar objects (QSOs) and AGN (i.e. the
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proximity effect, Murdoch et al., 1986; Bajtlik et al., 1988, see also Section 1.2.3

in Chapter 1). At the redshift we consider in this chapter, z = 2.44, the mean

free path of Lyman continuum photons is ∼ 300 pMpc (Worseck et al., 2014); on

smaller scales the UV background is to a good approximation spatially uniform.

However, the presence of AGN in close proximity to protoclusters could mean the

background photo-ionisation rate is significantly enhanced on scales up to a few

proper Mpc in the vicinity of the AGN.

We model the effect of a local enhancement in the ionisation level of neutral

hydrogen following the simple model described in Bolton and Viel (2011). We

populate the TNG100-1 simulation with AGN at z = 2.44 by requiring the num-

ber of AGN in a comoving volume, V , satisfies

NAGN = V

∫ ∞

Lmin

φ(L1450)dL1450, (2.1)

where φ(L1450) is the AGN luminosity function from Kulkarni et al. (2019) at z =

2.44. We assume a minimum luminosity of Lmin = 1043.2 erg s−1, corresponding

to an absolute AB magnitude M1450 = −18. We assign a luminosity, L1450, to

each AGN by Monte Carlo sampling the luminosity function from Kulkarni et al.

(2019), and then populate the simulation by assigning AGN to haloes in a one-

to-one rank order fashion, such that the most luminous AGN resides in the most

massive halo (i.e. we effectively assume an AGN duty cycle of one). An AGN

will see an effective decrease in its luminosity as a result of neutral hydrogen

in the interstellar medium and CGM preventing some photons from escaping

the AGN host galaxy. Whilst we do not model this effect explicitly, assigning

luminosity values based upon the observed luminosity function means that the

escape fraction is included in a statistical sense. This process yields 281 AGN

within the TNG100-1 volume, with a median M1450 = −18.9 and a minimum of

M1450 = −24.7.

Next, for each AGN we assume the spectral energy distribution used by Kulkarni

et al. (2019),

L(ν) ∝
{
ν−0.61 (912 Å < λ ≤ 1450 Å),

ν−1.70 (λ ≤ 912 Å).
(2.2)

We then compute the specific intensity, J(r, ν), of the ionising emission from the

AGN on a 2563 grid, assuming each AGN emits isotropically and that the IGM

is optically thin within the periodic simulation volume. Hence,

J(r, ν) =
1

4π

NAGN∑

i=1

Li(r, ν)

4π|ri − r|2 , (2.3)
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where |ri − r| is the distance of the ith AGN from r. Finally we compute the

spatially varying photo-ionisation rate from the AGN by evaluating

ΓHI(r) =

∫ 4νHI

νHI

4πJ(r, ν)

hPν
σHI(ν) dν, (2.4)

where σHI(ν) is the photo-ionisation cross-section from Verner et al. (1996) and

νHI is the frequency at the hydrogen Lyman limit. The photo-ionisation rate

for each gas cell is then obtained by trilinear interpolation of the nearest 2563

grid points to the Voronoi cell centre. If the photo-ionisation rate from Eq. (2.4)

exceeds the value from the Faucher-Giguère (2020) synthesis model at z = 2.44 in

any given cell, we use the former to calculate the ionisation fraction. Throughout

this chapter we shall refer to this as our “local sources”—shortened to LoSo—

model.

In Fig. 2.1, we perform an initial assessment of the effect of these ionisation

models on the average Ly-α forest transmission. We consider a region of width

∆R = 2h−1 cMpc centred around the protocluster, and obtain an estimate of

the real space transmitted flux, Freal, from the column density, NHI, in each pixel

following a similar approach to Kulkarni et al. (2015), where

Freal = exp

(
−3λ3

LyαγLyα

8πH(z)

NHI

∆R

)
. (2.5)

Here γLyα = 6.265 × 108 s−1 is the Ly-α damping constant and λLyα = 1216 Å.

This approximation ignores the effect of peculiar velocities and thermal broad-

ening on the Ly-α opacity, and as a consequence it does not provide an accurate

value for the average Ly-α transmission along a given line of sight. However, it

provides a convenient illustration of the relative effect of our ionisation models

on the Ly-α opacity within protoclusters.

In the top right panel of Fig. 2.1 we show Freal for the example TNG100-1 proto-

cluster at z = 2.44 in the fiducial ionisation model, whilst in the lower panels we

show the difference in Freal between the fiducial model and the NoCol model (left),

LoSo model (centre), and the same region in the Illustris-1 simulation under the

assumption of a spatially uniform UV background (right). In the NoCol model

we observe a decrease in the transmission from the filamentary structure consist-

ing of overdense gas (∆ ∼ 10–100) at high temperatures (T ∼ 105–107 K). This

corresponds to gas that has been heated by shocks and outflows and is therefore

collisionally ionised in the fiducial model. Hence, we expect that ignoring hot,

collisionally ionised gas will underestimate the Ly-α transmission from the gas
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2.2. SIMULATING Ly-α ABSORPTION FROM PROTOCLUSTERS

in protoclusters. By contrast, in the LoSo model we observe an increase in the

Ly-α transmission in the protocluster, with a magnitude that decreases radially

and is generally more pronounced in cooler, less dense regions where photoionisa-

tion dominates. Finally, comparing the different sub-grid physics implementation

used in Illustris-1 to the fiducial TNG100-1 model, we find the variation in trans-

mission along the filaments of the cosmic web is more complex. Once again,

these differences are driven primarily by changes in the thermal and ionisation

state of the hydrogen gas.1 The exact nature of these changes will, however, de-

pend on the specific feedback model chosen. Using a simulation with a jet mode

(e.g. SIMBA, Davé et al., 2019) or thermal (e.g. EAGLE, Schaye et al., 2015)

feedback model instead, may result in further small changes to the underlying

gas temperature. Note the transmission from the low density IGM with ∆ . 1

remains unchanged, however, as the gas in voids is largely unaffected by AGN or

supernovae driven winds at z = 2.44 (e.g. Theuns et al., 2002; Viel et al., 2013).

2.2.4 Mock Ly-α absorption spectra

In the remainder of this chapter we will analyse the Ly-α absorption associated

with protoclusters using simulated Ly-α forest spectra. The procedure used is

described in detail in Chapter 3, but we also give a brief summary here. Mock

Ly-α absorption spectra are extracted from the simulations by assigning each

Voronoi cell a smoothing length, hi, based on the cell volume, Vi, such that

hi =

(
3NsphVi

4π

)1/3

. (2.6)

We assume Nsph = 64 for the number of smoothing neighbours. The interpolation

scheme described by Theuns et al. (1998) is then used to extract Ly-α optical

depths using the Voigt profile approximation from Tepper-Garćıa (2006). Unless

otherwise stated, we also rescale the optical depths of each pixel in our mock spec-

tra by a constant to match observational constraints on the Ly-α forest effective

optical depth, τeff = − ln〈F 〉 = 0.20 at z = 2.4, from Becker et al. (2013).

The transmitted flux in each pixel is then given by F = e−τ , and we define the

transmitted flux contrast, δF as the relative transmission—averaged over some

1This comparison is not exact, however, due to the slightly different cosmological parameters
used in Illustris-1 and TNG-1 (see Table 2.1)
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velocity window of width ∆v—around the IGM mean value

δF =
〈F 〉∆v
〈F 〉 − 1. (2.7)

A negative (positive) value of δF thus represents a decrease (increase) in the Ly-α

transmission relative to the mean transmitted flux, 〈F 〉, of the IGM.

2.3 Ly-α absorption profiles around haloes

We perform a consistency test of our mock Ly-α absorption spectra in Fig. 2.2,

where we show the transmitted flux contrast for our different ionisation models

around haloes in three mass bins: M ≥ 1012.8M� (left), 1012.4M� ≤ M <

1012.8M� (centre) and 1012.1M� ≤ M < 1012.4M� (right). We select the mock

spectra using a grid of sight-lines running the length of the simulation box in all

three cardinal directions, with a mean transverse separation of 1.96h−1 cMpc. We

then calculate the mean transmission within a velocity window of 2000 km s−1,

and bin the transmission in terms of the halo impact parameter, b. The results

are compared to observational measurements of δF around QSOs from Mukae

et al. (2020a), Prochaska et al. (2013) and Font-Ribera et al. (2013). Note that we

display the Mukae et al. (2020a) MAMMOTH1-QSO measurements only on scales

above the resolution limit of their Ly-α tomographic maps. The Font-Ribera

et al. (2013) data correspond to the Baryon Oscillation Spectroscopic Survey

(BOSS) QSO-Ly-α cross-correlation measurement, and have been converted to

δF by Sorini et al. (2018).

Several earlier studies have already discussed the level of agreement between

hydrodynamical simulations and observations of the neutral hydrogen distribu-

tion around QSOs (e.g Fumagalli et al., 2014; Rahmati et al., 2015; Faucher-

Giguère et al., 2016; Meiksin et al., 2017; Sorini et al., 2020; Nagamine et al.,

2021). In general, differences in stellar and AGN feedback implementations, halo

mass and numerical resolution all play an important role. For the radial pro-

files around haloes with M ≥ 1012.8M�, our fiducial (black), LoSo (green) and

Illustris-1 (blue) models are all within a 1σ deviation from the data points at

0.3h−1 cMpc . b . 1h−1 cMpc (whilst our NoCol model deviates by ∼ 1–2σ

over these impact parameters)2. This relative agreement changes at large scales

where all of our models begin to deviate from the data, reaching a ∼ 20σ dif-

ference3 at b = 25h−1 cMpc. The differences we find here are consistent with

2The uncertainties for the fiducial and LoSo models on these scales are comparable to those
for the Prochaska et al. (2013) data at ± ∼ 0.05–0.1

3This does not account for any systematic errors
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Figure 2.2: The median of the relative Ly-α transmission, δF, averaged over a velocity window of width ∆v = 2000km s−1, as a function
of impact parameter, b, around haloes in three mass bins at redshift z = 2.44: M ≥ 1012.8M� (left), 1012.4M� ≤M < 1012.8M� (centre)
and 1012.1M� ≤ M < 1012.4M� (right). A negative (positive) value of δF corresponds to a decrease (increase) in the Ly-α transmission
relative to the mean transmitted flux, 〈F 〉, of the IGM. The fiducial model from the TNG100-1 simulation (black curves) is compared to
the NoCol model (orange curves) and LoSo model (green curves). The corresponding haloes in the Illustris-1 simulation are shown by
the blue curves. The shaded regions bound 68% of the distribution around the median, and are obtained by 103 bootstrap samples of the
transmission profiles around each halo. For comparison, the data points and 1σ error bars display observational constraints on the Ly-α
transmission around QSO host haloes from Font-Ribera et al. (2013) (cyan circles), Prochaska et al. (2013) (red squares) and Mukae et al.
(2020a) (black circles).
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earlier work, where the relative transmission at small scales, b < 0.5h−1 cMpc,

in Illustris-1 (blue curves) and TNG100-1 (black curves) underpredicts the ob-

served relative transmission. The relative difference between these two models,

particularly in the M ≥ 1012.8 M� bin, is most likely associated with the more

aggressive AGN feedback implementation within Illustris-1, which leads to more

hot, collisionally ionised gas.

Recently, however, Sorini et al. (2020) have found very good agreement between

the Prochaska et al. (2013) data and SIMBA simulations (Davé et al., 2019)

on small scales, suggesting that the choice of stellar feedback model plays a key

role in reproducing the observations (see also Faucher-Giguère et al., 2016). On

larger scales (b > 1h−1 cMpc), the level of agreement we find with the Font-Ribera

et al. (2013) data is similar to Sorini et al. (2020), who suggest the overprediction

of the relative transmission may be due to the small box size (50h−1 cMpc) of

the SIMBA simulation. We test this hypothesis by analysing the TNG-300-1

simulation in Section 2.4, and conclude that TNG100-1 predicts transmission

that is systematically higher than the Font-Ribera et al. (2013) data for the same

reason.

The main focus of this study is the differences caused by the various ionisation

models. We find these differences are largest for the highest mass haloes with

M ≥ 1012.8M�. In general, the NoCol and LoSo models show less and more

Ly-α transmission relative to the fiducial TNG100-1 model, respectively. In the

NoCol model (orange curves) this is due to neglecting collisional ionisation from

hot circumgalactic gas within b ≤ 1h−1 cMpc, where in general, the temperature

and physical extent of the hot gas increases with halo mass. Interestingly, the

NoCol model predicts too little transmission in the highest mass bin relative to the

Prochaska et al. (2013) measurements, suggesting that collisional ionisation (and

hence gas temperature) plays an important role in setting the Ly-α transmission

for b < 1h−1 cMpc (see also Sorini et al., 2018).

The increased transmission in the LoSo model (green curves) due to enhanced

ionisation by the proximity effect is also most pronounced in the M ≥ 1012.8M�

bin, as these haloes are populated with the highest luminosity AGN in our model.4

Note, however, that in contrast to the NoCol case (orange curves), the differences

between the LoSo (green curves) and the fiducial model (black curves) are largest

4If the AGN emission is preferentially beamed along the line of sight rather than in the
transverse direction, our isotropic emission model will overestimate the impact of the proximity
effect on the transmission profile. Similarly, non-equilibrium photo-ionisation and light travel
time effects due to flickering AGN emission may also result in gas that is less highly ionised
(e.g. Oppenheimer and Schaye, 2013; Schmidt et al., 2019).
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at 1h−1 cMpc ≤ b ≤ 5h−1 cMpc. This is because the enhanced photo-ionisation

rate only begins to dominate over collisional ionisation at b & 1h−1 cMpc. By

contrast, the haloes in the lower two mass bins host either fainter AGN, or are

unoccupied. As a result, we find the local source model does not have a significant

effect on the Ly-α transmission profiles for haloes with masses M . 1012.8 M�.

Note, however, that we have deliberately adopted a model that maximises the

proximity effect around the most massive haloes, and adopting a duty cycle

fduty < 1 (e.g. Shankar et al., 2010) would push these AGN into lower mass

hosts. Finally, in the M ≥ 1012.8 M� bin the LoSo model is in slightly better

agreement with the Mukae et al. (2020a) data at b < 5h−1 cMpc, although due

to the large error bars the significance is not high. This is consistent with the

interpretation advanced by Mukae et al. (2020a) that the MAMMOTH1-QSO

tomographic map exhibits a QSO proximity zone.

Since the LoSo and NoCol models effectively bracket the plausible range in the

Ly-α transmission profiles, we proceed to investigate the effect these models have

on the expected Ly-α transmission associated with protoclusters in TNG100-1.

We expect the different sub-grid physics implementation in Illustris-1 will sit

between the extremes explored by these models, and so we do not investigate it

further.

2.4 The effect of box size and mass resolution

on Ly-α absorption around haloes

Following on from Fig. 2.2 and the associated discussion in Section 2.3, the

effect of simulation mass resolution and box size on the transmission profiles

around haloes are shown in Fig. 2.3 and Fig. 2.4. Here, in addition to the fidu-

cial TNG100-1 model, we use the publicly available TNG100-2, TNG100-3 and

TNG300-1 simulations. The properties of these additional simulations are out-

lined in Table 2.1. There is generally very good agreement between the different

simulations in Fig. 2.3, suggesting that our results should be sufficiently converged

with respect to mass resolution. However, for the simulations with varying box

sizes in Fig. 2.4 we observe larger differences. In the case of the highest mass bin

(left panel), we observe a divergence between the two simulations at impact pa-

rameters b < 1h−1 cMpc. This is caused by the larger number of massive haloes

with M ≥ 1012.8 M� present in the TNG300-1 simulation, many of which are

surrounded by hot T > 106 K gas with correspondingly low H I fractions. This

explanation is consistent with the fact that in both of the lower mass bins we

observe a very good agreement between the two simulations.
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Figure 2.3: As for Fig. 2.2, but comparing simulations with fixed box size and different mass resolutions. The fiducial TNG100-1 simulation
(black curves) is compared to the TNG100-2 (blue curves) and TNG100-3 (orange curves) simulations. These have dark matter particle
masses a factor of 8 and 64 times larger than the TNG100-1 simulation, respectively. The transmission profiles are consistent within the
68% scatter around the median, shown by the shaded regions.
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Figure 2.4: As for Fig. 2.2, but comparing simulations with different box sizes and very similar mass resolutions. The TNG100-2 simulation
(black curves) uses the same box size as the fiducial TNG100-1 model, whereas the TNG300-1 simulation (blue curves) has a volume
27 times larger. The TNG300-1 simulation is in slightly better agreement with the observational measurements from Font-Ribera et al.
(2013) on large scales, particularly for the highest halo mass bin in the left panel. The TNG300-1 model also exhibits more transmission
at impact parameters b > 1h−1 cMpc around the most massive haloes.
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On larger scales (b > 1h−1 cMpc), the level of agreement with the Font-Ribera

et al. (2013) data is improved for the TNG300-1 model, particularly for the largest

halo mass bin where the difference between the two is reduced to 4σ (down from

20σ for TNG100-1). This appears to be consistent with the suggestion by Sorini

et al. (2020) that smaller volumes lacking the most massive haloes may predict

transmission that is systematically higher than the Font-Ribera et al. (2013)

measurements.

2.5 The effect of local ionisation on the Ly-α

transmission around protoclusters

2.5.1 Smoothed Ly-α forest tomographic maps

We now turn to investigate how the Ly-α transmission around protoclusters is

altered by changes in the local ionisation state of the IGM. For simplicity, we do

not create the Ly-α transmission maps by forward modelling the observational

data in detail (e.g. Stark et al., 2015). Instead, we use the noiseless spectra

drawn from the simulations to directly create idealised mock Ly-α tomographic

maps of the relative transmission, δF, around each of the 22 protoclusters in the

TNG100-1 volume.

We first extract spectra in a 90× 90 grid in a 15h−2 cMpc2 area centred on each

protocluster’s centre of mass, following the procedure described in Section 2.2.4.

This yields an average line of sight transverse separation of 0.17h−1 cMpc. We

then construct Ly-α tomographic maps by obtaining the average Ly-α transmis-

sion over velocity windows, ∆v = 1000 km s−1 and then smoothing the relative

transmission, δF, in the transverse direction using a Gaussian with standard de-

viation 4h−1 cMpc. This choice matches the transverse smoothing scale applied

in the Ly-α Tomography IMACS Survey (LATIS, Newman et al., 2020) and

COSMOS Ly-α Mapping and Observations survey (CLAMATO, Lee et al., 2018)

tomographic surveys. The velocity window, ∆v, is chosen to match the full width

at half maximum of the Gaussian filter at z = 2.44. Finally, we normalise each to-

mographic map by the dispersion of δF obtained from the full simulation volume.

We obtain a dispersion of σ = 0.076, σ = 0.081 and σ = 0.070 for the fiducial,

NoCol and LoSo models, respectively. The dispersion is slightly increased in

the NoCol model with respect to fiducial, because ignoring collisional ionisation

decreases the neutral hydrogen fraction in dense, hot gas, thus increasing the
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amount of strong Ly-α absorption. Conversely, the dispersion is reduced relative

to fiducial in our LoSo model, as the ionising sources (AGN) are placed into high

density regions, thus reducing the incidence of strong Ly-α absorption.

The resulting Ly-α tomographic maps for three different protoclusters are shown

in each row of Fig. 2.5. The different local ionisation models for the proto-

clusters are displayed in each column, with the yellow stars in the right col-

umn showing the location of coeval AGN within the local sources model. The

three protoclusters have been selected to show: the region containing the most

massive halo (and hence also the brightest AGN) in the TNG100-1 simulation

(upper row, Mz=0 = 1014.18M�), a region where the average Ly-α transmis-

sion within R95 is relatively high (middle row, Mz=0 = 1014.46M�) and a region

that is more representative of the average protocluster in TNG100-1 (lower row,

Mz=0 = 1014.43M�). Note the protocluster in the middle row is also displayed in

Fig. 2.1. The position of the maps is selected using the velocity window within

R95 where δF/σ is minimised, similar to how these structures are identified within

observed tomographic maps.

In each map we also mark the locations of individual sight lines that contain

coherently strong Ly-α absorption systems (CoSLAs) using red crosses. Following

Cai et al. (2017a), CoSLAs are defined as sight lines that exhibit a fluctuation

in the Ly-α forest effective optical depth, δτeff
> 3.5, over a scale of 15h−1 cMpc,

after excluding any Ly-α absorbers with damping wings, NHI ≥ 1019 cm−2 (see

also Chapter 3 for further details). This allows us to assess how CoSLAs are

distributed relative to the Ly-α tomographic maps.

Lastly, we also use a simple model based on empirically derived scaling relations

to display the locations of coeval Ly-α emitting galaxies (grey circles). The Ly-

α luminosities and equivalent widths for the galaxies were estimated using the

stellar mass and star formation rate (SFR) for each sub-halo in TNG100-1. We

convert the instantaneous SFR into a luminosity at 1216 Å using the relation from

Dijkstra (2017) for a Salpeter (1955) initial mass function,

LLyα = 1.0× 1042 erg s−1fLyα
esc

(
SFR

M� yr−1

)
. (2.8)

We have implicitly assumed a Lyman continuum escape fraction fLyC
esc ' 0 in

Eq. (2.8), and fLyα
esc is the volume averaged effective Ly-α escape fraction inferred

by Hayes et al. (2011),

fLyα
esc = CLyα10−0.4ALyα , (2.9)
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Figure 2.5: Smoothed tomographic maps showing δF/σ for three protoclusters in
the TNG100-1 simulation at redshift z = 2.44. Positive (negative) values of δF/σ
correspond to Ly-α transmission that is larger (smaller) relative to the average
for the IGM. The maps are obtained by averaging the Ly-α forest over a ∆v =
1000 km s−1 window, smoothing in the transverse direction with a Gaussian filter
with standard deviation 4h−1 cMpc, and then centring on velocity windows ∆v =
±500 km s−1 where δF/σ is minimised within R95 for each protocluster. Each
row shows a different protocluster for the fiducial (left), no collisional (centre)
and local sources (right) ionisation models. On top of each map we display
the locations of coeval Ly-α emitting galaxies that satisfy the criteria LLyα >
1041.5 erg s−1 and EWLyα > 15 Å (grey filled circles) using a simple empirical
model (see text for details). The grey contours show the logarithm of LAE
overdensity, log(1 + δLAE) = log(ρLAE/〈ρLAE〉), obtained from the distance to the
5th nearest neighbour in increments of 0.2 dex. In the right column, the yellow
stars show the locations of AGN in the local sources model, with sizes scaled
according to their luminosity. Red crosses display the locations of coherently
strong Ly-α absorption systems (CoSLAs). The dashed black circle shows the 2-D
cross-section of the sphere of radius R95, the radius that contains 95% of the z = 0
mass, Mz=0, that intersects the velocity window for each protocluster. From top
to bottom, the selected protoclusters have Mz=0 = 1014.18M�, Mz=0 = 1014.46M�
and Mz=0 = 1014.43M�. Note the protocluster in the middle row is also shown in
Fig. 2.1.
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Figure 2.6: The Ly-α luminosity function for all galaxies in the TNG100-1 simu-
lation at z = 2.44 following the application of our simple Ly-α luminosity model.
The solid blue line shows the median result from 1000 bootstrapping iterations,
while the shaded region shows the resulting 16th–84th percentile spread. We also
plot observational data from Blanc et al. (2011) (black stars, 1.9 < z < 3.8),
Konno et al. (2016) (green circles, z = 2.2), Sobral et al. (2016) (red triangles,
z = 2.23), Cassata, P. et al. (2011) (brown squares, 1.95 < z < 3.00) and Rauch
et al. (2008) (pink diamonds, 2.67 < z < 3.75).

where CLyα = 0.445 (Hayes et al., 2011). The quantity ALyα is derived using the

relation between extinction at Hα wavelengths and stellar mass derived by Garn

and Best (2010), and then converting to ALyα using the Calzetti et al. (2000) dust

law. We also estimate the rest frame equivalent width in Angstroms, EWLyα, for

each Ly-α emitter (LAE) using the relation EWLyα = fLyα
esc /0.0048 from Sobral

and Matthee (2019). The LAEs displayed in the maps are selected by requiring

LLyα > 1041.5 erg s−1 and EWLyα > 15 Å (e.g. Shimakawa et al., 2017). The

grey dashed contours correspond to the logarithm of LAE overdensity, log(1 +

δLAE) = log(ρLAE/〈ρLAE〉), determined by a fifth nearest neighbour algorithm. We

note, however, that this simple model does not include a self-consistent coupling

between the visibility of the Ly-α emission line and the Ly-α opacity of the

intervening circumgalactic medium (CGM) or IGM in the TNG100-1 simulation,

and furthermore does not follow the complex Ly-α radiative transfer within the

interstellar medium of the galaxies (e.g. Laursen et al., 2011; Gurung-López et al.,

2019). As such, while it is consistent with average LAE properties by design, it

will still likely underestimate the variation in LLyα for a given stellar mass.
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Figure 2.7: The two-point correlation function for LAEs satisfying LLyα >
1041.5 erg s−1 and EWLyα > 15 Å, as determined by applying our Ly-α lumi-
nosity model to the TNG100-1 simulation at z = 2.44. The solid blue line shows
the median result from 1000 bootstrapping iterations, with the 16th–84th per-
centile spread of this process shown by the blue shaded region. For comparison,
observational results from Gawiser et al. (2007) (black triangles) as well as narrow
band (orange circles) and intermediate band (red squares) results from Khostovan
et al. (2019) are shown.

Following the application of our Ly-α luminosity model to the TNG100-1 sim-

ulation volume, we plot the resulting Ly-α luminosity function in Fig. 2.6 as a

sanity check. When comparing to observational data from Rauch et al. (2008);

Blanc et al. (2011); Cassata, P. et al. (2011); Konno et al. (2016); Sobral et al.

(2016) we find our model to mostly be in reasonably good agreement. Similarly

we show the two-point correlation function for our model LAEs in Fig. 2.7. We

again find that our model is in reasonably good agreement with the observational

data, suggesting that (in addition to having a sensible distribution of luminosi-

ties) our LAEs are clustered in a manner that is similar to what is observed in

the real Universe. These results suggest that the simple model we employ should

be adequate to provide an indicative distribution of LAEs within our idealised

IGM maps.

We first consider the fiducial ionisation model, displayed in the left column of

Fig. 2.5. We observe an anti-correlation between the LAE density and δF/σ

for all three protoclusters, and any CoSLAs are typically situated where the

galaxy clustering is strongest. All maps generally exhibit a smaller δF/σ (less
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Ly-α transmission) where the LAE density is largest. However, for the proto-

cluster displayed in the top row of Fig. 2.5 there is an offset between where the

LAEs are most strongly clustered around a massive halo with M = 1013.5M�

at (x, y) ' (−4, 0)h−1 cMpc, and the largest Ly-α transmission decrement at

(x, y) ' (3,−6)h−1 cMpc. This is qualitatively similar to the observation from

Lee et al. (2016), where no strong Ly-α transmission decrement was detected

around a galaxy overdensity in their CLAMATO tomographic maps. These au-

thors speculated that higher gas temperatures due to shocks or feedback may play

a role in ionising gas and hence suppressing Ly-α absorption in the vicinity of

galaxy overdensities. This is indeed the case for the example here; the gas around

the massive halo at (x, y) ' (−4, 0)h−1 cMpc has been heated to T > 106 K and is

therefore highly ionised, whereas the IGM associated with the Ly-α transmission

decrement in the lower right of the map is overdense but significantly cooler, with

T < 105 K. The protocluster displayed in the middle row (see also the same object

in Fig. 2.1) exhibits more Ly-α transmission compared to the other protoclusters

for a similar reason; in addition to the presence of larger underdensities within

R95 in this protocluster, there is an extended regions of T > 106 K gas around

the protocluster centre of mass that further increases the Ly-α transmission.

In the central column of Fig. 2.5 we show the Ly-α tomographic maps for the same

three protoclusters, but now using the NoCol ionisation model. As expected, all

three protoclusters exhibit smaller values of δF/σ where the LAE density is largest

(see (x, y) ' (−4, 0)h−1 cMpc in the top row, (x, y) ' (2, 0)h−1 cMpc in the

middle row, and (x, y) ' (0, 0)h−1 cMpc in the bottom row). By contrast, there

is no significant change in δF/σ where the LAE density is lower. This is because

hot, collisionally ionised gas is found around massive haloes and filaments, and

this is the environment where most of the LAEs reside in our model. Another

striking feature of the NoCol ionisation models is that they contain a much higher

incidence of CoSLAs (red crosses). There are two reasons for this. The first

is that ignoring collisional ionisation produces larger H I fractions, and hence

stronger Ly-α absorption. However, in the NoCol model we also neglect the

effect of self-shielding to Lyman continuum photons on the Ly-α absorption.

This means that strong Ly-α absorbers with column densities NHI > 1019 cm−2

in the fiducial model (i.e. damped systems) are over-ionised and have much lower

column densities in the NoCol model. Hence, damped absorption systems that

are excised when selecting the CoSLA sample in the fiducial model are erroneously

classified as lower column density CoSLAs in the NoCol model. As discussed in

Chapter 3, this highlights the importance of correctly modelling high column

density absorbers when simulating the incidence of coherent Ly-α systems.
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Finally, in the right column of Fig. 2.5 we show the Ly-α forest tomographic

maps for the LoSo ionisation model. The AGN positions are marked in the

maps with star symbols. Due to the proximity effect, all three protoclusters

exhibit larger δF/σ (more transmission) in comparison to the fiducial and NoCol

models. The greatest increase in δF/σ occurs where the LAE density is largest,

but there is also a small increase in δF/σ at lower densities. This can be further

understood from the halo profiles in Fig. 2.2, where the brightest AGN in the

model can ionise their surroundings up to ∼ 5h−1 cMpc from the centre of their

host halo. Whilst more subtle reductions in opacity can be seen around the

QSOs at (x, y) ' (0, 0)h−1 cMpc in both the middle and bottom rows of Fig. 2.5,

the largest proximity zone in the simulation volume is shown in the upper right

panel of Fig. 2.5. Where the massive halo at (x, y) ' (−4, 0)h−1 cMpc hosts

an AGN with M1450 = −24.7. This further enhances the existing spatial offset

between the largest LAE density and the weakest Ly-α transmission/strongest

Ly-α absorption. A qualitatively similar observational result, but on much larger

scales of 40h−1 cMpc, has been reported by Mukae et al. (2020a), who find an

H I underdensity in the CLAMATO tomographic maps associated with a LAE

overdensity. These authors suggest this is due to the enhanced ionisation of the

IGM by multiple nearby QSO proximity regions.

Due to the increased level of ionisation around massive haloes, the LoSo model

also has a slightly reduced incidence of CoSLAs in comparison to the fiducial

model. Interestingly, however, there are a few cases in which a CoSLA is present

in the LoSo model but missing in the fiducial model. An example of this can be

seen in the central region of the protocluster in the middle row of Fig. 2.5. This is

the result of absorption systems that are classified as damped (NHI > 1019 cm−2)

in the fiducial model and are thus rejected when selecting CoSLAs, but instead

correspond to lower column density absorbers in the LoSo model. The column

densities of the damped absorbers in the fiducial model are reduced due to the

proximity effect, and these regions are then classified as CoSLAs.

2.5.2 Protocluster masses and the correlation between

LAEs and Ly-α transmission in smoothed

tomographic maps

It is apparent from our qualitative discussion of the IGM tomographic maps in

Section 2.5.1 that local ionisation plays an important role in the correlation be-

tween the tomographically reconstructed Ly-α transmission, coeval galaxies and
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Figure 2.8: Scatter plot showing the relationship between the minimum relative
Ly-α transmission, (δF/σ)min, and the z = 0 cluster mass, Mz=0, in the smoothed
tomographic maps for the 22 protoclusters in the TNG100-1 volume at redshift
z = 2.44. We show the results for our fiducial (black circles), NoCol (orange tri-
angles) and LoSo (green squares) ionisation models, where the NoCol and LoSo
data points for each protocluster have been slightly offset on the horizontal axis
for presentation purposes. The dotted lines show the thresholds used by Newman
et al. (2020) and Lee et al. (2016) to select protoclusters from observed tomo-
graphic maps. These are at (δF/σ)min = −2.35 and −3, respectively. The data
points outlined in fuchsia correspond to the three protoclusters shown in Fig. 2.5.
The left panel shows the (δF/σ)min identified within R95 for each model. The
right panel instead shows (δF/σ)min obtained when centring at the same physical
location as (δF/σ)min in the fiducial model, where we have also fixed σ = σfid for
all the ionisation models. The red dashed line displays the relationship between
(δF/σ)min and Mz=0 obtained by Lee et al. (2016) from collisionless cosmological
simulations post-processed with the fluctuating Gunn-Peterson approximation.
The blue dashed line shows a linear best fit to the data from our fiducial model.

the distribution of coherent Ly-α absorption systems within individual protoclus-

ters. However, we now instead consider how local ionisation variations impact on

two different quantities derived from tomographic maps: estimates of the z = 0

protocluster mass, Mz=0 (Lee et al., 2016; Newman et al., 2020) and the correla-

tion between LAE overdensity and Ly-α transmission (Mukae et al., 2017, 2020a;

Liang et al., 2021).

We first examine the relationship between the minimum relative transmission

within the protocluster, (δF/σ)min, and the z = 0 mass of the clusters, Mz=0,

in Fig. 2.8. Candidate protoclusters are identified in both the CLAMATO and

LATIS tomographic surveys by applying (δF/σ) thresholds to the smoothed Ly-α
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Table 2.2: Table showing the fraction of protoclusters from the TNG100-1 sim-
ulation that would be selected according to the thresholds defined by Lee et al.
(2016) and Newman et al. (2020), for each of our three ionisation models. These
data correspond to the results shown in the left panel of Fig. 2.8.

Selection threshold Fiducial NoCol LoSo
(δF/σ) < −3.00 (Lee+16) 8/22 9/22 7/22
(δF/σ) < −2.35 (Newman+20) 19/22 19/22 18/22

tomographic maps. Newman et al. (2020) define their matter overdensity/proto-

cluster candidates as regions with δF/σ < −2.35 in the LATIS survey, whilst the

CLAMATO survey Lee et al. (2016) use a more conservative value of δF/σ < −3.

The left panel of Fig. 2.8 shows (δF/σ)min obtained from our smoothed tomo-

graphic maps, centred on the velocity window containing (δF/σ)min within R95

for each protocluster. We find the wide variety of protocluster morphologies (see

also Chapter 3) means the minimum transmission can be located anywhere up

to ∼ 10h−1 cMpc from the true protocluster centre of mass. For comparison, the

right panel shows (δF/σ)min when the maps for all models are instead all centred

at the location of (δF/σ)min in the fiducial model. Additionally, in this case we

use σ = σfid for all three models. This allows us to focus on how the ionisation

models affect δF in the same physical region, as opposed to selecting δF/σmin in

a way that mimics the observations.

On average, the changes in (δF/σ)min for the different local ionisation models are

small in the left hand panel of Fig. 2.8, with the largest differences occurring for

the protocluster with Mz=0 = 1014.18M� that harbours the brightest AGN/most

massive halo in the TNG100-1 volume (see the upper panels of Fig. 2.5). This

suggests that smoothing the Ly-α tomographic maps on ∼ 4h−1 cMpc scales

mitigates for the possible bias in inferred cluster masses due to local ionisation

variations, as well as optimising protocluster detectability (Stark et al., 2015).

This is furthermore consistent with our earlier finding that the largest differences

in the local ionisation models occur on scales < 1h−1 cMpc (see Fig. 2.2). For

comparison, we find that when selecting the same physical locations in the tomo-

graphic maps and fixing σ = σfid (right hand panel), in almost all cases (δF/σ)min

is largest in the LoSo model and lowest in the NoCol, as one would naively expect.

However, the differences between the ionisation models are again fairly modest

for most protoclusters.

From the left hand panel of Fig. 2.8, the protocluster completeness for the se-

lection thresholds (δF/σ) < −2.35 (< −3) in the fiducial model is 86% (36%),

and this remains similar for both the NoCol and LoSo models (see Table 2.2).
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However, we find the correlation between (δF/σ)min and Mz=0 is slightly shallower

compared to the relationship obtained by Lee et al. (2016) from collisionless cos-

mological simulations (red dashed line in Fig. 2.8). Our best fit relation to the

fiducial model is Mz=0 = 1011.9−0.89(δF /σ)min M�, shown by the blue dashed line in

the left panel of Fig. 2.8. This implies that, for a given (δF/σ), our model will

favour larger z = 0 masses for the most massive candidate protoclusters com-

pared to the Lee et al. (2016) calibration, possibly as a result of following gas

with T > 106 K from shocks and AGN feedback (see also figure 6 in Lee et al.

(2016) and the related discussion). We caution, however, that the relatively small

TNG100-1 box means we also have a much smaller sample of Mz=0 > 1014M�

protoclusters compared to Lee et al. (2016), who use a collisionless dark matter

simulation with box size 256h−1 cMpc.

In the smoothed tomographic maps in Fig. 2.5 we also observed an anti-correlation

between the LAE overdensity, δLAE, and the relative transmission δF/σ. In

Fig. 2.9 we examine this further by showing the relationship between δF/σ and

δLAE for all 22 protoclusters in the TNG100-1 volume. The three different ionisa-

tion models are shown in the individual panels. The filled diamonds correspond

to the LAEs in the tomographic maps centred on (δF/σ)min, while the red curve

shows the median relation obtained by randomly sampling the maps. In all three

models there is significant scatter in δF/σ at fixed δLAE, but the median trend

shows decreasing δF/σ with increasing δLAE for δLAE . 1.5. The Spearman’s

rank correlation coefficient for the LAEs with δLAE < 1.5 is −0.4 in all three

models, consistent with a weak anti-correlation. This is followed by a flatten-

ing at δLAE & 1.5 due to the 4h−1 cMpc Gaussian smoothing we apply to the

tomographic maps; adopting a smaller smoothing scale reduces this apparent

flattening. As was the case in Fig. 2.8, the relative transmission in the NoCol

and LoSo models typically decreases and increases, respectively, compared to the

fiducial model. However, any changes remain very small compared to the scatter

in the δF/σ–δLAE plane, and are unimportant for the shape of the median trend.

The colours of each point in Fig. 2.9 show the Ly-α luminosity of the LAEs, which

are selected using the criteria LLyα > 1041.5 erg s−1 and EWLyα > 15 Å. There is

no correlation (Spearman’s rank coefficient −0.04 in all three models) apparent

between δF/σ and the LAE luminosity, LLyα in our maps.

We also perform a comparison to recent observational determinations of the re-

lationship between δF and δLAE from Liang et al. (2021) (see also Mukae et al.,

2017, 2020a; Momose et al., 2021, for closely related work). Liang et al. (2021)

identify LAEs at z ∼ 2.2 from Subaru/Hyper Suprime-Cam data and compare

the LAE overdensity to nearby Ly-α absorbers in the Extended-BOSS database
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Figure 2.9: Scatter plot showing the relationship between the relative transmission, δF/σ, and the LAE overdensity, δLAE, in our smoothed
tomographic maps at redshift z = 2.44. From left to right, we show the results for our fiducial, no collisional and local source ionisation
models. The coloured diamonds correspond to the positions of each LAE with LLyα > 1041.5 erg s−1 and EWLyα > 15 Å within R95 of
all 22 protolusters in the TNG100-1 volume. The colour scale shows the Ly-α luminosity of the LAEs, and the red curve shows the
median trend obtained by randomly sampling within R95 of the smoothed protocluster maps. Our simulated data are compared to best fit
linear relations to observational data from Liang et al. (2021) (black dotted line), and the results from GADGET-3/Osaka cosmological
simulations (Nagamine et al., 2021). The linear fit from Liang et al. (2021) has been renormalised to coincide with the Nagamine et al.
(2021) result at δLAE = 0 (see text for details).
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(Dawson et al., 2016). These authors do not use a tomographic reconstruction of

the Ly-α forest, and instead compute δLAE and δF using different selection criteria

within cylindrical apertures. Our results are therefore not directly comparable,

and in particular we expect the normalisation of the linear fits to their data to

differ from this chapter (see figure 10 and the related discussion in Liang et al.

(2021)). Following these authors, we therefore focus instead on comparing the

gradient of the anti-correlation. We use their fit obtained when including the field

BOSS J0210+0052, which has 11 proximate QSOs associated with it. In addi-

tion, we also compare to the linear fit in the δF–δgal plane obtained by Nagamine

et al. (2021) using the GADGET3-Osaka simulations, obtained using a cylindri-

cal aperture matched to the Liang et al. (2021) measurement. To compare the

gradients, we renormalise the Liang et al. (2021) fit to match the Nagamine et al.

(2021) relation at δLAE = 0, which is very similar to the median relation (red

curve in Fig. 2.9) obtained in this chapter.

The slope of the linear fits are broadly consistent with the weak anti-correlation

we observe at δLAE . 1.5, consistent with the suggestion by Liang et al. (2021)

that LAEs are preferentially located in regions with increased Ly-α absorption

and hence larger H I densities at z ' 2–3. The scatter we observe in Fig. 2.9 is

furthermore similar to the theoretical result from the GADGET-3-Osaka simula-

tions (not shown in Fig. 2.9), but smaller than the observational data presented

by Liang et al. (2021). In this chapter, we find the distribution of δF is not signif-

icantly altered in our different ionisation models, suggesting that local ionisation

variations from (isotropic) AGN emission may not be the full explanation for the

large observed scatter. We note, however, that the visibility of Ly-α emission

lines and variations in the IGM/circumgalactic medium (CGM) Ly-α transmis-

sion are closely coupled. As discussed previously, the volume averaged effective

escape fraction we use, fLyα
esc , does not self-consistently capture the effect of this

coupling on δLAE in the TNG100-1 simulation. Detailed Ly-α radiative transfer

models that include the effect of both inflows and outflows in the CGM will are

required to address this question further (e.g. Barnes et al., 2011; Laursen et al.,

2011; Gurung-López et al., 2019)

2.6 Summary

In this chapter we have investigated the effect that local ionisation variations in

the intergalactic medium (IGM), due the proximity effect from active galactic

nuclei (AGN) and hot, T > 106 K gas from shocks and AGN feedback, have on
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the Lyman-α (Ly-α) absorption signature of protoclusters in the IllustrisTNG

simulations at redshift z ' 2.4. We consider three different local ionisation

models in our analysis: a fiducial model with a spatially uniform ultraviolet (UV)

background model, a second model that ignores the effect of collisional ionisation

and self-shielding on the H I fraction in the IGM, and finally, a model where we

incorporate spatial variations in the UV background due to the proximity effect

from AGN. The impact of this potential “ionisation bias” in the Ly-α transmission

profiles around massive haloes and idealised, smoothed Ly-α tomographic maps is

then investigated. We quantify this by computing the relative Ly-α transmission

averaged over a velocity window ∆v, δF = (〈F 〉∆v/〈F 〉) − 1, where a negative

(positive) value of δF represents a decrease (increase) in the Ly-α transmission

relative to the mean IGM transmitted flux, 〈F 〉. We furthermore examine the

relationship between the relative Ly-α transmission in the smoothed tomographic

maps and the distribution of coeval Ly-α emitting galaxies (LAEs) and coherently

strong Ly-α absorption systems (CoSLAs). Our main conclusions are as follows:

• We find local ionisation effects have a significant impact on Ly-α absorp-

tion in the vicinity of massive dark matter haloes with M ≥ 1012.8M� for

impact parameters b . 1h−1 cMpc (see also Sorini et al., 2018). In partic-

ular, the presence of hot (T > 106 K) collisionally ionised gas will strongly

increase δF within ∼ 1h−1 cMpc of dark matter haloes. We furthermore

find that the proximity effect associated with AGN (which have absolute

magnitudes in the range −24.7 ≤M1450 ≤ −18.9 in our model) results in a

modest increase in δF for impact parameters 1h−1 cMpc ≤ b ≤ 5h−1 cMpc,

corresponding to distances where photo-ionisation of the IGM begins to

dominate over collisional ionisation. However, both of these effects become

less important on larger scales (b & 5h−1 cMpc) and around less massive

haloes with M < 1012.8M� in our model.

• We construct idealised mock Ly-α tomographic maps around the 22 pro-

toclusters with Mz=0 ≥ 1014M� in the TNG100-1 volume (cf. Lee et al.,

2016; Newman et al., 2020). We find that local ionisation effects play an

important role in the correlation between the Ly-α transmission, coeval

galaxies and CoSLAs within individual protoclusters. In particular, we

find a spatial offset of ∼ 9h−1 cMpc between a LAE overdensity around a

massive halo, and the largest Ly-α flux decrement in a protocluster with

Mz=0 = 1014.18M�. This offset is due to collisionally ionised gas with tem-

perature T > 106 K surrounding the halo associated with the LAE density
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peak. This is qualitatively similar to the galaxy–Ly-α absorption offset

observed by Lee et al. (2016) and Mukae et al. (2020a) in CLAMATO to-

mographic maps. The transmission contrast of this spatial offset is further

enhanced by the proximity effect associated with a M1450 = −24.7 AGN

hosted within the halo. We furthermore find that the incidence of CoSLAs

within protoclusters is sensitive to changes in our local ionisation models,

largely as a result of changes in the number of self-shielded, damped Ly-α

absorbers with NHI ≥ 1019 cm−2 (see also Chapter 3).

• After smoothing the simulated Ly-α tomographic maps with a Gaussian

of standard deviation 4h−1 cMpc (i.e. the standard approach for observa-

tional surveys) we find that local ionisation effects have a rather limited

impact on the completeness of protocluster identification if using a fixed

identification threshold of (δF/σ)min ≤ −2.35 (Newman et al., 2020) or

(δF/σ)min ≤ −3.00 (Lee et al., 2016). For an ensemble of 22 protoclusters

drawn from the TNG100-1 volume, we obtain a completeness of 82–86%

and 32–41%, respectively for these thresholds if applied across all three

of our ionisation models. These results suggest that, in addition to op-

timising protocluster detection (Stark et al., 2015), smoothing the Ly-α

tomographic maps on 4h−1 cMpc scales also mitigates for a possible ‘ion-

isation bias’ in the inferred cluster masses. Within our model, this is be-

cause the largest differences in the Ly-α forest transmission typically occur

on smaller scales around dark matter haloes. However, we also find the

presence of hot gas around haloes may still result in systematically lower

estimates of Mz=0 for the most massive protoclusters, if calibrating tomo-

graphic Ly-α maps using the fluctuating Gunn-Peterson approximation. We

find Mz=0 = 1011.9−0.89(δF/σ)min M� for the 22 protoclusters in our fiducial

model.

• A simple model that uses empirically derived scaling relations for the volume

averaged effective Ly-α escape fraction (Hayes et al., 2011) and the Ly-α

rest frame equivalent width (Sobral and Matthee, 2019) is used to populate

the IGM tomographic maps with Ly-α emitting galaxies. In agreement with

recent results from observations (Mukae et al., 2017; Liang et al., 2021) and

hydrodynamical simulations (Nagamine et al., 2021), we observe a modest

anti-correlation (Spearman’s rank correlation coefficient of∼ −0.4) between

δF and the LAE overdensity, δLAE, for all three of our ionisation models at

δLAE . 1.5. This is consistent with recent suggestions that these galaxies
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are preferentially located in overdense regions which exhibit smaller δF (i.e.

stronger Ly-α absorption) at z ' 2.4 compared to the average IGM value.

There is also scatter around the median δF/σ–δLAE relation that—along

with the anti-correlation—is not significantly affected by changes in our

ionisation model. The scatter is, however, smaller than observed by Liang

et al. (2021). We find that local variations in δF due to (isotropic) AGN

emission will not resolve this discrepancy. Instead, we speculate the origin

of the larger scatter in the Liang et al. (2021) data may be associated with

complex Ly-α radiative transfer effects that are not captured in our model.

In summary, models that incorporate local ionisation effects will be important

for fully unravelling the relationship between H I gas density and galaxies from

Ly-α tomographic surveys at z & 2. Encouragingly, however, our results confirm

that reconstructions of the IGM density field on large scales (& 4h−1 cMpc) using

Ly-α forest tomography should already be relatively robust to variations in local

ionisation when identifying protoclusters at z ' 2.4.
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Chapter 3

Characterising Protoclusters

With Line of Sight Lyman-α

Absorption

The work within this chapter is adapted from the paper Miller et al. (2019) in

Monthly Notices of the Royal Astronomical Society Volume 489 Issue 4 Pages

5381–5397. Here the introduction is shortened where material has already been

covered in Chapter 1, as well as other minor formatting changes.

3.1 Introduction

Guided by mock spectra extracted from a 1h−3 cGpc3 collisionless dark matter

simulation combined with an approximate scheme for modelling Lyman-α (Ly-

α) absorption (Peirani et al., 2014), Cai et al. (2016) (hereafter C16) identified

protoclusters as being closely associated with what they call Coherently Strong

intergalactic Ly-α absorption systems (CoSLAs). Whilst this approach has been

successful at discovering a massive overdensity at z = 2.32 using a group of

CoSLAs (Cai et al., 2017a), fully hydrodynamical simulations that directly con-

nect the gas distribution at z > 2 to present-day clusters are required to establish

whether coherent Ly-α absorption accurately tracks the progenitors of the largest

collapsed clusters at z = 0, or if a more complex relationship between mass and

Ly-α absorption may disrupt this picture. Furthermore, for protocluster searches

that employ individual sight lines to detect CoSLAs, high column density Ly-α
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3.2. HYDRODYNAMICAL SIMULATIONS

absorbers that possess large damping wings can be a significant contaminant (cf.

C16).

In this chapter we shall address these points by investigating the properties of Ly-

α absorption systems within protoclusters at z > 2.4 using fully hydrodynamical

simulations performed by the Sherwood (Bolton et al., 2017), eagle (Schaye

et al., 2015) and Illustris (Vogelsberger et al., 2014) projects. With a typical

volume of order 106 cMpc3, these simulations only contain of order ∼ 10 clusters

with masses Mz=0 ≥ 1014M�. On the other hand, unlike larger collisionless

dark matter simulations, they include a full treatment of the gas physics using

a variety of different (sub-grid) feedback models. More importantly, however,

these simulations also have sufficient resolution to correctly incorporate Ly-α

absorption features over a wide range of H I column densities, including absorption

systems with damping wings. Our approach therefore provides a complementary

perspective on the relationship between Ly-α absorption on small scales and the

distribution of mass in protoclusters at z ' 2.4. Furthermore, as we explicitly

track the formation of structure to z = 0 in the simulations, we are able to

assess the completeness and contamination of a sample of protocluster candidates

selected using coherent line of sight Ly-α absorption.

This chapter is structured as follows. We first introduce the hydrodynamical

simulations we use in Section 3.2, and compare the H I column density distribution

in each model to observational constraints in Section 3.3. In Section 3.4 we

describe the basic properties of protoclusters in the simulations. We characterise

mass overdensities on large scales by their Ly-α absorption in Section 3.5, and

examine their connection to protoclusters in Section 3.6. Finally, the effectiveness

of using line of sight Ly-α absorption to detect candidate protoclusters at z ' 2.4

is discussed in Section 3.7, before we summarise and conclude in Section 3.8.

Throughout the chapter, we refer to comoving distance units using the prefix

“c”.

3.2 Hydrodynamical simulations

The hydrodynamical simulations used in this chapter are summarised in Table

3.1. Outputs at two different redshifts were used for each model: the output

closest1 to z = 2.4, along with the corresponding output at z = 0. Below,

we briefly describe the relevant properties of each simulation in turn, although

further, extensive descriptions of these simulations may be found elsewhere.

1This corresponds to z = 2.4 for Sherwood, z = 2.478 for EAGLE and z = 2.44 for Illustris.
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Table 3.1: Hydrodynamical simulations used in this chapter. The columns list, from left to right: the simulation name, the box size
in h−1 cMpc, the total number of resolution elements, the dark matter and gas particle masses (or equivalently for Illustris, the typical
hydrodynamical cell mass), and the number of objects that have a total mass at z = 0 (as defined by a friends-of-friends halo finder) in
the range Mz=0 ≥ 1014 M� (clusters), 1013.75 ≤Mz=0/M� < 1014 (large groups) and 1013.5 ≤Mz=0/M� < 1013.75 (small groups).

Name Box size Ntot Mdm Mgas Mz=0 ≥ 1014 M� 1013.75 ≤ Mz=0

M�
< 1014 1013.5 ≤ Mz=0

M�
< 1013.75

[h−1 cMpc] [M�] [M�] Clusters Large groups Small groups
Sherwood 80 2× 10243 5.07× 107 9.41× 106 29 23 46
eagle 67.77 2× 15043 9.70× 106 1.81× 106 10 15 33
Illustris 75 3× 18203 6.26× 106 1.26× 106 14 18 29
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3.2. HYDRODYNAMICAL SIMULATIONS

3.2.1 Sherwood

The Sherwood project (Bolton et al., 2017) consists of a set of large, high reso-

lution simulations of the Ly-α forest performed using a modified version of the

smoothed particle hydrodynamics (SPH) code P-Gadget-3, last described in

Springel (2005). In this chapter we predominantly use the 80-1024-ps13 sim-

ulation from Bolton et al. (2017), which we shall refer to as “Sherwood”. This

simulation was performed in a 803 h−3 cMpc3 volume using the star formation and

galactic outflow model developed by Puchwein and Springel (2013). This assumes

a Chabrier (2003) initial mass function (IMF) and a wind velocity, vw, that is

proportional to the galaxy escape velocity, such that the wind mass-loading scales

as v−2
w .

The ultraviolet (UV) background follows the spatially uniform Haardt and Madau

(2012) model, which quickly reionises the intergalactic medium (IGM) at z = 15.

This model assumes the hydrogen is optically thin and in photo-ionisation equi-

librium, and has an H I photo-ionisation rate of ΓHI = 9.6× 10−13 s−1 at z = 2.4.

Additionally, a small boost to the He II photo-heating rate, εHeII = 1.7εHM12
HeII , has

been applied at 2.2 < z < 3.4 to better match observational constraints on the

IGM temperature during and after He II reionisation (Becker et al., 2011). The

Sherwood models adopt a Planck 2013 consistent cosmology (Planck Collabora-

tion et al., 2014) with Ωm = 0.308, ΩΛ = 0.692, Ωb = 0.0481, σ8 = 0.826, ns =

0.963 and h = 0.678.

In addition to the fiducial simulation described above, we also use the 80-1024

simulation described in Bolton et al. (2017). This does not follow a physically

motivated star formation model, but is identical to our fiducial run in all other

respects. Instead, gas particles with density ∆ = ρ/〈ρ〉 > 1000 and temperature

T < 105 K are converted directly into collisionless star particles. This “quick

Ly-α” approach increases computational speed while having a minimal effect on

the low column density absorbers in the Ly-α forest (Viel et al., 2004). As this

removes all the cold, dense gas in the simulation, the incidence of H I absorbers

with column densities NHI & 1017 cm−2 will be underpredicted. We include this

approach here, however, as it will more closely approximate results from earlier

work using post-processed dark matter simulations that have insufficient resolu-

tion for modelling dense gas. We refer to this model as Sherwood “QLy-α”.
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3.2. HYDRODYNAMICAL SIMULATIONS

3.2.2 EAGLE

The EAGLE (Evolution and Assembly of GaLaxies and their Environments)

simulation (Schaye et al., 2015; Crain et al., 2015; McAlpine et al., 2016) was

performed with a customised version of P-Gadget-3, where the standard SPH

approach has been modified following the anarchy scheme described by Schaye

et al. (2015). The simulation we use in this chapter is the Ref-L0100N1504 model.

This has a smaller box size than Sherwood, corresponding to 67.773 h−3 cMpc3,

but with a factor of ' 5 better mass resolution (see Table 3.1). Star formation

is modelled using the approach of Schaye and Dalla Vecchia (2008) assuming

a Chabrier IMF, while stellar feedback follows the stochastic, thermal scheme

described in Dalla Vecchia and Schaye (2012). In addition, EAGLE follows gas

accretion onto black holes; feedback from active galactic nuclei (AGN) is included

using the methodology of Booth and Schaye (2009).

The spatially uniform, optically thin UV background used in EAGLE follows

Haardt and Madau (2001); this quickly reionises the hydrogen at z = 9. An ad-

ditional 2 eV per proton of energy from He II reionisation is also added at z ' 3.5,

resulting in gas temperatures at mean density that are ∼ 4000 K larger compared

to Sherwood by z = 2.4. The H I photo-ionisation rate at z = 2.478 in the Haardt

and Madau (2001) model is ΓHI = 1.4× 10−12 s−1, a factor of 1.5 larger than the

more recent Haardt and Madau (2012) UV background used in Sherwood. EA-

GLE assumes a ΛCDM cosmology consistent with Planck Collaboration et al.

(2014), where Ωm = 0.307, ΩΛ = 0.693, Ωb = 0.04825, σ8 = 0.8288, ns =

0.9611 and h = 0.677.

3.2.3 Illustris

Finally, we also use the Illustris-1 simulation (referred to as “Illustris” for the

remainder of this chapter) in our analysis (Vogelsberger et al., 2014; Nelson et al.,

2015). Unlike Sherwood and EAGLE, Illustris is performed with the moving-

mesh hydrodynamics code arepo (Springel, 2010). Illustris has a slightly smaller

volume than Sherwood (753 h−3 cMpc3), but it has the highest mass resolution

of the three simulations we consider. The star formation, stellar feedback and

AGN feedback models are described in detail by Vogelsberger et al. (2013). Star

formation in Illustris also uses a Chabrier IMF and is based upon the Springel

and Hernquist (2003) model. The stellar feedback uses a variable winds approach,

where the wind velocity, vw, is scaled to the local dark matter velocity dispersion.
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3.2. HYDRODYNAMICAL SIMULATIONS

The spatially uniform UV background follows Faucher-Giguère et al. (2009),

which quickly reionises the hydrogen in the simulation at z = 10.5. This UV back-

ground model has a H I photo-ionisation rate ΓHI = 6.1×10−13 s−1 at z = 2.44—a

factor of 0.6 smaller than Haardt and Madau (2012)—and produces gas temper-

atures at mean density around 1500 K lower at z = 2.4 compared to Sherwood.

Furthermore, unlike Sherwood and EAGLE, Illustris uses an on-the-fly prescrip-

tion for the self-shielding of hydrogen from Lyman continuum photons, follow-

ing the approach of Rahmati et al. (2013). As we will discuss below, incor-

porating self-shielding is necessary for correctly capturing the incidence of ab-

sorption systems with column densities NHI ≥ 1017.2 cm−2 (i.e. absorption sys-

tems that are optically thick to Lyman continuum photons). The Illustris sim-

ulations assume a WMAP-9 consistent cosmology (Hinshaw et al., 2013), with

Ωm = 0.2726, ΩΛ = 0.7274, Ωb = 0.0456, σ8 = 0.809, ns = 0.963 and h = 0.704.

3.2.4 Generation of mock Ly-α absorption sight-lines

Mock Ly-α absorption spectra were extracted along sight lines drawn from the

Sherwood simulation using the SPH interpolation scheme described by Theuns

et al. (1998), combined with the Voigt profile approximation from Tepper-Garćıa

(2006). Each sight line consists of 1024 pixels, and is drawn in a direction parallel

to the simulation boundaries, starting from a position selected at random on the

projection axis. A total of 30, 000 sight lines (10, 000 along each projection axis)

were extracted from Sherwood, corresponding to an average transverse separation

of 0.8h−1 cMpc. The transmitted flux in each pixel is given by F = e−τ , where τ

is the Ly-α optical depth.

Sight lines were extracted with the same average transverse separation from EA-

GLE and Illustris, although there are some small differences in the methodology

due to the different hydrodynamics schemes employed by these models. For EA-

GLE, the M4 cubic spline kernel (Monaghan and Lattanzio, 1985) used in the

standard version of P-Gadget-3 was replaced with the C2 Wendland (1995)

kernel when performing the SPH interpolation. In Illustris there are no smooth-

ing lengths, hi, associated with the hydrodynamic cells. Instead, we assign these

based on the volume, Vi, of each Voronoi cell, where

hi =

(
3NsphVi

4π

)1/3

, (3.1)

and we adopt Nsph = 64 for the number of smoothing neighbours.
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We furthermore set all star-forming hydrogen gas with nH > 0.13 cm−3 to be

fully neutral in Illustris, correcting for the unphysical neutral hydrogen fractions

produced by the sub-grid star formation model. In addition, since Illustris al-

ready incorporates self-shielded hydrogen on-the-fly, the Rahmati et al. (2013)

prescription for self-shielding was applied in post-processing to both Sherwood

and EAGLE.

Lastly, in order to correct for the approximately factor of two uncertainty in the

UV background H I photo-ionisation rate ΓHI (Bolton et al., 2005), we rescale

the optical depths in each pixel of the mock spectra by a constant, such that

the Ly-α forest effective optical depth obtained from all the mock sight lines,

τeff = − ln 〈F 〉, where 〈F 〉 is the mean transmitted flux, matches observational

constraints (Theuns et al., 1998; Lukić et al., 2014). We use the τeff measurements

from Becker et al. (2013) for this purpose. At z = 2.4, these data correspond to

τeff = 0.20.

3.3 The H i column density distribution

function

Before proceeding to analyse the properties of protoclusters in Ly-α absorption,

we must first verify if the simulations reproduce the observed distribution of H i

column densities2 at z ' 2.4. The column density distribution function (CDDF)

obtained from the three simulations are displayed Figure 3.1, along with obser-

vational measurements from Kim et al. (2013), Noterdaeme et al. (2012) and

Prochaska and Wolfe (2009). The simulated CDDFs at NHI < 1017 cm−2 are cal-

culated by integrating the H I number density in each pixel in the mock sight lines

over 50 km s−1 windows (Gurvich et al., 2017). However, as absorption systems

with NHI > 1017 cm−2 are comparatively rare, we instead compute the CDDF by

projecting the H i density for the entire simulation box onto a 2-D grid consist-

ing of 200002 pixels (Altay et al., 2011; Rahmati et al., 2013; Bird et al., 2014;

Villaescusa-Navarro et al., 2018). The discontinuity seen at NHI = 1017 cm−2 in

Figure 3.1 represents the point we switch from the integration method to the

projection method.

2We will refer to Ly-α absorbers in four groups based on their column densities: Ly-α
forest (NHI < 1017.2 cm−2), Lyman-limit systems (LLSs, 1017.2 ≤ NHI/cm−2 < 1019), super
Lyman-limit systems (SLLSs, 1019 ≤ NHI/cm−2 < 1020.3) and damped Ly-α absorbers (DLAs,
NHI ≥ 1020.3 cm−2). We will also refer to SLLSs and DLAs collectively as “damped systems”.
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Figure 3.1: The H I column density distribution function (CDDF) at z ' 2.4
obtained from Sherwood (solid blue curve), EAGLE (orange curve) and Illustris
(brown curve). For comparison, the dotted blue line represents the CDDF from
the QLy-α simulation. Observational data from Kim et al. (2013) at 〈z〉 = 2.7
and 〈z〉 = 2.13 have been added at NHI < 1017 cm−2, while data points from
Noterdaeme et al. (2012) at 〈z〉 = 2.5 and Prochaska and Wolfe (2009) 〈z〉 = 3
are displayed at NHI > 1020 cm−2.

The fiducial Sherwood simulation (solid blue curve), as well as the EAGLE (or-

ange curve) and Illustris (brown curve) are in good agreement with observational

data over a wide range of column densities (to within a factor of ∼ 2), although

the level of agreement at NHI > 1021.3 cm−2 is possibly fortuitous given that a

treatment of molecular hydrogen is not included in our analysis (Altay et al., 2013;

Crain et al., 2017). The Illustris simulation also predicts a greater incidence of

systems with 1017 ≤ NHI/cm−2 ≤ 1020, relative to EAGLE and Sherwood. The

reason for this difference is unclear, although we speculate this may be in part

because the self-shielding correction is included on-the-fly in Illustris. The photo-

heating (and hence pressure smoothing) experienced by the high column density,

self-shielded gas will therefore differ from the post-processed EAGLE and Sher-

wood runs.
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For comparison, we also show the CDDF from the QLy-α model in Figure 3.1

(blue dotted curve). The QLy-α model is only a good match to the observational

data for the Ly-α forest at NHI . 1017 cm−2. This is because most of the over-

dense gas that forms the strongest absorption systems has been converted into

collisionless star particles (see Section 3.2.1). Overall, this comparison demon-

strates that Sherwood, EAGLE and Illustris will adequately capture the incidence

of Ly-α absorbers at z ' 2.4 over a wide range of H I column densities.

3.4 Simulated protoclusters

3.4.1 Protocluster definitions

We now turn to describe the protoclusters in the simulations at z ∼ 2.4. We

identify the protoclusters by tracking all particles in a friends-of-friends (FoF)

group3 at z = 0. We will refer to the total mass of the z = 0 FoF group as the

mass of the protocluster, Mz=0. Earlier studies (e.g. Muldrew et al., 2015) have

instead identified simulated protoclusters by tracing the merger tree of z = 0

haloes back to the redshift of interest. However, as we are primarily interested

in following large scale Ly-α absorption, in this chapter we also choose to follow

the mass that is not bound in haloes at z ' 2.4.

We consider three mass bins in our analysis: Mz=0 ≥ 1014 M� (clusters), 1013.75 M� ≤
Mz=0 < 1014 M� (large groups) and 1013.5 M� ≤ Mz=0 < 1013.75 M� (small

groups). We refer to the cluster progenitors as protoclusters, and the group pro-

genitors as protogroups; we include the latter to provide a comparison to lower

mass systems. The number of FoF groups in each bin is summarised in Table

3.1. We also define the size of each of the protoclusters/groups at z ' 2.4 using

R95, which corresponds to the radius of a sphere around the protocluster centre

of mass that contains 95% of Mz=0.

Additionally, following an analysis of the Millennium simulation (Springel et al.,

2005) by Lovell et al. (2018), for each protocluster we calculate two parameters

derived from the principal semi-axes of a triaxial mass distribution, where a ≥
b ≥ c. The first is the axis ratio s = c/a which provides a measure of sphericity,

with s = 1 corresponding to a spherical distribution and s ∼ 0 corresponding to

3Note this means that our quoted protocluster masses will be systematically larger than
virial mass estimators such as M200—the total mass enclosed within a sphere whose mean
density is 200 times the critical density. For example, White (2000) demonstrate that FoF halo
masses will be approximately 10% greater than M200.
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Figure 3.2: Top: Distribution of R95 for the protoclusters (blue) and large and
small protogroups (orange and brown) in Sherwood (left), EAGLE (centre) and
Illustris (right) at z ∼ 2.4. Bottom: Scatter plots showing the triaxiality (where
T = 1 and T = 0 are prolate and oblate spheroids, respectively) against the
sphericity (where s = 1 and s = 0 are spherical and aspherical, respectively) of
the protoclusters and protogroups, where a, b and c are the principal semi-axes
and a ≥ b ≥ c. Contours show the kernel density estimate for all points.

a highly aspherical distribution. The second is the triaxiality parameter defined

by Franx et al. (1991) as

T =
a2 − b2

a2 − c2
. (3.2)

This quantifies whether the mass distribution resembles a prolate (T ∼ 1) or

oblate (T ∼ 0) spheroid.

3.4.2 The size and shape of simulated protoclusters

The R95 distributions in the three mass bins are shown in the top row of Figure

3.2 for each simulation. The protoclusters tend to be larger than the protogroups,

and typically have R95 = 5–10h−1 cMpc. These sizes are broadly consistent with

the 90% stellar mass radii recovered from the Millennium simulation at z = 2 by
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Muldrew et al. (2015), as well as the radial extent determined by Hatch et al.

(2011a) for overdensities around radio galaxies at z ∼ 2.4. The properties dis-

played in Figure 3.2 are also largely consistent between the different simulations,

suggesting that (as expected on large scales) variations in the hydrodynamics

schemes and sub-grid physics have little impact on the overall size and shape

of the protoclusters. Furthermore, in all three cases, the smaller, lower mass

protogroups do not differ significantly in shape from the protoclusters.

As noted by Lovell et al. (2018), however, a simple triaxial model does not fully

capture the distribution of groups and filaments within protoclusters. In Fig. 3.3,

we therefore display two-dimensional projections of protoclusters selected from

each of the three simulations: these have masses Mz=0 = 1014.3M� (Sherwood),

Mz=0 = 1014.4M� (EAGLE) and Mz=0 = 1014.3M� (Illustris). Several different

protocluster morphologies are apparent, ranging from a structure dominated by

a massive central halo (Sherwood) to a more diffuse structure with multiple,

lower mass haloes (e.g. EAGLE). Fig. 3.3 also shows the location of the most

massive FoF group (yellow stars) along with the next nine most massive FoF

groups (white stars) in each protocluster. These are located in overdense regions

where, in general, the gas temperatures are higher as a result of shock heating

and feedback from stellar winds and/or black hole accretion. It is also apparent

that regions with high H i fractions trace the overdense gas; photo-ionisation

equilibrium with the UV background means the H I number density, nHI, scales

with the square of the gas density.

Finally, in Figure 3.4 we show the volume weighted distribution of the gas density,

temperature and H I fraction for the protoclusters compared to the “field” (i.e.

regions outwith R95) in each of the simulations. The differences in gas properties

between the protoclusters and the field are small, but as might be anticipated

from an inspection of Fig. 3.3, the protoclusters are slightly more dense, hotter

and have a larger H I fraction. Figure 3.4 also highlights the differences in gas

properties between the three different simulations. Although the gas density

distribution is similar in all three cases, there are differences in the temperature

and H I fraction distribution that arise from the different UV background models

(see Section 3.2). Illustris (EAGLE) has a slightly larger (smaller) average H i

fraction compared to Sherwood. This is due to the smaller (larger) H I photo-

ionisation rate used in the UV background model and—to a lesser extent—the

dependence of the H I fraction on the lower (higher) gas temperature through the

H II recombination rate.

65



3.4. SIMULATED PROTOCLUSTERS

Figure 3.3: Projected maps of the normalised gas density, temperature and H I

fraction for protoclusters at z ∼ 2.4 with masses Mz=0 = 1014.3 M�, Mz=0 =
1014.4 M� and Mz=0 = 1014.3 M� in Sherwood (top row), eagle (middle row) and
Illustris (bottom row). The projection depth along the z-axis is 15h−1 cMpc, and
is centred on the centre of mass of each protocluster. The dashed circles show
R95, and the star symbols correspond to the locations of the 10 most massive
FoF groups within R95. The yellow stars correspond to the most massive FoF
groups in each protocluster, which have mass M = 1013.6 M�, M = 1012.8 M� and
M = 1013.1 M� in Sherwood, eagle and Illustris, respectively. The yellow arrows
overlaid on the left column show the peculiar velocity field in the protoclusters
relative to the centre of mass.
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Figure 3.4: Volume weighted distributions of the normalised gas density, temperature and H i fraction in all protoclusters (line histograms)
compared to the field (filled histograms) in Sherwood (blue), EAGLE (orange) and Illustris (brown).
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3.5. CHARACTERISING MASS OVERDENSITIES IN Ly-α ABSORPTION
ON 15h−1 cMpc SCALES

3.5 Characterising mass overdensities in Ly-α

absorption on 15h−1 cMpc scales

Observationally, protoclusters are identified as large scale, high density regions.

For this reason, we first investigate the Ly-α absorption properties of mass over-

densities within the hydrodynamical simulations, with no consideration as to

whether these eventually collapse to form a cluster by z = 0. From this, we de-

termine the effectiveness of using Ly-α absorption to detect large scale overdense

regions at z = 2.4. It is important to note, however, that this does not address

how effectively Ly-α absorption probes the gas at z ' 2.4 that actually collapses

to form clusters by z = 0—we consider this further in Section 3.6.

3.5.1 Relationship between mass and effective optical

depth on 15h−1 cMpc scales

In order to assess how well Ly-α absorption traces large scale, high density regions,

we consider the correlation between mass and Ly-α effective optical depth on

15h−1 cMpc scales. We choose this scale as it corresponds to the characteristic

size of protoclusters at z ≥ 2 (Chiang et al., 2013; Muldrew et al., 2015), and

also follows the scale adopted by C16.

Our procedure throughout this chapter is as follows. First, we sum the masses

of all particles in 153 h−3 cMpc3 cubic volumes along every simulated Ly-α forest

sight line (i.e. 30, 000 in total for Sherwood, each with length 80h−1 cMpc), and

compute the mass overdensity, δm = m−〈m〉
〈m〉 in each volume. Hence, δm is a 3D

average, where m is the total mass within each 153 h−3 cMpc3 volume, and 〈m〉
is the mass contained in a 153 h−3 cMpc3 volume with density equal to the mean

density, 〈ρ〉 = ρcritΩm(1 + z)3, where

〈m〉 = 4.25× 1014M�

(
h

0.678

)−1(
Ωm

0.308

)
. (3.3)

Masses above (below) this threshold represent overdense (underdense) volumes

on 15h−1 cMpc scales. Next, we associate every δm with the Ly-α forest effec-

tive optical depth, τeff = − ln〈F 〉, obtained from the 15h−1 cMpc segments of

simulated spectrum that pass directly through the centre of each 153 h−3 cMpc3
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Figure 3.5: The relationship between δm and δτeff
on 15h−1 cMpc scales (following Cai et al., 2016). Left to right, the panels show the

results from Sherwood, EAGLE and Illustris. The contours represent the number density of data points relative to the central contour,
with the number density decreasing by 1/3 dex with each contour. Black points represent every system which lies outside of these contours
(i.e. with relative number density < 10−3). Additional points corresponding to the centre of mass of the protoclusters (blue circles) large
protogroups (orange triangles) and small protogroups (brown squares) are also displayed.
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volume4. We then compute δτeff
= τeff−〈τeff〉

〈τeff〉
, where τeff is the effective optical depth

measured in each 15h−1 cMpc spectral segment, and 〈τeff〉 = 0.20 is obtained from

Becker et al. (2013) at z = 2.4. In this way, we associate δτeff
from every 1-D

15h−1 cMpc segment with δm in the surrounding 3D 153 h−3 cMpc3 volume (see

also C16).

The relationship between δm and δτeff
, averaged over 15h−1 cMpc scales, is dis-

played in Fig. 3.5. In Sherwood, EAGLE and Illustris the bulk of the simulation

box corresponds to volumes close to the mean density, and there is a weak pos-

itive correlation between δm and δτeff
. The centre of mass for all protoclusters

and most protogroups (shown by the blue, orange and brown symbols) reside in

overdense volumes, although note these are not usually associated with segments

of high Ly-α opacity; the protocluster centre of mass will not always coincide

with a halo or large value of τeff (cf. Fig. 3.3). The differences between the three

simulations are minimal at δτeff
. 2, where they each show a positive correlation

with Spearman’s rank coefficients of 0.53–0.55. This suggests that variations in

numerical methodology have little impact on the properties of the low density

gas on large scales. By contrast, more significant differences between the sim-

ulations are apparent at δτeff
> 2, corresponding to segments containing high

column density, self-shielded absorption systems. Here, we find that the fraction

of systems with δτeff
> 2 is 80% (20%) greater in Illustris (Sherwood) than it

is in EAGLE. Furthermore, the distribution of systems at δτeff
> 4 also differs

somewhat. When considering these systems only, we find a median δτeff
of 9.2, 9.9

and 6.7—with 16th–84th percentile spreads of 19.9, 29.5 and 9.9—for Sherwood,

EAGLE and Illustris respectively.

These systems reside in both overdense and underdense volumes. The number of

δτeff
> 2 segments is greatest in Illustris, which is the simulation with the largest

number of absorption systems at 1017 ≤ NHI/cm−2 ≤ 1020 (see Fig. 3.1).

Haloes and galaxies are biased tracers of mass overdensity, therefore we expect a

correlation between the presence of the high column density systems—responsible

for the high δτeff
tail in Fig. 3.5—and δm. In Fig. 3.6 the fraction of 15h−1 cMpc

segments containing an absorption system, classed as either a DLA, SLLS, LLS

or as Ly-α forest based on the largest constituent column density in each seg-

ment, is shown in bins of δm for each of the simulations. In all three simulations,

the vast majority of the volume—irrespective of overdensity—is traced by Ly-α

forest absorption, with 97.1%, 98.0% and 93.5% of 15h−1 cMpc segments contain-

ing systems with a maximum column density of NHI < 1017.2 cm−2 in Sherwood,

4That is, the average transmission for each 1-D spectral segment, 〈F 〉 = e−τeff , is obtained
by averaging over all the pixels in a section of simulated spectrum with length 15h−1 cMpc.
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EAGLE and Illustris, respectively. At all δm, Illustris has a greater fraction of seg-

ments containing SLLSs than the other simulations, with ∼ 20% of all segments

associated with volumes of δm > 1 containing a LLS or SLLS. Note, however,

that DLAs in Illustris are only present in segments associated with volumes of

δm ≤ 0.8, implying that absorption systems in the most overdense volumes in

Illustris have slightly lower H I fractions relative to EAGLE and Sherwood. This

is broadly consistent with the H I column density distribution, where Illustris

contains an excess of absorption systems with 1017 ≤ NHI/cm−2 ≤ 1020 relative

to Sherwood and EAGLE. Fig. 3.6 also demonstrates that damped systems with

NHI > 1019 cm−2 are present at all overdensities on 15h−1 cMpc scales, explaining

the scatter with δm in the high δτeff
tail observed in Fig. 3.5.

This highlights the importance of self-consistently modelling the incidence of high

column density H I absorption systems when identifying overdense volumes using

Ly-α absorption. Damped systems produce large values of δτeff
regardless of large-

scale environment, and so segments of high δτeff
will not uniquely probe overdense

volumes. In addition to this, in all three simulations there is an increase in the

fraction of segments containing systems with NHI ≥ 1019cm−2 with increasing δm.

This implies that highly overdense volumes, such as those that may collapse to

form a cluster by z = 0, will contain a greater fraction of sight lines that pass

through a damped system.

Throughout this work, we are comparing an averaged δm over a large volume to

a much more localised δτeff
that is averaged along a single skewer. As the gas

distribution is not smooth within this volume and δτeff
is sensitive to the gas

density along the sight line, this will be a significant factor in the large scatter we

see in the relation between the two quantities. If an average δτeff
from many sight

lines spanning the full 15h−3 cMpc3 volume was used instead, one would expect to

observe a tighter relation, with less dynamic range along the δτeff
axis. However,

in regions where such a density of sight lines is available, the IGM tomography

method would be better suited for identifying protoclusters than using CoSLAs

as tracer objects (see section 1.3.2).

3.5.2 CoSLAs: are they mass overdensities?

From Fig. 3.6, it is evident that the majority of overdense volumes are traced

by absorption from the Ly-α forest and LLSs. We now explore whether any of

these overdense volumes would be classified as being associated with Coherently
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Figure 3.7: Probability distribution of δm for 15h−1 cMpc volumes with an asso-
ciated δτeff

> 3.5 (i.e. CoSLAs) after removing all sight lines containing damped
systems in Sherwood (blue), EAGLE (orange) and Illustris (brown). The corre-
sponding distribution from the analysis of a 1h−3 cGpc3 post-processed collision-
less dark matter simulation by C16 is displayed as a black dashed line. The total
number of CoSLAs identified in each simulation is: Illustris (36), EAGLE (32),
Sherwood (22).

Strong intergalactic Ly-α Absorption systems (CoSLAs) within the hydrodynam-

ical simulations. C16 associate protoclusters with CoSLAs, defining these as all

segments of Ly-α absorption with δτeff
> 3.5 on 15h−1 cMpc scales after exclud-

ing any high column density absorbers with damping wings. Therefore, before

selecting CoSLAs, we first remove all sight lines that contain column densities

NHI > 1019 cm−2 in the simulated spectra. We take this approach to ensure that

we not only remove the segments contain the damped system itself, but also any

neighbouring segments where extended damping wings from these systems are

still present. Due to the correlation between δm and the fraction of damped sys-

tems (see Fig. 3.6), this process preferentially removes segments corresponding to

overdense volumes.

73



3.5. CHARACTERISING MASS OVERDENSITIES IN Ly-α ABSORPTION
ON 15h−1 cMpc SCALES

Figure 3.8: Examples of two 15h−1 cMpc volumes with an associated δτeff
> 3.5

(i.e. CoSLAs) in Sherwood, one of which is drawn from an underdense volume
with δm = −0.09 (left), with the other corresponding to an overdense volume
with δm = 0.98 (right). In each case, the upper panels display the normalised gas
density projected over a distance of 1h−1 cMpc centred on the sight line along
which the Ly-α absorption spectrum is extracted (white dashed line), while the
lower panels show the corresponding simulated Ly-α absorption. The underdense
CoSLA has δτeff

= 3.76 and a maximum NHI = 1018 cm−2, while the overdense
CoSLA has δτeff

= 3.68 and a maximum NHI = 1015.3 cm−2.

C16 used a collisionless dark matter simulation coupled with LyMAS (Peirani

et al., 2014) to show that almost all CoSLAs correspond to mass overdensities in

the range 0 < δm < 2, with ∼ 70% having δm ≥ 0.5. Chiang et al. (2013) showed

that, at similar redshifts and scales (z = 2 and 16.3h−1 cMpc respectively), more

than 80% of volumes with δm ≥ 0.8 will collapse to form clusters with Mz=0 >

1014 M� by z = 0. The expectation is therefore that most CoSLAs will also probe

structures that collapse to form clusters by z = 0.

In Fig. 3.7, we examine the δm associated with CoSLAs within each of the three

hydrodynamical simulations. The distributions for Sherwood and Illustris are

consistent with one another, with a median δm = 0.36±0.07 and δm = 0.35±0.08,

respectively, where we estimate the uncertainty by bootstrapping with replace-

ment. EAGLE has a higher median δm = 0.59 ± 0.11, formally differing from

Illustris and Sherwood by 1.8σ. However, given the relatively small number of

sight lines with coherent absorption on 15h−1 cMpc scales in the simulations, this

may reflect differences in the rare, massive structures within each simulation. Re-

gardless of the median of each distribution, however, in all three simulations the
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CoSLAs cover a broad δm range including δm ≤ 0, indicating that they do not

exclusively probe large scale mass overdensities at z = 2.4. As a further illustra-

tion, Fig. 3.8 displays examples of CoSLAs from both underdense (δm = −0.09)

and overdense (δm = 0.98) volumes in Sherwood. In both cases, we observe that

a CoSLA arises from the alignment of structure along the line of sight. This can

be due to LLSs associated with the alignment of several haloes punctuated by

voids (left panel), or multiple lower column density absorbers associated with a

more extended, filamentary structure (right panel).

These results differ from C16, who found CoSLAs to have a median δm =

0.75 ± 0.03 and almost exclusively correspond to overdense volumes. To ex-

plore the reason for this difference, we also consider the incidence of CoSLAs in

the QLy-α simulation. The QLy-α model does not produce any damped systems

and under produces LLSs (see Fig. 3.1) due to missing high density gas, but is

otherwise identical to Sherwood. Consequently, the QLy-α model should better

approximate the lower resolution simulation5 used in C16.

In Fig. 3.9, the δm distribution of CoSLAs in Sherwood is compared to the QLy-α

simulation (this time in terms of number in each bin). The CoSLAs identified in

QLy-α are coloured according to the maximum column density drawn from the

matching locations within the Sherwood simulation. There are several points to

note from Fig. 3.9. First, QLy-α contains two CoSLAs that are in segments con-

taining SLLSs or DLAs in Sherwood (meaning these segments were discarded),

while Sherwood contains eight segments classified as CoSLAs that are not present

in QLy-α. These eight CoSLAs all contain LLSs or high column density Ly-

α forest systems in Sherwood, but have lower column densities—and therefore

lower values of δτeff
—in QLy-α. Furthermore, all these additional systems have

δm < 0.4, which acts to dilute the correlation between δm and δτeff
. This em-

phasises the importance of correctly capturing LLSs in the models; not only will

a fraction of the CoSLAs in the QLy-α model be contaminated by the presence

of damped systems, but additional systems with 1016 . NHI/cm−2 ≤ 1019 are

missed, resulting in an erroneously strong correlation between δm and δτeff
for

CoSLAs. Second, the CoSLAs in QLy-α have a median δm = 0.40 ± 0.02, with

∼ 50% of CoSLAs having δm ≥ 0.5. This median δm is consistent with the

Sherwood simulation, although note it is still smaller when compared with C16.

5C16 use a collisionless dark matter simulation in a 1h−3 cGpc3 volume with 10243 particles,
yielding a particle mass of around 9.6 × 1010 M�. For comparison, the typical dark matter
particle mass needed to resolve the small scale structure of the Ly-α forest at z ' 2 is ∼ 107M�
(Bolton and Becker, 2009).
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Figure 3.9: The filled histogram displays the number of 15h−1 cMpc volumes
associated with segments of δτeff

> 3.5 (i.e. CoSLAs) in bins of ∆δm = 0.2 for the
QLy-α simulation. The colour of each stacked bar indicates the class of absorber
each segment corresponds to in Sherwood, which is identical to QLy-α except
for the lack of any cold (T < 105 K), dense (∆ > 103) gas. The corresponding
distribution for Sherwood is shown as the black dotted line, where there is a
greater frequency of CoSLAs with δm < 0.4. The total number of 15h−1 cMpc
segments with δτeff

> 3.5 in each simulation is: Sherwood (22), QLy-α (16).

3.5.3 Effect of box size and mass resolution on CoSLAs

Another important factor to consider is the box size (and therefore maximum

cluster mass) and mass resolution used in the simulations. We examine how mass

resolution and box size impact on the relationship between mass overdensities

and δτeff
on 15h−1 cMpc scales using four QLy-α runs drawn from the Sherwood

simulation suite. We use QLy-α simulations for these tests as the 80-2048 and 160-

2048 boxes have only been run using QLy-α . These simulations are summarised
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Table 3.2: Hydrodynamical simulations used to test the effect of box size and mass
resolution on CoSLAs. All four simulations were performed using the quick-Ly-α
approach that excludes dense, star forming gas (see Section 3.2). The columns list,
from left to right: the simulation name, box size, number of resolution elements,
dark matter and gas particle masses, and the number of CoSLAs per unit volume
obtained using sight lines with an average transverse separation of 0.8h−1 cMpc.
All of the 80h−1 cMpc boxes were performed with initial conditions generated
using the same random seed.

Name Box size Ntot Mdm Mgas NCoSLAs/V
[h−1 cMpc] [M�] [M�] [h3 cMpc−3]

80-512 80 2× 5123 4.06× 108 7.52× 107 4.9× 10−5

80-1024 80 2× 10243 5.07× 107 9.41× 106 3.1× 10−5

80-2048 80 2× 20483 6.34× 106 1.17× 106 1.4× 10−5

160-2048 160 2× 20483 5.07× 107 9.41× 106 5.5× 10−5

in Table 3.2. As previously, sight lines were extracted with the same average

transverse separation of 0.8h−1 cMpc from all runs.

The effect of an increase in box size on the δm and δτeff
distributions for CoSLAs is

displayed in Fig. 3.10. The δm distribution in the largest volume simulation (160-

2048) extends toward higher values as a consequence of the rarer, more massive

systems present in the larger volume. The number of CoSLAs per unit volume

increases by 77% in the 160-2048 simulation (see Table 3.2) relative to the fiducial

80-1024 (QLy-α) model, although both the 80-1024 and 160-2048 models share

similar median values of δm = 0.40 ± 0.02 and δm = 0.48 ± 0.05, respectively.

The corresponding δτeff
distribution displays similar behaviour, with a tail that

extends to larger values of δτeff
in the 160-2048 model. The effect of the ∼ 1000

times larger volume used by C16 therefore likely explains some of the differences

relative to this chapter. The CoSLAs selected in C16 (shown by the dashed black

histogram in the upper panel of Fig. 3.10) probe rarer, more massive systems

that are not present in our small, higher resolution models. We are unable to

reliably assess how effectively CoSLAs probe overdense 153 h−3 cMpc3 volumes

with δm > 1 using our fiducial 803 h−3 cMpc−3 simulation box. However, this

still does not fully explain the greater incidence of CoSLAs at overdensities of

δm < 0.5 within the hydrodynamical simulations compared to C16, even when

using QLy-α models that underpredict the number of CoSLAs at δm ≤ 0.4 due

to missing LLSs. A possible explanation is that the lack of high τeff systems at

low δm is even more pronounced in much larger collisionless simulations, due to

unresolved high column density absorption from small scale structure, but the

exact reason for this difference remains unclear (this is addressed in more detail

in Chapter 4).
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Figure 3.10: The probability distribution of CoSLAs as a function of δm (upper
panel) and δτeff

(lower panel) for the QLy-α model (80-1024) compared to a simu-
lation with the same mass resolution but a volume eight times larger (160-2048).
The δm distribution from C16 is displayed as the dashed black histogram in the
upper panel.

Mass resolution also has an important—but more subtle—effect on the typical δτeff

and δm associated with CoSLAs. The top panel of Fig. 3.11 highlights how the δm

distribution of CoSLAs is shifted toward lower values for the 80-512 simulation

when compared to the two higher resolution models. The median δm = 0.38±0.01

for the 80-512 model, compared to median values of δm = 0.40 ± 0.02 and δm =

0.42± 0.04 for 80-1024 (QLy-α) and 80-2048, respectively. However, the average

number of CoSLAs per unit volume also decreases by a factor ∼ 2 when increasing

the mass resolution by a factor of 8 (see Table 3.2), suggesting this quantity is

not yet converged with mass resolution.

The lower panel of Fig. 3.11 elucidates the origin of this behaviour: at higher

mass resolution the high δτeff
tail of the CoSLA distribution is truncated in com-

parision with the lower resolution runs. This is a consequence of the failure of the
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Figure 3.11: The probability distribution of CoSLAs as a function of δm (upper
panel) and δτeff

(lower panel) for the QLy-α model (80-1024) compared to a sim-
ulations with the same box size but a particle mass that is eight times larger
(80-512) or smaller (80-2048). The δm distribution from C16 is displayed as the
dashed black histogram in the upper panel.

lower resolution runs to correctly resolve the structure of the Ly-α absorption,

particularly in underdense regions, which are too opaque in low mass resolution

models (Bolton and Becker, 2009). The effect of this poorly resolved underdense

gas is to increase the number of volumes on 15h−1 cMpc scales that are associated

with segments which exceed the CoSLA identification threshold of δτeff
= 3.5. An

illustration of this effect is shown in Fig. 3.12, where Ly-α absorption from a ran-

domly selected segment in the 80-2048 simulation (dark red) is compared directly

to the 80-512 simulation (blue). This implies that—in addition to not capturing

absorption from high column density, self-shielded absorbers—low mass resolu-

tion models that do not adequately resolve the structure of the Ly-α forest on

small scales will overpredict the incidence of CoSLAs above a fixed δτeff
threshold.
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Figure 3.12: Simulated CoSLAs from the same segment drawn from the 80-512
(blue) and 80-2048 (dark red) models. This segment corresponds to δτeff

= 3.90
in 80-512 but only δτeff

= 3.67 in 80-2048, due to the increased transmission from
the better resolved underdense gas in the higher resolution model.

In addition to this effect of lower resolution simulations producing higher column

densities over 15h−1 cMpc, van deVoort et al. (2018) showed a competing effect

of greater numbers of dense clumps being resolved in very high resolution sim-

ulations. Using a mass resolution of 5.4 × 104M� coupled with a 1 ckpc spatial

refinement, the authors found an increase in the covering fraction of absorbers

with NHI . 1019 cm−2 over what was found without the additional spatial re-

finement (with the covering fraction of LLSs increasing from 18% to 30%). This

results in the median neutral hydrogen column density increasing by 1.6 dex. Fu-

ture study determining the resolution at which one effect begins to dominate over

the other, as well as which effect is larger, is needed to fully understand the effect

of mass resolution on the incidence of CoSLAs.

3.6 Characterising protoclusters in Ly-α

absorption

We now address the question of how protoclusters, as opposed to overdensities,

are characterised by Ly-α absorption. Whilst—observationally—protoclusters

are identified as overdense regions at z ∼ 2, when using simulations we have

access to a priori knowledge of which structures will collapse to form a cluster

along with the associated cluster mass. We now use this simulation based “true”

definition of a protocluster to examine the opacity of protoclusters at z = 2.4 on

15h−1 cMpc scales. We do not expect variations in the numerical methodology

used by Sherwood, EAGLE and Illustris to significantly change these results, so

from this point onward we focus on analysing only the Sherwood simulation.
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Figure 3.13: Top: Total number of 15h−1 cMpc segments in bins of ∆δτeff
= 0.3.

Middle: The fraction of 15h−1 cMpc segments in bins of ∆δτeff
= 0.3 associated

with protoclusters or protogroups. The colour of each stacked bar indicates the
mass of the protocluster or protogroup associated with the absorption. Bottom:
probability distribution for all 15h−1 cMpc segments that are associated with
protoclusters. The colour of each stacked bar indicates the maximum column
density within each segment.
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In Fig. 3.13, the fraction of all 15h−1 cMpc segments in bins of ∆δτeff
= 0.3 that

are associated6 with protoclusters (blue shading) or protogroups (orange and

brown shading) are displayed in the central panel. In the event that a system

is associated with more than one protocluster, it is associated with the most

massive one only. The corresponding number of 15h−1 cMpc segments in each

bin is shown in the upper panel, with most segments close to the mean, δτeff
= 0.

Note that in almost all bins, the majority of the “associated” segments are in

the protoclusters with Mz=0 ≥ 1014M�. This in part reflects the fact that the

protoclusters occupy a larger fraction of the simulation volume relative to the

protogroups7. Typically fewer than 10% of segments with δτeff
. 0 are associated

with protoclusters, increasing to ∼ 40% at δτeff
= 2. At δτeff

& 2, however,

this fraction declines, where on average only ∼ 25% of segments are associated

with protoclusters. Fig. 3.13 therefore demonstrates that for δτeff
< 2 there is a

positive, albeit weak, correlation between δτeff
and the likelihood of the associated

volume collapsing to form a cluster by z = 0.

In the lower panel of Fig. 3.13, the probability distribution for 15h−1 cMpc seg-

ments residing within the protoclusters is displayed as a function of δτeff
, with the

shading indicating the fraction of segments in each bin that contains a given maxi-

mum H I column density. The majority of segments passing through protoclusters

only contain Ly-α forest absorption systems and have δτeff
∼ 0: 28% of the seg-

ments which are associated with protoclusters are Ly-α forest with δτeff
< 0, and

84% are entirely Ly-α forest with δτeff
< 1. Thus, while the majority of segments

with δτeff
< 1 do not correspond to protoclusters, but rather to “field” regions,

the majority of segments associated with protoclusters lie in the same δτeff
range

and share identical characteristics. This reflects the fact that protoclusters at

z ' 2.4 are extended over large scales (Muldrew et al., 2015); this means that it

is very difficult—or impossible—to disentangle most protocluster sight lines from

the field on 15h−1 cMpc scales.

At larger values of δτeff
the segments associated with protoclusters become dom-

inated by SLLSs and DLAs. At δτeff
> 2.9, the majority of segments associ-

ated with protocluster contain damped systems, and 96% of the segments with

δτeff
& 3.5 (i.e. the threshold for CoSLAs) that are associated with protoclusters

arise from high density gas producing damped Ly-α absorption. At δτeff
> 3.5

6A 15h−1 cMpc segment is associated with a protocluster or protogroup if at least one third
of the segment passes within R95 of any protocluster/group.

7Protoclusters occupy 7.7% of the Sherwood simulation volume at z = 2.4, whereas the large
and small protogroups together only occupy 5.0%.)
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Figure 3.14: Example of four different 15h−1 cMpc segments that pass through protoclusters in Sherwood. The top panels show projected
maps of the normalised gas density in a 15h−2 cMpc2 slice with a projection depth of 1h−1 cMpc. The white dashed line shows the
direction in which the Ly-α absorption spectrum was extracted, while the yellow circles indicate the cross section of all protoclusters that
intersect with the slice. The bottom panels show the corresponding mock Ly-α absorption spectra. From left to right, each segment
corresponds to: a low opacity segment with δτeff

= −0.20 containing a maximum H I column density NHI = 1013.8 cm−2, a higher opacity
segment with δτeff

= 1.72 and maximum NHI = 1014.8 cm−2, a CoSLA with δτeff
= 4.57 and maximum NHI = 1016.9 cm−2, and a DLA with

δτeff
= 4.65 and maximum NHI = 1020.5 cm−2.
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SLLSs and DLAs are the dominant probe of gas that forms clusters by z = 0,

but—critically for protocluster selection by Ly-α absorption—the middle panel

of Figure. 3.13 shows that these are not uniquely associated with protoclusters

at z ' 2.4, but are more likely to be in the field.

Fig. 3.14 displays selected examples of segments that pass through protoclusters

that cover the full range of δτeff
observed in the simulation. Most sight lines

passing through protoclusters with δτeff
< 2 are exemplified by the two left-hand

panels in Fig. 3.14. In these cases the sight line passes through two filamentary

structures perpendicular to the sight line (left panel, δτeff
= −0.20) or through a

small region of overdense gas within a protocluster (second left panel, δτeff
= 1.72),

but in both cases do not exhibit extended regions of saturated Ly-α absorption.

By contrast, in the two right-hand panels of Fig. 3.14, two examples of segments

that pass through protoclusters and have δτeff
> 3.5 (i.e. the CoSLA threshold)

are displayed. The right-most panel (δτeff
= 4.65) displays strong absorption due

to the presence of an extended damping wing arising from a DLA; there is no

large scale gas overdensity present along the sight line. The segment displayed

on the second right (δτeff
= 4.57) has no damped absorbers, but instead the

absorption arises from haloes and a filament that are aligned with the sight line

and are associated with two intersecting protoclusters. The high value of δτeff
in

this case results from extended Ly-α forest absorption. This implies that it is the

orientation of dense gas with respect to the sight line that has the greatest impact

on the value of δτeff
, rather than either the overdensity δm (see also Fig. 3.8) or

the presence of a protocluster.

3.7 Selecting protoclusters with line of sight

Ly-α absorption

Now that we have characterised the Ly-α absorption associated with protoclus-

ters, we finally turn to examine the effectiveness with which one can select pro-

tocluster regions using line of sight Ly-α absorption. We have established that

most of the sight lines that pass through protoclusters with Mz=0 ∼ 1014M�

exhibit low values of δτeff
, and it is impossible to distinguish these from the field.

On the other hand, for large values of δτeff
most of the segments associated with

protoclusters are the result of damped absorption systems with NHI > 1019 cm−2,

but these systems do not uniquely trace protoclusters.
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Figure 3.15: The probability distribution of CoSLAS identified in Sherwood as a
function of δm, coloured by whether the CoSLA is associated with a protocluster
(12; blue) or associated with the field (10; orange).

In addition, in the simulations there are a small subset of high opacity segments

within protoclusters that do not exhibit damped absorption (e.g. the example

CoSLA shown in the second from right panel in Fig. 3.14). This is demonstrated

further in Fig. 3.15, which shows the distribution of CoSLAs in Sherwood split

into two groups as a function of δm: those that are associated with a protocluster

and those that are not. We find 55% of CoSLAs are associated with protoclusters

with a median δm = 0.4 ± 0.1, in comparison to CoSLAs that probe the field,

with median δm = 0.06 ± 0.05. This indicates that, while the two populations

cannot be separated by their Ly-α absorption spectra alone, approximately half of

CoSLAs—which in general arise from the alignment of overdense structure along

the line of sight—are indeed associated with protoclusters. Thus we find that

CoSLAs are not a unique tracer of protoclusters, even when assuming perfect

removal of damped systems from the mock data.
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Figure 3.16: Contamination (dashed) and “completeness” (solid) for protoclusters
(with Mz=0 ≥ 1014M�) when selecting all segments above a fixed threshold of δτeff

on 15h−1 cMpc scales (see text for details). The blue curves correspond to the
case where all absorption is considered, orange curves to the case where sight
lines containing DLAs are removed, and brown curves to the case where SLLSs
and DLAs are removed. Results are displayed only where there is more than one
15h−1 cMpc segment in each bin.

The effective optical depth threshold that defines a CoSLA as a segment exhibit-

ing δτeff
> 3.5 on 15h−1 cMpc scales is to some extent arbitrary. We may therefore

consider whether a fixed threshold in δτeff
can be chosen that minimises the con-

tamination within a sample of protoclusters selected from the mock spectra. We

define the contamination as N(≥ δτeff
)/Ntot(≥ δτeff

), where N(≥ δτeff
) is the num-

ber of 15h−1 cMpc segments above the δτeff
threshold that do not pass through at

least 5h−1 cMpc of a protocluster volume, and Ntot(≥ δτeff
) is the total number

of 15h−1 cMpc segments above the δτeff
threshold in the entire simulation vol-

ume. We also define the sample “completeness” for a given δτeff
threshold as the

fraction of protoclusters with at least one sight line that exhibits absorption on

15h−1 cMpc scales above the δτeff
threshold. This is defined as Npc(≥ δτeff

)/Npc,tot,

where Npc(≥ δτeff
) is the number of unique protoclusters probed by 15h−1 cMpc
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Figure 3.17: Reverse cumulative distribution functions, P (> δτeff
), for all

15h−1 cMpc segments that are associated with each of the 29 protoclusters in
Sherwood. Each line is coloured according to the mass of the cluster at z = 0.
The grey shaded region indicates the area above the CoSLA selection threshold
of δτeff

> 3.5.

segments above the δτeff
threshold, and Npc,tot is the total number of protoclusters

in the simulation (i.e. 29 for Sherwood, see Table 3.1).

These values are plotted as a function of the δτeff
threshold in Fig. 3.16 for three

different cases: where absorption in all the sight lines is considered (blue curves),

where sight lines containing DLAs are removed from the sample (orange curves),

and the case where both SLLSs and DLAs are removed (brown curves). When

considering all sight lines, the protocluster sample remains 100% complete using

a threshold up to δτeff
∼ 6 because all protoclusters contain DLA systems that

produce such high δτeff
. The contamination also remains very high at ∼ 75%,

which reflects the fact that the damped Ly-α absorbers do not uniquely probe

protocluster environments. If we instead assume perfect removal of all sight lines

containing DLAs, the contamination rate falls slightly to around 65% for the
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segments with the strongest absorption. Finally, removing all the 15h−1 cMpc

segments containing SLLSs as well as DLAs causes the contamination to drop to

zero at δτeff
= 4.1, i.e. all the remaining segments with this δτeff

uniquely trace

protocluster gas. Consequently, if we assume perfect removal of damped absorp-

tion systems, it is possible to obtain a perfectly clean sample of protoclusters by

applying a sufficiently high threshold in δτeff
.

This clean sample of protoclusters is, however, highly incomplete as not all pro-

toclusters will exhibit strong coherent Ly-α absorption on 15h−1 cMpc scales.

This can be seen in Fig. 3.16, where the drop in contamination is accompanied

by the completeness falling to only 17%. This means that less than a fifth8 of

protoclusters have any sight lines with δτeff
> 4.1. This is further exemplified

in Fig. 3.17, which shows the reverse cumulative distribution function of δτeff
for

each of the 29 protoclusters in Sherwood. The colour of each line corresponds

to the mass of the resulting cluster at z = 0. This demonstrates that high δτeff

segments that pass through protoclusters are rare: less than 0.1% of segments

that pass through Mz=0 ∼ 1014 M� protoclusters have δτeff
> 3.5—corresponding

to the CoSLA threshold defined by C16, shown by the grey shading.

All the CoSLAs associated with protoclusters in Sherwood are listed in detail

in Table 3.3: a total of 14 unique protoclusters over a mass range of 1014.0–

1014.7 M� are probed by 12 unique CoSLAs, and 42% of the CoSLAs associated

with protoclusters pass through more than one protocluster. A sample of four of

the CoSLAS associated with protoclusters in Sherwood are displayed in Fig. 3.18.

We observe again that typically there is an alignment of structure along the sight

line that causes the coherent Ly-α absorption. Orientation of structure to the

line of sight, rather than association with a protocluster of a given mass or an

overdensity, appears to be a critical factor that determines the extended nature

of the Ly-α absorption.

In this context, we briefly note that Finley et al. (2014) argued for the detection

of an intergalactic filament based on observations of multiple LLSs and SLLSs

with NHI > 1018 cm−2 along two closely separated quasar sight lines at z = 2.69.

The seven strong H I absorption systems observed by Finley et al. (2014) span

∼ 1700 km s−1, corresponding to 16.6h−1 cMpc at z = 2.69. While Finley et al.

(2014) could not definitively rule out association of the H I absorbers with a pro-

tocluster, their favoured interpretation is broadly consistent with our analysis.

8The completeness is likely to be strongly dependent on the protocluster mass. Since we do
not probe massive protoclusters—due to our small box size—this completeness is likely to be a
lower limit.
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Figure 3.18: Example of four different CoSLAs that pass through protoclusters in Sherwood. The top panels show projected maps of the
normalised gas density in a 15h−2 cMpc2 slice with a projection depth of 1h−1 cMpc. The white dashed line shows the direction in which
the Ly-α absorption spectrum was extracted. The bottom panels show the corresponding mock Ly-α absorption spectra. The numbers in
the upper left of each panel correspond to the CoSLAs listed in Table 3.3. From left to right, the maximum H I column density associated
with each CoSLA is NHI = 1016.5 cm−2, 1014.9 cm−2, 1019.0 cm−2 and 1014.7 cm−2.
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Table 3.3: All CoSLAs (defined as 15h−1 cMpc segments with δτeff
> 3.5 that

do not contain a damped Ly-α absorber) in Sherwood that are associated with
protoclusters. A total of 14 protoclusters are probed by 12 unique CoSLAs. Note
that each CoSLA may probe multiple protoclusters.

CoSLA δτeff
δm Protocluster Mz=0

[log10(M�)]
1 4.57 0.56 14.54, 14.04
2 4.46 0.80 14.72, 14.28
3 4.18 0.38 14.19
4 4.05 0.37 14.25
5 4.05 0.42 14.41
6 3.99 0.12 14.05
7 3.93 0.35 14.22
8 3.80 0.72 14.35, 14.18
9 3.68 0.98 14.59, 14.53
10 3.67 0.70 14.72, 14.53
11 3.56 0.62 14.59
12 3.53 0.12 14.06

Taken a step further, this suggests that CoSLAs may in fact be a tracer of ex-

tended filamentary structure in the early Universe. An intriguing possibility is

that CoSLAs, and their association (if any) with galaxies and/or metal absorp-

tion lines, may therefore provide a route to identifying and studying filamentary

environments at z > 2. To distinguish between a lone filament and a protocluster

using Ly-α absorption, IGM tomography would need to be used. The ability to

do this will only further increase as 30m class telescopes come online.

3.8 Summary

In this chapter we have used state of the art hydrodyamical simulations from

the Sherwood (Bolton et al., 2017), EAGLE (Schaye et al., 2015; Crain et al.,

2015; McAlpine et al., 2016) and Illustris (Vogelsberger et al., 2014; Nelson et al.,

2015) projects to examine the signature of protoclusters observed in Lyman-α

(Ly-α) absorption at z ' 2.4. Building upon earlier work using low resolution

collisionless dark matter simulations (e.g. Stark et al., 2015; Cai et al., 2016),

here we use models that resolve small scale structure in the intergalactic medium

(IGM), correctly reproduce the incidence of H I absorption systems (including

high column densities that are self-shielded to Lyman continuum photons), and

track the formation of structure to z = 0.
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We examine the impact of small scale gas structure on the signature of large scale

overdensities on 15h−1 cMpc scales, finding that the simulation mass resolution

required for resolving Ly-α absorption on small scales is also a requirement for

correctly modelling the average τeff on 15h−1 cMpc scales. This is necessary for

capturing the incidence of H I absorption systems over a wide range of column

densities, including damped systems and Lyman-limit systems (LLSs). At the

same time, however, adequate mass resolution is necessary for correctly capturing

the opacity of underdense regions in the IGM. A mass resolution that is too low

will overpredict the typical Ly-α effective optical depth on 15h−1 cMpc scales.

We furthermore assess the prevalence of coherent Ly-α absorption within proto-

clusters at high redshift. Our main conclusions may be summarised as follows:

• We confirm there is a weak correlation between the mass overdensity, δm,

and the effective optical depth relative to the mean, δτeff
, on 15h−1 cMpc

scales, in the simulations; however, there is a large amount of scatter that,

particularly at large values of δτeff
, means it is not possible to uniquely

identify large scale overdensities with strong Ly-α absorption. This remains

true even if first removing all damped Ly-α absorption systems that arise

from dense, neutral gas on small scales.

• We examine the properties of coherently strong intergalactic Ly-α absorp-

tion systems (CoSLAs) in the simulations. CoSLAs—defined by C16 as

regions on 15h−1 cMpc scales with 4.5 times the average Ly-α effective op-

tical depth after excluding damped absorption systems—are rare objects,

only accounting for 0.1% of all 15h−1 cMpc spectral segments drawn from

the models. They probe a wide range in mass overdensity, δm, including

underdense regions on 15h−1 cMpc scales, and so do not uniquely trace

significant mass overdensities.

• Protoclusters with Mz=0 ' 1014M� exhibit a broad range of signatures in

Ly-α absorption, with δτeff
ranging from −0.5 to > 8. However, the vast ma-

jority (84%) of sight lines passing through what we define as protoclusters

in the simulations contain only low column density Ly-α forest absorption

and have δτeff
< 1. This signature is identical to the field, so the majority

of sight lines through protoclusters do not bear a telltale signature in Ly-α

absorption. Most sight lines with high δτeff
are a result of passing through

a damped absorption system. A small subset of sight lines through proto-

clusters do, however, exhibit high δτeff
due to coherently strong intergalactic

Ly-α absorption systems i.e. CoSLAs. LLSs and high column density Ly-α

forest absorbers are typically responsible for this absorption.
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• Assuming the perfect removal of damped Ly-α absorption systems, CoSLAs

are a good but non-unique probe of protoclusters at z ' 2.4. In the Sher-

wood simulation, approximately half of CoSLAs with δτeff
> 3.5 trace pro-

toclusters with 1014 ≤ Mz=0/M� ≤ 1014.7. The other 46% of CoSLAs arise

from LLSs that are aligned along the line of sight.

• We find that threshold of δτeff
> 4.1—corresponding to regions on 15h−1 cMpc

scales with 5.1 times the average Ly-α effective optical depth after excluding

damped absorption systems—enables us to select a completely pure sample

of protoclusters from simulated spectra. However, we sample protoclusters

with a mean transverse separation of 0.8h−1 cMpc and find that CoSLAs

are rare within the volumes that these protoclusters occupy: less than 0.1%

of sight lines that pass through at least 5h−1 cMpc of a protocluster volume

exhibit δτeff
> 4.1, excluding absorption caused by damped systems. This

means that any sample of protoclusters selected with the CoSLA technique

will be incomplete. We stress, however, that throughout this chapter we are

limited by the box size of the hydrodynamical simulations. In particular,

there are no 1015 M� cluster progenitors in any of the models considered

here; it is possible that more massive protoclusters have a stronger associ-

ation with CoSLAs.

Finally, we note that visual inspection of CoSLAs suggests that coherent Ly-α

absorption typically selects structure orientated along the line of sight to the ob-

server, regardless of whether or not this is associated with a protocluster. With

the advent of large spectroscopic QSO surveys such DESI (Vargas-Magana et al.,

2019) and WEAVE-QSO (Pieri et al., 2016) in the next few years, further inves-

tigation of the potential of CoSLAs for identifying intergalactic filaments in the

high redshift Universe may be a worthwhile endeavour.
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Chapter 4

Characterising Protoclusters

With Line of Sight Lyman-α

Absorption Redux - The Impact

of Box Size and the Most

Massive Protoclusters

4.1 Introduction

One of the main caveats of Chapter 3 is the limited box size of the Sherwood sim-

ulations. With a box side length of only 80h−1 cMpc the analysis was restricted

to a sample of only 29 Mz=0 ≥ 1014 M� protoclusters. Furthermore, due to these

box size restrictions it was not possible to assess the impact of the most massive

(Mz=0 ≥ 1015 M�) protoclusters—with the most massive protocluster in the Sher-

wood simulation having a z = 0 mass of only Mz=0 = 1014.72 M�. In particular,

this limits the ability to make comparisons to the earlier work of Cai et al. (2016)

(referred to throughout this chapter as C16) as the simulation they used had

a box side length of 1h−1 cGpc and therefore contained many Mz=0 ≥ 1015 M�

protoclusters. This may be responsible for some of the differences seen between

their work and the results in Chapter 3.

In this chapter I will work to address this caveat, using the larger TNG300-1

simulation volume that became available after the publication of Chapter 3. This
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provides significantly increased numbers of protoclusters and proto-groups, as

well as a sample of seven Mz=0 ≥ 1015 M� protoclusters, with a mass resolution

on the same order of magnitude as the previously used simulations from the

Sherwood project.

This chapter is structured as follows: in Section 4.2 I re-introduce the Illus-

trisTNG simulations that are used in this chapter. In Section 4.3 I outline the

protocluster definition method and compare the basic properties of the proto-

cluster sample from TNG300-1 to those from Chapter 3. In Section 4.4 I inves-

tigate how the relationship between the Ly-α forest optical depth and 3-D mass

overdensity differs between the TNG100 and TNG300 simulations, whilst also

making comparisons to the work of C16. Finally, in Section 4.5, I investigate how

the relationship between CoSLAs and the volumes enclosing the progenitors of

M > 1014M� clusters varies between the TNG100 and TNG300 simulations. I

then summarise the findings in Section 4.6. Throughout this chapter I refer to

units of co-moving distance using the prefix “c”.

4.2 Hydrodynamical Simulations

In this chapter I use three publicly available simulations from the IllustrisTNG

project (Nelson et al., 2018; Pillepich et al., 2018; Marinacci et al., 2018; Springel

et al., 2018; Naiman et al., 2018): TNG100-1, TNG100-2 and TNG300-1. These

models were first introduced in Chapter 2 (see Section 2.2). The key differences

between these simulations are summarised in Table 4.1. All three simulations are

run using the arepo moving-mesh hydrodynamics code (Springel, 2010) along

with a prescription for magneto-hydrodynamics (Pakmor et al., 2011), assuming a

cosmology consistent with Planck Collaboration et al. (2015) where Ωm = 0.3089,

ΩΛ = 0.6911, Ωb = 0.0486, σ8 = 0.8159, ns = 0.9667 and h = 0.6774.

The primary motivation for choosing these simulations is to assess how the results

of Chapter 3 are affected by a larger simulation volume. However, the mass reso-

lution of TNG300-1 is slightly poorer than the simulations used in Chapter 3. To

address this the TNG100-2 and TNG100-1 simulations are also used to determine

the effect of mass resolution on CoSLAs. TNG100-1 provides a simulation with

similar box size and improved mass resolution to that of the Sherwood simula-

tions used in Chapter 3, allowing an investigation of how the results are affected

by the different active galactic nuclei and stellar feedback models—in addition

to the inclusion of magneto-hydrodynamics—used in TNG100-1. However, given
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Table 4.1: Hydrodynamical simulations used in this chapter. The columns list, from left to right: the simulation name, the box size
in h−1 cMpc, the total number of resolution elements, the dark matter and the typical hydrodynamical cell mass, and the number
of objects that have a total mass at z = 0 (as defined by a friends-of-friends halo finder) in the range Mz=0 ≥ 1014 M� (clusters),
1013.75 ≤Mz=0/M� < 1014 (large groups) and 1013.5 ≤Mz=0/M� < 1013.75 (small groups). For comparison, the Sherwood simulation from
Chapter 3 is also listed (Mgas in this row refers instead to particle mass).

Name Box size Ngas+DM Mdm Mgas Mz=0 ≥ 1014 M� 1013.75 ≤ Mz=0

M�
< 1014 1013.5 ≤ Mz=0

M�
< 1013.75

[h−1 cMpc] [M�] [M�] Clusters Large groups Small groups
TNG100-1 75 2× 18203 7.50× 106 1.40× 106 22 30 26
TNG100-2 75 2× 9103 5.97× 107 1.12× 107 22 30 26
TNG300-1 205 2× 25003 5.960× 107 1.10× 107 426 467 776
Sherwood 80 2× 10243 5.07× 107 9.41× 106 29 23 46
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Figure 4.1: The H I column density distribution function (CDDF) at z = 2.444 ob-
tained from the TNG100-1 (blue curve), TNG100-2 (orange curve) and TNG300-1
(dark red curve) simulations. At NHI < 1017 cm−2, observational data from Kim
et al. (2013) at 〈z〉 = 2.7 and 〈z〉 = 2.13 have been added. Similarly, data points
from Noterdaeme et al. (2012) at 〈z〉 = 2.5 and Prochaska and Wolfe (2009) at
〈z〉 = 3 are plotted for NHI > 1020 cm−2. This figure can be directly compared to
Fig. 3.1 in Chapter 3.

the comparison between Sherwood, EAGLE and the original Illustris-1 simula-

tions in Chapter 3, I expect the results from TNG100-1 to be consistent with

these previous findings. TNG100-2 then provides a simulation that is identical

to TNG100-1 in every way except mass resolution, where it matches TNG300-1

instead, this allows the effect of simulation box size to be isolated from differences

in mass resolution.
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4.2.1 Generation of mock Ly-α absorption sightlines

I follow the same methodology used for the Illustris-1 simulation in Chapter 3

to extract mock Ly-α absorption spectra from the IllustrisTNG simulations, us-

ing the combination of the SPH interpolation scheme described by Theuns et al.

(1998), the Voigt profile approximation from Tepper-Garćıa (2006) and the pre-

scription for self-shielding from Rahmati et al. (2013). I then scale the optical

depths of the spectra by a constant to match the observational measurements of

the mean effective optical depth from Becker et al. (2013), which at z = 2.444

corresponds to τeff = 0.21. In all three simulations a total of 30, 000 sightlines

(10, 000 along each projection axis) comprised of 1024 pixels are drawn at random

positions in a direction parallel to the simulation boundaries. This corresponds

to a mean transverse separation of 0.75h−1 cMpc for TNG100-1 and TNG100-2,

and 2.05h−1 cMpc for TNG300-1.

In order to assess whether these simulations reproduce both low and high column

density absorption systems in the correct abundances, I calculate the column den-

sity distribution function (CDDF) for each of the simulations used in this section

alongside observational measurements from Kim et al. (2013), Noterdaeme et al.

(2012) and Prochaska and Wolfe (2009) in Fig. 4.1. Here I use the same method

as in Chapter 3. The CDDFs for all three simulations are in good agreement

with both the observational data and each other, confirming the findings from

Chapter 3 that the CDDF is not overly sensitive to changes in mass resolution

or simulation box size.

4.3 Protocluster Properties

As was the case in Chapter 3, I make use of the ability to connect to z = 0 data

to obtain a protocluster (and proto-group) sample in each simulation based upon

the knowledge that the structure will collapse to form a cluster/group by redshift

z = 0. I again select friends-of-friends haloes in three mass bins: Mz=0 ≥ 1014M�,

1013.75M� ≤ Mz=0 ≤ 1014M� and 1013.5M� ≤ Mz=0 ≤ 1013.75M� and I refer to

these as ‘clusters’, ‘large groups’ and ‘small groups’ respectively. Every particle

in each of these haloes is then traced back to the snapshot at z = 2.444 and these

collections of particles are defined as protoclusters, large proto-groups and small

proto-groups accordingly. The total number of protoclusters and proto-groups in

each simulation is tabulated in table 4.1.
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Figure 4.2: Top: R95 distributions for protoclusters with Mz=0 ≥ 1014.7M� (left),
protoclusters with Mz=0 < 1014.7M� (centre) and all protoclusters (blue) and
large and small proto-groups (yellow and dark red) in the TNG300-1 simulations
(right) at z = 2.444. In the left and centre panels, the grey silhouettes show
the R95 distribution of all Mz=0 ≥ 1014M� protoclusters as a fixed reference
point. Bottom: The triaxiality-sphericity relation for protoclusters with Mz=0 ≥
1014.7M� (left), protoclusters with Mz=0 < 1014.7M� (centre), and (right) all
protoclusters (blue circles), large proto-groups (orange triangles) and small proto-
groups (dark red squares). T = 1 corresponds to prolate spheroids and T = 0 to
oblate spheroids, while s = 1 denotes spherical objects and s = 0 highly aspherical
ones. Both values are calculated from the principle semi-axes a ≥ b ≥ c. Contours
show the kernel density estimate for all points in each panel. The right-hand panel
of this figure can be directly compared to Fig. 3.2 in Chapter 3.

As in Chapter 3 (see Section 3.4), I define the region of space that these objects

occupy at z = 2.444 using their CoM and R95. In the top row of Fig. 4.2, the dis-

tributions of R95 for protoclusters and proto-groups in the TNG300-1 simulation

is shown in the right-hand column. Unlike in Chapter 3, I have also subdivided

the protocluster sample into two mass bins above and below Mz=0 = 1014.7M� in

order to observe the properties of the most massive protoclusters. In the central

column the distribution for protoclusters with 1014 ≤ Mz=0/M� < 1014.7 (corre-

sponding to the range of cluster masses found in both the TNG100 and Sherwood

simulations) is shown, containing 398 objects. The left-hand column then shows
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the distribution for the Mz=0 ≥ 1014.7M� protoclusters in the TNG300-1 simu-

lation, of which there are 28. The results are consistent with those in Fig. 3.2

from Chapter 3; the more massive objects tend to have larger values of R95 with

a significant overlap between the mass bins (the largest ‘small proto-groups’ have

R95 ∼ 6h−1 cMpc and the smallest protoclusters have R95 ∼ 4h−1 cMpc in the

TNG300-1 simulation). Comparing Fig. 3.2 from Chapter 3 to Fig. 4.2 shows the

improved statistics provided by the larger simulation volume, and the high R95

tail is now populated with several protoclusters having R95 & 10h−1 cMpc—the

majority of these having Mz=0 ≥ 1014.7M�.

In the bottom row of Fig. 4.2 the shape of protoclusters and proto-groups in each

simulation are shown, taking the same approach as in Chapter 3. In Fig. 4.2, for

all mass ranges, the protoclusters and proto-groups tend to be prolate objects

with a moderate sphericity on average; a weak anti-correlation exists between T

and s, such that more oblate protoclusters are also slightly more spherical than

prolate ones. These results are consistent with those shown in Fig. 3.2 from

Chapter 3, confirming that—even at the highest masses—protocluster shape is

not strongly influenced by its mass or physical extent.

4.4 Characterising mass overdensities in Ly-α

absorption on 15h−1 cMpc scales

As discussed in Chapter 3, whilst the protocluster definition described in Sec-

tion 4.3 is useful from the perspective of simulations, it is not applicable to

observations given that they are limited to only a single snapshot in time. In

this section I take an observationally motivated approach and investigate the re-

lationship between mass overdensities and effective optical depth on 15h−1 cMpc

scales, regardless of whether these regions will actually collapse to form a cluster

by z = 0.

Here I again use the procedure used to obtain Fig. 3.5 in Chapter 3 to show the

relationship between δm from the 3-D 153(h−1 cMpc)3 volumes and associated

δτeff
in Fig. 4.3. I find the results for all three simulations to be consistent with

those from Chapter 3, with a significant majority of the volumes in each of the

three simulations residing close to the mean density with their associated effec-

tive optical depths close to the mean transmission. A weak positive correlation

between δm and δτeff
is again found up to δτeff

∼ 2 in all three simulations. For

comparison, the same relation from C16 is shown in Fig. 4.4. The correlation
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Figure 4.3: The δm–δτeff
relation for all 15h−1 cMpc volumes and their corresponding sightline segments in the TNG100-1 (left), TNG100-2

(centre) and TNG300-1 (right) simulations. Contours show the number density of point relative to the central contour in steps of 1/3
dex. Black points show the locations of each system outside of these contours (where the relative number density is below 10−3). This
figure can be directly compared to Fig. 3.5 in Chapter 3.
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Figure 4.4: Figure 2 from C16, showing the relationship between 3-D mass and
1-D effective optical depth on 15h−1 cMpc scales using their LyMAS simulation.
Contours represent the number density of point relative to the central contour
(brown) which is normalised to unity. The filled black circle and error bar denotes
the median mass within 153 h−3 cMpc3 (2.6× 1014M�) along with the 1σ spread.
Black dots represent the systems with the highest effective optical depths. N.B.
In this plot a mass of 5.2× 1014M� corresponds to δm = 1 in Fig. 4.3, whilst the
x-axis can be converted to that of Fig. 4.3 by subtracting 1.

between mass and effective optical depth is significantly enhanced in Fig. 4.4

when compared to Fig. 4.3, with all of the systems at δτeff
& 4 having a mass

corresponding to δm > 1.

Whilst there appears to be very little difference between TNG100-1 and TNG100-

2 in the δτeff
. 2 regime (consistent with the findings of Chapter 3; see Fig. 3.5),

in TNG300-1 there are more points at δm > 1. Contrary to what would be

expected from the results of C16—who found these regions to almost exclusively

have δτeff
> 0 (see Fig. 4.4)—I find these higher mass volumes follow the same

relation seen at lower masses, with a wide range of δτeff
values being represented.

These results suggest that a full hydrodynamical modelling of the intergalactic

medium is more important than simulation box size for the purposes of accurately

101



4.4. CHARACTERISING MASS OVERDENSITIES IN Ly-α ABSORPTION
ON 15h−1 cMpc SCALES

0 1 2
δm

0.0

0.1

0.2

0.3
P

(δ
m

)

TNG100-1
TNG100-2
TNG300-1
Cai+ 16

0 1 2
δm

Sherwood
EAGLE
Illustris-1
Cai+ 16

Figure 4.5: Left: Probability distributions of the mass overdensity (δm) associated
with CoSLAs in the TNG100-1 (blue circles), TNG100-2 (yellow triangle) and
TNG300-1 (dark red squares) simulations. Right: Fig. 3.7 remade in the same
style as the left-hand panel. In both panels the dashed black histogram shows
the corresponding PDF from C16.

predicting the δm–δτeff
relation.

At values of δτeff
& 2, where the spectra increasingly contain self-shielded absorp-

tion systems with large damping wings, all three simulations again show similar

results to each other and to the results from Fig. 3.5 in Chapter 3. The sightline

segments in this regime are associated with both over and under dense volumes,

with there being no correlation between δm and δτeff
. This is again a significantly

different distribution to the corresponding points in Fig. 4.4, where the systems

with the highest effective optical depths instead exclusively occupy to δm & 1.

The difference between Fig. 4.3 and Fig. 4.4 at δτeff
> 4 will be primarily due to

the bulk of δτeff
> 4 systems with δm ∼ 0 in Fig. 4.3 corresponding to damped

systems. The simulations used throughout this thesis self-consistently model the

incidence of damped absorption systems, however, C16 used LyMAS to extract

Ly-α forest optical depths from an N-body simulation. As the simulations used

to calibrate LyMAS do not contain a prescription for self-shielding, they only

reproduce the low density (optically thin) Ly-α forest. Because of this, there are

no damped systems present in the data used by C16 to produce Fig. 4.4.

Next I turn to look at the range of δm values that are probed by CoSLAs, defined

by C16 as 15h−1 cMpc segments of Ly-α forest spectra with δτeff
> 3.5. There

are 33 (27) CoSLAs in the TNG100-1 (TNG100-2) simulations compared to 65

in TNG300-1. This difference between the two box sizes is consistent with the
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fact that the TNG300-1 sightlines are over twice as long as those from the smaller

simulation volumes, resulting in a number of CoSLAs per unit redshift of dn/dz =

9.34× 10−3 for TNG300-1 versus dn/dz = 1.00× 10−2 for TNG100-2 at redshift

z = 2.444.

In Fig. 4.5 I show the δm probability distribution function (PDF) for CoSLAs in

the TNG100-1 (blue circles), TNG100-2 (yellow triangles) and TNG300-1 (dark

red squares) with the results from C16 (black dashed histogram), alongside a

reproduction of Fig. 3.7 from Chapter 3. For each PDF I compute the median

δm along with the 68th percentile spread via bootstrapping. The results for

both TNG100 simulations are consistent with the results from Chapter 3.7. The

median δm of CoSLAs is 0.36±0.05 (0.33±0.13) in the TNG100-1 (TNG100-2)

simulation. When increasing the box size from 75h−1 cMpc in TNG100-2 to

205h−1 cMpc in TNG300-1, the median δm of CoSLAs also increases to 0.45±0.05,

a change of 0.86σ. This is in part a result of the additional high δm tail at δm > 1. I

also note that, in absolute terms, this increase is 1.5 times that of the increase seen

between Sherwood 80-1024 and 160-2048. However, due to the relatively large

uncertainty in δm for TNG100-2, this is actually a less significant increase than

the 1.5σ found in Chapter 3. Finally, the significantly larger change in simulation

volume between TNG100 and TNG300 (VTNG300/VTNG100 = 20.4) compared to

Sherwood 80-1024 and 160-2048 (V160−2048/V80−1024 = 8), suggests that further

box size increases may yield diminishing returns with regard to increases in the

median CoSLA mass overdensity.

The median δm of CoSLAs in TNG300-1 is still lower than that of C16, who find

a median of (7.0±1.6)×1014M� ≡ δm = 0.641±0.375 using N-body simulations.

There are also significantly more CoSLAs with δm < 0 in TNG300-1. Hence, this

further bolsters the suggestion that the differences between the work in Chapter 3

and C16 are not primarily due to the differences in simulation volume and a lack

of δm > 1 regions.

Instead, it is possible that not self-consistently modelling the effect of shock

heated, collisionally ionised, gas will result in an overestimate of the Ly-α ab-

sorption associated with highly overdense regions. Self-consistent modelling of

shock heated gas is present in the hydrodynamical simulations used throughout

this thesis but not in the N-body simulation used by C16. The impact that

correctly modelling the effect of collisional ionisation in such regions has on the

incidence of CoSLAs was demonstrated in Fig. 2.5 from Chapter 2. In the central

column of Fig. 2.5, where the effects of collisional ionisation and self-shielding

are ignored, there is roughly an order of magnitude increase in the number of
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Figure 4.6: PDFs for CoSLAs identified in TNG100-1 (left), TNG100-2 (centre) and TNG300-1 (right) as a function of δm, coloured
according to whether they are associated with a protocluster (blue) or the field (orange). This figure can be directly compared to Fig. 3.15
in Chapter 3.
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CoSLAs present in comparison to the left-hand column, where these effects are

self-consistently modelled. In particular, when moving from the NoCol model to

the fiducial model used in Chapter 2 (see Section 2.2.3 for details of these models)

CoSLAs are removed from the centre of haloes and filaments, where the dense

gas has been shock heated to T ∼ 105 K.

4.5 The Fraction of CoSLAs in Protoclusters

Having taken an observationally motivated approach, looking at the relationship

between CoSLAs and mass overdensities at z = 2.444, I now take a simulation

based approach and consider the objects that will collapse to form clusters by

z = 0. Here I follow the same approach used in Chapter 3, defining a sightline

as associated with a protocluster/proto-group if over one third of the pixels that

comprise it fall within R95 of a protocluster/proto-group CoM.

In Fig. 4.6 I show the same mass PDF for CoSLAs as Fig. 4.5, however, this time

I colour the fractions of each bin according to whether the volumes/segments are

associated with a protocluster or not (reproducing Fig. 3.15 from Chapter 3).

In all three cases I find results that are once again consistent with those found

in Chapter 3. No CoSLAs with δm < 0 are associated with protoclusters. The

fraction of CoSLAs that are associated with protoclusters then increases with δm,

such that by δm > 0.6 all CoSLAs are associated with protoclusters.

Furthermore, I find that 57.6% (51.9%) of CoSLAs in the TNG100-1 (TNG100-

2) simulation are associated with protoclusters, similar to the 54.5% of CoSLAs

which were found to be associated with protoclusters from the Sherwood simula-

tion in Chapter 3. This fraction increases slightly in the TNG300-1 simulation,

where 60.0% of CoSLAs are associated with protoclusters. These results confirm

the findings from Chapter 3 that the majority of CoSLAs are associated with

protocluster regions at redshift z = 2.444, making them a good but non-unique

probe of protocluster regions.

4.6 Summary

In this chapter I have used three of the IllustrisTNG simulations (TNG100-1,

TNG100-2 and TNG300-1) to investigate the impact of box size on the results

of Chapter 3. Using TNG300-1 provides a ∼ 20× increase in the number of
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protoclusters within the simulation volume and also allows the investigation of

the progenitors of the most massive clusters. I have compared the populations

of coherently strong Lyman-α absorption systems (CoSLAs) from this larger

(2053 h−3 cMpc3) simulation volume, to those found in simulations with smaller

(753 h−3 cMpc3) box sizes, in order to determine to what extent simulation box

size can explain the discrepancies observed between the results of Chapter 3

(where an 803 h−3 cMpc3 simulation volume was used) and those of Cai et al.

(2016) (who used a 13 h−3 cGpc3). The main conclusions are as follows:

• The results from TNG100-1 and TNG100-2 are in good agreement with the

findings in Chapter 3. There is a weak correlation between δm and δτeff

in the TNG100 simulations, consistent with that seen for the Sherwood,

EAGLE and Illustris-1 simulations in Chapter 3. This is significantly less

pronounced than the relation found by C16.

• I again find that only CoSLAs with δm > 0 are associated with protocluster

regions, with over half of all CoSLAs being associated with a protocluster

at redshift z = 2.444. This is again consistent with the fraction found

for the Sherwood simulation in Chapter 3. These results further support

the suggestion from Chapter 3 that the differences in feedback modelling

between different hydrodynamical simulations does not have a large impact

on the incidence of CoSLAs.

• I confirm that CoSLAs are rare objects, finding dn/dz ∼ 1×10−2 at redshift

z = 2.444 for all three of the IllustrisTNG simulations used in this Chapter.

• With the better statistics afforded by TNG300-1 I find that the relationship

between mass overdensity, δm, and the effective optical depth relative to

the mean, δτeff
, is consistent with that found using a smaller box size of

75h−1 cMpc. In particular, I observe the δm > 1 systems present in the

larger volume to continue to exist at a wide range of δτeff
values. This is in

contrast to the findings of C16, who find such regions to preferentially be

associated with δτeff
> 1.

• The median mass overdensity, δm, associated with a CoSLA in TNG300-1

is 0.45 ± 0.05. Whilst this represents a modest increase over the median

δm = 0.33± 0.13 found in the smaller TNG100-2 simulation, it is still lower

than the value of δm = 0.64 ± 0.38 found by C16. This suggests that box

size and the presence of larger mass overdensities does not fully explain

the differences between the median CoSLA mass found in Chapter 3 and
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C16. I suggest that the main cause of these differences is instead the self-

consistent modelling of hot gas surrounding the massive haloes that reside

within protocluster regions at redshift z ∼ 2.4.
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Chapter 5

Conclusions and Outlook

“You ever feel like every time we get close to getting the

answers, somebody changes the question?”

—Peter Bishop, Fringe S3E10, The Firefly

5.1 Key Conclusions

In this thesis, state-of-the-art hydrodynamical simulations from the Sherwood

(Bolton et al., 2017), EAGLE (Schaye et al., 2015), Illustris (Vogelsberger et al.,

2014; Nelson et al., 2015) and IllustrisTNG (Springel et al., 2018; Nelson et al.,

2018; Marinacci et al., 2018; Naiman et al., 2018; Pillepich et al., 2018) projects

have been used to study the Lyman-α (Ly-α) absorption characteristics of proto-

cluster regions at redshift z ' 2.4, corresponding broadly to the redshift at which

Ly-α forest based protocluster detection methods have been focused to date. The

study of protocluster regions using the Ly-α forest is an area of research that has

been rapidly growing in recent years, proving to be a promising new angle from

which to approach the discovery of these objects. Quasi-stellar object (QSO) sur-

veys such as the Baryon Oscillation Spectroscopic Survey (BOSS) (Dawson et al.,

2013; Pâris et al., 2014) have provided data for the identification of coherently

strong Ly-α absorption (Cai et al., 2017b), and larger surveys that include Ly-α

spectra from star forming galaxies have been used to reconstruct 3-D maps of the

intergalactic medium (IGM) (Lee et al., 2018; Newman et al., 2020). The aim

of this thesis was to address some of the main shortcomings in the theoretical

models used to calibrate these methods.

The key questions I address along with the main conclusions are as follows:
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Q1: What role does ionisation bias play in tomographically recon-

structed maps of the IGM?

Using the TNG100-1 simulation from the IllustrisTNG project, the potential role

of ionisation bias in tomographically reconstructed maps of the IGM was inves-

tigated. Collisional ionisation of hot gas surrounding haloes that host groups

of Ly-α emitters (LAEs) was found to impact the correlation between LAE den-

sity and reconstructed Ly-α flux within individual protoclusters. In a protocluster

with Mz=0 = 1014.18M� this effect was observed to result in a ∼ 9h−1 cMpc offset

between the LAE density peak and the location of the largest Ly-α flux decre-

ment, qualitatively similar to protocluster found in the CLAMATO tomographic

maps (Lee et al., 2018; Mukae et al., 2020a). By employing a simple—but ob-

servationally motivated—fluctuating ultraviolet background model, I accounted

for the increased photoionisation rate in the vicinity of luminous QSOs. Using

this model, I found the spatial offset to be further enhanced by the proximity

effect of a M1450 = −24.7 active galactic nuclei (AGN) hosted within the halo

corresponding to the peak in LAE density. However, both collisional ionisation

and the proximity effect from QSOs were found to only have a significant impact

on scales smaller than the typical smoothing scale employed by observational

IGM tomography surveys (4h−1 cMpc). As a result of this, ionisation biases

should have little impact on protocluster selections made from these maps us-

ing fixed (δF/σ)min identification thresholds, with a completeness of 82–86% and

32–41% found across all three models for thresholds of (δF/σ)min ≤ −2.35 and

(δF/σ)min ≤ −3.00 respectively. However, I note that calibrating tomographic

IGM maps using the fluctuating Gunn-Peterson approximation (FGPA) may lead

to systematically low estimates of Mz=0 for the most massive protoclusters due

to the presence of hot gas around haloes. Using the 22 protoclusters within the

fiducial TNG100-1 model, the relation Mz=0 = 1011.9−0.89(δF/σ)min M� was found.

Additionally, for LAE overdensities δLAE . 1.5, a weak anti-correlation between

δLAE and δF was found with Spearman’s rank correlation coefficient of ∼ −0.4,

supporting recent suggestions that these galaxies preferentially exist in regions

with enhanced Ly-α absorption.

Q2: How well do Coherently Strong Ly-α Absorption systems trace

protocluster regions at redshift z ∼ 2.4?

Using the Sherwood simulation, I discovered that CoSLAs (15h−1 cMpc spectra

sections with δτeff
> 3.5 and NHI,max < 1019 cm−2) were a non-unique but effective

probe of protoclusters at redshift z ' 2.4, with 56% of CoSLAs found to be

associated with protocluster regions. Furthermore, by choosing a strict, model
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dependant δτeff
threshold, it was possible to eliminate the contamination from

CoSLAs that arise from filamentary structure and Lyman-limit systems (LLSs)

in the diffuse IGM that are preferentially aligned along the line of sight. However,

in doing so one is left with a highly incomplete protocluster sample. Additionally,

CoSLAs were found to be very rare objects; with an average transverse sightline

spacing of 0.75h−1 cMpc, only ∼ 0.1 percent of 80h−1 cMpc sightlines at redshift

z ' 2.4 contain a CoSLA within them, corresponding to a dn/dz = 7.69× 10−3.

Q3: To what extent does simulation box size explain the discrepan-

cies between Coherently Strong Ly-α Absorption system populations

in large N-body simulations and comparatively small hydrodynamical

simulations?

Finally, in Chapter 4, I used simulations from the IllustrisTNG project to further

investigate the impact of box size on the relation between protocluster regions

and CoSLAs. Using the TNG300-1 simulation, I confirmed that CoSLAs were

rare objects (with dn/dz ∼ 1× 10−2 at redshift z = 2.444) as well as a good, but

non-unique, probe of protocluster regions. 60% of the CoSLAs in the TNG300-1

volume were found to be associated with at least one protocluster. With the

significantly increased range of overdensities probed within the TNG300-1 sim-

ulation volume, the δm–δτeff
relation is found to be consistent with that seen in

the smaller simulation volumes (TNG100, Sherwood, EAGLE and Illustris-1).

In contrast to the findings of Cai et al. (2016), overdensities that exist at δm

are found to cover a wide range of δτeff
rather than strongly favouring δτeff

> 1.

Similarly, CoSLAs in TNG300-1 are again found to correspond to both under-

dense and overdense regions with a median δm = 0.45± 0.05. This CoSLA mass

distribution is consistent with that found in Chapter 3. I found a median δm

that is still some way below the δm = 0.64 found by Cai et al. (2016) with many

more CoSLAs found at δm < 0 in TNG300-1. Finally, I found the results from

the TNG100 simulations to be consistent with those in Chapter 3, both in terms

of the relation between δm and δτeff
, as well as the characteristics of the CoSLA

populations. This further supports the statement made in Chapter 3 that the

differences in subgrid physics between different hydrodynamical simulations do

not significantly affect the δm–δτeff
relation on these scales. This work suggests

that the differences found between hydrodynamical simulations in Chapter 3 and

Cai et al. (2016) are not fully explained by the differences in simulation volume.

Instead, results from Chapter 2 suggest that the differences between the hydro-

dynamical and N-body simulations are primarily caused by the modelling of the

hot, collisionally ionised, gas that surrounds massive haloes found within proto-
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clusters. The effect that collisional ionisation has on the incidence of CoSLAs was

shown in Chapter 2, Fig. 2.5. The LyMAS scheme employed by Cai et al. (2016)

is only able to account for this shock heated gas in statistical sense, whilst hydro-

dynamical simulations are able to accurately model the effect in a self-consistent

fashion.

5.2 Limitations of this Thesis

There remains some scope for improving upon the numerical modelling in this the-

sis. In particular, the dynamic range of the hydrodynamical simulations should

ideally be larger. A mass resolution of Mgas ∼ 106M� is required to resolve

Ly-α absorption from the IGM at z ' 2 (Bolton and Becker, 2009, Chapter 3).

While the Ly-α forest in the TNG100-1 simulation in Chapter 2 and Sherwood

simulation in Chapter 3 is therefore well resolved, the statistics are somewhat

limited with only 22 and 29 protoclusters with Mz=0 ≥ 1014M� respectively. Ad-

ditionally, the lack of any Mz=0 ≥ 1015M� clusters in either of these simulations

means that it is not possible to determine the impact of the most massive struc-

tures. Though the results from Chapter 4 suggest that simulation box size does

not significantly affect the outcomes of the research described in Chapter 3, the

IllustrisTNG300-1 simulation still only contains a handful of the most massive

protoclusters and therefore limits the conclusions that can be drawn regarding

such objects.

Furthermore, in the local sources model from Chapter 2, isotropic AGN emission

is assumed with non-equilibrium ionisation and light travel time effects being

ignored. By instead modelling emission from AGN in the form of diametric cones

with some beaming angle, as well as a temporally varying ionisation calculation,

a more accurate local sources model could be constructed. Finally, in Chapter 2

the model used to obtain the distribution of LAEs in the tomographic maps does

not capture the effect of the local IGM opacity on Ly-α emitter visibility. In

reality, it should be expected that the observed luminosities of LAEs residing in

overdense parts of the IGM will be preferentially diminished as a result of the IGM

scattering Ly-α photons. This effect may lead to the correlation between LAE

density and IGM opacity being decreased. As such, simulations of Ly-α radiative

transfer through the interstellar and circumgalactic/intergalactic medium will be

required to address this question further (e.g. Barnes et al., 2011; Laursen et al.,

2011; Gurung-López et al., 2019). It should also be noted that, whilst the model

for the Ly-α luminosity of galaxies produces luminosity and two-point correlation
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functions that are in reasonably good agreement with observational data, the lack

of a perfect LAE model may introduce a bias in the LAE distribution compared

with the real Universe.

5.3 Outlook

In Chapters 3 and 4 individual CoSLAs were found to be a good but non-unique

probe of protocluster regions. Despite Chapters 3 and 4 finding that CoSLAs

are very rare objects with dn/dz ∼ 10−2 at redshift z ∼ 2.4, current generation

surveys such as WEAVE-QSO (Pieri et al., 2016) and DESI (DESI Collaboration

et al., 2016) are expected to obtain spectra for 400,000 and 2.4 million QSOs

respectively; this suggests that many CoSLAs should be discovered between these

two surveys alone, and the findings from Chapters 3 and 4 also suggest that over

half of these CoSLAs should be located within a Mz=0 ≥ 1014M� protocluster.

These numbers are only set to increase with next generation instruments capable

of obtaining spectra for many objects over a large area simultaneously—such as

4MOST (∼ 2, 400 objects over 4 square degrees; de Jong et al., 2019), the Subaru

Prime Focus Spectrograph (2,400 objects over 1.3 degrees; Takada et al., 2014)

and the Maunakea Spectroscopic Explorer (∼ 1, 000 objects over ∼ 90 arcseconds;

McConnachie et al., 2016)—coming online over the few years, allowing for even

greater numbers of QSO spectra to be obtained.

However, I only studied the relation between individual CoSLAs and protoclus-

ter regions. The Mz=0 & 1015M� protocluster found by Cai et al. (2017a) was

located by a group of 6 CoSLAs over 30h−1 cMpc. Whilst this is a particularly

rare structure, further study into the relation between multiple CoSLAs and

protocluster regions may find groups of CoSLAs to be a more reliable probe of

protoclusters than individual CoSLAs, but at the expense of completeness. This

thesis suggests that a theoretical study should ideally be carried out using large

scale hydrodynamical simulations. However, given the rarity of CoSLA groups,

current generation hydrodynamical simulations with sufficient resolution to cor-

rectly model the small scale components of the Ly-α forest (Mgas ∼ 106M�; see

Chapter 3 Section 3.5.3 and Chapter 4) may not follow volumes large enough

to obtain robust number statistics. At present the largest simulation volume

that approaches a sufficient mass resolution is TNG300-1 from the IllustrisTNG

project. At 2053 h−3 cMpc3, TNG300-1 only contains a handful of the most mas-

sive (Mz=0 & 1015M�) protoclusters; an order of magnitude increase in these

numbers can be expected with a box size of ∼ 4403 h−3 cMpc3 which currently
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represents a significant increase over the largest currently existing hydrodynami-

cal simulations such as BAHAMAS (McCarthy et al., 2017) and BlueTides (Feng

et al., 2016), which have already had to sacrifice mass resolution (with BlueTides

additionally stopping at high redshift) in order to achieve these volumes.

Furthermore, Fig. 3.18 in Chapter 3 shows tantalising hints that CoSLAs may

also be associated with filaments which are preferentially aligned with the QSO

sightline. This supports the suggestion from Finley et al. (2014) who claimed

a detection of an intergalactic filament at z = 2.69, based on observations of

seven strong (NHI > 1018 cm−2) H I absorption systems spanning 16.6h−1 cMpc.

A potential area of future study could be to quantify the relationship between

CoSLAs and filamentary structure, by applying a filament finding algorithm such

as DisPerSE (Sousbie, 2011) to a hydrodynamical simulation volume such as

IllustrisTNG. Should CoSLAs be confirmed as good probes of filaments within

these simulations, then they may provide a novel approach for detecting and

studying filamentary environments in the early (z > 2) Universe.

The field of Ly-α forest tomography is set to be one of increasing interest in the

near future, with new 30 meter class telescopes (The Giant Magellan Telescope1,

first light 2029; The Extremely Large Telescope2, first light 2025; The Thirty

Meter Telescope3, first light 2027) coming online this decade. Using this next

generation of ground-based telescopes, astronomers will be able to obtain spectra

from galaxies down to magnitudes of r < 25.5. This 1 mag increase in depth

in turn results in an order of magnitude increase in the number of background

sources for IGM tomography, allowing the resolution of these maps to increase

dramatically to ∼ 0.3 pMpc (Newman et al., 2019). Whilst the current genera-

tion of tomography surveys are only capable of revealing protocluster structures

and large cosmic voids, this next generation will be able to resolve the IGM on

scales only slightly larger than individual galaxy host haloes. Such tomographic

surveys will allow astronomers to begin to construct 3-D profiles of the circum-

galactic medium around individual galaxies (Rudie et al., 2019). The results from

Chapter 2 suggest that the impact of local ionisation enhancements will be sig-

nificant at these scales, meaning that both the proximity effect and the impact of

collisional ionisation will need to be considered during the interpretation of these

maps.

In addition to the improvement set to come in observational equipment, work is

1https://www.gmto.org/
2https://elt.eso.org/
3https://www.tmt.org/
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being done to improve the reconstruction techniques used to produce the current

generation of tomographic IGM maps. For example, Li et al. (2021) find their

ORCA method (Optimized Reconstruction with Constraints on Absorption) pro-

vides an improvement in the accuracy of reconstructed flux maps equivalent to

an increase of 30-40% in the number of background sources when compared to

the traditional Wiener filter method. The results from Chapter 2 suggest that, in

order to make accurate predictions of a protocluster’s redshift z = 0 mass from

its absorption signature in tomographic maps, one must account for the effect

of hot gas surrounding dense haloes. Using large volume, high resolution, hy-

drodynamical simulations such as TNG300-1 may allow astronomers to calibrate

this relation—building on the work of Horowitz et al. (2021) using an N-body

simulation—and gain a better understanding of how well a protocluster’s z = 0

mass can be predicted in this way. Finally, extracting the signature of light echoes

from tomographic maps around highly luminous QSOs with M1450 < −27.5 may

prove to be a promising avenue for placing constraints on their optically bright

lifetime (Schmidt et al., 2019). This could be further investigated by improving

the local sources model employed in Chapter 2 to account for the effects of light

travel time.

Advances in machine learning may also lead to improvements in future simulation

work. Recently NVIDIA released version 2 of their Deep Learning Super Sampling

technology4, which uses a neural network (that has been trained using ultra-high

resolution and low resolution renders from the same computer game) to produce

upscaled images with a similar fidelity to what would be expected from a native

render at the higher resolution. It may be possible to apply a similar technique to

hydrodynamical simulations, training a neural network on a small high resolution

simulation and then using that to artificially increase the resolution of a larger but

lower resolution simulation. Similarly, machine learning could potentially be used

to train a neural network that operates in the same way as LyMAS (Peirani et al.,

2014), using a small, high resolution, hydrodynamical simulation as training data

for a neural network that could then be used to ‘paint on’ the baryonic physics to a

much larger N-body simulation. By exploiting these machine learning methods, it

may be possible to exceed the current limitations on hydrodynamical simulations

in terms of box size and mass resolution.

In summary, this thesis adds to a rapidly growing volume of research into the Ly-

α absorption properties of protocluster regions. Ly-α absorption in protoclusters

is a field of research that is maturing from its developmental phase and providing

4https://www.nvidia.com/en-gb/geforce/news/nvidia-dlss-2-0-a-big-leap-in-ai-rendering/
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us with exciting new insights into large scale structure in the early Universe. In

the coming years Ly-α forest tomography is only set to further increase in its

application and utility, with improvements to computational techniques and the

construction of next generation 30 meter class telescopes allowing astronomers to

probe the anatomy of the IGM in unprecedented detail.
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Eckert, D., Edge, A., Edvardsson, B., Youssoufi, D. E., Elhaddad, A., Enke,

H., Erfanianfar, G., Farrell, T., Fechner, T., Feiz, C., Feltzing, S., Ferreras,

I., Feuerstein, D., Feuillet, D., Finoguenov, A., Ford, D., Fotopoulou, S.,

Fouesneau, M., Frenk, C., Frey, S., Gaessler, W., Geier, S., Fusillo, N. G.,

Gerhard, O., Giannantonio, T., Giannone, D., Gibson, B., Gillingham, P.,
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Koekemoer, A., Amoŕın, R., Garilli, B., Maccagni, D., Schaerer, D., and

Zucca, E. (2017). The VIMOS Ultra Deep Survey: Emerging from the Dark,

a Massive Proto-Cluster at z ∼ 4.57. Astronomy & Astrophysics, 615:77.

Lewis, I., Balogh, M., De Propris, R., Couch, W., Bower, R., Offer, A., Bland-

Hawthorn, J., Baldry, I. K., Baugh, C., Bridges, T., Cannon, R., Cole, S.,

135



Colless, M., Collins, C., Cross, N., Dalton, G., Driver, S. P., Efstathiou, G.,

Ellis, R. S., Frenk, C. S., Glazebrook, K., Hawkins, E., Jackson, C., Lahav,

O., Lumsden, S., Maddox, S., Madgwick, D., Norberg, P., Peacock, J. A.,

Percival, W., Peterson, B. A., Sutherland, W., and Taylor, K. (2002). The

2dF galaxy redshift survey: The environmental dependence of galaxy star

formation rates near clusters. Monthly Notices of the Royal Astronomical

Society, 334(3):673–683.

Li, Z., Horowitz, B., and Cai, Z. (2021). Improved lyα tomography using opti-

mized reconstruction with constraints on absorption (ORCA). The Astro-

physical Journal, 916(1):20.

Liang, Y., Kashikawa, N., Cai, Z., Fan, X., Prochaska, J. X., Shimasaku, K.,

Tanaka, M., Uchiyama, H., Ito, K., Shimakawa, R., Nagamine, K., Shimizu,

I., Onoue, M., and Toshikawa, J. (2021). Statistical Correlation between

the Distribution of Ly α Emitters and Intergalactic Medium H i at z ∼ 2.2

Mapped by the Subaru/Hyper Suprime-Cam. The Astrophysical Journal,

907(1):3.

Linde, A. D. (1982). A new inflationary universe scenario: A possible solution of

the horizon, flatness, homogeneity, isotropy and primordial monopole prob-

lems. Physics Letters B, 108(6):389–393.

Loeb, A. and Barkana, R. (2001). The Reionization of the Universe by the First

Stars and Quasars. Annu. Rev. Astron. Astrophys.

Lovell, C. C., Thomas, P. A., and Wilkins, S. M. (2018). Characterising and

identifying galaxy protoclusters. Monthly Notices of the Royal Astronomical

Society, 474:4612–4628.
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Wood-Vasey, W. M., Yèche, C., and York, D. G. (2014). The Sloan Digital

Sky Survey quasar catalog: tenth data release. Astronomy & Astrophysics,

563:54.

Peebles, P. J. E. and Yu, J. T. (1970). Primeval Adiabatic Perturbation in an

Expanding Universe. The Astrophysical Journal, 162:815.

Peirani, S., Weinberg, D. H., Colombi, S., Blaizot, J., Dubois, Y., and Pichon,

C. (2014). LyMAS: Predicting Large-Scale Lyα Forest Statistics From the

Dark Matter Density Field. The Astrophysical Journal, 784(1):11.

141



Pentericci, L., Kurk, J. D., Carilli, C. L., Harris, D. E., Miley, G. K., and
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J. L., Rachen, J. P., Reach, W. T., Rebolo, R., Reinecke, M., Remazeilles,

M., Renault, C., Ricciardi, S., Riller, T., Ristorcelli, I., Rocha, G., Rosset,

C., Roudier, G., Rowan-Robinson, M., Rubiño-Mart́ın, J. A., Rusholme, B.,

Sandri, M., Santos, D., Savelainen, M., Savini, G., Scott, D., Seiffert, M. D.,

Shellard, E. P. S., Spencer, L. D., Starck, J. L., Stolyarov, V., Stompor, R.,

Sudiwala, R., Sunyaev, R., Sureau, F., Sutton, D., Suur-Uski, A. S., Sygnet,

J. F., Tauber, J. A., Tavagnacco, D., Terenzi, L., Toffolatti, L., Tomasi, M.,

Tristram, M., Tucci, M., Tuovinen, J., Türler, M., Umana, G., Valenziano,

L., Valiviita, J., Van Tent, B., Vielva, P., Villa, F., Vittorio, N., Wade, L. A.,

Wandelt, B. D., Wehus, I. K., White, M., White, S. D. M., Wilkinson, A.,

Yvon, D., Zacchei, A., and Zonca, A. (2014). Planck 2013 results. XVI.

Cosmological parameters. Astronomy & Astrophysics, 571:A16.

Planck Collaboration, Ade, P. A. R., Aghanim, N., Arnaud, M., Ashdown, M.,

Aumont, J., Baccigalupi, C., Banday, A. J., Barreiro, R. B., Bartlett, J. G.,

Bartolo, N., Battaner, E., Battye, R., Benabed, K., Benoit, A., Benoit-Levy,

143



A., Bernard, J. P., Bersanelli, M., Bielewicz, P., Bock, J. J., Bonaldi, A.,

Bonavera, L., Bond, J. R., Borrill, J., Bouchet, F. R., Boulanger, F., Bucher,

M., Burigana, C., Butler, R. C., Calabrese, E., Cardoso, J. F., Catalano, A.,

Challinor, A., Chamballu, A., Chary, R. R., Chiang, H. C., Chluba, J.,

Christensen, P. R., Church, S., Clements, D. L., Colombi, S., Colombo, L.

P. L., Combet, C., Coulais, A., Crill, B. P., Curto, A., Cuttaia, F., Danese,

L., Davies, R. D., Davis, R. J., de Bernardis, P., de Rosa, A., de Zotti,

G., Delabrouille, J., Desert, F. X., Di Valentino, E., Dickinson, C., Diego,

J. M., Dolag, K., Dole, H., Donzelli, S., Dore, O., Douspis, M., Ducout, A.,

Dunkley, J., Dupac, X., Efstathiou, G., Elsner, F., Ensslin, T. A., Eriksen,

H. K., Farhang, M., Fergusson, J., Finelli, F., Forni, O., Frailis, M., Fraisse,

A. A., Franceschi, E., Frejsel, A., Galeotta, S., Galli, S., Ganga, K., Gau-

thier, C., Gerbino, M., Ghosh, T., Giard, M., Giraud-Heraud, Y., Giusarma,

E., Gjerlow, E., Gonzalez-Nuevo, J., Gorski, K. M., Gratton, S., Gregorio,

A., Gruppuso, A., Gudmundsson, J. E., Hamann, J., Hansen, F. K., Hanson,

D., Harrison, D. L., Helou, G., Henrot-Versille, S., Hernandez-Monteagudo,

C., Herranz, D., Hildebrandt, S. R., Hivon, E., Hobson, M., Holmes, W. A.,

Hornstrup, A., Hovest, W., Huang, Z., Huffenberger, K. M., Hurier, G., Jaffe,

A. H., Jaffe, T. R., Jones, W. C., Juvela, M., Keihanen, E., Keskitalo, R.,

Kisner, T. S., Kneissl, R., Knoche, J., Knox, L., Kunz, M., Kurki-Suonio,

H., Lagache, G., Lahteenmaki, A., Lamarre, J. M., Lasenby, A., Lattanzi,

M., Lawrence, C. R., Leahy, J. P., Leonardi, R., Lesgourgues, J., Levrier, F.,

Lewis, A., Liguori, M., Lilje, P. B., Linden-Vornle, M., Lopez-Caniego, M.,

Lubin, P. M., Macias-Perez, J. F., Maggio, G., Maino, D., Mandolesi, N.,

Mangilli, A., Marchini, A., Martin, P. G., Martinelli, M., Martinez-Gonzalez,

E., Masi, S., Matarrese, S., Mazzotta, P., McGehee, P., Meinhold, P. R., Mel-

chiorri, A., Melin, J. B., Mendes, L., Mennella, A., Migliaccio, M., Millea,

M., Mitra, S., Miville-Deschenes, M. A., Moneti, A., Montier, L., Morgante,

G., Mortlock, D., Moss, A., Munshi, D., Murphy, J. A., Naselsky, P., Nati, F.,

Natoli, P., Netterfield, C. B., Norgaard-Nielsen, H. U., Noviello, F., Novikov,

D., Novikov, I., Oxborrow, C. A., Paci, F., Pagano, L., Pajot, F., Paladini,

R., Paoletti, D., Partridge, B., Pasian, F., Patanchon, G., Pearson, T. J.,

Perdereau, O., Perotto, L., Perrotta, F., Pettorino, V., Piacentini, F., Piat,

M., Pierpaoli, E., Pietrobon, D., Plaszczynski, S., Pointecouteau, E., Po-

lenta, G., Popa, L., Pratt, G. W., Prezeau, G., Prunet, S., Puget, J. L.,

Rachen, J. P., Reach, W. T., Rebolo, R., Reinecke, M., Remazeilles, M.,

Renault, C., Renzi, A., Ristorcelli, I., Rocha, G., Rosset, C., Rossetti, M.,

Roudier, G., D’Orfeuil, B. R., Rowan-Robinson, M., Rubino-Martin, J. A.,

Rusholme, B., Said, N., Salvatelli, V., Salvati, L., Sandri, M., Santos, D.,

144



Savelainen, M., Savini, G., Scott, D., Seiffert, M. D., Serra, P., Shellard,

E. P. S., Spencer, L. D., Spinelli, M., Stolyarov, V., Stompor, R., Sudi-

wala, R., Sunyaev, R., Sutton, D., Suur-Uski, A. S., Sygnet, J. F., Tauber,

J. A., Terenzi, L., Toffolatti, L., Tomasi, M., Tristram, M., Trombetti, T.,

Tucci, M., Tuovinen, J., Turler, M., Umana, G., Valenziano, L., Valiviita,

J., Van Tent, B., Vielva, P., Villa, F., Wade, L. A., Wandelt, B. D., Wehus,

I. K., White, M., White, S. D. M., Wilkinson, A., Yvon, D., Zacchei, A.,

and Zonca, A. (2015). Planck 2015 results. XIII. Cosmological parameters.

Astronomy & Astrophysics, 594:A13.

Planck Collaboration, Aghanim, N., Akrami, Y., Ashdown, M., Aumont, J.,

Baccigalupi, C., Ballardini, M., Banday, A. J., Barreiro, R. B., Bartolo, N.,

Basak, S., Battye, R., Benabed, K., Bernard, J. P., Bersanelli, M., Bielewicz,

P., Bock, J. J., Bond, J. R., Borrill, J., Bouchet, F. R., Boulanger, F.,

Bucher, M., Burigana, C., Butler, R. C., Calabrese, E., Cardoso, J. F., Car-

ron, J., Challinor, A., Chiang, H. C., Chluba, J., Colombo, L. P., Combet,

C., Contreras, D., Crill, B. P., Cuttaia, F., De Bernardis, P., De Zotti, G.,

Delabrouille, J., Delouis, J. M., Di Valentino, E., Diego, J. M., Doré, O.,
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