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Abstract

Driven by economic, environmental and ergonomic concerns, porous composites are increasingly

being adopted by the aeronautical and structural engineering communities for their improved

physical and mechanical properties. Such materials often possess highly heterogeneous material

descriptions and tessellated/complex geometries. Deploying commercially viable porous composite

structures necessitates numerical methods that are capable of accurately and efficiently handling

these complexities within the prescribed design iterations. Classical numerical methods, such as

the Finite Element Method (FEM), while extremely versatile, incur large computational costs

when accounting for heterogeneous inclusions and high frequency waves. This often renders the

problem prohibitively expensive, even with the advent of modern high performance computing

facilities.

Multiscale Finite Element Methods (MsFEM) is an order reduction strategy specifically devel-

oped to address such issues. This is done by introducing meshes at different scales. All underlying

physics and material descriptions are explicitly resolved at the fine scale. This information is then

mapped onto the coarse scale through a set of numerically evaluated multiscale basis functions.

The problems are then solved at the coarse scale at a significantly reduced cost and mapped back

to the fine scale using the same multiscale shape functions. To this point, the MsFEM has been

developed exclusively with quadrilateral/hexahedral coarse and fine elements. This proves highly

inefficient when encountering complex coarse scale geometries and fine scale inclusions. A more

flexible meshing scheme at all scales is essential for ensuring optimal simulation runtimes.

The Virtual Element Method (VEM) is a relatively recent development within the compu-

tational mechanics community aimed at handling arbitrary polygonal (potentially non-convex)

elements. In this thesis, novel VEM formulations for poromechanical problems (consolidation and

vibroacoustics) are developed. This is then integrated at the fine scale into the multiscale proce-

dure to enable versatile meshing possibilities. Further, this enhanced capability is also extended

to the coarse scale to allow for efficient macroscale discretizations of complex structures.

The resulting Multiscale Virtual Element Method (MsVEM) is originally applied to problems

in elastostatics, consolidation and vibroacoustics in porous media to successfully drive down com-

putational run times without significantly affecting accuracy. Following this, a parametric Model

Order Reduction scheme for coupled problems is introduced for the first time at the fine scale to

obtain a Reduced Basis Multiscale Virtual Element Method. This is used to augment the rate of

multiscale basis function evaluation in spectral acoustics problems. The accuracy of all the above

novel contributions are investigated in relation to standard numerical methods, i.e., the FEM and

MsFEM, analytical solutions and experimental data. The associated efficiency is quantified in

terms of computational run-times, complexity analyses and speed-up metrics.

Several extended applications of the VEM and the MsVEM are briefly visited, e.g., VEM

phase field Methods for brittle fracture, structural and acoustical topology optimization, random

vibrations and stochastic dynamics, and structural vibroacoustics.
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Chapter 1

Introduction

1.1 Motivation and Problem Statement

The aeronautical industry is driven by a major societal challenge, i.e., that of reducing emissions

by minimizing or even eliminating oil dependency while increasing the safety of passengers and

cargo, see, e.g., [1]. The Strategic Research and Innovation Agenda (SRIA) stipulates a 50% reduc-

tion in fuel consumption within the transport sector through the upcoming years [2]. A reduction

in structural weight can address these concerns by minimizing engine load; thereby bringing down

fuel consumption, reducing resulting emissions and significantly driving down operating costs.

Composite materials are a well studied alternative to conventional metallic ones as they exhibit

superior structural characteristics, e.g., high stiffness and strength to weight ratios. Hence, the

aerospace industry finds itself steadily employing an increasing percentage of such composite

materials in its structures. Unfortunately, composites also come with mechanical limitations that,

to this point, prevent their widespread uptake in the aerospace industry.

Due to their greater thickness and reduced weight, such composite structures allow for an

increased number of acoustic waves to propagate within them. Consequently, poorer vibration

and acoustic isolation are offered, at least when compared against their metallic counterparts [3,4].

This is undesirable as such isolation is essential for the safety and comfort of passengers and cargo.

Furthermore, this is critical in reducing fatigue damage in sensitive equipment and load bearing

structures.

These shortcomings are often overcome by adding appropriate mechanical damping/dissipa-

tion and acoustic noise cancellation technologies collectively known as sound packages [5]. The

sound packages if non-optimally designed, can add significant weight to the structure, thereby

compromising the weight saving benefits gained by employing composite structures in the first

place. There is thus an urgent need to design optimal lightweight sound packages for commercial

deployment.

The study of multifunctional composites is a discipline aimed at developing composite materi-

als that exhibit optimal structural properties while at the same time offering good vibroacoustic

isolation characteristics. Sandwich materials are not a new concept to material science. These are

multilayered composites developed specifically to augment certain desirable traits and minimize

undesirable ones (see Fig. 1.1). It has been shown in [6] that having metallic foams as an inclu-

6
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sion layer significantly improves sound absorption at low frequencies, comparable to active noise

cancellation technologies. In addition to this, the viscous dissipation properties offered by such

sandwich materials having porous inclusions also improves vibrational damping. The porosity of

such foams helps in keeping the weight of the structure minimal and can also be manufactured to

show satisfactory load bearing capabilities.

Figure 1.1: A schematic depicting the propagation of acoustic and elastic waves through a multi-
layer composite system with a poroelastic core.

While such strategies do offer promising solutions for multifunctional silent and lightweight

structures, the complexity of the materials involved implies a radical increase in design variables.

These include the number, thickness and material properties of each layer. Multiple optimiza-

tion objectives are adopted pertaining to relevant design criteria, such as compliance, weight,

vibroacoustic performance and manufacturability.

Furthermore, obtaining accurate mesoscale descriptions of the materials involve resolving all

inclusions with distinct discretization methods. The heterogeneous inclusions often assume highly

complex morphologies. If inefficiently discretized, the resulting numerical model could typically

contain several million Degrees of Freedom (DoF). Using classical solution procedures such as the

Finite Element Method (FEM), proves computationally prohibitive for iterative algorithms like

design optimization, even with the advent of high performance computing (HPC).

There are currently no accurate and efficient simulation tools available that consider all the

above design criteria and render optimal designs relevant to specific industrial applications. The

overarching aim of this research is to develop novel and efficient numerical multiscale methods ca-

pable of accurately simulating the mechanical and vibroacoustic behaviour of highly heterogeneous
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poroelastic domains in general and porous composite structures in particular.

Figure 1.2: A wedge (modeled using double porosity theory) with solid inclusions. The talon-base
contains functionally graded definitions for mesoscale pores. The triangular segment contains
arbitrarily distributed mesoscale pores and solid inclusions. Inspired by [7].

1.2 Project Scope

Multiscale Finite Element Methods (MsFEM) [8] have been recently introduced in composite

modelling by means of optimizing the trade-off between simulation accuracy and computational

efficiency. Unlike FE2 [9] and computational homogenization [10] approaches, these methods

do not rely on periodicity or scale separation. Hence, they lend themselves naturally to the

description of complex mechanical and vibroacoustic behaviour of highly heterogeneous domains.

Representative Volume Elements (RVEs) along with a corresponding fine-mesh are defined to

account for the constituents of the composite material. Fine-scale morphologies and RVE shapes

can often be quite complex, necessitating the use of optimal flexible meshing capabilities at the

fine scale to ensure efficiency and accuracy. This motivates the investigation of numerical schemes

that can handle such flexible element shapes, within a multiscale context. The Virtual Element

Method (VEM) [11] is a relatively new development in the computational mechanics community;

and has been specifically designed to address polygonal (potentially non-convex) discretizations

and non-conforming interfaces.

The scope of this work involves developing a novel computational theory incorporating these

methods explicitly with a purpose to efficiently and accurately resolve elastostatic and porome-

chanical behaviour (consolidation and vibroacoustics) over complex and highly heterogeneous

material domains.

1.3 Aim and Research Objectives

Given this aim, the following research objectives (ROs) are identified.

• RO.1: To deliver a novel numerical approach for poromechanics and vibroacoustics har-

nessing the meshing power of the virtual element method.
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Figure 1.3: Original applications of the novel Multiscale Virtual Element method developed in
this work.

• RO.2: To deploy a generalized multiscale scheme for elastostatic problems harnessing the

the meshing flexibility of the VEM. Point of departure is the MsFEM that is also originally

introduced in this research within the context of porous vibroacoustics.

• RO.3: To extend the VEM inspired multiscale method into the time domain, to account

for coupled poroelastic consolidation.

• RO.4: To provide a procedure by which flexible polygonal (possibly non-convex shapes) are

employed at all scales.

• RO.5: To implement a multiscale scheme using the FEM and VEM at the fine scale to

describe the vibroacoustics of poroelastic materials in the frequency regime.

• RO.6: To further accelerate the frequency domain multiscale method at the fine scale using

Proper Orthogonal Decomposition, to yield a reduced basis formulation.

The resulting Multiscale Virtual Element Method (MsVEM) is custom fit to applications in

elastostatics, poromechanics and porous vibroacoustics as described in Fig. 1.3.
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1.4 Methodology

To achieve these Research Objectives, the methodology adopted has been organized into seven

Work Packages (WPs) as illustrated in Fig. 1.4. All implementations were initially developed in

Matlab. A portion of this code has been translated into Fortran to benefit from computational

acceleration. These Work Packages are elaborated below:

Figure 1.4: Methodology and Work Flow.

1. WP.1 Macroscopic phenomenological models: A review of Terzaghi and Biot poroe-

lasticity within a consolidation and vibroacoustics framework is conducted. This includes

an overview of semi-phenomenological models popularly used in these equations.

2. WP.2 VEM for elastostatics: Points of departure from the classical FEM is observed.

A suitable polygonal mesher is incorporated into the solver. A VEM for Laplace/Poisson

equations and linear elasticity is implemented.

3. WP.3 MsVEM for elastostatics: Points of departure of the MsFEM from classical FE2

and computational homogenization methods is discussed. The VEM is incorporated into

the method, with flexible meshing at the fine scale to resolve heterogeneities. Convergence,

acceleration and accuracy of the MsVEM are demonstrated.

4. WP.4 VEM for poromechanics: Nuances involving mixed formulations necessary in cou-

pled field problems are studied. An arbitrary order VEM discretization for Biot consolidation

is developed. The numerical behaviour of this method is investigated.
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5. WP.5 Coupled MsVEM for poromechanics: The VEM for poromechanics above is

integrated within a coupled multiscale framework. Extensions to account for flexible RVE

shapes are made. Influence of different boundary conditions on the accuracy of the method

are shown.

6. WP.6 VEM for porous vibroacoustics: A VEM formulation for the fully dynamic Biot

mixed displacement pressure formulation in the frequency domain, is proposed. Ability

to accommodate different fluid structure couplings and non-conforming discretizations are

provided.

7. WP.7 Coupled MsFEM and MsVEM for porous vibroacoustics: The ability of

the method to resolve high frequency waves is investigated. Further computational gains

pertaining to computing multiscale properties, using a reduced basis method is proposed.

1.5 Original Contributions

The novel contributions in this work are summarized below

1. The VEM schema derived for elastic wave propagation in poroelastic media (see Section

3.5). The Biot mixed u− p formulation for wave-propagation is discretized using implicitly

defined basis functions. Projection operators are derived from first principles and used to

formulate the state matrices. Different stabilisation strategies are explored. Novel advan-

tages concerning convergence rates and resolving non-conforming interfaces are highlighted

in Examples 3.6.1-3.6.2, respectively.

2. The multiscale virtual element method for elastostatics as developed in Section 5.2. Multi-

scale basis functions are calculated using the VEM at the fine scale. Original applications

demonstrating the need for flexible meshing at the RVE scale are shown in Example 5.3.4.

3. The coupled multiscale virtual element method for Biot consolidation explained in Section

5.4. Multiscale basis functions are separately calculated for the solid and fluid phase by solv-

ing decoupled cell-problems with the VEM. Significant computational gains over a standard

approach without upscaling are established in Example 5.5.2.

4. Flexible polygonal (potentially non-convex) elements at all scales as developed in Section

5.4.1. Benefits achieved using this approach in resolving complex global domains is illustrated

in Example 5.5.3.

5. Oscillatory boundary conditions for polygonal RVEs as an alternative to linear or periodic

boundary conditions (see Section 5.4.1). Instead of imposing a displacement or pressure

profile over an RVE boundary, these profiles are numerically obtained through a reduced

form of the cell-problem, over the relevant RVE edge. Improvements in accuracy within a

highly heterogeneous material description are given in Example 5.5.2.

6. The multiscale finite element method for vibroacoustics of poroelastic media, as derived in

Section 4.4. The governing equations are upscaled and solved at the coarse scale for all

desired frequency steps. Novel applications to tortuous porous composite structures are

provided in Examples 4.5.3.
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7. The multiscale virtual element method for vibroacoustics of poroelastic media given in Sec-

tion 5.6. Advantages of flexible meshing capabilities are provided in Example 5.9.3.

8. A reduced basis multiscale method using Proper Orthogonal decomposition at the fine scale

(see Section 5.7). A POD basis is obtained using the Singular Value Decomposition of a

snapshot matrix. The cell-problems are then projected onto the POD basis and solved over

the frequency spectra at an accelerated pace. Accelerations in spectral computations of

multiscale basis functions are discussed in Example 5.9.4.
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1.7 Layout

This thesis is divided into four parts. Part I contains the theoretical background. This comprises

an overview discussing the state of the art physical modelling strategies used in poromechanics

(Chapter 2). This chapter also covers the relevant finite element method solution procedures. Part

II describes fine-scale methods. Here, Chapter 3 discusses the fundamental postulates underlying

the Virtual Element Method. This is applied to elastostatics and coupled-field porous phenomena.

Part III concerns Multiscale methodologies. The Multiscale Finite Element Method is developed

from first principles for elastostatic problems in Chapter 4. This is then extended to the coupled

porous media problems as well. The VEM is incorporated at the fine scale to obtain the MsVEM

in Chapter 5. Alternate complexity reduction strategies are also discussed here. In Part IV,

Chapter 6 summarizes the work with concluding remarks, limitations and future stakes.



Chapter 2

Computational Poroelasticity

In this Chapter, the mixed displacement-pressure formulations for Biot poromechanics, i.e.,

consolidation and vibroacoustics are derived from first principles. This is then discretized using

a coupled finite element method procedure, with additional focus on Robin boundary conditions

and different interface coupling constraints. The resulting numerical schemes are then verified

against analytical solutions in the case of consolidation, i.e., the Terzaghi consolidation test, and

experimental solutions in the case of wave propagation, i.e., the Sound Absorption Coefficient

curve (SAC) for an anechoic wedge.

2.1 Overview on Poroelasticity Formulations

Figure 2.1: A poro-elastic domain Ω subjected to acoustic and mechanical excitations.

Within the context of porous materials with elastic frames, the skeleton deformations are

negligible for large acoustical frequency bandwidths. This is often the case when rigid backing

15
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supports are used (see Fig. 2.1a). In such situations, one can safely employ the equivalent fluid

descriptions for porous media with rigid and motionless skeletons shown in [12]. However, there

are certain resonance effects manifesting due to the elastic deformability of the skeleton, that

cannot be captured with this model. This is especially true for elastic sandwich materials with

poroelastic cores, where the elastic vibrations of the plate excite the skeleton, and vice-versa [13]

(see Fig. 2.1b). In such cases, waves propagate in a coupled fashion through both the solid skeleton

and pore-fluid phases.

A theory describing poroelasticity was first developed within a consolidation environment by

Terzaghi in [14,15]. In this approach, the solid and fluid phases were assumed to be incompressible.

Further, the model was valid solely for uniaxial environments. These assumptions were relaxed

by Biot in [16] and further extended to anisotropic elastic skeletons in [17]. A dynamic model

governing wave propagation in poroelastic materials was derived in [18,19].

The classical Biot theory provides a phenomenological description based on the following phys-

ical assumptions.

1. The characteristic size of the micro-scale, e.g., pore radius, is significantly smaller in com-

parison to the wavelengths of the propagating waves. This is necessary for a macroscopic

continuum description to be valid.

2. The medium is a two phase system. The porous network is interconnected, continuous and

fully saturated by a single Newtonian fluid. The solid skeleton comprises solid grain from a

single material.

3. All phases undergo small deformations. This ensures that no geometric non-linearities are

encountered.

4. Waves are dissipated exclusively due to viscous effects in the pore-fluid. Thermal dissipation

is ignored. The skeleton is assumed to be homogeneous and isotropic. Structural dissipation

is ignored.

Several attempts have successfully been made to relax some of these assumptions. The modi-

fied Biot formulation [20] adapts the formalism for anisotropic materials as well. This is further

extended to inhomogeneous media in [21]. The model has been generalized to partially saturated

porous media in [22] and to multi-phase problems in [23]. Further improvements and general-

izations expanding the description to soil mechanics, geometric and material non-linearities etc.

were developed in [24–30]. The ability to introduce different visco-thermal dissipation mechanisms

into the governing equations, such as the three-parameter Delany-Bazley-Miki model [31], or the

six-parameter Johnson-Champoux-Allard-Lafarge model [32–34], was developed in [35].

There exist multiple formalisms of Biot poroelasticity. The original, as developed for consol-

idation in [16] and wave propagation in [18, 19] is a u −U formulation, where u and U denote

macroscopic solid skeleton and pore-fluid displacements, respectively. The modified Biot formu-

lation for anisotropic materials in [20] is a u − w formulation, where w = φ(U − u) denotes

the fluid flow relative to the skeleton. The effective porosity is represented by φ. This is further

extended to inhomogeneous poroelastic media through a u− uw in [21], where uw corresponds to

the volume averaged microscopic pore fluid displacements. A u − p formulation was developed

in [36] where p denotes pore-fluid pressures. This is restricted to isotropic materials, but offers
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the advantage of requiring only 3 DoFs (4 DoFs in 3-D) when compared with 4 DoFs (6 DoFs in

3-D) required by the other formalisms. The merits and bottlenecks of each formulation is studied

within a consolidation context in [37].

The transfer matrix method (TMM) [38–41] is a semi analytical approach used to solve these

governing equations. It is especially used widely to predict the vibroacoustic behaviour of mul-

tilayered panels. Matrices are used to describe the wave propagation through each medium; and

coupling constraints are introduced at the interfaces. Each layer is assumed to be homogeneous

with planar surfaces and infinite lateral dimensions. The lateral dimension requirement is removed

in [42]. The planar face requirement is relaxed in [7] by applying dual porosity theory [43–46].

However, this is still limited to periodically repeating structures. Heterogeneities are incorporated

by considering inclusions in [47] and tortuous porous composites in [48]. However, all these ap-

proaches are custom fit to particular applications. Obtaining a generalized model that takes these

extensions into consideration remains an open question. To this end, it is instructive to adopt

numerical techniques like the FEM, which are not bound by any such physical considerations.

In this Chapter, the u− p formulation is derived from the u−U. Constitutive and continuity

relations are defined and developed in Sections 2.2-2.3. The Biot coefficients are derived in Section

2.4. The u − p formulation for consolidation is presented in Section 2.5. Finally the u − p

formulation for wave-propagation is provided in Section 2.6. The finite element discretization for

these equations are described in detail in Section 2.7.

2.2 Constitutive Relations

The ensuing derivations are a summary of [49]. The bulk volume Vb of a poroelastic sample

can be expressed in terms of its constituent phases

Vb = Vf + Vs, (2.1)

where the volume of the saturating fluid Vf and elastic frame Vs are

Vf = φVb, Vs = (1− φ)Vb, (2.2)

and the effective porosity φ is defined as

φ =
Vφ
Vb
. (2.3)

The symbol Vφ denotes the volume of the interconnected pore network contained within the

representative domain. Since the original Biot theory ( [18,19]) requires that the porous network

be fully saturated with a single fluid, one has Vφ = Vf .

Under the assumption of small deformation, the infinitesimal strain tensors εs and εf for the

solid and fluid phases respectively, are provided

εs =
1

2
(∇u +∇Tu), (2.4)
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εf =
1

2
(∇U +∇TU). (2.5)

The symbol ∇(·) denotes the gradient operator and read ∇j = ∂
∂xj

. The tensors εs and εf are

symmetric, i.e., εs,ij = εs,ji and εf,ij = εf,ji. The total stress tensor over a bulk cubic element, σt
is defined as

σt = σs + σfI, (2.6)

where σt is a symmetric tensor. The quantity σf denotes the contribution of σt to the fluid phase,

σf = −φp, (2.7)

where the pore-fluid pressure p is positive under compression. Since this is assumed to be a

Newtonian fluid, it does not accommodate shear stresses. The term σs represents the contribution

of σt to the solid frame,

σs = −σ̄ − (1− φ)pI. (2.8)

The intergranular stresses σ̄ are also positive under compression. Inserting Eqs. (2.7) and (2.8)

into Eq. (2.6) yields

σt = −σ̄ − pI. (2.9)

Within the isotropic limit, four unique coefficients A,Q,R and G are sufficient to describe the

constitutive relations between stresses and strains for both phases of the porous medium

σs,ij = 2Gεs,ij + (Aεs +Qεf )δij, (2.10)

σf = Qεs +Rεf , (2.11)

where εs and εf denote volumetric strains, εs = εs,kk and εf = εf,kk, respectively. The corre-

sponding volumetric stress for the solid frame is σ̄ = 1
3
σ̄kk. The constants A,Q and R are related

to physical parameters like the shear modulus G, bulk modulus of the porous medium Kb, bulk

modulus of the solid grain Ks, bulk modulus of the fluid Kf and porosity φ. This is done in [50]

through gendanken experiments that investigate volume effects induced by pore-fluid pressure and

solid-grain stresses. These effects include the bulk compressibility and solid compressibility.

Unjacketed tests (see Fig. 2.2a) isolate the influence of fluid pressure by fully saturating a porous

sample with water and imposing a change in confining pressure dPc. The pore-fluid pressure p

also changes by the same amount dp = dPc, whereas the intergranular stresses remain constant

dσ̄ii = 0, ii = 1, 2, 3. Since the variation in fluid pressure is uniform everywhere, the porosity

remains unchanged as well dφ = 0. As a result, the compressibility of the bulk medium and solid

grain at constant solid-grain stress, are equal

dVb/Vb
dp

=
dVs/Vs
dp

= − 1

Ks

. (2.12)

Jacketed tests (see Fig. 2.2b) isolate the influence of intergranular stresses. This is done by

jacketing a fully drained sample and submerging it in water subject to a confining pressure dPc.

The porous network is connected to external air and maintains constant pressure dp = 0. In this

case, solid grain stresses change by the same amount dσ̄ii = dPc, ii = 1, 2, 3. Consequently, there
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(a) (b)

Figure 2.2: (a) Unjacketed and (b) jacketed compressibility tests.

Unjacketed
configuration

Jacketed
configuration

Effect Pore-fluid pressure Solid-grain stress
Pore-fluid pressure dp = dPc dp = 0

Solid-grain stress
dσ̄ii = 0,
i = 1, 2, 3

dσ̄ii = dPc,
i = 1, 2, 3

Bulk compressibility dVb/Vb
dp

= − 1
Ks

dVb/Vb
dσ̄

= − 1
Kb

Porosity dφ
dp

= 0 dφ
dσ̄

= −
(

1−φ
Kb
− 1

Ks

)
Solid compressibility dVs/Vs

dp
= − 1

Ks

dVs/Vs
dσ̄

= − 1
(1−φ)Ks

Table 2.1: Volumetric response of a poroelastic material when subjected to a change in isotropic
compression dPc.

is also a change in porosity. The compressibility of the bulk medium and solid grain at constant

pore-fluid pressure read

dVb/Vb
dσ̄

= − 1

Kb

, (2.13)

dVs/Vs
dσ̄

= − 1

(1− φ)Ks

. (2.14)

These relations are summarized in Table 2.1.

The total relative change in bulk volume dVb
Vb

is now expressed using a combination of both

effects, i.e., the pore-fluid pressure and solid-grain stress

dVb
Vb

= − 1

Ks

dp− 1

Kb

dσ̄. (2.15)
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Observing that dεs = dεs,kk = dVb
Vb

, Eq. (2.15) is integrated to obtain

− σ̄ = Kbεs +
Kb

Ks

p. (2.16)

Eq. (2.16) does not yet include shear deformation. This is incorporated using classical linear

elasticity constitutive theory since the pore-fluid exhibits zero shear restoring force.

σ̄ij =
(
Kb −

2

3
G
)
εsδij︸ ︷︷ ︸

volumetric

+ 2Gεs,ij︸ ︷︷ ︸
deviatoric

+
Kb

Ks

pδij. (2.17)

2.3 Continuity Relations

Further derivations are now necessary to obtain the coefficients A,Q and R. To this end, the

Euler continuity equation is used to describe fluid mass balance

∂(φρf )

∂t
+ div(φρfU̇) = 0, (2.18)

where mf = ρfVf = φρfVb represents the fluid mass saturating the porous network, and ρf
contains the fluid density. This is simplified to read

φ
∂ρf
∂t

+ ρf
∂φ

∂t
+ φρfdiv(U̇) = 0. (2.19)

Given that the fluid compressibility Kf can be expressed as follows

∂Vf/Vf
∂p

= − 1

Kf

, (2.20)

one can exploit the conservation of fluid mass ṁf =
∂(ρfVf )

∂t
= 0 to obtain the relation

∂Vf
Vf

= −∂ρf
ρf

. (2.21)

Inserting Eq. (2.21) into Eq. (2.20) and differentiating with respect to time, the following

constitutive relation is derived for the fluid phase

Kf
∂ρf
∂t

= ρf
∂p

∂t
. (2.22)

Now, the simplified form of the Euler continuity equation for the solid phase is given

(1− φ)
∂ρs
∂t
− ρs

∂φ

∂t
+ (1− φ)ρsdiv(u̇) = 0. (2.23)

Following a similar argument as shown for the fluid phase, the final form of the constitutive
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relation is provided

Ks
∂ρs
∂t

= ρs
∂p

∂t
+

ρs
1− φ

∂σ̄

∂t
. (2.24)

Substituting the constitutive relations Eqs. (2.22) and (2.24) into the relevant continuity equa-

tions Eqs. (2.19) and (2.23) yields

φ

Kf

∂p

∂t
+
∂φ

∂t
+ φdiv(U̇) = 0, (2.25)

1− φ
Ks

∂p

∂t
+

1

Ks

∂σ̄

∂t
− ∂φ

∂t
+ (1− φ)div(u̇) = 0. (2.26)

Adding Eqs. (2.25) and (2.26) yields(1− φ
Ks

+
φ

Kf

)dp

dt
+

1

Ks

dσ̄

dt
+ (1− φ)div(u̇) + φdiv(U̇) = 0. (2.27)

Eq. (2.27) is the storage equation and denotes the conservation of fluid mass in a fully saturated

porous media [24]. This will be used in Section 2.5 to develop governing equations for consolidation

problems.

2.4 Computing Biot coefficients

Using Eqs. (2.16) and (2.27), the term σ̄ is eliminated. Further, recalling the relation ε̇s =

div(u̇), one obtains(
φ+

Kf

Ks

(
1− φ− Kb

Ks

))∂σ
∂t

+ φKbdiv(u̇)− φKf
Kb

Ks

div(U̇) = 0, (2.28)

and (
φ+

Kf

Ks

(
1− φ− Kb

Ks

))∂p

∂t
+Kf

(
1− φ− Kb

Ks

)
div(u̇) + φKfdiv(U̇) = 0. (2.29)

Finally, combining Eqs. (2.16) and (2.28), Eqs. (2.17) and (2.29), and comparing with Eqs. (2.10)

and (2.11), the Biot coefficients can now be written out

A = Kb −
2

3
G+

Kf (1− φ− Kb
Ks

)2

φ+
Kf
Ks

(
1− φ− Kb

Ks

) , (2.30)

Q =
φKf (1− φ− Kb

Ks
)

φ+
Kf
Ks

(
1− φ− Kb

Ks

) , (2.31)

R =
φ2Kf

φ+
Kf
Ks

(
1− φ− Kb

Ks

) . (2.32)
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The solid skeleton stresses σs in Eq. (2.10) is a function of both the solid skeleton and pore-fluid

displacements, i.e., σs(u,U). For Sections 2.5 and 2.6, it is useful to decouple these effects. To

this end, Eqs. (2.10) and (2.11) are combined to read

σs(u,U) =
(
A− Q2

R

)
div(u)I + 2Gεs − φ

Q

R
pI. (2.33)

An effective stress tensor σ̂s(u) dependent only on solid skeleton displacements is introduced such

that

σ̂s(u) =
(
A− Q2

R

)
div(u)I + 2Gεs. (2.34)

The quantity Eq. (2.34) is more explicitly defined using the expressions for A,Q,R as provided in

Eqs. (2.30), (2.31), (2.32) [51]

− σ̂s,ij =
(
Kb −

2

3
G
)
εsδij + 2Gεs,ij. (2.35)

Exploiting the symmetries in Eq. (2.35), one can re-express this in convenient Voigt notation

− σ̂s = Dεs, (2.36)

where D denotes the linear elastic constitutive tensor. The bulk and shear modulii Kb and G are

expressed in terms of the more familiar quantities, i.e., the Young’s modulus E and Poisson’s ratio

ν

Kb =
E

3(1− 2ν)
, G =

E

2(1 + ν)
. (2.37)

Using the above relation, the tensor D assumes the form

D =
E

(1 + ν)(1− 2ν)

1− ν ν 0

ν 1− ν 0

0 0 1−2ν
2

 . (2.38)

Eq. (2.33) now simplifies to

σs(u,U) = σ̂s(u)− φQ
R

pI. (2.39)

Inserting this expression for σs into Eq. (2.6) yields

σt = σ̂s − φ
(

1 +
Q

R

)
︸ ︷︷ ︸

c

pI, (2.40)

where c is a constant parameter (not to be confused with the speed of sound in a medium).

Inserting the expressions for Q,R into Eq. (2.40) yields

σt = σ̂s − αBpI, (2.41)

where the Biot coefficient αB has the form

αB = 1− Kb

Ks

. (2.42)
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This is called the principle of effective stress [52].

2.5 Consolidation

The consolidation phenomena described by the Biot theory is a slow process. The pore-fluid

transport is described by the static Darcy law

q = − k

γf
∇p, (2.43)

where k and γf = ρfg denote the permeability and specific weight of the pore-fluid, respectively.

The specific discharge q describes the amount of fluid content entering or exiting the bulk volume

q = φ(U̇− u̇). (2.44)

It is now recalled that u̇ = ∂εs
∂t

. Further, using the expression for σs derived in Eq. (2.16), and the

discharge in Eq. (2.44), the storage expression in Eq. (2.27) is simplified

(
1− Kb

Ks

)∂εs
∂t

+

(
1

Ks

(
1− Kb

Ks

)
+ φ
( 1

Kf

− 1

Ks

))∂p

∂t
= −div(q). (2.45)

To be consistent with soil mechanics literature [53], the storativity coefficient Sε is defined

Sε =
αB
Ks

+ φ
( 1

Kf

− 1

Ks

)
. (2.46)

Eqs. (2.42) and (2.46) are inserted into Eq. (2.45) along with the Darcy law (Eq. (2.43)) to

yield the following form for the storage equation

αB
∂εs
∂t

+ Sε
∂p

∂t
= div

( k

γf
∇p
)
. (2.47)

The equilibrium equation for the solid phase is written out in a straightforward way

div(σt) + b = 0, (2.48)

where b contains a generalized body force. Using the principle of effective stress (Eq. (2.41)), this

is recast as

div(σ̂s) + b = div(αBpI), (2.49)

where the linear-elastic constitutive relation in Eq. (2.36) holds for σ̂s.

Eqs. (2.49) and (2.47) are collected and summarized below as the coupled strong form for the

Biot u− p formulation for consolidation
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div(σ̂s) + b = div(αBpI), (2.50)

αB
∂εs
∂t

+ Sε
∂p

∂t
= div

( k

γf
∇p
)
. (2.51)

2.6 Vibroacoustics

While the consolidation phenomena discussed in Section 2.5 is a slow process, the Lagrangian

formalism originally introduced in [18,19] adopts a more generalized approach by accommodating

acceleration effects as well. These effects are significant at large acoustical frequencies and cannot

be reasonably neglected. This introduces inertial forces arising due to the relative motion between

the solid-skeleton and pore-fluid. The associated kinetic energy of the system is

EK =
1

2
ρ11|u̇|2 + ρ12u̇ · U̇ +

1

2
ρ22|U̇|2, (2.52)

where ρ12, ρ11 and ρ22 are apparent densities accounting for the geometry of the frame and porous

network, which assume the following form [13]

ρ12 = −φρf (α∞ − 1), (2.53)

ρ11 = (1− φ)ρs − ρ12, (2.54)

and

ρ22 = φρf − ρ12, (2.55)

respectively. The inertial force components of the solid and fluid phases, respectively, are obtained

by applying the Euler-Lagrange equations

FI
s =

∂

∂t

(∂EK
∂u̇

)
= ρ11ü + ρ12Ü, (2.56)

and

FI
f =

∂

∂t

(∂EK
∂U̇

)
= ρ12ü + ρ22Ü. (2.57)

These inertial forces occur even in the presence of a non-viscous fluid. However, for the material

to truly be dissipative, the following dissipated energy is introduced

ED =
1

2
b̃(u̇− U̇) · (u̇− U̇), (2.58)

where b̃ is a dissipation parameter, accounting for viscous interaction. The (̃·) denotes the

complex-valued nature of its argument, and its dependence on the excitation angular frequency

ω. The corresponding forces on either phase are

FD
s = b̃(u̇− U̇), (2.59)
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and

FD
f = −b̃(u̇− U̇). (2.60)

The inertial forces FI
s and FI

f from Eqs. (2.56), (2.57) and the dissipative forces FD
s and FD

f

from Eqs. (2.59) and (2.60) are used to derive the equilibrium equations for Biot wave propagation

div(σs) = ρ11ü + ρ12Ü + b̃(u̇− U̇), (2.61)

and

div(σf ) = ρ12ü + ρ22Ü− b̃(u̇− U̇). (2.62)

Eqs. (2.61) and (2.62) are the Biot u−U formulation for wave propagation in poroelastic media.

Applying the Fourier transform, this is expressed in the frequency domain

div(σs) = −ω2ρ11u− ω2ρ12Ü + (jω)b̃(u−U), (2.63)

and

div(σf ) = −ω2ρ12u− ω2ρ22U− (jω)b̃(u−U). (2.64)

There are two significant drawbacks of the u−U formulation from a computational perspective.

The first is that for a three-dimensional problem, there are six degrees of freedom associated

with each discretized node in a standard FE mesh. These include three displacement components

for the solid and fluid phases, respectively. The second is that the stress tensor σs is frequency

dependent. These features create major bottlenecks during the assembly and solution of detailed

FE models in spectral analysis. These difficulties are addressed in [36] by developing a mixed

displacement-pressure formalism (u− p).

To this end, the effective densities ρ̃11, ρ̃22 and ρ̃12 are introduced such that

ρ̃11 = ρ11 +
b̃

jω
, (2.65)

ρ̃22 = ρ22 +
b̃

jω
, (2.66)

ρ̃12 = ρ12 +
b̃

jω
. (2.67)

Recalling Eq. (2.7), Eqs. (2.63) and (2.64) are now provided in a simplified form

div(σ)s − ω2ρ̃11u + ω2ρ̃12U = 0, (2.68)

and

− φ∇p + ω2ρ̃12u + ω2ρ̃22U = 0. (2.69)

The fluid displacement U can be expressed in terms of the pore-fluid pressure p and solid-skeleton

displacements u by rearranging Eq. (2.69)

U =
1

ω2φρ̃eq

∇p− ρ̃12

ρ̃22

u. (2.70)
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Eliminating U from Eqs. (2.68) and (2.69), the following equation is derived

div(σs) + ω2ρ̃u + φ
ρ̃12

ρ̃22

∇p = 0, (2.71)

where the solid-skeleton effective density ρ̃ has the form

ρ̃ = ρ̃11 −
(ρ̃12)2

ρ̃22

. (2.72)

Recalling σs ≡ σs(u,U), a frequency dependent analogue of Eq. (2.39) is employed

σs(u,U) = σ̂s(u)− φQ̃
R̃

pI. (2.73)

where the solid skeleton constitutive relation reads

σ̂s = D̃εs(u). (2.74)

The elastic constitutive tensor D̃ depends on the modified Young’s modulus Ẽ and the Poisson’s

ratio ν,

D̃ ≡ D̃(Ẽ, ν). (2.75)

The modified Young’s modulus Ẽ in Eq. (2.75) is expressed as

Ẽ = E(1 + jηs(ω)), (2.76)

where E and ηs(ω) are the Young’s modulus and the structural loss factor, respectively.

The Biot coefficients A,Q,R and G are replaced with frequency-dependent counterparts Ã, Q̃, R̃

and G̃. The complex shear modulus G̃ accounts for structural dissipation. The fluid bulk modulus

Kf in Eqs. (2.30)-(2.32) is replaced by

K̃f =
K̃eq

φ
, (2.77)

where K̃eq is the equivalent bulk modulus characterizing thermal dissipation.

Inserting Eq. (2.73) into Eq. (2.71) reads

div(σ̂s(u)) + ρ̃ω2u = −γ̃∇p, (2.78)

where the coupling coefficient γ̃ is

γ̃ = φ
( ρ̃12

ρ̃22

− Q̃

R̃

)
. (2.79)

The corresponding equilibrium equation is derived by considering the divergence of Eq. (2.69)

and re-arranging into the following expression

− φ∆p + ω2ρ̃12div(u) + ω2ρ̃22div(U) = 0. (2.80)

Using the constitutive relation in Eq. (2.11), the term div(U) is eliminated from Eq. (2.80) to
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yield
φ2

ρ̃22

∆p +
φ2

R̃
ω2p = −ω2γ̃div(u). (2.81)

For most acoustical poroelastic materials φ → 1 and K̃f << Ks. Under these assumptions, the

following relations hold [35]

ρ̃eq =
ρ̃22

φ2
, (2.82)

K̃eq =
R̃

φ2
, (2.83)

Using these relations, Eq. (2.81) is finally written as

∆p

ρ̃eq

+ ω2 p

K̃eq

= ω2γ̃div(u). (2.84)

The coefficients ρ̃eq and K̃eq are the dynamic mass density and bulk modulus. They encode

visco-inertial and thermal effects, respectively, at the micro-scale. These coefficients are computed

through semi-phenomenological models, such as the six-parameter Johnson-Champoux-Allard-

Lafarge (JCAL) model [32–34]

ρ̃eq(ω) =
α∞ρ0

φ

[
1 +

σφ

jωρ0α∞

√
1 + j

4α2
∞ηρ0ω

σ2Λ2φ2

]
, (2.85)

and

K̃eq(ω) =
γP0/φ

γ − (γ − 1)

1− j φκ

k′0Cpρ0ω

√
1 + j

4k′20Cpρ0ω

κΛ′2φ2

−1 . (2.86)

The macroscopic material parameters α∞, σ, η, Λ, Λ′, γ, P0, k′0, Cp and κ denote the high

frequency limit of dynamic tortuosity, static airflow resistivity, dynamic viscosity, viscous and

thermal characteristic lengths, adiabatic index, atmospheric pressure, static thermal permeability,

specific heat at constant pressure and thermal conductivity. A concise list of the expressions for

all semi-phenomenological models is provided in [12] .

The mixed u− p formulation, Eqs. (2.78), (2.84) is collected and summarized below

div(σ̂s(u)) + ρ̃ω2u = −γ̃∇p, (2.87)

∆p

ρ̃eq

+ ω2 p

K̃eq

= ω2γ̃div(u). (2.88)

This formalism alleviates the difficulties associated with the u −U formulation, by requiring

only four degrees of freedom per FE node. These include three displacement components for the

solid phase and a pressure field for the fluid phase. Further, recall from Eq. (2.73) that unlike

σs, σ̂s is frequency independent. Consequently, the corresponding state matrices do not require

repeated assembly during spectral analyses.
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2.7 Finite Element Formulation

2.7.1 Elastostatics

Strong form

Figure 2.3: Schematic representation of a two dimensional domain Ω with boundary Γ. Essential
and natural boundaries ū and t̄ are prescribed on Γu and Γt respectively.

The case of a domain Ω ⊂ R2 is considered herein, subjected to plane stress or plane strain

conditions. The domain is subjected to a body force b, and is prescribed a displacement and

traction ū and t̄ over the boundaries Γu and Γt respectively. The displacement and traction

boundaries are defined to be non-intersecting, i.e., Γu∩Γt = ∅. This is illustrated in Fig. 2.3. The

corresponding equilibrium, constitutive, and compatibility equations are defined in Eqs. (2.89a),

(2.89b), and (2.89c), respectively as

div(σ) + b = 0, (2.89a)

σ = Dε(u), (2.89b)

ε(u) =
∇u + (∇u)T

2
, (2.89c)

subject to generalized inhomogeneous displacement and traction boundaries defined as follows

u = ū on Γu, −enforced boundary conditions, (2.90a)

σ · n = t = t̄ on Γt − natural boundary conditions, (2.90b)

where the displacement and traction boundary values are specified by ū and t̄, respectively.
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Weak form

Eq. (2.89) is cast into its appropriate weak form{
Find u ∈ Vu := [H1(Ω)]2 such that

aε(u, δu)D = fu(δu) ∀ δu ∈ Vu ,
(2.91)

where aε(·, ·)D and fu(·) are bilinear and linear functionals, respectively defined as

aε(u, δu)D =

∫
Ω

ε(u)D ε(δu) dΩ, (2.92a)

fu(δu) =

∫
Γt

t̄ · δu dΓ +

∫
Ω

b · δu dΩ. (2.92b)

Discretization

The displacement field is approximated through the following finite dimensional approximation,

i.e.,

uh, δuh ∈ Vuh ⊂ Vu, (2.93)

where uh and δuh are the discretized trial and test functions, respectively; these are defined over

a finite-dimensional subspace Vuh .

Inserting the discretized form in Eq. (2.93) into Eq. (2.91) yields the discretized abstract weak

form

{
Find uh ∈ Vuh such that

aε(uh, δuh)D = fu(δuh) ∀ δu ∈ Vuh .
(2.94)

The domain Ωh is the discretized approximation of the original domain geometry, i.e.,

Ωh =
⋃
Ki∈Ωh

Ki ≈ Ω, (2.95)

where the terms Ki, i = 1, . . . , nel denote non-intersecting quadrilateral sub-domains as shown in

Fig. 2.4. This corresponds with standard element discretizations as used in conventional FEM.

The parameter h is understood as the maximum diameter of all elements contained in Ωh. The

discretized boundaries Γhu, Γht, Γhp and Γhq are also obtained in the same fashion.

The bilinear and linear functional forms used in Eq. (2.112) can now be computed through

additively assembling local element-wise operators as shown below

aε(uh, δuh)D =

nel∑
i=1

aεKi(uh, δuh)D, (2.96a)

fu(δuh) =

nel∑
i=1

fuKi(δuh). (2.96b)
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Figure 2.4: Discretized domain Ωh decomposed into nel quadrilateral elements.

The element-wise components in Eq. (2.96) are expressed

aεKi(uh, δuh)D =

∫
Ki

ε(uh)D ε(δuh) dΩ, (2.97a)

fuKi(δuh) =

∫
Γ
Ki
ht

t̄ · δuh dΓ +

∫
Ki

b · δuh dΩ. (2.97b)

In the FEM, the globally continuous displacement uh field and its corresponding weight function

δuh are discretized into piece-wise continuous functions over each element Ki according to the

following expressions

uh = [Φu]︸︷︷︸
(nudof×2)

T û, δuh = [Φu]︸︷︷︸
(nudof×2)

T δ̂u, (2.98)

where û and δ̂u denote vectors containing element-wise trial and test nodal displacement values,

respectively. The quantity nudof denote the number of DoFs for Vuh (K).

The arrays [Φu] contain the canonical basis functions that span Vuh . The conventional Bubnov-

Galerkin FEM definition for these spaces for a kth order method is provided below

Vuh =[Wh]
d, d = 2, (2.99a)

Wh ={v ∈ [H1(Ω) ∩ C0(Ωh)], v|K ∈ VKh (K), ∀K ∈ Ωh}, (2.99b)

where VKh (K) has the following definition

VKh (K) ={v ∈ [H1(K) ∩ C0(K)] : v,i|K ∈ Lk(K), for i = 1, . . . , d}. (2.100)

The canonical basis function possess the classical properties

Φu
i (xj) = δij, i = 1, . . . , nudof, (2.101)
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and partition of unity properties
nudof∑
i=1

Φu
i (xj) = 1, (2.102)

over Vuh (K). The term Lk(K) in Eq. (2.100) denotes kth order Lagrange interpolating polynomials

defined over an element domain K. These polynomials spanning the FEM space are explicitly

defined and fully dependent on the element geometry.

Substituting Eqs. (2.98) into the element-wise integrals for the solid phase in Eqs. (2.97), yields

an elastic stiffness term

aεKi(uh, δuh) = δûT

[∫
Ki

BuT D̃Bu dΩ

]
︸ ︷︷ ︸

KKi

û, (2.103)

where Bu = εs(Φ
u). An elastic load is also obtained

fuKi(δuh) = δûT

[ ∫
Γ
Ki
ht

ΦuT t̄ dΓ +

∫
Ki

ΦuTb dΩ

]
︸ ︷︷ ︸

fuKi

. (2.104)

The local state matrices and vectors are assembled, over the entire domain Ωh using a direct

approach to obtain their global counterparts

K =
nel

A
i=1

KKi , fu =
nel

A
i=1

fu
Ki . (2.105)

One now obtains the global matrix form for Eq. (2.94)

Kû = fu. (2.106)

Eq. (2.106) is solved in a straightforward way using classical procedures like Preconditioned Con-

jugate Gradients (PCG) or Generalized Minimial Residual Method (GMRES).

2.7.2 Consolidation

Strong form

The case of an arbitrary continuous two-dimensional porous domain Ω ⊂ R2 with a domain

boundary Γ is considered as shown in Fig. 2.5. In addition to the constraints specified in Fig. 2.3,

the domain is further subjected to a set of enforced pressures p̄ on Γp, applied volume fluxes q̄ on

Γq such that Γu ∩Γt = ∅ and Γp ∩Γq = ∅. The domain is also subjected to a source/sink term Q.

The strong form of the governing equations as provided in Eqs. (2.50)-(2.51) are supplemented by

the following set of initial and boundary conditions

u = u0, p = p0, in Ω − initial conditions, (2.107a)
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Figure 2.5: Schematic representation of a two dimensional domain Ω with boundary ∂Ω. Essential
and natural boundaries for the solid phase ū and t̄ are prescribed on Γu and Γt respectively.
Similarly, the relevant boundaries for the fluid phase p̄ and q̄ are applied on Γp and Γq respectively.

u = ū on Γu, p = p̄, on Γp − enforced boundary conditions, (2.107b)

t = t̄ on Γt, q = q̄, on Γq − natural boundary conditions, (2.107c)

where u0 and p0 denote the initial displacement and pressure distributions over the domain at

time t = 0. The Dirichlet boundary values for the fluid phase is represented by p̄. The Neumann

flux boundary values are contained in q̄.

Weak form

The weak form of the governing Eqs. (2.50)-(2.51) is derived accordingly as
Find (u, p) ∈ Vu × Vp := [H1(Ω)]2 × [H1(Ω)] such that

aε(u, δu)D − a(ε,0)(p, δu)αBm = fu(δu) ∀ δu ∈ Vu

a(ε,0)(u̇, δp)αBmT + b0(ṗ, δp)Sε + b∇(p, δp)k/γf = fp(δp) ∀ δp ∈ Vp ,
(2.108)

where a(·), b(·) and f(·) are bilinear and linear functional operators and δp denotes test functions

such that p, δp ∈ Vp. The space Vp denote the space of admissible pressures. This assumes a

standard one-dimensional H1(Ω) Hilbert Space. The individual operators are defined as follows

for the fluid phase

b∇(p, δp)k/γf =

∫
Ω

∇(p)
k

γf
∇(δp) dΩ, (2.109a)

b0(ṗ, δp)Sε =
d

dt

∫
Ω

p Sε δp dΩ, (2.109b)

fp(δp) = −
∫
Γq

q̄ · δp dΓ +

∫
Ω

Qδp dΩ, (2.109c)
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and coupling phase

aε,0(p, δu)αBm =

∫
Ω

ε(δu)αBm p dΩ, (2.110a)

aε,0(u̇, δp)αBmT =
d

dt

∫
Ω

ε(u)αBmT δp dΩ. (2.110b)

Discretization

Similar to Eq. (2.93), the discretized pressure field trial ph and test δph functions are defined

accordingly as

ph, δph ∈ V
p
h ⊂ V

p, (2.111)

over the finite-dimensional subspace Vph .

Using the discrete approximations introduced in Eqs. (2.93) and (2.111), the abstract formula-

tion of the discretized weak form is expressed
Find (uh, ph) ∈ Vuh × V

p
h such that :

aε(uh, δuh)D − a(ε,0)(ph, δuh)αBm = fu(δuh) ∀ δuh ∈ Vuh
a(ε,0)(u̇h, δph)αBmT + b0(ṗh, δph)Sε + b∇(ph, δph)k/γf = fp(δph) ∀ δph ∈ V

p
h .

(2.112)

The functional forms used in Eq. (2.94) for the solid phase have already been additively as-

sembled from local contributions in Eq. (2.96). The operators corresponding to the fluid phase

assume the following form

b∇(ph, δph)k/γf =

nel∑
i=1

b∇Ki(ph, δph)k/γf , (2.113a)

b0(ph, δph)Sε =

nel∑
i=1

b0
Ki(ph, δph)Sε , (2.113b)

fp(δph) =

nel∑
i=1

fpKi(δph). (2.113c)

Finally, the operators corresponding to phase coupling become

a(ε,0)(ph, δuh)αBm =

nel∑
i=1

a
(ε,0)
Ki (ph, δuh)αBm, (2.114a)

a(ε,0)(u̇h, δph)αBmT =

nel∑
i=1

a
(ε,0)
Ki (u̇h, δph)αBmT . (2.114b)
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The element-wise components in Eqs. (2.113) - (2.114) are expressed for the fluid phase

b∇(ph, δph)k/γf =

∫
Ki

∇(ph)
k

γf
∇(δph) dΩ, (2.115a)

b0(ṗh, δph)Sε =
d

dt

∫
Ki

ph Sε δph dΩ, (2.115b)

fp(δph) = −
∫

Γ
Ki
hq

q̄h · δph dΓ +

∫
Ki

Qδph dΩ, (2.115c)

and coupling terms

aε,0(ph, δuh)αBm =

∫
Ki

ε(δuh)αBm ph dΩ, (2.116a)

aε,0(u̇h, δph)αBmT =
d

dt

∫
Ki

ε(uh)αBmT δph dΩ. (2.116b)

The fields ph and δph are discretized into piecewise continuous functions analogous to Eq. (2.98)

ph = [Φp]︸︷︷︸
(npdof×1)

T p̂, δph = [Φp]︸︷︷︸
(npdof×1)

T δ̂p, (2.117)

where p̂ and δ̂p are vectors containing element-wise trial and test nodal pressure values, respec-

tively. The number of DoFs pertaining to Vph(K) is contained within npdof. The array [Φp] represents

canonical basis functions spanning Vph. This space is defined as follows

Vph = [Wh]
d, d = 1, (2.118)

where in Wh is defined in Eq. (2.99b). [Φp] also possesses the properties shown in Eqs. (2.101)-

(2.102)

Φp
i (xj) = δij, i = 1, . . . , npdof, (2.119)

and
npdof∑
i=1

Φp
i (xj) = 1, (2.120)

over Vph(K).

Inserting Eqs. (2.117) into Eqs. (2.115) yields the fluid kinetic term

b∇Ki(ph, δph)k/γf
= δp̂T

[∫
Ki

∇Φp T k

γf
∇Φp dΩ

]
︸ ︷︷ ︸

HKi

p̂, (2.121)

where B∇ = ∇Φp is often used as a convenient shorthand. Next, one obtains the compressibility
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term

b0
Ki(ṗh, δph)Sε =

d

dt
δp̂T

[∫
Ki

Φp T Sε Φp dΩ

]
︸ ︷︷ ︸

SKi

p̂, (2.122)

and the fluid phase forcing term

fpKi(δph) = δp̂T

[
−
∫

Γ
Ki
hq

Φp T q̄h dΓ +

∫
Ki

Φp T Q dΩ

]
︸ ︷︷ ︸

fpKi

. (2.123)

The discretized coupling terms are derived by substituting Eqs. (2.98) and (2.117) into Eqs. (2.116)

a
(ε,0)
Ki (ph, δuh)αBm = δp̂T

[∫
Ki

BuT αBm Φp dΩ

]
︸ ︷︷ ︸

QKi

û, (2.124)

and

a
(ε,0)
Ki (u̇h, δph)αBm =

d

dt
δp̂T

[∫
Ki

Φp TαBmT Bu dΩ

]
︸ ︷︷ ︸

QT
Ki

û. (2.125)

The local state matrices and vectors are assembled, over the entire domain Ωh is a similar

manner to Eq. (2.105)

H =
nel

A
i=1

HKi ,S =
nel

A
i=1

SKi , Q =
nel

A
i=1

QKi fp =
nel

A
i=1

fp
Ki . (2.126)

The global matrix form of the governing equations are now elaborated in accordance with

Eqs. (2.112) [
K −Q

0 H

]{
û

p̂

}
+

[
0 0

QT S

]{ ˙̂u
˙̂p

}
=

[
fu

fp

]
. (2.127)

Solution procedure

Eq. (2.127) is a system of first order differential/ algebraic equations with respect to time of

the following generic form

A Ẋ + B X = F, (2.128)

where X =
{
û p̂

}T
. The quantities A, B and F can be obtained from Eq. (2.127) by inspection.

In this Chapter, a theta rule time discretization scheme is employed to obtain solution states

at each time step. Assuming that the time domain is discretized into a finite number of Nt + 1

points, i.e., t0 < t1 · · · < tn < tn+1 < · · · < tNt the solution vector X and it’s time derivative Ẋ
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are defined as

Xn+θ = (1− θ)Xn + θXn+1, (2.129)

and

Ẋn+θ =
Xn+1 −Xn

∆t
, (2.130)

respectively, where ∆t is the time increment and θ is the implicitness parameter 0 ≤ θ ≤ 1. The

vectors Xn and Xn+1 denote the state vectors at time tn and tn+1, respectively.

Substituting Eqs. (2.129) and (2.130) into Eq. (2.128) gives rise to the following time marching

scheme

ÃXn+1 = B̃Xn + ∆tFn+θ, (2.131)

where Ã and B̃ are the effective state matrices, which after the necessary algebraic manipulation

assume the following form, i.e.,

Ã =

[
θK −θQ
QT S + ∆tθH

]
n+θ

, (2.132)

and

B̃ =

[
(θ − 1)K (1− θ)Q

QT S− (1− θ)∆tH

]
n+θ

, (2.133)

respectively and the discretized forcing vector Fn+θ =
{
fu fp

}T
.

A central difference scheme, θ = 1
2

is adopted. Since such a scheme is conditionally stable, one

should exercise caution in choosing appropriate spatial and temporal time discretization steps.

Alternatively, an unconditionally stable implicit scheme may be chosen.

Validation

The numerical schemes proposed above are verified using the Terzaghi consolidation test [15].

A soil column of height h = 7 m and width D = 1 m is fully saturated with water and subjected

to a uniaxial compressional load q = 1 kPa at the top. The top is exposed to air and consequently

has a pore-fluid pressure p = 0 Pa. The lateral sides are provided with roller supports and the

bottom is fully clamped. No-flow conditions are imposed over all boundaries, i.e., ∇p·n = 0, where

n denotes the corresponding outward facing surface normal. These conditions are illustrated in

Fig. 2.6.

Further, initial conditions u(t = 0) = 0 and p(t = 0) = q are given. The soil has a Young’s

modulus E = 8 MPa, Poisson’s Ratio ν = 0.3 and permeability 10−6 m · s−1. The specific weight

of the pore-fluid (water) is γf = 9.81× 103 kg ·m−2 · s−2.

The time evolution of pore-fluid pressure is obtained by solving the equation

∂p

∂t
= cv

∂2p

∂z2
, (2.134)

where z denotes the elevation in the soil column. The consolidation coefficient cv has the form

cv =
k

γwmv

, mv =
1

K + 4
3
G

=
(1 + ν)(1− 2ν)

E(1− ν)
. (2.135)
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Figure 2.6: Schematic for Terzaghi’s uniaxial consolidation test.

The termmv indicated the Terzaghi compressibility coefficient. This equation is solved analytically

in [54]

p(z, t)

p0

=
4

π

∞∑
j=1

(−1)j−1

2j − 1
cos
[
(2j − 1)

π

2

z

h

]
e−(2j−1)2 π

2

4
cvt

h2 . (2.136)

The deformation of the soil column is evaluated by integrating the corresponding strains

∆ht =

h∫
o

ε dz = −mvhq +mv

h∫
0

pw dz. (2.137)

The numerical solution is calculated by solving Eq. (2.127) with 700 quadrilateral finite el-

ements. The analytical and numerical distribution of pressures within the soil column at time

instants t1 = 100 s, t2 = 1, 300 s, t3 = 4, 300 s, t4 = 13, 300 s, t5 = 23, 300 s, t6 = 43, 300 s are

provided in Fig. 2.7a. The deformations at the top surface z = h are compared in Fig. 2.7b. Near

perfect agreements are observed in all cases.

The pore-fluid pressure contours are provided at these six time instants in Fig. 2.8 for com-

pleteness. This example demonstrates the ability of the FE model described above to accurately

simulate consolidation behaviour in poroelastic media.

2.7.3 Vibroacoustics

Transfer Matrix Method

The Transfer Matrix Method (TMM) is a semi-analytical approach used to forecast acoustical

indicators such as the Sound Absorption Coefficient (SAC) and Sound Transmission Loss Coef-

ficient (STL) in flat multi-layered systems. The method is used as a verification tool for several

vibroacoustic applications presented in this thesis.

A medium of thickness H is subject to an acoustical plane-wave excitation impinging at an
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(a) (b)

Figure 2.7: (a) Distribution of pore water pressures in the soil column at six different time in-
stances, (b) Evolution of soil settlement at the top surface z = h with time. Analytical solutions
are provided in dotted black lines.

angle of incidence θ. Two points, A and B are arbitrarily chosen close to the incidence and rear

faces, respectively. This is illustrated in Fig. 2.9.

A matrix T can be formulated to describe wave propagation in the medium, such that

V(A) = T V(B), (2.138)

where the vector V(A) contains quantities describing the acoustic field at A in the medium. The

transfer matrix T depends on the thickness H and the material parameters characterizing the

medium.

For a fluid, V(A) has the form

Vf (A) = [p(A), vx(A)]T , (2.139)

where p(A) and vx(A) denote the fluid pressure and velocity in the x-direction at point A. In the

case of a solid (elastic) medium, it is to be noted that the variables constituting V(·) need not be

unique. Following [13,39], four independent quantities are chosen

Vs(A) = [vsx(A), vsy(A), σsxx(A), σsxy(A)]T , (2.140)

where vsx(A) and vsy(A) denote x and y-direction velocities at point A, respectively. Normal and

shear stresses are respectively indicated by the terms σsxx(A) and σsxy(A). In a poroelastic medium,

the vectors for both phases are combined to yield

Vp(A) = [vsx(A), vsy(A), vfx(A), σsxx(A), σsxy(A), σfxx(A)]T . (2.141)

For a detailed derivation of the expression for the relevant transfer matrix operators Tf , Ts and

Tp, the reader is referred to [13].
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(a) t1 = 100 s (b) t2 = 1, 300
s

(c) t3 = 4, 300
s

(d)
t4 = 13, 300 s

(e) t5 = 23, 300
s

(f) t6 = 43, 300
s

Figure 2.8: Water pressure contours at six different time instances.

Figure 2.9: A medium of thickness H subject to a plane wave acoustic excitation at an angle of
incidence θ.

Strong form

A generalized continuous two-dimensional poroelastic domain Ω ∈ Rd, d = 2 with a boundary

Γ is shown in Fig. 2.10. The domain Ω is surrounded by arbitrary neighbours Ωe
1 and Ωe

2. These

neighbouring domains may be elastic (solid), acoustic (fluid) or porous domains. Similar Dirichlet

and Neumann boundary conditions to Section 2.7.2 are considered. Additionally, an impedance-

type Robin boundary is also provided over Γr.

The mixed displacement-pressure u − p formulation, Eqs. (2.87)-(2.88) is subjected to the

following set of essential

u = ū on Γu, p = p̄e−jk·x on Γp, (2.142)

natural

t = t̄ on Γt, q = q̄ on Γq, (2.143)
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Figure 2.10: A poro-elastic domain Ω subjected to acoustic and mechanical excitations.

and impedance boundary conditions

z(θ)∇p · n + jωρ̃eqp = ḡ on Γr, (2.144)

respectively. For a time-harmonic acoustic excitation of amplitude p̄ incident at an angle θ, the

vector valued wave number is represented by k = [kcos(θ), ksin(θ)], where k = ω/cair. The vector

x = [x, y]T denotes the coordinates of a point on the incident face Γp. A Robin-type boundary value

ḡ is specified over Γr where z denotes an impedance constant z(θ) = zair/cos(θ). The parameters

cair and zair = ρ0cair denote the speed of sound in air and impedance of air, respectively. For our

purposes, we take ḡ = 0 [55].

Weak form

The weak form of Eqs. (2.87)-(2.88) is derived by multiplying each expression with the relevant

test functions δu and δp and integrating over the entire domain

Find (u, p) ∈ Vu × Vp := [H1(Ω)]d × [H1(Ω)], d = 2, such that

Solid phase∫
Ω

σs(u) : εs(δu) dΩ− ω2

∫
Ω

ρ̃u · δu dΩ−
∫
Ω

γ̃∇p · δu dΩ

−
∫
Γt

(
σs · n

)
· δu dΓ

︸ ︷︷ ︸
I1

= 0 ∀ δu ∈ Vu,

(2.145)
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and
Fluid phase∫
Ω

1

ρ̃eq

∇p · ∇δp dΩ− ω2

∫
Ω

1

K̃eq

p δp dΩ− ω2

∫
Ω

γ̃∇δp · u dΩ

+ ω2

∫
Γ

(
γ̃u · n− 1

ω2ρ̃eq

∇p · n
)
δp dΓ

︸ ︷︷ ︸
I2

= 0 ∀ δp ∈ Vp.
(2.146)

Using Eq. (2.40), the boundary integral I1 in Eq. (2.145) is modified to

I1 =

∫
Γt

(
σt · n + cpI · n

)
· δu dΓ. (2.147)

Similarly, the boundary integral I2 in Eq. (2.146) is decomposed into the relevant Neumann and

Robin contributions according to the identity Γ ≡ Γq ∪ Γr: I2 = I
Γq
2 + IΓr

2 , where, employing

Eq. (2.70) the following expression is eventually established

I
Γq
2 = −ω2

∫
Γq

(
cu · n + wn

)
δp dΓ, (2.148)

where wn = φ(U− u) · n is the normal component of the fluid displacement relative to the solid

skeleton. This is measured in volume per unit area of the bulk medium [20,21]. Using Eq. (2.144),

a simplified expression for IΓr
2 is obtained

IΓr
2 =

jω

z(θ)

∫
Γr

p δp dΓ. (2.149)

Is it to be noted that the solid skeleton normal displacements are not defined over Γr.

When subject to acoustic excitation, variations in δp are zero. To ensure continuities, one

requires σt · n = −pI · n. Using the result for classical sound absorbing materials, i.e., c ≈ 1 [56],

I1 = I2 = 0. The acoustic wave is simply imposed on the incident face as a pressure Dirichlet

boundary (Eq. (2.142)). Considering roller or fully clamped supports, variations in δu are zero.

Further, u · n and wn are zero as well. Consequently, once again, I1 = I2 = 0. Given an

impedance-type anechoic termination, I1 = 0, I2 = IΓr
2 . These integral conditions are tabulated

in Table 2.2.

The coupling conditions encountered at the interface between Ω and Ω1
e, Ω2

e etc. need to be taken

into account. They are critical to generating accurate predictive models of porous composites.

This is illustrated in Fig. 2.11.

1. Poroelastic-elastic coupling: The traction obtained at the interface Γ of the elastic medium

t = σe · (−n) is incorporated into the boundary integral I1

I1 =

∫
Γ

(
σt · n + cpI · n− σe · n

)
· δu dΓ. (2.150)
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Boundary
Condition

Boundary
Integrals

Acoustic
Excitation

I1 = 0
I2 = 0

Roller
Support

I1 = 0
I2 = 0

Clamped
Support

I1 = 0
I2 = 0

Anechoic
Termination

I1 = 0
I2 = jω

z(θ)

∫
Γr

p δp dΓ

Table 2.2: Boundary integrals.

The fluid phase term I2 remains the same

I2 = −ω2

∫
Γ

(
cu · n + wn

)
δp dΓ. (2.151)

The coupling conditions are now specified over Γ according to [56]
σt · n = σe · n,
wn = 0,

u = ue,

(2.152)

where the first condition introduces continuity of traction. The second equation ensures zero

relative mass flux across the interface by requiring that no relative motion exists between the

the solid and fluid phase of the poroelastic material. The third equation enforces continuity

of solid displacements for both media. Inserting Eqs. (2.152) into Eqs. (2.150) and (2.151)

yields

I1 =

∫
Γ

(
cpI · n

)
· δu dΓ, (2.153)

and

I2 = −ω2

∫
Γ

(
cu · n

)
δp dΓ. (2.154)

Eqs. (2.153) and (2.154) resemble classical fluid-structure coupling matrices and naturally

couple poroelastic fluid pressures with elastic solid displacements. Finally the kinematic

constraint u = ue is explicitly imposed.

2. Poroelastic-acoustic coupling condition

The weak formulations of the poroelastic and acoustic media are combined

I1 =

∫
Γ

(
σt · n + cpI · n

)
· δu dΓ, (2.155)
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Figure 2.11: A schematic illustrating the different kinds of interfaces encountered in Biot poroe-
lasticity.

and

I2 = −ω2

∫
Γ

(
cu · n + wn −

1

ω2ρ0

∇pa · n
)
δp dΓ. (2.156)

Here, the coupling conditions over Γ are provided
σt · n = −paI · n(
(1− φ)u + φU

)
· n = 1

ω2ρ0
∇pa · n = u · n + wn

p = pa,

(2.157)

where, as in the previous case, the relations express the continuity of traction, relative mass

fluxes and pressures, respectively. Substituting Eqs. (2.157) into Eqs. (2.155) and (2.156)

read

I1 =

∫
Γ

(c− 1)paI · n · δu dΓ, (2.158)

and

I2 = −ω2

∫
Γ

(c− 1)δu · n δpa dΓ. (2.159)

Within the context of classical sound absorbing materials, since c ≈ 1, the resulting integrals

I1 and I2 are zero. Consequently, only the kinematic relation p = pa need be explicitly

imposed.
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3. Poroelastic-poroelastic coupling The weak form for two poroelastic materials, labelled 1 and

2 are combined below

I1 =

∫
Γ

(
σt,1 · n + cp1I · n

)
· δu1 dΓ−

∫
Γ

(
σt,2 · n + cp2I · n

)
· δu2 dΓ, (2.160)

and

I2 = −ω2

[∫
Γ

(
cu1 · n + wn,1

)
δp1 dΓ−

∫
Γ

(
cu2 · n + wn,2

)
δp2 dΓ

]
. (2.161)

Continuity conditions on traction, mass flux, displacement and pressure are established

across the interface as follows 
σt,1 · n = σt,2 · n
wn,1 = wn,2

u1 = u2

p1 = p2.

(2.162)

Inserting Eqs. (2.162) into Eqs. (2.160) - (2.161) and using the relation c ≈ 1, once again,

the integrals I1 = I2 = 0. In this case, the displacement and pressure continuity conditions

are explicitly imposed at the boundary.

4. Acoustic-Elastic coupling

The coupling matrices involved at the interface of an acoustic and elastic domain resemble

Eqs. (2.158)-(2.159)

I1 =

∫
Γ

(paI · n) · δue dΓ, (2.163)

I2 = −ω2

∫
Γ

(ue · n)δpa dΓ. (2.164)

The above considerations illustrate the potential advantages offered by the u − p formulation

over the u−U in terms of simplicity of boundary and interface conditions. The boundary integrals

I1 and I2 are either zero, or assume familiar fluid-structure coupling forms. Normal components of

solid displacements and acoustic pressures are naturally coupled. Kinematic relations concerning

displacements and pressures are easily imposed. These conditions are summarized in Table 2.3.

For a more detailed discussion of the boundary conditions involved, see [56].

Discretization

Substituting the discrete approximations introduced in Eqs. (2.93) and (2.111) in the weak

form and collecting terms gives rise to the following abstract weak formulation, i.e.,
Find (uh, ph) ∈ Vuh × V

p
h such that

aε(uh, δuh)− ω2 a0(uh, δuh)ρ̃ − a(∇,0)(p, δu)γ̃ − a0Γ(ph, δuh)c = 0 ∀δuh ∈ Vuh ,
b∇(ph, δph)1/ρ̃eq − ω2 b0(ph, δph)1/K̃eq

− ω2 a(∇,0)(δph,uh)γ̃ − a0Γ(uh, δph)c+

jωb0Γ(ph, δph) 1
z(θ)

= 0, ∀δph ∈ V
p
h,

(2.165)
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Primary
Domain

Neighbour
Domain

Boundary
Integrals

Poroelastic Acoustic
I1 = 0
I2 = 0

Poroelastic Elastic

I1 = −
∫
Γt

c(pI · n) · δu dΓ

I2 = −ω2
∫
Γq

cu · n δp dΓ

Poroelastic Poroelastic
I1 = 0
I2 = 0

Table 2.3: Interface coupling integrals.

Figure 2.12: Discretized domain Ωh decomposed into nel quadrilateral elements.

where a(·)(·, ·)(·) and b(·)(·, ·)(·) represent bilinear functional operators, which assume the following

for the solid phase

aε(uh, δuh) =

∫
Ωh

σs(uh) : εs(δuh) dΩ, (2.166a)

a0(uh, δuh)ρ̃ =

∫
Ωh

ρ̃uh · δuh dΩ, (2.166b)

and the fluid phase

b∇(ph, δp) 1
ρ̃eq

=

∫
Ωh

1

ρ̃eq

∇ph · ∇δph dΩ, (2.167a)

b0(ph, δph) 1
K̃eq

=

∫
Ωh

1

K̃eq

ph δph dΩ, (2.167b)

b0Γ(ph, δph) 1
z(θ)

=

∫
Γhr

1

z(θ)
ph δph dΓ, (2.167c)

and for phase coupling

a(∇,0)(ph, δuh)γ̃ =

∫
Ωh

γ̃∇ph · δuh dΩ, (2.168a)
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a0Γ(ph, δuh)c =

∫
Γht

c(phI · n) · δuh dΓ. (2.168b)

The fluid phase contribution a0Γ(uh, δph)c from Eq. (2.165) is evaluated as shown in Eq. (2.168b).

However, the integration is performed over Γhq. Additionally, it is to be noted that the boundary

forms a0Γ(ph, δuh)c and b0Γ(ph, δph) are obtained as generalizations of the boundary and interface

conditions provided in Tables 2.2-2.3.

In Eqs. (2.166)-(2.168), the domain Ωh is the discretized approximation of the original domain

geometry, with non-intersecting quadrilateral sub-domains as shown in Fig. 2.12. As before, the

discretized boundaries Γhu, Γht, Γhp, Γhq and Γhr are also obtained in a similar way.

Using Eq. (2.95), the bilinear forms of Eqs. (2.166a)-(2.168b) can be additively assembled from

elemental contributions for the solid phase, i.e.,

aε(uh, δuh) =

nel∑
i=1

aεKi(uh, δuh), (2.169a)

a0(uh, δuh)ρ̃ =

nel∑
i=1

a0
Ki(uh, δuh)ρ̃, (2.169b)

for the fluid phase

b∇(ph, δph) 1
ρ̃eq

=

nel∑
i=1

b∇Ki(ph, δph) 1
ρ̃eq
, (2.170a)

b0(ph, δph) 1
K̃eq

=

nel∑
i=1

b0
Ki(ph, δph) 1

K̃eq

, (2.170b)

b0Γ(ph, δph) 1
z

=

nel∑
i=1

b0Γ
Ki(ph, δph) 1

z
, (2.170c)

and for phase coupling

a(∇,0)(ph, δuh)γ̃ =

nel∑
i=1

a
(∇,0)
Ki (ph, δuh)γ̃, (2.171a)

a0Γ(ph, δuh)c =

nel∑
i=1

a0Γ
Ki(ph, δuh)c. (2.171b)

The elemental contributions in Eqs. (2.169) - (2.171) assume the following forms for the solid

phase

aεKi(uh, δuh) =

∫
Ki

σs(uh) : εs(δuh) dΩ, (2.172a)

a0
Ki(uh, δuh)ρ̃ =

∫
Ki

ρ̃uh · δuh dΩ, (2.172b)
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fluid phase

b∇Ki(ph, δph) 1
ρ̃eq

=

∫
Ki

1

ρ̃eq

∇ph · ∇δph dΩ, (2.173a)

b0
Ki(ph, δph) 1

K̃eq

=

∫
Ki

1

K̃eq

ph δph dΩ, (2.173b)

b0Γ
Ki(ph, δph) 1

z(θ)
=

∫
Γ
Ki
hr

1

z(θ)
ph δph dΓ, (2.173c)

and coupling terms

a
(∇,0)
Ki (ph, δuh)γ̃ =

∫
Ki

γ̃∇ph · δuh dΩ, (2.174a)

a0Γ
Ki(ph, δuh)c =

∫
Γ
Ki
ht

c(phI · n) · δuh dΓ. (2.174b)

The discretized field variables in Eq. (2.98) are now inserted into the elemental integral forms

for the solid phase in Eqs. (2.169) to yield an elastic stiffness term

aεKi(uh, δuh) = δûT

[∫
Ki

BuT D̃Bu dΩ

]
︸ ︷︷ ︸

K̃Ki

û. (2.175)

An elastic mass term is also retrieved

a0
Ki(uh, δuh)ρ̃ = δûT

[∫
Ki

ΦuT ρ̃Φu dΩ

]
︸ ︷︷ ︸

M̃Ki

û. (2.176)

Similarly, expressions for the fluid phase are established by substituting Eq. (2.117) into

Eqs. (2.170). The fluid kinetic terms assumes the form

b∇Ki(ph, δph) 1
ρ̃eq

= δp̂T

[∫
Ki

∇Φp T 1

ρ̃eq

∇Φp dΩ

]
︸ ︷︷ ︸

H̃Ki

p̂, (2.177)

and the fluid compressibility term

b0
Ki(ph, δph) 1

K̃eq

= δp̂T

[∫
Ki

Φp T 1

K̃eq

Φp dΩ

]
︸ ︷︷ ︸

Q̃Ki

p̂. (2.178)
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Finally, following the same procedure, the phase coupling term Eq. (2.171) reads

a
(∇,0)
Ki (ph, δuh)γ̃ = δp̂T

[∫
Ki

∇Φp T γ̃Φu dΩ

]
︸ ︷︷ ︸

C̃Ki

û. (2.179)

The local state matrices are assembled into their global forms as before, using a direct approach

as done in earlier sections

K̃ =
nel

A
i=1

K̃Ki , M =
nel

A
i=1

M̃Ki , H̃ =
nel

A
i=1

H̃Ki , Q̃ =
nel

A
i=1

Q̃Ki , C̃ =
nel

A
i=1

C̃Ki . (2.180)

The boundary terms in Eqs. (2.173c) and (2.174b) are also computed in a similar fashion to

yield the following matrices

ÃK =

∫
ΓKhr

1

z(θ)
Φp ·Φp dΓ, (2.181a)

S̃K =

∫
ΓKht

c
(
Φp · n

)
·Φu dΓ, (2.181b)

where ÃK denotes a local admittance matrix encountered over Robin boundary ΓKhr (see Eq. (2.173c)).

Matrix S̃K denotes a local fluid-structure coupling matrix encountered at an interface (see Eq. (2.174b)).

Similar to Eq. (2.180), these integrals are assembled over the relevant boundaries Γhr, Γht, Γhq to

yield global boundary matrices

Ã = A
i

ÃK(i), S̃ = A
i

S̃K(i). (2.182)

The discretized version of the weak form in Eqs. (2.145)-(2.146) is written as a coupled system

of linear equations in matrix form K̃− ω2M̃ −
(
C̃ + S̃

)
−ω2

(
C̃T + S̃T

)
H̃ + jωÃ− ω2Q̃


︸ ︷︷ ︸

Z̃

{
û

p̂

}
︸ ︷︷ ︸

X̃

=

[
fu

fp

]
︸︷︷︸

F̃

, (2.183)

where fu and fp are load terms for either phase. It has already been shown in Section 2.7.3 that

all coupling and support conditions yield either zero-value boundary integrals or forms that are

bilinear in nature, (see Tables 2.2-2.3). Furthermore, since only acoustic excitations are considered

for this work, it is reasonable to allow fu = 0 and fp = 0. These excitations are imposed as

Dirichlet pressures.

It is worth noting that despite Eq. (2.183) being linear in û and p̂, it exhibits an explicit

parametric non-linearity with respect to ω. Implicit material non-linearities are encountered in

the global state matrices through their complex frequency-dependent material parameters, see,

e.g, Eqs. (2.85)-(2.86) for the JCAL model.

Owing to the spectral nature of the problem, multiple solutions to Eq. (2.183) are required
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over a desired frequency bandwidth to sufficiently characterize the vibroacoustic behaviour of the

system. It is possible to significantly reduce the assembly time by exploiting the affine nature of

the governing equations. This is done by assembling the global state matrices only once without

the implicit frequency-dependent content; this can be post-multiplied during the solution stage.

2.7.4 Computing acoustic indicators

The complex valued surface impedance at the incident face normalized with respect to the

impedance of air z(θ) is computed

ZsnK(ω, θ) =
( pin

K
vin
nK

)
ΓKhI

/
z(θ) (2.184)

where pin
K and vin

nK denote inlet pressures and normal component of fluid velocities over the el-

ementary incident face ΓKhI . This quantity is now used to obtain the elementary coefficient of

reflection

RK(ω, θ) =
ZsnK(ω, θ)− 1

ZsnK(ω, θ) + 1
(2.185)

As the FEM computes only resultant quantities (the net incident and reflected waves), one

requires RK(ω, θ) to obtain purely incident pressures and normal fluid velocities over ΓKhI

pinc
K =

∣∣∣∣ pin
K

1 +RK(ω, θ)

∣∣∣∣
ΓKhI

, vinc
nK =

pinc
K

z(θ)
. (2.186)

The time averaged powers are evaluated according to Eqs. (2.187) below

Win(ω, θ) =
1

2
<

( ∫
ΓhI

pin · vin ∗
n dΓ

)
=

1

2
<

(∑
i

∫
Γ
K(i)
hI

pin
K(i) · vin ∗

nK(i) dΓ

)
, (2.187a)

Winc(ω, θ) =
1

2

∫
ΓhI

pinc · vinc
n dΓ =

1

2

∑
i

∫
Γ
K(i)
hI

pinc
K(i) · vinc

nK(i) ∗ dΓ,
(2.187b)

Wref(ω, θ) = Winc(ω, θ)−Win(ω, θ), (2.187c)

Wtrans(ω, θ) =
1

2
<

( ∫
ΓhO

pout · vout ∗
n dΓ

)
=

1

2
<

(∑
i

∫
Γ
K(i)
hO

pout
K(i) · vout ∗

nK(i) dΓ

)
, (2.187d)

where Win, Winc, Wref and Wtrans represent inlet, incident, reflected and transmitted powers,

respectively. The operator <(·) extracts real valued data, Complex conjugation is denoted by (∗).
Outlet fluid pressures and normal components of fluid velocity pout

K(i) and vout
nK(i) are evaluated over

an elementary outlet face Γ
K(i)
hO . The SAC and STL are finally derived for a plane wave incident

at an angle θ with a driving angular frequency of ω

α(ω, θ) = 1− Wref(ω, θ)

Winc(ω, θ)
, T (ω, θ) = 10log

Winc(ω, θ)

Wtrans(ω, θ)
. (2.188)
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For a detailed report investigating the post-processing procedures involved in structural and porous

vibroacoustics, see, e.g., [57], [13].

Experimental validation

The following example is provided to validate the implementation of the numerical models

detailed in this chapter. An anechoic wedge constituted of melamine foam is placed within an

impedance tube. The macroscopic material parameters are provided as Material ID III in Ta-

ble 3.7. The JCAL model (see Eqs. (2.85)-(2.86)) is used to obtain the equivalent dynamic bulk

modulus and mass density.

The geometry is parametrised by the length of the wedge proper L = 630 mm, the heel H = 380

mm, and a width of D = 300 mm. The wedge is backed by an air plenum of thickness P = 100

mm. This configuration is illustrated in Fig. 2.13.

Figure 2.13: A schematic of an anechoic wedge placed within an impedance tube with air backing.
L = 630 mm, H = 380 m, P = 100 mm, D = 300 mm.

The lateral edges are provided with roller supports. The setup is subject to a plane wave

acoustical excitation impinging at normal incidence. The frequency bandwidth of the excitation

is f = [20, 500] Hz.

The entire geometry is modelled using 5000 quadrilateral plane strain elements. Assuming

a deformable elastic skeleton, Eqs. (2.183) is solved to obtain displacements and pressures at

50 frequency steps. These steps are equally spaced between 20 and 500 Hz. Next, the SAC is

evaluated as shown in Section 2.7.4. The resulting curve is compared against an experimentally

measured result (obtained from [7]) in Fig. 2.14.

The curves obtained agree very well across the entire bandwidth. This shows that the FE

model described in this Chapter can describe the vibroacoustic behaviour of poroelastic materials

with sufficient accuracy.

2.8 Summary

In this Chapter, a motivation to study poroelasticity was established along with a review of

different physical and mathematical models. The governing equations for porous consolidation and

wave propagation were developed from first principles. Finally, the FEM procedure was provided

in detail for elastostatics, consolidation and vibroacoustics. Caveats with respect to boundary
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Figure 2.14: Sound Absorption Coefficients calculated for a poroelastic anechoic wedge with air
backing.

conditions and interface coupling constraints were discussed. In the next chapter, the limitations

of the FEM will be discussed. Several competing element formulations will be reviewed and the

Virtual Element Method procedure will be applied to the governing equations derived herein.
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Fine scale Methods
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Chapter 3

Virtual Element Methods

In this Chapter, a novel Virtual Element Method (VEM) is developed to resolve the mixed

Biot displacement pressure formulation governing wave propagation in porous media. Within this

setting, the weak form of the governing equations is discretized using implicitly defined canoni-

cal basis functions and the resulting integral forms are computed using appropriate polynomial

projections. The projection operator accounting for the solid, fluid, and coupling phases of the

problem are presented. Different boundary, interface and excitation conditions are accounted for.

The convergence behaviour, accuracy, and efficiency of the method is examined through a set of

illustrative examples. A node insertion strategy is proposed to resolve non-conforming interfaces

that naturally arise in multilayered systems. Finally the power of the VEM is exploited to examine

the acoustic response of composite materials with periodic and non-periodic inclusions of complex

geometries.

3.1 Overview on Element Formulations

Solving the aforementioned equations using classical finite-element techniques involves mesh-

ing the domain with quadrilateral or triangular elements. Using such elements to resolve com-

plex shaped mesoscale heterogeneous morphologies necessitate fine resolutions, thus rendering the

problem expensive. Optimal mesh discretizations would aid in augmenting the efficiency of the

method. This motivates the investigation of numerical techniques that can handle flexible element

geometries.

Polygonal finite elements PFEM [58–60] are used in a wide range of applications where one

encounters complicated interface and inclusion geometries as in the case of e.g., topology and shape

optimization [61, 62], fracture and damage modelling [63–65], contact mechanics [66], and fluid-

structure interaction problems [67]. Defining shape functions over arbitrary polygonal domains is

an active field of research and encompasses a large family of approaches. These include Wachspress

[68, 69], natural neighbour [70, 71], mean-value coordinate [72, 73] and maximum entropy [74, 75]

shape functions. A detailed summary collating advances in these polygonal shape functions is

provided in [76]. The method involves treating these typically non-polynomial functions with

special numerical schemes [77], or standard quadrature rules over sub-triangulated domains. Sub-

optimal convergence rates are observed due to the errors arising from numerical integration of

complicated non-polynomial functions. Employing higher quadrature rules to minimize this error

53
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can significantly drive up computational costs, especially in problems where iterative solutions

are necessary, e.g., spectral problems, time domain analysis, topology optimization etc. The

Virtual Element Method (VEM) [11, 78–83] is a relatively recent technique introduced into the

computational mechanics community to specifically address these shortcomings.

The method naturally emerged from advances in Mimetic Finite Difference (MFD) methods

[84–89]. MFDs, when used in conjunction with the Finite Element Method, seek to model trial

and test functions spaces without resorting to explicit representations of basis functions over

the element interior. When extended to non-standard element geometries, the accuracy of the

method is improved by enriching the function spaces with possibly non-polynomial expressions.

The basis functions, which are allowed to assume complex non-polynomial forms, are implicitly

defined through carefully chosen degrees of freedom. This implicit representation does away with

the problem of analytically or numerically deriving basis functions over complex element domains.

A significant point of departure of the VEM from MFDs lies in VEM’s attempt to preserve

polynomial accuracy over element boundaries [11]. This allows for extension to more generalized

inter-element continuity and conformity requirements [90].Extensions to curved geometries is a

new development [91–93]. This method is being applied extensively in fracture mechanics [94–

96], modelling of structures [97–99], topology and shape optimization [62], different problems

in elasticity [100–104], contact and micro-mechanics [105, 106], composite materials [107], sound

propagation in solid or fluid, i.e., uncoupled, domains [108, 109] and very recently in electro-

magneto-mechanical couplings [110]. The VEM has been used in [111] to treat solid domains

for reservoir modelling, considering also the case of fracture propagation [112] using a combined

Discrete Element-Virtual Element approach. With regards to fluid domains, the case of Darcy and

Brinkman flow has been addressed using the VEM in [113,114]. Other miscellaneous applications

have been addressed in [115–122].

Mixed VEM formulations have emerged over the past years to address elliptic problems [79,123,

124]. This paved the way for extended applications in poromechanics such as mixed finite-volume

discretizations [125] and three field formulations for the Biot consolidation equations [126, 127].

Very recently, multiphase problems pertaining to miscible fluids have been treated in [128]. A

hybridised MFD-VEM has been developed for a similar application in [129] considering the case

of Darcy flow in elastic domains under quasi-static loading conditions. Further to the current

state-of-the-art, in this work the power of the VEM is harnessed vis-à-vis its ability to resolve

complex geometries and examine the case of wave propagation in poroelastic domains considering

all the pertinent inertial and viscous terms arising from the solid to fluid couplings; this is a

direction not yet explored in the literature.

Several competing approaches exist, such as the Scaled Boundary Finite Element Method

(SBFEM) [130–135], where a local polar coordinate system is introduced. The field under con-

sideration is only discretized along the tangential boundary; an analytical expression is provided

over the radial direction. This reduces the dimensionality of the problem by one. The method

imposes a star-convexity constraint on the element. It has found several applications in crack

propagation [136–140] and acoustics [141,142].

The advent of Partition of Unity methods (PUM) [143–146] allows for an enrichment of the solu-

tion space, to induce higher convergence rates. This has found significant application in acoustics

in the form the Partition of Unity Finite Element Method (PUFEM) [147–150], where each stan-

dard Lagrange polynomial shape function is expanded into a linear combination of plane waves.
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Conversely, the ability to use the PU functions for local enrichment has driven its applications

in fracture in the form of eXtended Finite Element Methods (XFEM) [151–156] and Generalised

Finite Element Methods (GFEM) [143, 157, 158]. For a more detailed review on the PUFEM,

XFEM and GFEM, the reader is referred to the review publications [138,159–163] .

Within the context of exterior acoustic problems, the Boundary Element Method (BEM) [164–

168] is used almost ubiquitously within the vibroacoustics community to obtain efficient solution

procedures. The weak form of the governing equations are moved to the domain boundary, as

the name suggests, with the help of fundamental solutions, also known as Green’s functions. This

helps reduce the physical dimensionality of the problem by one, thereby reducing the complexity of

the problem. However, when dealing with geometries that move beyond classical shapes, a larger

number of boundary elements are required to achieve accurate representations, e.g., a curved

exterior.

Modern techniques like Isogeometric Analysis (IGA) [169–171] have paved the way for exact

boundary representations by replacing traditional polynomial shape functions with flexible alter-

natives derived from Computer Aided Design, such as Bézier curves, Non Uniform Rational B-

Splines, T-Splines etc. Mesh dependent and mesh-free techniques, such as the Galerkin [172–174]

and Collocation [175–177] IGA have been successfully coupled with the BEM to achieve efficient

discretizations in complex structures. The IGA-BEM has found applications in other fields such

as transport and flow problems [178–181] and shape optimization [182–185] as well.

In this Chapter, the fundamentals of the VEM are laid out in Section 3.2. This is then applied

as a first step to elastostatics in Section 3.3. Details concerning projectors, consistency and

stability matrices etc. are discussed here. This is further extended to consolidation in Section

3.4. Distinctions between computing H1 and L2 projectors are made here. Next, the VEM

discretization is originally formulated for vibroacoustics in Section 3.5. Finally, this is applied to

industry relevant numerical examples in Section 3.6.

3.2 Virtual Element Spaces

Figure 3.1: Discretized domain Ωh decomposed into nel arbitrary potentially non-convex polygonal
elements. An example chicken element with Nv = 51 edges adapted from [62] is shown. The jth
edge ej connects vertex nodes xj and xj+1. A single edge node xej(1) is also illustrated.

Contrary to the discretization provided in Eq. (2.95), here, Ki, i = 1, . . . , nel correspond to

non-intersecting polygonal sub-domains, i.e., virtual elements as shown in Fig. 3.1. An arbitrary

element is also shown in Fig. 3.1 with polynomial order k ≥ 1. The vertex coordinates are given
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by xj, j = 1, . . . , Nv, where Nv is the number of edges; this equals the number of vertices. Each

edge ej, j = 1, . . . , Nv connects vertices xj and xj+1 and contains k − 1 internal nodes per edge.

These internal nodes are labelled xe.

To accommodate element domains Ki of arbitrary shapes, the VEM seeks to avoid explicit

definitions of these basis functions. To facilitate this, certain restricting assumptions on the

approximating subspace VKh (K) need to be relaxed. This is done by enlarging the space to allow

for potentially non-polynomial function definitions over the element interior. The associated

enrichments provide desirable stabilisation properties and correctly capture the relevant kinematic

modes of the element. Within this setting, the space VKh (K) is defined as

VKh (K) = {v ∈ [H1(K) ∩ C0(K)] : v,i|e ∈ Pk(e) ∀ e ∈ ∂K ; ∆v,i|K ∈ Pk−2(K), for i = 1, . . . , d},
(3.1)

where Pk(K) denotes a kth order polynomial space, which is spanned by appropriately defined

monomials, and d denotes the physical dimensionality of the problem. The subspaces [Pk(K)]2

and [Pk(K)] are spanned by vector and scalar valued scaled monomials belonging to [Mk(K)]2 and

[Mk(K)], respectively. The members of these monomial spaces are provided in Table 3.1.

Polynomial
order

Mk(K) [Mk(K)]2

k = 0 M0(K) =
{

1
}

[M0(K)]2 =

{{
1
0

}
,

{
0
1

}}

arbitrary
order k

Mk(K) =
{
Mk−1(K), ξk,

ξk−1η, . . . ηk
}

[Mk(K)]2 =

{
[Mk−1(K)]2,

{
ξk

0

}
,{

0
ξk

}
,

{
ξk−1η

0

}
,

{
0

ξk−1η

}
,

. . .

{
ηk

0

}
,

{
0
ηk

}}

Table 3.1: Generalized scalar and vector valued monomials for Mk(K) and [Mk(K)]2, respectively.

Here, ξ = x−xK
hK

and η = y−yK
hK

denote scaled monomials in each parametric direction. The

number of terms in [Mk(K)]2 and [Mk(K)] are nuk = (k+1)(k+2) and npk = (k+1)(k+2)
2

, respectively.

A significant point of departure from the FEM consists in a two-fold observation of Eq. (3.1).

First, the VEM space VKh (K) no longer requires its members to have exclusively polynomial def-

initions over the element interior. Second, the members are implicitly defined through carefully

chosen DoFs, as defined in Table 3.2-3.3. The total number of DoFs for each VEM space is

nudof = 2Nvk + k(k − 1) and npdof = Nvk + k(k − 1)/2, respectively. This is illustrated in Fig. 3.2

for an element with Nv = 7 edges.

From Eq. (3.1), it is to be noted that these generalized non-polynomial functions assume

continuous kth order polynomial expressions over the element boundary. These polynomials can

be uniquely determined through the corner and edge DoFs. This behaviour is consistent with the

classical FEM definition provided in Eq. (2.100). The behaviour of the functions remain unknown

within the element interior, except through a condition on its Laplacian, as defined in the area

moment DoFs. Owing to the C0 conforming nature of the method induced by the governing

equations, it is sufficient to retain the Laplacian operator, as originally defined for elliptic problems
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Figure 3.2: VEM DoFs illustrated for a k = 2 element with Nv = 7. The centroid and element
diameter are denoted by xK and hK, respectively. This element contains nudof = 30 and npdof = 15
displacement and pressure DoFs, respectively.

DoF
Type

Location Vuh

Number
of DoFs

Description

Corner vertices of K Nu
C = 2Nv

uh(xj),
j = 1, . . . , Nv

Edge
internal boundary

points on each
edge of K

Nu
E = 2Nv(k − 1)

uh(x
e
j),

j = 1, . . . , k − 1
for each edge

Area
Moment

point lying in
interior of
domain K

Nu
A = 2k(k−1)

2

1
|K|

∫
K

uh ·m dK

∀m ∈ [Mk−2(K)]2

Table 3.2: Degrees of Freedom for Vuh (K). For Area moment, the monomials belong to [Mk−2(K)]2.

in [11]. Stricter conformity requirements, as encountered in higher order problems require different

conditions within the element interior [99].

This approach solves the difficulty of providing explicit expressions for element basis functions.

This implicit definition justifies the terminology virtual elements and virtual spaces. These bases

are numerically evaluated and visualized in Fig. 3.3 for the heptagonal element defined in Fig. 3.2.

They are computed through a sub-scale boundary value problem over the element domain with

appropriate kinematic constraints.

3.3 Elastostatics

3.3.1 Virtual approximants at the element level

Following the discretization introduced in Eqs. (2.98), the displacement fields is split into its

polynomial and non-polynomial components
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DoF
Type

Location Vph

Number
of DoFs

Description

Corner vertices of K Np
C = Nv

ph(xj),
j = 1, . . . , Nv

Edge
internal boundary

points on each
edge of K

Np
E = Nv(k − 1)

ph(x
e
j),

j = 1, . . . , k − 1
for each edge

Area
Moment

point lying in
interior of
domain K

Np
A = k(k−1)

2

1
|K|

∫
K

ph ·m dK

∀m ∈Mk−2(K)

Table 3.3: Degrees of Freedom for Vph(K). For Area moment, the monomials belong to Mk−2(K).

uh = uπh + (uh − uπh), δuh = δuπh + (δuh − δuπh). (3.2)

This decomposition is illustrated in Fig. 3.4. The index π in Eqs. (3.2) denotes the polynomial

component of the respective field. The polynomial components contain the consistent kinematic

modes exhibited by the element.These comprise rigid body and deformation modes.

Inserting Eqs. (3.2) into the definition for the local bilinear operator in Eq. (2.97a), the following

relation is obtained

aεK(uh, δuh) = P(aεK) + NP(aεK), (3.3)

where P(aεK) contains the polynomial and NP(aεK) the non-polynomial component of the operator,

i.e.,

P(aεK) = aεK

(
Πε
kuh,Π

ε
kδuh

)
, (3.4)

NP(aεK) = aεK

(
(uh − Πε

kuh), (δuh − Πε
kδuh)

)
. (3.5)

In Eq. (3.4), Πε
k : Vuk (K) → [Pk(K)]2 denotes an unknown projection operator mapping the

unknown field uh onto the polynomial space [Pk(K)]2. This projection operator arises from the

fact that the operator εs(·) cannot directly interact with the unknown displacement field as the

latter is not explicitly defined.

Naturally, this introduces additional error into the formulation. To minimize this error, the

projection operators are computed on the basis of the following orthogonality conditions, i.e.,

Πε
k := aεK(uh − Πε

kuh,m) = 0,∈ [Pk(K)]2. (3.6)
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(a) Φp
x1

(b) Φp
xe
1

(c) Φp
xK

Figure 3.3: Canonical VEM basis functions defined over a heptagonal domain in Fig. 3.2 for (a)
a vertex DoF, (b) an edge DoF and (c) an interior DoF. The non-zero quadratic forms recovered
on (a) edges e1 and e7 for Φp

x1
and (b) edge e1 for Φp

xe1
are uniquely defined exclusively through

the relevant edge and vertex DoFs.

Operator Label Contents
Number of
Elements

aεK(·, ·) Kε(K)

{{
1
0

}
,

{
0
1

}
,

{
η
−ξ

}}
3

a∇K(·, ·) K∇u(K)

{{
1
0

}
,

{
0
1

}}
2

a0
K(·, ·) K0u(K)

{
∅
}

0
b∇K(·, ·) K∇p(K)

{
1
}

1
b0
K(·, ·) K0u(K)

{
∅
}

0

Table 3.4: Definition of operator kernels.

Remark 1 One would expect four terms in the r.h.s of Eqs. (3.3). However, two terms contribute

zero energy due to the energetic orthogonality conditions defined in Eqs. (3.6). The polynomial

terms in these expressions are called consistency terms as they comprise the consistent kinematic

modes defined earlier.

In the monomial spaces involved, there exist members contributing zero energy to aεK(·, ·) and

b∇K(·, ·), e.g., εs([1, 0]T ) = [0, 0, 0]T . ∇(1) = [0, 0]T . These zero energy modes are operator specific

and collected in Kε(K) and K∇p(K). They are called the kernel of the relevant operator. These

operator-specific kernels are provided in Table 3.4. The contents of these kernels can be derived

using kinematical decomposition relations mentioned in [124]. The zero-energy modes contained

in Kε(K) can be understood as rigid body motions, i.e., two translations and one rotation in 2-D

physical space.

The projector is computed without the kernel, to avoid spurious results arising from ill condi-

tioned matrices. To this end, Eqs. (3.6) is redefined as
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Figure 3.4: A discretized solution field and its polynomial components visualized over a polygonal
element. A planar cross-section illustrates that uh and uπh vary within the element interior, but
coincide at the boundary.

Πε
k := aεK(uh − Πε

kuh,m) = 0, ∀uh ∈ Vuh (K), m ∈ [Mk(K)]2 \Kε(K). (3.7)

The optimality criteria used above ensure that the energies associated with the bilinear op-

erators P(·) are still computed exactly. This property is called polynomial k-consistency, see,

e.g., [11].

3.3.2 Computing the projectors

Using the definition in Eq. (3.7), the H1 projector, i.e., Πε
k is expanded as follows

Πε
kuh =

nuk−3∑
i=1

mi+3ζ
ε
i , (3.8)

where ζεi is a (1×nudof) vector of the unknown expansion coefficients. Each entry in the expansion

vector corresponds to a canonical basis function describing uh, contained in Φu (see Eq. (2.98)).

Eq. (3.8) can be conveniently cast in matrix form as

Πε
kuh = mε︸︷︷︸

(2×nuk−3)

ζε︸︷︷︸
(nuk−3×nudof)

, (3.9)

where the matrix mε holds the appropriate monomial bases and ζεis an arrays whose ith row

holds the vectors of expansion coefficients ζεi .
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3.3.3 Computing the projector Πε
k

Inserting the expansion of Eq. (3.8) into the orthogonality condition Eq. (3.7) and performing

the necessary algebra the following system of equations is established with respect to the unknown

expansion coefficients, i.e.,

Gε︸︷︷︸
(nuk−3×nuk−3)

ζε = Bε︸︷︷︸
(nuk−3×nudof)

, (3.10)

where Gε is an array with elements

Gεij =

∫
K

εs(mi+3)Tσs(mj+3) dK, (3.11)

and Bε is an array whose jth row is a vector

Bεj =

∫
K

εs(uh)
Tσs(mj+3) dK. (3.12)

The term Gε
ij in Eqs. (3.11) is computable using numerical integration since εs(·) can be directly

performed on the explicitly defined monomials (Table 3.1). A standard Gauss-Legendre quadrature

is sufficient as the integrands are composed wholly of polynomial-type terms. For k = 1, this is

trivial as the integrand is a constant whereas for k ≥ 2, numerical integration over sub-triangulated

domains is required.

Conversely, the term Bε
j cannot be evaluated in its current form as explicit definitions for

the terms uh over the element domain interior do not exist. Performing integration by parts in

Eq. (3.12) results in

Bεj = Bεbj + Bεdj, (3.13)

where

Bεbj =
∑
e∈∂K

∫
e

uh · (σ(mj+3) · nε (e)) de, (3.14)

and

Bεdj = −
∫
K\∂K

uh · (div(σs(mj+3))) dK, (3.15)

respectively, where nε (e) collects the boundary direction cosines nx (e) and ny (e) and is expressed

as

nε (e) =

[
nx (e) 0 ny (e)

0 ny (e) nx (e)

]T
. (3.16)

Since uh is known over the boundary through the definitions of the corner and edge DoFs

(Table 3.2), the boundary integral of Eq. (3.14) can be evaluated with a Gauss-Lobatto quadrature

giving rise to the following expression
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Bεbj =
[ Nu

B = Nu
C +Nu

E︷ ︸︸ ︷
Bεbj,1 · · · Bεbj,Nu

B

Nu
A︷ ︸︸ ︷

0 · · · 0.
]

(3.17)

Conversely, the area moment DoFs within the element interior (see Table 3.2, Fig. 3.2) are

exploited to evaluate the interior domain integral Bε
dj. As there are no interior DoFs for k = 1

methods, these integrals vanish. For order k ≥ 2, the Laplacian condition defined in Eq. (3.1)

is exploited. To this end, the term div(σs(mj+3)) in Eq. (3.15) is expanded over the [Mk−2(K)]2

basis giving rise to the following expression

div(σs(mj+3)) =

nuk−2∑
β=1

dεjβmβ, ∀mβ ∈ [Mk−2(K)]2, (3.18)

where the expansion coefficients dεjβ are obtained through inspection [186]. Substituting Eq. (3.18)

in Eq. (3.15) the following expression is eventually established

Bεdj = −|K|
nuk−2∑
β=1

dεjβdof2kNv+β(uh) = −|K|dε, (3.19)

where the dof function denotes the evaluation of its argument at the indexed degree of freedom

(see Eq. (3.26)), and

dε =
[ Nu

B︷ ︸︸ ︷
0 · · · 0

Nu
A︷ ︸︸ ︷

dεj1 · · · dεj(nuk−2)

]
. (3.20)

Combining Eqs. (3.17) and (3.19) and substituting in Eq. (3.13) provides the computed form

of matrix Bε. Hence, Eq. (3.10) can be solved for the array of the expansion coefficients ζε.

Substituting in Eq. (3.9) the following expression is eventually derived for the projection operator

Πε
kuh

Πε
kuh = mε[Gε]−1Bε. (3.21)

3.3.4 Consistency terms

Using Eq. (2.97a), the polynomial term in Eq. (3.3) gives rise to an elastic consistency term

aεK(uh, δuh) =

∫
K

σs

(
Πε
kuh

)
: εs

(
Πε
kδuh

)
dK. (3.22)

Substituting the projector approximation from Eq. (3.21) in Eq. (3.22) and performing the

necessary algebraic manipulations, the following expression is eventually retrieved for the elastic

stiffness consistency term

KC
K = ζε

T

[Gε]ζε, (3.23)

where Gε is provided in Eq. (3.11). The consistency term is not coercive over the complete

polynomial space as the monomials from the operator kernel have been omitted.
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3.3.5 Stability terms

The second part of the r.h.s. in Eqs. (3.3) cures this rank-deficiency. However, as this contains

a non-polynomial integrand without an explicit definition over the element interior, the relevant

integral cannot be computed analytically. Further, numerical integration requires higher order

quadrature rules to achieve reasonable accuracy. To alleviate this, the non-polynomial contribu-

tions are approximated by user defined bilinear forms called Stability terms.

These terms are chosen to satisfy basic stability and coercivity properties. They are also

designed to reduce to zero over polynomial subspaces as in, e.g., the boundaries of an element.

This is necessary as consistency terms exactly account for the entire energy here. These stability

terms also provide additional stiffness to higher order modes, thus preventing the entry of spurious

higher order hourglass modes. For this reason, the stability terms can also be interpreted as a

form of hourglass control [187].

The non-polynomial integrands, uh is known only in terms of the canonical bases Φu. Con-

versely, owing to the kinematic decomposition used in Eqs. (3.2), the polynomial projections uπh is

also present alongside the non-polynomial term. This quantities is known in terms of the mono-

mial bases [Mk(K)]2. To facilitate interaction between these two components, as is necessary here,

one needs to express uπh in terms of Φu. This is done by re-expressing the monomial bases in

terms of the canonical bases as follows

Πε
kuh = mεζε = [Φu]T Dε︸︷︷︸

(nudof×n
u
k−3)

ζε, (3.24)

where the matrix Dε collects the monomials evaluated at the VEM DoFs. It has the form

Dε =

 dof1(m1) . . . dof1(mnuk−3)
...

. . .
...

dofnudof(m1) . . . dofnudof(mnuk−3)

 ,
∀m ∈ [Mk(K)]2 \Kε(K),

(3.25)

The quantity dofi(mj) is evaluated according to the following expressions (see Table 3.2)
dofi(mj) = mj(xi), ∀ i ≤ 2kNv

dofi(mj) = 1
|K|

∫
K

mj ·mβ dK

∀mβ ∈ [Mk−2(K)]2, i > 2kNv.

(3.26)

Since the projector has so far been computed only for non-kernel monomials, it is now necessary

to have a similar counterpart for the kernel components. This ensures the completeness of the

polynomial spaces involved and restores coercivity to the entire formulation. The change-of-basis

transformation matrix Dε
S contains kernel monomials evaluated at all DoFs, similar to Eq. (3.25)

DεS =

 dof1(m1) . . . dof1(m3)
...

. . .
...

dofnudof(m1) . . . dofnudof(m3)

 , ∀m ∈ Kε(K), (3.27)
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where dofi(mj) denotes the jth monomial evaluated at the ith DoF.

The quantity ζεS is now computed in a straightforward way

ζεS = [GεS ]−1BεS , (3.28)

where GεS = BεSDεS . The term BεS is specially defined using relations derived in [90,186]

BεS =

1/Nv 0 1/Nv 0 . . .

0 1/Nv 0 1/Nv . . .

η(x1) −ξ(x1) η(x2) −ξ(x2) . . .

 . (3.29)

These relations are obtained for BεS by imposing equality of two mean translations and a single

rotation between uh and uπh. It is to be noted that since Eq. (3.29) is defined only at vertex DoFs,

columns resulting from edge and area DoFs encountered in k ≥ 2 methods are set to zero.

The complete stability specific projection operators are finally expressed in the canonical bases

as follows

Πεtot = Dεζε + DεSζ
ε
S . (3.30)

Driven by the work of [188] on elastostatics, the following stability term approximants are intro-

duced for the non-polynomial terms

NP(aεK) ≈ SK(uh, δuh) = [Φu]T K̃S
K [Φu]. (3.31)

The elastic stability stiffness matrix is now defined

KS
K = (Iu −Πεtot) βK (Iu −Πεtot). (3.32)

In Eqs. (3.32), Iu is an identity matrix of size (nudof × nudof). The stabilization parameters βK is

defined using the D-recipe stabilization (originally proposed in [189]) below

βK = γK |K|
tr(D)

tr(Dε
T
Dε)

. (3.33)

In Eq. (3.33), the constant γK, denotes a scaling parameter. In the numerical tests conducted in

this work, it is observed that γK = 1 provides accurate and well behaved results in all cases.

3.3.6 State matrices

Employing the consistency and stability term definitions introduced in Eqs. (3.23) and (3.32),

respectively, the virtual element state matrices are eventually defined according to the following

expressions, i.e.,

[]
Consistency Stability

KK ≈ KC
K + KS

K.
(3.34)
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This is then assembled into the global elastic stiffness matrix using Eq. (2.105). It is to be

noted that as stated in Section 3.2, one recovers from the VEM, a classical Lagrange polynomial

based interpolation over the element boundaries. As a result, the boundary terms mentioned in

Eq. (2.104) can be computed in a straightforward way without resorting to deriving projectors

exclusive to these forms.

Algorithm 1 summarizes the steps taken to evaluate the elastic stiffness matrix using the VEM.

Algorithm 1: Elastic stiffness matrix evaluation schema.

Data: Define mesh and material properties

foreach micro element i do

Compute: Πεk ,Π
ε
tot (see Eqs. (3.21), (3.30)) ;

Compute: KC, KS, and KK(i) (see Eq. (3.34)) ;

Assemble to K (see Eq. (2.105));

3.4 Consolidation

3.4.1 Virtual approximants at the element level

Using the discretization provided in Eq. (2.117), the pressure field is split in a similar manner

to Eq. (3.2)

ph = pπh + (ph − pπh), δph = δpπh + (δph − δpπh). (3.35)

Inserting Eqs. (3.35) into the fluid phase specific operators of Eqs. (2.115a) and (2.115b) results

in the following splits

b∇K(ph, δph)k/γf = P(b∇K) + NP(b∇K), (3.36)

b0
K(ph, δph)Sε = P(b0

K) + NP(b0
K), (3.37)

where the corresponding polynomial and non-polynomial arguments become

P(b∇K) = b∇K

(
Π∇pk ph,Π

∇p
k δph

)
k/γf

, (3.38)

NP(b∇K) = b∇K

(
(ph − Π∇pk ph), (δph − Π∇pk δph)

)
k/γf

, (3.39)

and

P(b0
K) = b0

K

(
Π0p
k ph,Π

0p
k δph

)
Sε
, (3.40)
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NP(b0
K) = b0

K

(
(ph − Π0p

k ph), (δph − Π0p
k δph)

)
Sε
, (3.41)

respectively. The projection operators Π∇pk : Vpk(K)→ Pk(K) and Π0p
k : Vpk(K)→ Pk(K) arise from

the action of ∇(·) and (·) onto the unknown pressure field.

Similar to Eq. (3.6), the following orthogonality conditions are defined for the fluid phase

projection operators

Π∇pk := b∇K(ph − Π∇pk ph,m)k/γf = 0 (3.42a)

Π0p
k := b0

K(ph − Π0p
k ph,m)Sε = 0 (3.42b)

∀ ph ∈ V
p
h(K), m ∈ Pk(K),

Finally, inserting Eqs. (3.2) and (3.35) into the coupling operator of Eq. (2.116a), the following

expressions are derived, i.e.,

a
(ε,0)
K = P(a

(ε,0)
K ) + NP(a

(ε,0)
K ), (3.43)

with

P(a
(ε,0)
K ) = a

(ε,0)
K

(
Π∇pk ph,Π

0uδuh

)
αBm

, (3.44)

NP(a
(ε,0)
K ) = a

(ε,0)
K

(
(ph − Πεp

k ph), (δuh − Π0uδuh)
)
αBm

. (3.45)

To avoid poor conditioning, the projectors in Eq. (3.42) are redefined without the kernel mem-

bers.

{
Π∇pk := b∇K(ph − Π∇pk ph,m)k/γf = 0, ∀ ph ∈ V

p
h(K), m ∈Mk(K) \K∇(K)

Π0p
k := b0

K(ph − Π0p
k ph,m)Sε = 0 ∀ ph ∈ V

p
h(K), m ∈Mk(K) \K0p(K).

(3.46)

It is to be noted that b0
K(·, ·) contains an empty kernel as it has no zero energy modes, i.e.,

K0p(K) = ∅.

3.4.2 Computing the projectors

Following the revised definition of the projectors in Eq. (3.46), the projected functions are

expanded in terms of the appropriate monomial bases. The remaining unknown H1 projector, i.e.,

Π∇pk is expanded as

Π∇pk ph =

npk−1∑
i=1

mi+1ζ
∇p
i . (3.47)
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Here, ζ∇pi is a (1 × npdof) vector with each entry corresponding to a canonical basis function ph,

contained in Φp (see Eq. (2.117)).

Eq. (3.47) is cast in matrix form similar to Eq. (3.8)

Π∇pk ph = m∇p︸︷︷︸
(1×npk−1)

ζ∇p︸︷︷︸
(npk−1×npdof)

. (3.48)

Similarly, the L2 projector, i.e., Π0p
k is expanded as

Π0p
k ph =

npk∑
i=1

miζ
0p
i , (3.49)

where ζ0p
i is a (1× npdof) vector.

Eq. (3.49) is also cast in its corresponding matrix form, i.e.,

Π0p
k ph = m0p︸︷︷︸

(1×npk)

ζ0p︸︷︷︸
(npk×n

p
dof)

, (3.50)

where the matrices m0p hold the monomial bases and ζ0p is the corresponding array of the expan-

sion coefficients.

3.4.3 Computing the projector Π∇pk

The procedure developed in Section 3.3.3 is followed. Inserting Eq. (3.47) into the first of

Eqs. (3.46), the following equation is established

G∇p︸︷︷︸
(npk−1×npk−1)

ζ∇p = B∇p︸︷︷︸
(npk−1×npdof)

, (3.51)

where

G∇pij =

∫
K

(∇mi+1)T
k

γf
∇mj+1 dK, (3.52)

and

B∇pj =

∫
K

(∇ph)
T k

γf
∇mj+1 dK. (3.53)

Using quadratures, Eq. (3.53) becomes

B∇pj = B∇pbj + B∇pdj , (3.54)

where

B∇pbj =
∑
e∈∂K

∫
e

ph ·
( k

γf
∇mj+1 · n∇ (e)

)
de, (3.55)
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and

B∇pdj = −
∫
K\∂K

ph ·
( k

γf
∆mj+1

)
dK, (3.56)

respectively, where the array n∇ (e) is defined here as

n∇ (e) =
[
nx (e) ny (e)

]T
. (3.57)

The boundary integral in Eq. (3.54) is evaluated using Gauss-Lobatto quadratures in a similar

manner to Eq. (3.17).

To evaluate the corresponding domain integral, the terms ∆mj+2 in Eq. (3.56) is expanded over

the Mk−2(K) basis

k

γf
∆mj+1 =

npk−2∑
β=1

d∇pjβ mβ, ∀mβ ∈Mk−2(K), (3.58)

where the coefficients d∇pjβ are also obtained through inspection and substituting in Eq. (3.56)

B∇pdj = −|K|
npk−2∑
β=1

d∇pjβ dofkNv+β(ph) = −|K|d∇p, (3.59)

where

d∇p =
[ Np

B︷ ︸︸ ︷
0 · · · 0

Np
A︷ ︸︸ ︷

d∇pj1 · · · d∇p
j(npk−2)

]
. (3.60)

Similar to Eq. (3.21), the projection operator Π∇pk ph is now evaluated according to the following

expression

Π∇pk ph = m∇p[G∇p]−1B∇p. (3.61)

3.4.4 Computing the projector Π0p
k

Within this consolidation setting, an L2 projector emerges. To evaluate these, Eq. (3.49) is

inserted into Eq. (3.46) to obtain

G0p︸︷︷︸
(npk×n

p
k)

ζ0p = B0p︸︷︷︸
(npk×n

p
dof)

, (3.62)

where the term G0p is an arrays with elements

G0p
ij =

∫
K

(mi)
T 1

K̃eq

mj dK. (3.63)

The quantity B0p is an array, whose jth row is

B0p
j =

∫
K

(ph)
T 1

K̃eq

mj dK. (3.64)

Computing G0p
ij in Eq. (3.63) is straightforward. The term B0p

j in Eq. (3.64) however, is not
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computable solely through the DoFs of ph. This is because the interior DoFs are defined for

m ∈Mk−2(K). To alleviate this, the procedure shown in [90,190] is employed.

Hence, this integral is computed through the existing DoFs of Vph(K) when the current monomial

has a degree lesser than or equal to k − 2. Conversely, the integral is evaluated using Π∇pk when

the order of the monomial under consideration is larger than k − 2.

Following this procedure, B0p
j assumes the following form

B0p
j =


B0p

1j , if 1 ≤ j ≤ npk−2

B0p
2j , if npk−2 < j ≤ npk.

(3.65)

A prima-facie notion might be that additional error is introduced through using H1 projectors

here. However, it is proved in [78, 90] that this is not the case. In fact, it is shown that one can

replace ph here with enhanced stand-in functions zh ∈ Zph(K) where

Zph(K) = {zh ∈ VKh (K), b0
K(zh − Π∇pzh,mj) 1

K̃eq

= 0,

npk−2 < j ≤ npk}.
(3.66)

With the additional condition requiring the orthogonality of the H1 projection error with respect

to the L2 bilinear operators, it is seen that no additional error is introduced through this procedure.

Using the definitions for VEM DoFs in Table 3.2, B0p
1j can be evaluated as follows

B0p
1j = |K| 1

K̃eq

dof(ph) = |K|d0p
j , (3.67)

where

d0p
j =

1

K̃eq

[ Np
B︷ ︸︸ ︷

0 · · · 0

Np
A︷ ︸︸ ︷

︸ ︷︷ ︸
j

0 · · · 1 · · · 0
]
. (3.68)

Using the monomial expansion for Π∇k ph from Eq. (3.49) with running index β instead of i to

avoid confusion, the term B0p
2j is now collected and computed

B0p
2 = Hp︸︷︷︸

(npk−1×npk−1)

ζ∇p, (3.69)

where

Hp
βj =

∫
K

(mβ+1)T
1

K̃eq

mj dK, β = 1, . . . , npk − 1. (3.70)

The coefficient arrays ζ∇p has already been derived. The quantity Hp
βj can be computed using

numerical integration over sub-triangulated domains.

Using Eqs. (3.67) and (3.69), B0p is eventually expressed as

B0p =
[
B0p

1 B0p
2

]T
(3.71)
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All terms in Eq. (3.62) are now rendered computable.

Solving Eqs. (3.62) for the expansion coefficients and substituting in Eq. (3.50), the following

approximations for the L2 projection operator is eventually derived, i.e.,

Π0p
k ph = m0p[G0p]−1B0p. (3.72)

3.4.5 Consistency terms

Substituting Eqs. (2.115a), (2.115b), and (2.116a) in the polynomial terms of Eqs. (3.36), (3.37),

and (3.43), respectively results in the following expressions for the fluid kinetic consistency term

b∇(p, δph)k/γf =

∫
K

k

γf
∇
(

Π∇pk ph

)
· ∇
(

Π∇pk δph

)
dK, (3.73)

the fluid compressibility consistency term

b0(p, δph)Sε =

∫
K

SεΠ
0p
k ph · Π

0p
k δph dK, (3.74)

and the coupling consistency term

a(ε,0)(ph, δuh)αBm =

∫
K

αB ε
(

Πεδuh

)
·m Π0pph dK, (3.75)

respectively.

Hence, the fluid kinetic consistency matrix assumes the following form

HC
K = ζ∇p

T

[G∇p]ζ∇p, (3.76)

where G∇p is evaluated in Eq. (3.52) and the fluid compressibility matrix becomes

SCK = ζ0pT [G0p]ζ0p, (3.77)

where G0p is provided in Eqs. (3.63).

Finally, the phase coupling consistency term assumes the following form

QC
K = ζε

T

[Gε 0p]︸ ︷︷ ︸
(npk−1×nuk)

ζ0p, (3.78)

where Gε 0p is an array with elements(
G∇p 0u

)
ij

=

∫
K

αB ε(mi+1) ·m mj dK, i = 1, . . . , nuk − 3, j = 1, . . . , npk. (3.79)

This integral can be computed in a straightforward way using the sub-triangulation approach.

The consistency terms are not coercive over the complete polynomial space as the monomials
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from the operator kernel have been omitted.

3.4.6 Stability terms

As done in Section 3.3.5, the fluid phase specific projectors, originally defined in the monomial

bases, are now re-expressed in the canonical bases

Π∇k ph = m∇pζ∇p = [Φp]T D∇p︸︷︷︸
(npdof×n

p
k−1)

ζ∇p, (3.80)

Π0p
k ph = m0pζ0p = [Φp]T D0p︸︷︷︸

(npdof×n
p
k)

ζ0u, (3.81)

where the matrices D∇p and D0p have the forms

D∇p =

 dof1(m1) . . . dof1(mnpk−1)
...

. . .
...

dofnpdof(m1) . . . dofnpdof(mnpk−1)

 ,
∀m ∈Mk(K) \K∇(K)

(3.82a)

D0p =

 dof1(m1) . . . dof1(mnpk
)

...
. . .

...

dofnpdof(m1) . . . dofnpdof(mnpk
)

 ,
∀m ∈Mk(K).

(3.82b)

The quantity and dofi(mj) is evaluated for the fluid phase
dofi(mj) = mj(xi), ∀ i ≤ kNv

dofi(mj) = 1
|K|

∫
K

mj ·mβ dK,

∀mβ ∈Mk−2(K), i > kNv.

(3.83)

To ensure coercivity, the fluid-phase projectors need to have kernel specific projectors. It is

of interest to note that the L2 projector already achieves a complete polynomial projection as

the respective operator kernel is empty (see Table 3.4). To this end, it is sufficient to define the

kernel-specific projector ζ∇pS along with the relevant change-of-basis transformation matrix D∇pS

D∇pS =

 dof1(m1)
...

dofnpdof(m1)

 , ∀m ∈ K∇p(K), (3.84)

The quantity ζ∇pS is now obtained

ζ∇pS = [G∇pS ]−1B∇pS , (3.85)
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where G∇pS = B∇pS D∇pS . The array B∇pS is again, specially defined using relations derived in [90,186]

B∇pS =
[
1/Nv 1/Nv . . .

]
. (3.86)

B∇pS is obtained through imposing equality of mean pore-fluid pressures between ph and pπh.

The polynomial complete stability projection operators are expressed in the canonical bases as

follows

Π∇ptot = D∇pζ∇p + D∇pS ζ
∇p
S (3.87a)

Π0p
tot = D0pζ0p. (3.87b)

Analogous to Section 3.3.5, the follow stability term approximants are used for the fluid phase

NP(b∇K) ≈ SH(ph, δph) = [Φp]T H̃S
K [Φp], (3.88a)

NP(b0
K) ≈ SS(ph, δph) = [Φp]T Q̃S

K [Φp], (3.88b)

and the coupling term

NP(a
(ε,0)
K ) ≈ SQ(ph, δuh) = [Φu]T Q̃S

K [Φp], (3.89)

respectively.

The fluid kinetic, fluid compressibility and coupling stability stiffness matrices, i.e., HS
K, SSK,

and QS
K are defined according to the following expressions

HS
K = (Ip −Π∇ptot) βH (Ip −Π∇ptot) (3.90a)

SSK = (Ip −Π0p
tot) βS (Ip −Π0p

tot) (3.90b)

QS
K = (Ip −Πεtot) βQIQ (Iu −Π0p

tot). (3.90c)

In Eqs. (3.90), Ip are identity matrices of sizes (npdof × n
p
dof). The array IC = [Ip, Ip]T is used to

ensure compatible matrix multiplication. The stabilization parameters βH, βS and βQ are defined

using the D-recipe stabilization adapted to a porous media context in [127] below

βH = γH |K|
k/γf

tr(D∇pTD∇p)
, βS = γS |K|

Sε
tr(D0pTD0p)

, βQ = γQ |K|
tr(αBm)

tr(D0pTD0p)
. (3.91)

In Eq. (3.91), the constants γH = γS = γQ = 1 yield accurate and well behaved results in all cases.

3.4.7 State matrices

Employing the consistency and stability term definitions introduced in Eqs. (3.76)-(3.78) and

Eqs. (3.90), respectively, the virtual element state matrices are eventually defined according to

the following expressions, i.e.,
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[]

Consistency Stability

HK ≈ HC
K + HS

K

SK ≈ SCK + SSK

QK ≈ QC
K + QS

K.

(3.92)

The local state matrices defined in Eq. (3.92) are assembled over the entire domain Ωh using a

direct approach as done in Eq. (2.126). It is to be noted that for reasons stated in Section 3.3.6,

the terms mentioned in Eqs. (2.173c) and (2.174b) can be computed using a FEM based approach.

Algorithm 2 summarizes the steps taken to evaluate the consolidation stiffness matrices H, S

and Q using the VEM.

Algorithm 2: Consolidation state matrices evaluation schema.

Data: Define mesh and material properties

foreach micro element i do

Compute: Π∇pk ,Π∇ptot (see Eqs. (3.61), (3.87a)) ;

: Π0p
k ,Π

0p
tot (see Eqs. (3.72), (3.87b)) ;

Compute: HC, HS, and HK(i) (see Eq. (3.92)) ;

: SC, SS, and SK(i) ;

: QC, QS, and QK(i) ;

Assemble to H, S and Q (see Eq. (2.126));

3.5 Vibro-acoustics

3.5.1 Virtual approximants at the element level

Observing the abstract weak formulation in Eqs. (2.165), it can be seen that one requires the

H1 projectors Πεk , Π∇pk and the L2 operators Π0u
k , Π0p

k .

Eqs. (3.2) are inserted into the solid phase local bilinear operators of Eqs. (2.172a) and (2.172b)

to retrieve

aεK(uh, δuh) = P(aεK) + NP(aεK), (3.93)

a0
K(uh, δuh)ρ̃ = P(a0

K) + NP(a0
K), (3.94)

where

P(aεK) = aεK

(
Πε
kuh,Π

ε
kδuh

)
, (3.95)

NP(aεK) = aεK

(
(uh − Πε

kuh), (δuh − Πε
kδuh)

)
, (3.96)
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and

P(a0
K) = a0

K

(
Π0u
k uh,Π

0u
k δuh

)
ρ̃
, (3.97)

NP(a0
K) = a0

K

(
(uh − Π0u

k uh), (δuh − Π0u
k δuh)

)
ρ̃
, (3.98)

respectively.

In Eq. (3.95), the projector Πε
k has already been evaluated in Eq. (3.21). However, the L2

projector Π0u
k is at present, unknown. As before, this is defined using the following orthogonality

criterion

Π0u
k := a0

K(uh − Π0u
k uh,m)ρ̃ = 0, (3.99a)

∀uh ∈ Vuh (K), m ∈ [Pk(K)]2.

Similarly, Eqs. (3.35) are inserted into the fluid phase operators of Eqs. (2.173a) and (2.173b)

to yield

b∇K(ph, δph) 1
ρ̃eq

= P(b∇K) + NP(b∇K), (3.100)

b0
K(ph, δph) 1

K̃eq

= P(b0
K) + NP(b0

K), (3.101)

with the respective arguments

P(b∇K) = b∇K

(
Π∇pk ph,Π

∇p
k δph

)
1
ρ̃eq

, (3.102)

NP(b∇K) = b∇K

(
(ph − Π∇pk ph), (δph − Π∇pk δph)

)
1
ρ̃eq

, (3.103)

and

P(b0
K) = b0

K

(
Π0p
k ph,Π

0p
k δph

)
1

K̃eq

, (3.104)

NP(b0
K) = b0

K

(
(ph − Π0p

k ph), (δph − Π0p
k δph)

)
1

K̃eq

, (3.105)

respectively.

Both the fluid phase specific projectors Π∇pk and Π0p
k have already been evaluated in Eqs. (3.61)

and (3.72), respectively.

Eqs. (3.2) and (3.35) are now substituted into the coupling operator in Eq. (2.174a) to derive

the expression

a
(∇,0)
K = P(a

(∇,0)
K ) + NP(a

(∇,0)
K ), (3.106)
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with

P(a
(∇,0)
K ) = a

(∇,0)
K

(
Π∇pk ph,Π

0uδuh

)
γ̃
, (3.107)

NP(a
(∇,0)
K ) = a

(∇,0)
K

(
(ph − Π∇pk ph), (δuh − Π0uδuh)

)
γ̃
, (3.108)

To compute the L2 projector Π0u
k , an intermediate fifth projector Π∇uk := Vuk (K)→ [Pk(K)]2 is

required [90]. This is a projector specific to the solid phase and is defined here for completeness

Π∇uk := a∇K(uh − Π∇uk uh,m)δ? = 0, ∀uh ∈ Vuh (K), m ∈ [Mk(K)]2 \K∇u(K), (3.109)

where K∇u denotes the kernel of a∇K(·, ·). This operator is defined as follows

a∇K(uh, δuh)δ? =

∫
K

δ?∇uh · ∇δuh dK, (3.110)

where the material parameter δ? is an arbitrarily chosen scalar real valued number. The need for

this additional projector is dealt with in greater detail in Section 3.5.4.

3.5.2 Computing the projectors

As done earlier, he projected functions are expanded in terms of the appropriate monomial

bases. The H1 projector, i.e., Π∇uk is expanded as

Π∇uk uh =

nuk−2∑
i=1

mi+2ζ
∇u
i , (3.111)

where ζ∇ui is a (1× nudof) vector of the unknown expansion coefficients.

Eq. (3.111) is expressed in matrix form as

Π∇uk uh = m∇u︸︷︷︸
(2×nuk−2)

ζ∇u︸︷︷︸
(nuk−2×nudof)

, (3.112)

where the matrix m∇u holds the relevant monomial basis and ζ∇u is an array whose ith row holds

the vectors of expansion coefficients ζ∇ui .

The unknown L2 projector, Π0u
k is expanded as

Π0u
k uh =

nuk∑
i=1

miζ
0u
i , (3.113)

where ζ0u
i is a (1× nudof) vector.
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The corresponding matrix for Eq. (3.113) is

Π0u
k uh = m0u︸︷︷︸

(2×nuk)

ζ0u︸︷︷︸
(nuk×n

u
dof)

, (3.114)

where the matrix m0u contains the monomial basis and ζ0u is the associated array of expansion

coefficients.

3.5.3 Computing the projectors Π∇uk

As done in earlier sections, imposing the orthogonality condition Eq. (3.109) on Eq. (3.111),

the following equation is established for the expansion coefficients of the projector Π∇uk

G∇u︸︷︷︸
(nuk−2×nuk−2)

ζ∇u = B∇u︸︷︷︸
(nuk−2×nudof)

, (3.115)

where the matrices G∇u, B∇u are defined as

G∇uij =

∫
K

(∇mi+2)T δ?∇mj+2 dK, (3.116)

and

B∇uj =

∫
K

(∇uh)
T δ?∇mj+2 dK, (3.117)

respectively.

The integral G∇uij in Eq. (3.116) is computable using numerical quadrature rules. On the other

hand, B∇pj cannot be evaluated in its current form as uh is not explicitly defined over the element

domain interior. Eq. (3.117) is split into its boundary and domain contributions

B∇uj = B∇ubj + B∇udj , (3.118)

where

B∇ubj =
∑
e∈∂K

∫
e

uh · (δ?∇mj+2 n∇e ) de, (3.119)

and

B∇udj = −
∫
K\∂K

uh · (δ?∆mj+2) dK, (3.120)

respectively. The boundary integral in Eq. (3.118) is evaluated with a Gauss-Lobatto quadrature

similar to Eqs. (3.17) and (3.54).

To evaluate the corresponding domain integrals, the terms ∆mj+2 in Eq. (3.120) is expanded

over the [Mk−2(K)]2 basis

δ?∆mj+2 =

nuk−2∑
β=1

d∇ujβ mβ, ∀mβ ∈ [Mk−2(K)]2. (3.121)
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Inserting Eq. (3.121) in Eq. (3.120) the following expression is derived

B∇udj = −|K|
nuk−2∑
β=1

d∇ujβ dofkNv+β(uh) = −|K|d∇u, (3.122)

where

d∇u =
[ Nu

B︷ ︸︸ ︷
0 · · · 0

Nu
A︷ ︸︸ ︷

d∇uj1 · · · d∇uj(nuk−2)

]
. (3.123)

The projector Π∇uk is now computed

Π∇uk uh = m∇u[G∇u]−1B∇u, (3.124)

3.5.4 Computing the projectors Π0u
k

Within this vibroacoustics setting, an additional unknown L2 projector, i.e., Π0u
k emerges. This

is evaluated in a similar to manner to Π0p
k as done in Section 3.4.4. Eq. (3.113) is substituted into

Eq. (3.99) to obtain

G0u︸︷︷︸
(nuk×n

u
k)

ζ0u = B0u︸︷︷︸
(nuk×n

u
dof)

, (3.125)

where G0u has the definition

G0u
ij =

∫
K

(mi)
T ρ̃mj dK, . (3.126a)

The array B0u has the jth row

B0u
j =

∫
K

(uh)
T ρ̃mj dK, (3.127)

As explained in Section 3.4.4, G0u
ij is computable through sub-triangulation, however, B0u

ij is

not. This integral is computed through the existing DoFs of Vuh (K) when the current monomial

has a degree lesser than or equal to k − 2. Conversely, the integral is evaluated using Π∇uk when

the order of the monomial under consideration is larger than k − 2.

To this end, B0u
j assumes the following form

B0u
j =


B0u

1j , if 1 ≤ j ≤ nuk−2

B0u
2j , if n

u
k−2 < j ≤ nuk ,

(3.128)

Using Table 3.2, B0u
1j now reads

B0u
1j = |K| ρ̃ dof(uh) = |K|d0u

j , (3.129)
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where

d0u
j = ρ̃

[ Nu
B︷ ︸︸ ︷

0 · · · 0

Nu
A︷ ︸︸ ︷

︸ ︷︷ ︸
j

0 · · · 1 · · · 0
]
. (3.130)

Using the monomial expansion for Π∇uk uh Eq. (3.113) with running index β instead of i to avoid

confusion, B0u
2j is now evaluated

B0u
2 = Hu︸︷︷︸

(nuk−2×nuk−2)

ζ∇u, (3.131)

where

Hu
βj =

∫
K

(mβ+2)T ρ̃mj dK, β = 1, . . . , nuk − 2. (3.132)

Hu
βj and Hp

βj is computable using sub-triangulation.

Using Eqs. (3.129) and (3.131), B0u is cast in the following form

B0u =
[
B0u

1 B0u
2

]T
. (3.133)

Eq. (3.125) is solved for the expansion coefficients and inserted into Eq. (3.114) to yield

Π0u
k uh = m0u[G0u]−1B0u. (3.134)

3.5.5 Consistency terms

Using Eqs. (2.172a) and (2.172b), the solid phase polynomial terms in Eq. (3.93) and Eq. (3.94)

give rise to an elastic consistency term

aεK(uh, δuh) =

∫
K

σs

(
Πε
kuh

)
: εs

(
Πε
kδuh

)
dK, (3.135)

and a mass consistency term

a0
K(uh, δuh)ρ̃ =

∫
K

ρ̃Π0u
k uh · Π0u

k δuh dK, (3.136)

respectively. Similarly, substituting Eqs. (2.173a), (2.173b), and (2.174a) in the polynomial terms

of Eqs. (3.100), (3.101), and (3.106), respectively results in the following expressions for the fluid

kinetic consistency term

b∇(p, δph) 1
ρ̃eq

=

∫
K

1

ρ̃eq

∇
(

Π∇pk ph

)
· ∇
(

Π∇pk δph

)
dK, (3.137)

the fluid compressibility consistency term

b0(p, δph) 1
K̃eq

=

∫
K

1

K̃eq

Π0p
k ph · Π

0p
k δph dK, (3.138)
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and the coupling consistency term

a∇,0(ph, δuh)γ̃ =

∫
K

γ̃∇
(

Π∇pph

)
· Π0uδuh dK, (3.139)

respectively.

Substituting the projector approximation from Eq. (3.21) in Eq. (3.135) and performing the

necessary algebraic manipulations, the following expression is eventually retrieved for the elastic

stiffness consistency term

K̃
C

K = ζε
T

[Gε]ζε, (3.140)

where Gε is provided in Eq. (3.11).

Similarly, substituting the projector approximation of Eq. (3.134) into Eq. (3.136) the following

expression for the mass consistency term is retrieved

M̃
C

K = ζ0uT [G0u]ζ0u, (3.141)

where G0u is provided in Eq. (3.126a).

The expressions for the fluid phase consistency terms are established by substituting Eqs. (3.61)

and (3.72) into Eqs. (3.137) and (3.138), respectively. Hence, the fluid kinetic consistency term

assumes the following form

H̃
C

K = ζ∇p
T

[G∇p]ζ∇p, (3.142)

where G∇p is evaluated in Eq. (3.52) and the fluid compressibility term becomes

Q̃
C

K = ζ0pT [G0p]ζ0p, (3.143)

where G0p is provided in Eqs. (3.63).

Finally, the phase coupling consistency term in Eq. (3.139) assumes the following form

C̃
C

K = ζ∇p
T

[G∇p 0u]︸ ︷︷ ︸
(npk−1×nuk)

ζ0u, (3.144)

where where G∇p 0u in Eq. (3.144) is an array with elements(
G∇p 0u

)
ij

=

∫
K

γ̃∇(mi+1) ·mj dK, i = 1, . . . , npk − 1, j = 1, . . . , nuk . (3.145)

3.5.6 Stability terms

As done in Eqs. (3.81), the projectors expressed in terms of the monomials are mapped onto a

space spanned by the canonical bases

Π0u
k uh = m0uζ0u = [Φu]T D0u︸︷︷︸

(nudof×n
u
k)

ζ0u, (3.146)



80 Chapter 3. Virtual Element Methods

where D0u has the form

D0u =

 dof1(m1) . . . dof1(mnuk
)

...
. . .

...

dofnudof(m1) . . . dofnudof(mnuk
)

 ,
∀m ∈ [Mk(K)]2.

(3.147)

The complete stability relevant operator is now provided in the canonical basis

Π0u
tot = D0uζ0u. (3.148)

The following stability term approximants are introduced for the non-polynomial components

of the solid phase

NP(aεK) ≈ SK(uh, δuh) = [Φu]T K̃S
K [Φu] (3.149a)

NP(a0
K) ≈ SM(uh, δuh) = [Φu]T M̃S

K [Φu], (3.149b)

the fluid phase

NP(b∇K) ≈ SH(ph, δph) = [Φp]T H̃S
K [Φp] (3.150a)

NP(b0
K) ≈ SQ(ph, δph) = [Φp]T Q̃S

K [Φp], (3.150b)

and the coupling term

NP(a
(∇,0)
K ) ≈ SC(ph, δuh) = [Φp]T C̃S

K [Φu], (3.151)

respectively.

In Eqs. (3.149a)-(3.151), K̃S
K, M̃S

K, H̃S
K, Q̃S

K, and C̃S
K denote the elastic, mass, fluid kinetic, fluid

compressibility and coupling stability stiffness matrices, respectively. These are defined according

to the following expressions

K̃S
K = (Iu −Πεtot) βK (Iu −Πεtot), (3.152a)

M̃S
K = (Iu −Π0u

tot) βM (Iu −Π0u
tot), (3.152b)

H̃S
K = (Ip −Π∇ptot) βH (Ip −Π∇ptot), (3.152c)

Q̃S
K = (Ip −Π0p

tot) βQ (Ip −Π0p
tot), (3.152d)

C̃S
K = (Ip −Π∇ptot) βCIC (Iu −Π0u

tot). (3.152e)

where IC = [Ip, Ip] is used to ensure compatible matrix multiplication. The stabilization pa-

rameters βK, βM, βH, βQ and βC are defined using the D-recipe stabilization as used earlier for

consolidation



3.6. Numerical examples 81

βGK = γGK |K|
tr(D)

tr(Dε
T
Dε)

βGM = γGM |K|
ρ̃

tr(D0uTD0u)

βGH = γGH |K|
1/ρ̃eq

tr(D∇pTD∇p)
βGQ = γGQ |K|

1/K̃eq

tr(D0pTD0p)

βGC = γGC |K|
γ̃

tr(D0pTD0p)
,

(3.153)

where, setting γGK = γGM = γGH = γGQ = γGC = 1 yield good results in all cases.

However, it has been reported in [111], that the stabilization parameter for the elastic stiffness

matrix, while stable with regards to uniform/isotropic scaling, is unstable with respect to the

aspect ratio of the element. Such unstable ratios can often be encountered, e.g., in the case of

non-conforming interfaces. To remedy this, an alternate choice for the elastic stiffness stabilization

parameter is proposed in [111]

βNK = γNK |K|tr(D) tr([Dε
T

Dε]−1). (3.154)

The value γNK = 1
9

has been suggested in [111]. For a more detailed study on the influence of mesh

quality on the VEM, the reader is referred to [191].

3.5.7 State matrices

As before, the virtual element state matrices are now defined according to the expressions below

[]

Consistency Stability

K̃K ≈ K̃C
K + K̃S

K

M̃K ≈ M̃C
K + M̃S

K

H̃K ≈ H̃C
K + H̃S

K

Q̃K ≈ Q̃C
K + Q̃S

K,

C̃K ≈ C̃C
K + C̃S

K.

(3.155)

The local state matrices are then assembled into the relevant global state matrices according

to Eqs. (2.180).

It is to be noted that as stated earlier in Section 3.3.6, that the boundary terms mentioned in

Eqs. (2.173c) and (2.174b) can be computed in a straightforward way without resorting to deriving

projectors exclusive to these forms, as done in Eqs. (2.181).

3.6 Numerical examples

In this section, the accuracy of the VEM through four numerical examples is investigated. A

first order method k = 1 is used. The accuracy of the displacements and pressures achieved by
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the method is measured through relative L2 error norms

||uQh (ω)− uQref (ω)||L2 =√√√√ 1

nQel

nQel∑
i=1

〈uQh(i)(ω)− uQref(i)(ω) , uQh(i)(ω)− uQref(i)(ω)〉
〈uQref(i)(ω),uQref(i)(ω)〉

,
(3.156)

||pQh (ω)− pQref (ω)||L2 =√√√√ 1

nQel

nQel∑
i=1

〈pQh(i)(ω)− pQref(i)(ω) , pQh(i)(ω)− pQref(i)(ω)〉
〈pQref(i)(ω),pQref(i)(ω)〉

,
(3.157)

where uQh (ω), pQh (ω), where uQref (ω), pQref (ω) denote numerically computed and reference displace-

ments and pressures at an excitation frequency ω, respectively. The quantities are interpolated

over a query mesh Q with nQel elements. The reference solutions uQref and pQref are obtained us-

ing finely discretized FEM solutions. The stabilization scaling parameters used throughout the

examples correspond to Eq. (3.153), unless explicitly stated otherwise.

Useful acoustic indicators like the Sound Absorption Coefficient (SAC) and the Sound Transmis-

sion Loss Coefficient (STL) are provided according to Section 2.7.4. For comparisons, a reference

SAC or STL curve is generated with the finely discretized post-processed FEM results or the

semi-analytical Transfer Matrix Method (TMM) [13].

3.6.1 Square poroelastic domain

The convergence behaviour of the method is investigated herein. A square poroelastic domain

with a side b = 57 mm is considered. This domain is given impedance tube constraints, i.e. a

roller support on the lateral sides and a rigid impervious backing at the rear. It is excited by an

acoustic plane wave at normal incidence. This configuration is illustrated in Fig. 3.5.

Figure 3.5: A poroelastic domain in impedance tube configuration subject to plane-wave acoustical
excitation p̄ at normal incidence.

The material used is a poroelastic melamine foam. The macroscopic material parameters are
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provided as Material ID III in Table 3.7. Since the governing equations are linear in pressures, the

solutions can be appropriately scaled with the excitation. For the sake of brevity, an amplitude

of 1 Pa is considered.

The VEM solution procedure is performed using a structured quadrilateral grid (QUAD) and

unstructured Centroidal Voronoi Tesselation grid (CVT) over an excitation frequency range f ∈
[20Hz, 5500Hz]. Results were found to converge at a discretization of 10 × 10 QUAD elements

and 100 polygonal CVT elements. The converged displacement contours ||u|| for both meshes are

shown in Fig. 3.6 at 20 Hz and 1500 Hz. Similarly, the converged pressure contours p are provided

in Fig. 3.7 for the same frequencies.

(a) QUAD mesh 20 Hz (b) QUAD mesh 1500 Hz (c) CVT mesh 20 Hz (d) CVT mesh 1500 Hz

Figure 3.6: Converged ||u|| displacement contours at excitation frequencies 20 Hz and 1500 Hz
for QUAD and CVT type meshes.

(a) QUAD mesh 20 Hz (b) QUAD mesh 1500 Hz (c) CVT mesh 20 Hz (d) CVT mesh 1500 Hz

Figure 3.7: Converged p pressure contours at excitation frequencies 20 Hz and 1500 Hz for QUAD
and CVT type meshes.

The contours obtained by the VEM for both meshes are practically identical with a linear

variation in displacements and a uniform pressure profile across the domain being retrieved. As

anticipated, the method converges to a solution that is independent of the type of the underlying

discretization.

Next, a convergence study is performed through an a posteriori error- based mesh sensitivity

analysis. Five QUAD and five CVT meshes are chosen for this purpose. The details of these
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Label QUAD CVT

Nodes Elements Nodes Elements
I 36 5× 5 52 25
II 121 10× 10 202 100
III 676 25× 25 1251 625
IV 2601 50× 50 4993 2500
V 10,201 100× 100 19,968 10, 000

Table 3.5: Discretization used for the error-based mesh sensitivity analysis.

discretizations are provided in Table 3.5. A finely discretized FEM solution with a structured

250× 250 QUAD mesh is used as a reference.

The relative displacement errors in L2 norm for both mesh types are shown at frequencies

f = 20 Hz, f = 750 Hz and f = 1500 Hz in Fig. 3.8. Variations with respect to the number of

degrees of freedom and the average element size are shown on the bottom and top horizontal axes,

respectively. Near comparable behaviour is obtained by both meshes. The CVT mesh is shown

to achieve smaller errors at higher discretizations than the QUAD mesh. This is expected as the

number of nodes and hence degrees of freedom associated with the former practically doubles as

shown in Table 3.5 hence resulting in considerably more flexible numerical domains.

(a) QUAD mesh (b) CVT mesh

Figure 3.8: Convergence of relative errors in displacements at excitation frequencies 20 Hz, 750
Hz and 1500 Hz.

The relative pressure errors in L2 norm are displayed in Fig. 3.9. Once again comparable

behaviour is noticed across both meshes. The displacement and pressure fields are approximated

in descending accuracy across the excitation frequency spectrum in Figs. 3.8 and 3.9. This is due

to the fact that the same spatial resolution is employed across the entire frequency range; yet the

higher the frequency becomes the finer mesh discretization is required to accurately resolve the

corresponding wave lengths.

First order methods of this nature are expected a priori to converge at h2 with respect to

mesh size in the L2 norm. This theoretical slope is provided as ”ref: h2” in Figs. 3.8 and 3.9.

Graphically it can be seen that near optimal convergence rates for errors in displacements and

pressures are obtained by the method across both mesh-types. This suggests that the stability
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(a) QUAD mesh (b) CVT mesh

Figure 3.9: Convergence of relative errors in pressures at excitation frequencies 20 Hz, 750 Hz and
1500 Hz.

approximations chosen using the D-recipe stabilization procedure, and the enhancing conditions

introduced in computing L2 projectors do not generate sub-optimal convergence properties.

It is of interest to note that a larger spread is observed for errors in pressure in Fig. 3.9 when

compared to errors in displacements in Fig. 3.8. This potentially highlights the requirement for

a different order of approximation specifically for the pressure field. Such aspects are beyond the

scope of this work.

A remark on VEM mesh refinement

To achieve accurate high frequency solutions, several alternatives to standard h-refinement

have been proposed in the literature; p refinement or h − p refinement strategies using classi-

cal polynomial-driven finite elements do offer a viable route. Alternatives based on enrichment

strategies such as generalized finite element methods [192], discontinuity enriched methods [193].

Amongst these, the Spectral Element Method (SEM) [194] has been shown to provide well be-

haved solutions across the frequency spectrum. These higher order methods are motivated by the

creation of more flexible domains without having to decrease element sizes. This criterion can be

met using the Virtual Element Method as well.

To examine this, a relatively coarse discretization of 4×4 QUAD elements is shown in Fig. 3.10a.

1, 2 and 3 nodes are inserted per element edge to obtain the 8, 12, and 16 noded element dis-

cretizations shown in Figs. 3.10b, 3.10c, and 3.10d, respectively. These elements are parametrised

using pe, which corresponds to the number of subdivisions per edge.

In classical finite element methods, Figs. 3.10b, 3.10c and 3.10d are generally interpreted as

serendipity elements and support quadratic, cubic and quartic interpolations, respectively and

pe would correspond to the order of approximation. While these higher order interpolations are

certainly achievable through the VEM, an alternate route harnessing the ability of a virtual element

to have multiple edges is proposed here. A first order VEM (k=1) interprets pe=1, pe=2, pe=3 and

pe=4 as 4-sided, 8-sided, 12-sided and 16-sided elements, respectively. Hence, linear polynomials

living on each edge can uniquely be defined through adjacent vertex degrees of freedom. This

argument is summarized in Table 3.6.
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(a) pe=1 (b) pe=2 (c) pe=3 (d) QUAD mesh

Figure 3.10: pe refined virtual element meshes.

subdivisions
per edge

nodes
per element

total nodes FEM VEM

edges order edges order
pe = 1 4 25 4 1 4 1
pe = 2 8 65 4 2 8 1
pe = 3 12 105 4 3 12 1
pe = 4 16 145 4 4 16 1

Table 3.6: Alternate parametrization of higher order elements using a first order VEM.

Since the elements employed remain linear, an h-refinement based error convergence analysis

would continue to yield a relative error convergence rate of h2 in L2 norm. One should not expect

the hpe+1 rates more commonly associated with higher order methods.

Remark 2 It is to be noted that the number of quadrature points required for accurate polynomial

integration directly scales with the order of the classical polynomial based higher order methods,

such as FEM and SEM. Conversely, on the edge refinement method examined herein, the number

of quadrature points will vary only as a function of the sub-triangulation required for integration

over the domain interior. It is to be noted that for first order VEM methods, this sub-triangulation

is required only for bilinear operators containing L2-type projectors, i.e., a0
K, b

0
K and a

(∇,0)
K . For

the purely H1-type operators, i.e. aεK and b∇K , numerical integration is moved to the boundary and

exactly and uniquely computed through 2 Gauss Lobatto quadrature points per edge, located at the

relevant vertex nodes.

The influence of this procedure on the solution accuracy is illustrated through the SAC. This

determines the absorption behaviour of a system and is computed in post-processing (see Section

2.7.4).

The reference SAC is computed through the semi-analytic Transfer Matrix Method (TMM).

Although the TMM assumes an infinite lateral dimension, the solution is still valid for the purpose

of this example due to the normal plane wave incidence and lateral sliding condition.

The SAC curves computed for the four discretizations described above are compared against

the TMM curve in Fig. 3.11. The SAC computed through the VEM agrees with the TMM curve

from 20 Hz to ≈ 1500 Hz. Beyond this limit, deviations are noticed, especially for the pe=1 mesh.

On the contrary, a near exact correspondence is achieved with pe=4.
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To illustrate gains in computational cost, a second-order serendipity finite element method is

used to perform the computations over the pe=2 mesh. Total computational times are recorded

over 1000 runs to obtain meaningful comparisons. The VEM achieves a time of 0.42 hours, whereas

the FEM takes a total time of 0.6 hours. Hence, the order 1 virtual element method achieves in

providing accurate results without significantly increasing the computational complexity of the

discretized domain.

(a) SAC

Figure 3.11: Convergence of SAC with pe refinement.

3.6.2 Multilayer systems

Poroelastic materials generally exhibit reduced sound absorption properties at low excitation

frequencies. This is due to a mismatch between the sample thickness and large wavelengths en-

countered at these frequencies. Multilayer systems are often deployed to improve the low frequency

behaviour. Similarly, multilayer configurations are also designed to improve sound transmission

properties as well.

This example is chosen to demonstrate the ability of the VEM to account for wave propagation

through different types of materials. Varied interface coupling constraints, boundary conditions

and acoustic excitation types are considered. A multilayer system comprising three layers, i.e.,

(I) a melamine foam (poroelastic), (II) an elastic plasterboard (solid) and (III) non-dissipative

air (fluid) is taken up for analysis. Each layer is 10 mm thick and has a lateral dimension of

2m. This exaggerated height is used to simulate the infinite diameter assumption used by the

Transfer Matrix Method for impedance tube simulations. Contrary to the previous example, here

this requirement is necessary owing to the presence of oblique excitations. To avoid spurious

reflections at the lateral boundaries due to the fully reflecting zero normal fluid velocity Neumann

conditions, Floquet-Bloch type conditions [195] are typically employed to mimic periodic material

behaviour in the vertical direction. Alternatively, absorbing/non-reflecting boundaries are also

implemented using Infinite Elements [196], Perfectly Matched Layers [197] or doubly asymptotic

approximations [198]. Since these possibilities lie outside the scope of our work, we instead choose

to model an exaggerated height of 2m to eliminate the possibility of spurious reflections at these

lateral boundaries.
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The material properties for each layer is summarized in Table 3.7.

Figure 3.12: Multilayer configuration with roller supports on lateral edges. Material configuration
provided in Table 4.1. Each layer is 10 mm thick. Plane wave normal incidence excitation
with a fully clamped backing considered for Section 5.5.2. Diffuse field excitation with anechoic
termination considered for Section 5.5.2.

Remark 3 It is to be mentioned that creating multilayer configurations that improve acoustic

properties is a matter of engineering judgement and is not our objective here. Our choice of

materials for the multilayered system is motivated purely by computational reasons. Layer II is

chosen as a solid elastic layer to demonstrate the ability of the VEM to accurately compute the

admittance matrix necessary for coupling pressure degrees of freedom of layer I and layer III with

the displacement degrees of freedom of layer II at the respective interfaces. This corresponds to

a0Γ(ph, δuh)c defined in Eq. (2.168b) and Table 2.3.

The lateral edges are subjected to sliding conditions with roller supports. A polygonal dis-

cretization of 30 CVT elements per smallest wavelength is considered to accurately resolve high

frequency wave propagation. The smallest wavelength is chosen to be the minimum wavelength of

the three Biot waves (P1, P2, S) propagating through a poroelastic media, and the corresponding

structural and acoustic waves propagating through elastic and fluid media [57]. The interfaces

are appropriately seeded to allow the CVT to accurately capture the geometry. The ability of the

VEM to account for potentially non-conforming interfaces is illustrated in Fig. 3.13.

These non-conforming interfaces are converted into conforming ones by exploiting the power of

the VEM to accommodate elements with several edges. Nodes that are conventionally treated as

”hanging nodes” are detected and added to the relevant interface element to create new corners

and edges; it is not necessary to incorporate weak coupling techniques like the Mortar method [199]

or the Nitsche method [200] here.

The node-insertion technique may result in elements with non-standard aspect ratios, thereby

leading to an unstable aspect ratio as discussed in Section 3.5.6. In this case, the elements may not
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Figure 3.13: Converting a non-conforming interface into a conforming one by adding nodes and
edges to each interface element as required.

be amenable to standard isotropic scaling of the elastic stiffness stability terms. To examine this,

the alternate elastic stabilization parameter of Eq. (3.154) is also used herein and the stability of

the results is examined. A heat map illustrating ”diff”, i.e., the relative differences between the

element-wise elastic stiffness matrix as computed using Eqs. (3.153) and (3.154) is provided in

Fig. 3.14. The relative difference is evaluated for the ith element as

Figure 3.14: Relative differences (in %) in the element-wise elastic stiffness matrix with respect
to different stabilization parameter choices (Eqs. (3.153) and (3.154)).

diffi =

∣∣∣∣∣
∣∣∣∣∣K̃

G
K(i) − K̃N

K(i)

K̃G
K(i)

∣∣∣∣∣
∣∣∣∣∣, (3.158)

where K̃G
K(i) and K̃N

K(i) indicate the element elastic stiffness matrix as computed using the VEM,

with stabilization parameters βGK and βNK , respectively (see Eqs. (3.153) and (3.154)). The differ-

ences are observed to be mostly negligible except from the interface elements where node insertion

has taken place.

The behaviour of the method for two problems is examined: (1) an absorption problem subject

to plane wave excitation and (2) a transmission problem subject to diffuse field excitation.
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ID Name σ φ α∞ Λ Λ′ E ν ηs ρ

N · s ·m−4 - - m m N ·m−2 - - kg ·m−3

I
Melamine

foam
104 0.99 1.01

9.8×
10−5

1.96×
10−4

1.6×
105 0.44 0.1 8

II
Plaster-
board

- - - - -
3×
109 0.3 0.08 700

III Air - - - - - - - - 1.197

Table 3.7: Macroscopic material parameters corresponding to the relevant material ID.

(a) VEM at 100 Hz (b) VEM at 4000 Hz (c) FEM at 4000 Hz

Figure 3.15: ux (in [m]) contours at low and high frequencies, respectively. High frequency FEM
contours are also provided for comparison.

Normal incidence plane wave excitation absorption problem

A plane acoustic wave at normal incidence excites the left face of layer I. The right face of layer

III is subject to a rigid backing, i.e., bonded/clamped supports. The response of the system to an

excitation frequency spectra of f = [100, 4000] Hz is evaluated. The displacement and pressure

contours ux, uy and p obtained by the VEM at low and high excitation frequencies 100 Hz and

4000 Hz are shown in Figs. 3.15 and 3.16, respectively. The corresponding contours obtained by

the FEM at 4000 Hz is also shown for comparison. All contours are interpolated over a structured

query rectangular grid containing 50× 50 QUAD elements to make the comparisons fair.

As expected in this normal incidence case, the elastic wave is propagating along the the x-

direction as shown in Fig. 3.15 . The high frequency contours obtained by the VEM and FEM are

practically identical. It is evident from Figs. 3.15 that the elastic wave does not propagate through

the fluid/air layer. The acoustic wave in Fig. 3.16 propagates only through the poroelastic and

fluid layers and is fully horizontal. Once again, the high frequency FEM and VEM contours are

practically equivalent, and the pressure wave has nearly been damped out in the fluid layer.

The SAC is evaluated by the FEM and the VEM for 30 frequency steps and is shown in

Fig. 3.17. The SAC as computed through the semi-analytic Transfer Matrix Method (TMM) is

used as a reference. It is clear that all three methods offer coinciding absorption curve results.

The relative differences in the displacement (Eq. (3.156)) and pressure (Eq. (3.157)) values at

the interfaces, as obtained by the VEM using the stabilization parameter choices βGK and βNK are

displayed across the frequency spectrum in Figs. 3.18a and Fig. 3.18b, respectively. It can be

seen from these figures that the differences have small upper bounds of 1.6× 10−3 and 1.5× 10−4.

These are generally prevalent at high frequencies. While they do not affect the quality of the
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(a) VEM at 100 Hz (b) VEM at 4000 Hz (c) FEM at 4000 Hz

Figure 3.16: p (in [Pa]) contours at low and high frequencies, respectively. High frequency FEM
contours are also provided for comparison.

Figure 3.17: SAC computed by VEM, FEM and TMM for the multilayer absorption problem.

(a) Displacements (b) Pressures

Figure 3.18: Relative differences in spectral solutions generated by the VEM at the interfaces
using stabilization parameter choices Eqs. (3.153) and (3.154)

computed SAC in this example, it is still possible that appreciable deviations may be observed in

cases where mesh distortion is more severe. Hence, when encountering meshes with potentially

non-standard aspect ratios, βNK is recommended over βGK .
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Diffuse field transmission loss

A sound transmission problem is studied here for the same multilayer configuration. The right

face has an anechoic termination, i.e., a Robin type impedance boundary condition. This cor-

responds to the term b0Γ(ph, δph) defined in Eq. (2.167c) and Table 2.2. A diffuse field acoustic

excitation is incident on the left face of the domain. The excitation consists of several oblique

incidence plane waves with angles of incidence θ ∈ [0, 75◦]. A total of N = 20 samples were com-

putationally determined to be sufficiently representative of the entire diffuse field. The response of

the system to an excitation frequency spectra of f = [100, 4000] Hz is evaluated. The associated

ux, uy and p VEM contours for θ = 0◦ and θ = 75◦ are shown in Figs. 3.19, 3.20 and 3.21 for 100

Hz and 4000 Hz respectively.

The elastic wave contours ux and uy are only computed over the melamine foam and plaster-

board domains. Similarly, the acoustic wave contours are evaluated only over the melamine foam

and terminating air layers.

There is a good correspondence between the 4000 Hz ux, uy and p contours as computed by

the FEM and VEM for both the cases of normal and oblique incidence. A fully horizontal contour

is observed for the elastic wave in x-direction in Figs. 3.19a, 3.19b, 3.19c. Oblique contours

are retrieved in Figs. 3.19c, 3.19d and 3.19e. Contrary to the normal incidence case, waves are

propagating along the y direction in the 75◦ case and are shown in Fig. 3.20a, 3.20b and 3.20c.

The high frequency excitations have been almost entirely dissipated by the time they enter the

plasterboard layer.

The pressures from the acoustic wave are nearly uniformly distributed over each of the two

layers at normal incidence, as seen in Figs. 3.21a, 3.21b and 3.21c. Excepting minor oscillations,

the high frequency acoustic wave at oblique incidence has almost died down by the time it has

reached the rear air layer in Figs. 3.21e and 3.21f. The oblique excitation contours encountered

in Figs. 3.19e, 3.19f, 3.20b, 3.20c, 3.21e and 3.21f are reminiscent of evanescent waves rather than

propagating waves.

The sound transmission loss factor (STL) is computed for the diffuse field excitation according

to Eq. (3.159)

Tdf(ω) = −10log10

( 75◦∫
0◦
T (ω, θ) sin(θ) cos(θ) dθ

75◦∫
0◦

sin(θ) cos(θ) dθ

)
, (3.159)

where T (ω, θ) denotes the STL computed for a single plane wave at incidence θ (see Appendix

2.7.4). The STL evaluated by the FEM, the VEM, and the TMM is shown in Fig. 3.22c. The

associated STL curves at normal incidence and oblique incidence θ = 75◦ are provided for clarity

in Figs. 3.22a and 3.22b, respectively.

The STL curve at normal incidence (Fig. 3.22a) shows good correlations between all methods.

Both the FEM and VEM correctly estimate the coincidence frequency at 75◦ oblique incidence

correctly in Fig. 3.22b. Similarly, both methods accurately predict the critical frequency for the

diffuse field excitation as well in Fig. 3.22c. However, slight deviations at the peaks of both curves

are observed. This is attributed to the following reasoning: the TMM assumes an infinite lateral

dimension and as a result does not account for reflections occurring off of the lateral boundaries.

This effect is captured by the FEM and VEM and is especially prevalent at large angles of oblique
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(a) VEM at 100 Hz, 0◦ incident an-
gle

(b) VEM at 4000 Hz, 0◦ incident
angle

(c) FEM at 4000 Hz, 0◦ incident an-
gle

(d) VEM at 100 Hz, 75◦ incident
angle

(e) VEM at 4000 Hz, 75◦ incident
angle

(f) FEM at 4000 Hz, 75◦ incident
angle

Figure 3.19: ux (in [m]) contours at low and high frequencies and angles of incidence, respectively.
High frequency FEM contours are also provided for comparison.

(a) VEM at 100 Hz, 75◦ incident
angle

(b) VEM at 4000 Hz, 75◦ incident
angle

(c) FEM at 4000 Hz, 75◦ incident
angle

Figure 3.20: uy (in [m]) contours at low and high frequencies and high angle of incidence, respec-
tively. High frequency FEM contours are also provided for comparison.
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(a) VEM at 100 Hz, 0◦ incident an-
gle

(b) VEM at 4000 Hz, 0◦ incident
angle

(c) FEM at 4000 Hz, 0◦ incident an-
gle

(d) VEM at 100 Hz, 75◦ incident
angle

(e) VEM at 4000 Hz, 75◦ incident
angle

(f) FEM at 4000 Hz, 75◦ incident
angle

Figure 3.21: p (in [Pa]) contours at low and high frequencies and angles of incidence, respectively.
High frequency FEM contours are also provided for comparison.

incidence.

3.6.3 Porous composite with tortuous inclusion

This example is adapted from [48] to demonstrate the ability of the VEM to accurately model

the acoustic behaviour of a rigid porous composite material. This medium has a tortuous mesoscale

inclusion (material II) embedded within the host material (material I). The client material is

more permeable than the host. The macroscopic parameters are summarized in Table 3.8. The

configuration is provided with a fully clamped backing (often called rigid backing in acoustical

literature) and is subjected to a normal incidence plane wave excitation as shown in Fig. 3.23.

Name σ φ α∞ Λ Λ′

N · s ·m−4 - - m m
I (Host) 106 1.00 1 12× 10−6 12× 10−6

II (Client) 1.15× 104 0.96 1.01 108× 10−6 138× 10−6

Table 3.8: Macroscopic material parameters corresponding to the relevant material ID.

Contrary to the previous examples, here the preceding air column contained in the impedance

tube also needs to be modeled to account for reflection, scattering, dispersion and edge effects

introduced by the heterogeneous interface. The relevant inlet and incident quantities are accord-

ingly computed at the extreme left end. Consequently, along with the 45 mm air column, the

entire domain is discretized with 2592 CVT elements - following the 20 elements per minimum

wavelength rule. This discretization is illustrated in Fig. 3.24.
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(a) STL at incident angle 0◦ (b) STL at incident angle 75◦ (c) STL at diffused field excitation

Figure 3.22: Sound Transmission Loss curves computed for the multilayer diffuse field transmission
loss problem through the VEM, FEM and TMM.

Figure 3.23: Schematic diagram of a 45 mm thick rigid skeleton porous material with a second
rigid porous material as a tortuous inclusion. Roller and clamped supports are provided at lateral
boundaries and the rear, respectively. The macroscopic parameters of the matrix and inclusion
are provided in Table 3.8.

Remark 4 This is an axisymmetric domain and hence the plane-strain assumption is not expected

to hold, especially in high-frequencies. However, this test case is opted for as it provides insight

on the capability of the VEM in efficiently treating tortuous geometries. For this purpose, the

accuracy of the method is compared against the TMM and also an axisymmetric FEM.

Figure 3.24: The domain along with an equally thick air layer is discretized using 2592 CVT
elements, following the 20 elements per minimum wavelength discretization schema.

It is evident from Fig. 3.24 that the interfaces between (a) air and the sample, (b) host and

client material are not perfectly enforced. This is deliberately done to investigate the influence of

imperfect interfaces on the final result. The problem is solved over equally distributed frequency

steps ranging from 20 Hz to 5000 Hz. The pressure contours at low (100 Hz) and high (5000 Hz)

as computed by the VEM are displayed in Figs. 3.25a and 3.25c, respectively.
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(a) VEM at 100 Hz (b) FEM at 100 Hz

(c) VEM at 5000 Hz (d) FEM at 5000 Hz

Figure 3.25: p (in [Pa]) FEM and VEM contours at low and high frequencies at normal incidence
plane wave excitation.

The corresponding contours as evaluated by the FEM are shown in Figs. 3.25b and 3.25d,

respectively. The results are practically identical. The imperfect interfaces does not affect the

solutions significantly.

The SACs as computed by the VEM and the axisymmetric FEM are compared with the TMM

porous composite model with pressure diffusion effect [48] in Fig. 3.26. Good agreement between

the three methods is observed until ≈ 3000 Hz. Beyond this limit, a slight deviation is noticed.

This is attributed to two reasons. First, due to the plane strain assumption that cannot account

for the domain axisymmetry. Second, the equivalent model theory [48], on which the porous

composite model is based, is no longer perfectly valid as scale separation breaks down here. The

acoustic wavelength is now smaller than the characteristic mesoscopic size of the inclusion.

3.6.4 Mesoscale inclusions

It has already been mentioned in Section 3.6.2 that porous materials do not offer desirable

absorption properties at low frequencies. This is traditionally remedied by deploying multilayered

systems, as shown in Section 3.6.4. Alternative solutions are explored in the form of double

porosity materials [46], porous composites [48] and embedded inclusions [47]. An example of a

tortuous porous composite is provided in Section 3.6.3. In this example, the ability of embedded

rigid inclusions to improve absorption at lower frequencies is shown. The cases concerning one and

two periodic inclusions per unit cell are directly adapted from [47]. All cases are subjected to plane

wave normal incidence excitation and a rigid backing. The porous material involved is a foam
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Figure 3.26: SAC computed by the VEM, axisymmetric FEM and TMM for the rigid porous
composite material.

with rigid motionless skeleton modelled as an equivalent fluid. The exact material parameters are

provided in Table 3.9.

σ φ α∞ Λ Λ′

N · s ·m−4 - - m m
8900 0.95 1.42 180× 10−6 360× 10−6

Table 3.9: Macroscopic material parameters corresponding to the relevant material ID.

The inclusions are treated as infinitely rigid cylindrical tubes. This means that the inclusion

domain interiors need not be meshed. Additionally, the Neumann boundaries at the inclusion

interfaces are zero (zero normal-velocity).

One Inclusion in periodic unit cell

A periodically repeating square unit cell of size 2 cm is taken up. A single cylindrical inclusion

centered at (1 cm, 1 cm) of radius 0.75 cm is embedded. The unit cell is repeated ten times in

the vertical direction to simulate an infinite lateral dimension. The total vertical dimension is 20

cm. This configuration is illustrated in Fig. 3.27. The domain has been discretized with uniform

CVT elements resulting in a polygonal mesh with 7000 elements and 13,961 nodes. The SAC

computed over the frequency range 100 Hz-10kHz with the VEM for this configuration is shown in

Fig. 3.28. The curve is validated against the analytic mode-matching technique developed in [47].

Additionally, the SAC for the same porous domain without the inclusions is also provided for

comparison. It is evident that the configuration with inclusions exhibits an improved absorption

behaviour in the 1800 Hz - 3800 Hz frequency range. A near-unity peak is observed at ≈ 3000 Hz.

The pressure contours computed by the method at 100 Hz and 10 kHz are shown in Fig. 3.29.

Two Inclusions in periodic unit cell

A second configuration, comprising two cylindrical inclusions of different sizes within the unit

cell is shown in Fig. 3.30. The unit cell is rectangular (3.5cm× 2cm) with a period of 2 cm. The

first inclusion is centered at (2.5 cm, 1cm) with radius 0.75 cm. The second inclusion is of radius
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Figure 3.27: A 2 cm thick domain with a single infinitely rigid circular inclusion of radius 7.5 mm,
per unit cell. Unit cell repeats periodically in the vertical direction with period 2 cm.

Figure 3.28: SAC computed by the VEM for the domain with and without inclusion. A reference
curve using the analytic mode-matching technique from [47] is provided for comparison.

0.5 cm and is centered at (1.5 cm, 2.5−
√

(3)). The domain is discretized with 7000 uniform CVT

elements resulting in 13,990 nodes. The SAC computed over the frequency range 100 Hz-10kHz by

the VEM for the configurations with and without inclusions are shown in Fig. 3.31. Improvements

in absorption behaviour are exhibited by the configuration with inclusions across two frequency

bands: 1600 Hz - 2200 Hz, 3700 Hz - 5000 Hz. These low frequency absorption peaks in both

cases are primarily due to the tortuosity added by the solid inclusions.

Complex inclusion geometries

The ability of the VEM to easily model more complex non-periodic inclusions is demonstrated

here. The first example is a 5 cm × 15 cm rectangular domain with irregular infinitely rigid inclu-

sions in the shape of alphabets V-E-M. This domain is discretized with a CVT mesh containing

2500 elements and 5030 nodes. The pressure contours at 100 Hz and 10 kHz are shown in Fig. 3.33.

The second example increases the inclusion complexity even further by embedding inclusions in

the shape of a bat, spider and pacman in a 6 cm × 18 cm rectangular domain. The discretization

involved contains 5000 CVT elements with 10,054 nodes. The low and high frequency pressure

contours are provided in Fig. 3.34. Both examples use the same equivalent fluid porous foam

described in Section and 3.6.4 and employ the same boundary conditions.
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(a) 100 Hz (b) 10
kHz

Figure 3.29: p (in [Pa]) contours computed by VEM at low and high frequencies at normal
incidence plane wave excitation.

Figure 3.30: A 3.5 cm thick domain with two infinitely rigid circular inclusion of radius 7.5 mm
and 5 mm respectively, per unit cell. Unit cell repeats periodically in the vertical direction with
period 2 cm.

The discretizations used for these different inclusion-types are summarized in Table 3.10.

3.7 Summary

The VEM is developed for elastostatics and poromechanics. A novel VEM discretization has

been proposed for studying the vibroacoustic behaviour of fluid, elastic and poroelastic materials

in the frequency domain. The novelty of the method lies in employing the flexible meshing

capabilities of the VEM to reduce computational cost and accurately capture complex interfaces.

Implicitly defined basis functions are used to evaluate elementary state matrices through employing

appropriately defined operator-specific projectors. The final matrix form of equations are non-

linear in ω, and are repeatedly solved over the desired frequency spectrum. The solution is

post-processed to obtain acoustic indicators like SAC and STL.

The method was shown to exhibit near-optimal convergence rates for different element types
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Figure 3.31: SAC computed by the VEM for the domain with and without inclusions.

(a) 100 Hz (b) 10 kHz

Figure 3.32: p (in [Pa]) contours computed by VEM at low and high frequencies at normal
incidence plane wave excitation.

in Example 3.6.1. This illustrates that the VEM can accurately handle versatile mesh configura-

tions at different frequencies. Furthermore, the computational gains achieved are discussed and

evidenced by comparisons with the FEM. The ability of the method to handle different types of

materials (fluid, elastic, poroelastic) and the resulting interface coupling conditions are provided in

Example 3.6.2. This section also shows that the VEM can be used to easily resolve non-conforming

interfaces using appropriate node-insertion algorithms. In this context, the accuracy of two dif-

ferent stabilization parameter choices was explored; although the differences were negligible, the

non-isotropic stabilisation procedure seems to provide more well-behaved solutions at the higher

frequency spectrum. Different excitations (plane waves at normal and oblique incidence, diffuse-

fields) and constraints (rigid backing, anechoic termination) were considered and the accuracy of

Mesh Nodes Elements

One inclusion 13,961 7000
Two inclusions 13,990 7000

V-E-M 5030 2500
Superhero 10,054 5000

Table 3.10: Discretizations for the four inclusion-types used in Section 3.6.4.
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(a) 100 Hz (b) 10 kHz

Figure 3.33: p contours computed by the VEM at low and high frequencies at normal incidence
plane wave excitation.

(a) 100 Hz (b) 10 kHz

Figure 3.34: p contours computed by the VEM at low and high frequencies at normal incidence
plane wave excitation.

the method was verified in each case against the TMM.

Example 3.6.3 concerns tortuous rigid porous composites and shows that the VEM can be used

to study the influence of imperfectly defined interfaces. Example 3.6.4 illustrates the power of

the VEM in handling complex periodic and non-periodic mesoscale inclusions across a reasonably

large frequency bandwidth. Examples 3.6.3 and 3.6.4 show the potential of using the VEM as

a simulation tool in investigating the absorption behaviour of porous composites, in contrast to

more classical multilayer systems, as shown in Example 3.6.2.

The method is currently limited by its confinement to exclusively 2-D domains. Extending the

method to 3-D polyhedral or 2-D axisymmetric discretizations is currently a work in progress.

The next Chapter deals with upscaling methodologies, with a focus on Multiscale Finite Ele-

ment Methods. The VEM will then be integrated into the MsFEM to obtain a novel Multiscale

Virtual Element Method (MsVEM) in Chapter 5.
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Multiscale Methods
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Chapter 4

Multiscale Finite Element Methods

In this Chapter, the Multiscale Finite Element Method (MsFEM) is derived for elastostatics

and coupled field poromechanical problems, i.e., consolidation and vibro-acoustics. The MsFEM

framework is originally applied to the Biot theory of elastic wave propagation in air-saturated

porous media. The resulting numerical scheme allows inclusions of air and other potential sources

of heterogeneity at the mesoscopic scale. The upscaling procedure and the associated compu-

tation of the multiscale basis functions is discussed. Its advantages pertaining to accuracy and

computational acceleration are highlighted with industrially relevant benchmark examples.

4.1 Overview on Multiscale Methods

It is often in nature that physics evolve across highly heterogeneous, geometrically complex,

and multiscale deformable domains; examples pertain to sound absorption and transmission in

foams and fibrous materials [35,48,201,202] and fracture analysis of composite components [203].

Advances in automated manufacturing and in particular additive manufacturing have led to the

wide-spread application of components possessing complex and fit-for-purpose material layouts

in the construction, aerospace and automotive industries [204]. Additively manufactured func-

tionally graded composites and foams can be tailored to increased mechanical properties when

compared to traditional layered composites or metals, e.g., higher strength to weight ratios and

higher damping to weight ratios [8]. However, the corresponding manufacturing processes can be

extensive, are prone to errors and necessitate several design iterations before a desirable layout

is finally produced. This motivates the development of computational methods that can lead to

augmenting desirable mechanical traits while reducing undesirable ones while still at the design

stage.

Yet, the flexibility provided by manufacturing poses a series of challenges vis-a-vis the numerical

simulation of structural components with exotic material layouts. The distribution of material

heterogeneities at the micro- or mesoscale significantly affects the overall mechanical response

of the component. Hence, both from a physical and a computational perspective, the problem

of assessing the mechanical performance of a component becomes a multiscale one. Numerical

simulation of physics across multiple length scales can, in principle, be done with the standard

finite-element approach [205]. However, this would necessitate the use of extremely fine mesh

discretizations to resolve the corresponding heterogeneities, hence leading to high computational

103
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Figure 4.1: Motivation for multiscale approaches.

costs [206].

Multiscale modelling methods [207–209] have been developed over the years to accurately treat

heterogeneous material distributions across scales while reducing computational costs using the

robust mathematical framework of homogenisation [210–213]. These include volume averaging

and analytical homogenization [214–216], computational homogenization approaches [10,217–220],

see, also, FE2 methods [9, 221–225], variational multiscale methods [226–229], mortar multiscale

methods [230–234], heterogeneous multiscale methods [235–238] and other miscellaneous tech-

niques [239–245].

Homogenization theory relies on the assumptions of scale separation and periodicity. However

such assumptions do not necessarily hold for the case of highly heterogeneous domains. Hence,

alternative methods that do not rely on this assumption have been developed, such as multiscale

finite volume [246–249] and multiscale finite element methods (MsFEM) [8, 250]. A comparison

between different multiscale approaches in the context of elliptic problems was performed in [251].

The MsFEM relies on the notion of nested computational domains and the evaluation of a

numerical basis that maps quantities, i.e., displacements, from the one to the other. Contrary

to FE2 (see, e.g., in [9]) methods where a micro-scale finite element mesh is attached to each

coarse scale integration point, in the MsFEM the coarse scale is fully spanned by the fine scale.

Hence, the MsFEM is more suited to highly heterogeneous domains where scales cannot be fully

separated. The MsFEM was based on the pioneering work of [252] for a single-dimensional case

(later extended to multi-dimensional problems in [253]) and was further developed by, e.g., [254]

to resolve flows in highly heterogeneous media. Although the method has been widely employed

in such flow problems [255,256], the method does not account for the Poisson effect, i.e., the bulk

contraction/expansion of the medium under consideration. This prevents the application of the

method to structural engineering problems. The Enhanced/Extended Multiscale Finite Element

Method (EMsFEM) has been introduced by [257] to address this shortcoming. This is done

through considering additional coupling terms for interpolation at the fine scale level. Since the

EMsFEM has now become an accepted standard method; from here on, the labels MsFEM and

EMsFEM are used interchangeably to denote the Enhanced/Extended Multiscale Finite Element

Method.
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The Coupling Multiscale Finite Element Method (CMsFEM) [258] was developed to resolve the

coupled field fully saturated porous media consolidation problem using a two-scale (meso-macro)

approach. Mesoscale heterogeneities are mapped to the macroscopic scale using numerically com-

puted multiscale basis functions. A thorough discussion on the computational gains of the MsFEM

and the CMsFEM is provided in [254, 258, 259]. A more specific comparison of different multi-

scale finite element approaches for composites and porous media flows was done in [260]. A

monograph [261] documents the methods listed above.

In this Chapter, the MsFEM framework is laid out in detail, first for elastostatics in Section

4.2. An illustrative example for constructing multiscale basis functions is provided in Section

4.2.1. The upscaling procedure is detailed in Section 4.2.2. The solution procedure and associated

downscaling, to recover fine scale information, is provided in Section 4.2.3. Next, this method

is extended to coupled field problems by addressing Consolidation in Section 4.3. This is time-

domain problem and the relevant solution and downscaling procedures are given in Section 4.3.3.

Finally, we derive, for the first time, the MsFEM framework for the vibroacoustics of poroelastic

media in Section 4.4. This is applied to three numerical benchmark examples in Section 4.5; where

the accuracy and efficiency of the MsFEM, in relation to the FEM and the TMM are established.

4.2 Elastostatics

Figure 4.2: Multiscale mesh with 9 coarse quadrilateral elements and 81 quadrilateral fine-
elements.

To this point, the MsFEM has been developed to treat regular heterogeneous domains as shown

in Fig. 4.2, where each rectangular coarse element clusters its own representative portion of the

underlying fine mesh. The fine mesh is designed to resolve all mesoscale heterogeneities. These

are upscaled to the coarse level, where the solution is obtained at reduced computational cost.

To achieve this, the FEM is employed to accurately and efficiently resolve the heterogeneities

at the fine scale. The heterogeneous domain is coarsely discretized into KM(α), α = 1 . . . nMel
,

coarse elements, where nMel
is the number of coarse elements. Each coarse element clusters its

own set of Km(i), i = 1 . . . nmel
micro-elements where nmel

is the number of micro-elements in the

KM(α).
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For each type of coarse element, a set of multiscale basis functions is evaluated using the

standard FEM. These basis functions are then employed to map the fine scale onto the coarse

scale where the solution of the governing equations is performed. Since the solution procedure is

performed at a coarser discretization, the MsFEM promises to drive down the computational costs

pertinent to matrix factorizations and back-substitutions. The accuracy of the method compared

to the fine resolution is retained as the information of the micro-scale is propagated to the coarse

scale through the mapping. The MsFEM procedure is schematically depicted in Fig. 4.3.

Figure 4.3: Schematic of the MsFEM upscaling procedure. The case of linear boundary conditions
for the evaluation of multiscale basis functions is considered.

The terminologies ”Coarse-Element” and ”Representative Volume Element (RVE)” are used

interchangeably here. This is to remain consistent with the literature. A coarse-element, as

employed in this work, is not truly representative of the entire domain, and should therefore

not be confused with the classical notion of the RVE found in homogenization theory with scale

separation.

The multiscale basis functions required for the upscaling procedure are evaluated through the

solution of a homogeneous version of Eq. (2.94) over the αth coarse element domain KM(α), i.e.,{
Find uh ∈ Vuh (KM(α)) such that

aε(uh, δuh)D = 0 ∀ δuh ∈ Vuh (KM(α)).
(4.1)

These homogeneous equations are subjected to kinematical constraints that account for het-

erogeneities and the deformability of the boundary. They are imposed over the RVE in the form

of linear or periodic boundaries.

Linear boundaries are the easiest to implement but are less accurate for highly heterogeneous

domains when compared with periodic boundaries. This is because linear boundaries produce

stiffer elements. Such elements cannot account for oscillatory material coefficients. Periodic

boundaries on the other hand, relax this restriction.
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Periodic boundaries involve creating periodic pairs on opposite sides of the RVE coarse element

and imposing constraints on these pairs. This is normally done employing penalty parameters or

Lagrange multipliers. This approach is ideal when considering RVEs that do exhibit some form

of periodicity. The procedure for such enforcements are discussed in [8] and will not be detailed

here. The choice of the coarse element boundary conditions plays an important role vis-a-vis the

accuracy of the method.

Resonance errors may occur when the coarse-element length scale approaches the fine-element

scale, i.e., a large number of coarse elements are employed to mesh the domain. This is primarily

observed over highly heterogeneous domains. Such errors can be overcome by an oversampling

strategy [257].

To give a physical interpretation to these multiscale basis functions, one must compare the

features of the multiscale coarse element against the classical finite element. The possible static

modes of a four-node plane quadrilateral finite element are the standard bilinear Lagrange poly-

nomials. On the other hand, a multiscale quadrilateral coarse-element can be viewed as a more

flexible alternative. Despite having only four nodes, it can exhibit more flexible static modes.

This renders such elements an ideal choice for capturing variations in element behaviour driven

by underlying heterogeneities. Such variations may be impossible to capture with rigid classical

finite elements. For a square domain with an independently, identically distributed random elas-

tic modulus field, sampled from a normal distribution, snapshots of the associated deformation

modes are shown in Fig. 4.4. Similar comparisons maybe be drawn up in 3D, between classical

Figure 4.4: Visualizing multiscale basis functions for a heterogeneous domain.

hexahedral finite elements and multiscale hexahedral elements.

The bilinear form defined over the coarse element domain KM(α) in Eq. (4.1) is evaluated from
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individual fine element contributions

aε(uh, δuh)D =

nαmel∑
i=1

aεKm
(uh, δuh)D. (4.2)

The fine scale element stiffness matrix Kel,α
m(i) is derived from Eq. (2.103) using the finite element

method. This is assembled into the RVE stiffness matrix Kα
m by the same assembly procedure

followed in Eqs. (2.105). Similarly, the fine scale element load vector fu el,α
m(i) is defined on the basis

of Eq. (2.104). This is assembled into the coarse element specific RVE load vector fu el
M(α).

4.2.1 Constructing multiscale basis functions

In the multiscale finite element framework utilized herein, the micro-displacement components

of the fine mesh are mapped to the macro-displacement nodal components of the corresponding

coarse-element according to Eq. (4.3)

umx,i =
nM∑
J=1

Nu
iJxxuMx,J +

nM∑
J=1

Nu
iJxyuMy,J

umy,i =
nM∑
J=1

Nu
iJyxuMx,J +

nM∑
J=1

Nu
iJyyuMy,J,

(4.3)

where umx,i and umy,i, i = 1, . . . , nm are the displacement components of the ith micro-node, nm is

the number of micro-nodes within the coarse-element and nM(α) = 4 is the number of macro-nodes

of the αth coarse-element.

Moreover, uMx,J and uMy,J are the macro-displacement components defined at the Jth macro-

node of the coarse-element; NiJxx, NiJyy, NiJxy and NiJyx correspond to the micro-basis interpolation

functions. Eqs. (4.3) hold if and only if the micro-basis interpolation functions satisfy the following

conditions
nM∑
J=1

Nu
IJxx = 1

nM∑
J=1

Nu
IJxy = 0

nM∑
J=1

Nu
IJyx = 0

nM∑
J=1

Nu
IJyy = 1

, I = 1 . . . nM (4.4)

At the fine-element scale, this mapping assumes the following form

uαm(i) = Nu
m(i)uM(α), (4.5)

where uαm(i) is the displacement vector for the ith fine-element in the αth RVE. The array Nu
m(i)

denotes the multiscale basis functions mapping the associated coarse-nodal displacements in uM(α)

to the current fine-element.

Collecting Eqs. (4.5) for all micro-elements within the coarse-element, the following equation

is established

uαm = Nu
muM(α), (4.6)

where uαm comprises the nodal displacement of the fine-mesh contained within coarse-element α.

A set of interpolation functions satisfying Eqs. (4.4) (hence Eqs. (4.3) also) can be established
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by solving the following boundary value problem derived from Eq. (4.1){
Kα

muαm = {∅} on KM(α)

uS = ūIJ on ∂KM(α)

, I = 1 . . . nM, J = 1, 2, (4.7)

where uS is the vector of boundary micro-nodal displacements and ū are the the prescribed

displacements obtained from imposing linear, periodic or oversampling boundary conditions over

the coarse-element/RVE boundary [8,257]. Each solution derived for a prescribed set of boundary

conditions ūIJ corresponds to a column of the multiscale basis function matrix Nu
m.

Figure 4.5: RVE with 9 quadrilateral elements. The number of fine-elements and fine-nodes in
the RVE are nmel

= 9 and nm = 16 respectively.

As an example, Eq. (4.5) assumes the following form for the case of the RVE shown in Fig. 4.5

and the micro-element i = 6

u1
m(6) = Nu

m(6)uM(1), (4.8)

where the vector of nodal displacements for fine-element #6 is

u1
m(6) =

[
umx,7 umy,7 umx,8 umy,8 umx,12 umy,12 umx,11 umy,11

]T
, (4.9)

the coarse-element nodal displacement vector is

uM(1) =
[
uMx,1 uMy,1 uMx,2 uMy,2 uMx,6 uMy,6 uMx,5 uMy,5

]T
, (4.10)

and the corresponding multiscale basis function matrix is expressed as

Nu
m(6) =



Nu
xx7,1 Nu

xy7,1 Nu
xx8,1 Nu

xy8,1 Nu
xx12,1 Nu

xy12,1 Nu
xx11,1 Nu

xy11,1

Nu
xy7,1 Nu

yy7,1 Nu
xy8,1 Nu

yy8,1 Nu
xy12,1 Nu

yy12,1 Nu
xy11,1 Nu

yy11,1

Nu
xx7,2 Nu

xy7,2 Nu
xx8,2 Nu

xy8,2 Nu
xx12,2 Nu

xy12,2 Nu
xx11,2 Nu

xy11,2

Nu
xy7,2 Nu

yy7,2 Nu
xy8,2 Nu

yy8,2 Nu
xy12,2 Nu

yy12,2 Nu
xy11,2 Nu

yy11,2

Nu
xx7,3 Nu

xy7,3 Nu
xx8,3 Nu

xy8,3 Nu
xx12,3 Nu

xy12,3 Nu
xx11,3 Nu

xy11,3

Nu
xy7,3 Nu

yy7,3 Nu
xy8,3 Nu

yy8,3 Nu
xy12,3 Nu

yy12,3 Nu
xy11,3 Nu

yy11,3

Nu
xx7,4 Nu

xy7,4 Nu
xx8,4 Nu

xy8,4 Nu
xx12,4 Nu

xy12,4 Nu
xx11,4 Nu

xy11,4

Nu
xy7,4 Nu

yy7,4 Nu
xy8,4 Nu

yy8,4 Nu
xy12,4 Nu

yy12,4 Nu
xy11,4 Nu

yy11,4


, (4.11)
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respectively.

For the RVE shown in Fig. 4.5, uαm is a 32× 1 vector. Furthermore, Nu
m is the coarse-element

matrix of multiscale basis functions; for the case of Fig. 4.5 this is a 32× 8 matrix. Each column j

of Nu
m corresponds to the deformed configuration of the RVE when the jth coarse degree of freedom

is equal to 1 whereas all other coarse degrees of freedom are equal to zero.

4.2.2 Governing multiscale equilibrium equations

Having evaluated the micro-basis functions, the following procedure is established to upscale

the RVE properties at the coarse scale. The element-wise equilibrium equations at the fine-scale

of the RVE under consideration are

Kel,α
m(i)u

α
m(i) = fu el,α

m(i) . (4.12)

Substituting Eq. (4.5) into Eq. (4.12) results in the following expression

Kel,α
m(i)N

u
m(i)uM(α) = fu el,α

m(i) .

Pre-multiplying this by Nu T
m(i), the following relation is obtained

Kel
M(α),m(i)uM(α) = fu el

M(α),m(i), (4.13)

where Kel
M(α),m(i) corresponds to the fine-element stiffness matrix that is however, defined at the

coarse nodes

Kel
M(α),m(i)︸ ︷︷ ︸

2nM(α)×2nM(α)

= Nu T
m(i)K

el,α
m(i)N

u
m(i), (4.14)

and fu el
M(α),m(i) is the corresponding vector of nodal forces

fu el
M(α),m(i) = Nu T

m(i)f
u el,α
m(i) , (4.15)

respectively.

The reduced order coarse element equilibrium equation can be established in the following form

Kel
M(α)uM(α) = fu el

M(α), (4.16)

where Kel
M(α) and fu el

M(α) are the coarse element stiffness matrix and load vector respectively. These

quantities are a priori unknown but can be derived on the basis of strain energy equivalence

between the coarse element and its underlying fine scale mesh.

The overall strain energy Eint of the coarse element can be, in principle, established as

Eint =

∫
KM(α)

εTMσM dK = uTM(α)K
el
M(α)uM(α), (4.17)

where ε and σ correspond to the strain and stress fields defined over the RVE.

However, the RVE strain energy can also be considered to be additively decomposed into the
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contributions of the associated fine-scale elements, i.e.,

Eint =

nmel∑
i=1

∫
Km(i)

εα Tm(i)σ
α
m(i) dK =

nmel∑
i=1

uα Tm(i)K
el,α
m(i)u

α
m(i). (4.18)

Comparing Eq. (4.17) to Eq. (4.18), the following expression is established

uTM(α)K
el
M(α)uM(α) =

nmel∑
i=1

uα Tm(i)K
el,α
m(i)u

α
m(i). (4.19)

Substituting Eq. (4.5) into Eq. (4.19) results in the following expression

uTM(α)K
el
M(α)uM(α) = uTM(α)

nmel∑
i=1

(
Nu T

m(i)K
el,α
m(i)N

u
m(i)

)
uM(α). (4.20)

Eq. (4.20) holds if and only if

Kel
M(α) =

nmel∑
i=1

Kel
M(α),m(i). (4.21)

Similarly, the following expression must hold for the RVE reduced order nodal load vector, i.e.,

fu el
M(α) =

nmel∑
i=1

fu el
M(α),m(i). (4.22)

The reduced order RVE stiffness and nodal load matrices defined in Eqs. (4.21) and (4.22)

can be assembled using a direct stiffness method to eventually derive the reduced order global

equilibrium equation

KMuM = fu
M, (4.23)

where

KM =
nMel

A
α=1

Kel
M(α), fu

M =
nMel

A
α=1

fu el
M(α), (4.24)

and A denotes a standard direct stiffness assembly operator.

4.2.3 Solution at the coarse scale and downscaling

Having computed Kel,α
m(i), the multiscale basis functions can be evaluated by assembling Kα

m and

solving Eq. (4.7). The global system of equations at the coarse-scale has already been established

in Eq. (4.23)

KMuM = fu
M, (4.25)

where KM and fM denote the 2nM × 2nM global coarse stiffness matrix and 2nM × 1 global coarse

load vector respectively. The global coarse stiffness is assembled from its local coarse stiffness

contributions as shown in Eq. (4.24). The global coarse load vector is evaluated from the local
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coarse element load contributions. Finally, the MsFEM solution is performed for the nM coarse-

scale nodes uM.

The micro-displacements can be evaluated from the solution of the reduced order solution of

Eq. (4.25) using the following down-scaling procedure. The coarse element-wise displacements are

first extracted from uM and stored in the vector of macro-element nodal displacements uM(α), α =

1 . . . nMel
. The displacements associated with the ith fine-element in the αth coarse-element / RVE

is computed using Eq. (4.5). The strains and stresses associated with these fine-scale displacements

can be computed as follows

εαm(i) = Buαm(i), σαm(i) = Cεαm(i), (4.26)

where B is the term provided in Eq. (2.103).

4.3 Consolidation

The standard Coupled Multiscale Finite Element Method (CMsFEM) seeks to compute mul-

tiscale basis functions that sufficiently capture all significant static modes of the coarse element

under consideration. In coupled porous consolidation problems, this is equivalent to capturing de-

formation modes of the solid skeleton and pressure gradient modes of the pore-fluid, as elaborated

in Chapter 2.

Within this setting, two sets of multiscale basis functions are computed. One set describes the

solid skeleton displacements and the other captures the pore-fluid pressure. For these evaluations,

both phases are assumed to be decoupled from each other. The basis functions for the displacement

field are already evaluated in Eq. (4.1).

Similarly, the fluid phase multiscale basis functions are evaluated as{
Find ph ∈ V

p
h(KM(α)) such that

b∇(ph, δph)k/γf = 0 ∀ δph ∈ V
p
h(KM(α)).

(4.27)

These equations are subjected to Dirichlet constraints, which are imposed at the coarse element

boundary, in a manner similar to Section 4.2.

The bilinear form defined over the coarse-element domain KM(α) in Eq. (4.27), respectively can

be assembled from individual fine element contributions as done in Eq. (4.2)

b∇(ph, δph) =

nαmel∑
i=1

b∇Km
(ph, δph). (4.28)

The corresponding decompositions for b0(ph,wh) and a(ε,0)(uh,wh) are derived in a similar manner

and are omitted for brevity.

The element-wise state matrices are now obtained from Eqs. (4.28) using the FEM on the

basis of Eqs. (2.121)-(2.125). They are then assembled into their RVE specific counterparts Hα
m,

Sαm and Qα
m, respectively. Similarly, the relevant fine-element flux vector, fp el

m(i) is obtained from

Eq. (2.123), and assembled into fp el
M(α).
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4.3.1 Constructing multiscale basis functions

The micro-nodal field variables uαm and pαm are now mapped to the associated coarse-nodes.

This has already been done for displacements in Eq. (4.3). The corresponding relations for fluid

pressures are

pαm,i =

nM∑
J=1

Np
iJpM,J, (4.29)

where pαm,i, i = 1 . . . nαm is the pressure component of the ith micro-node, belonging to the αth

coarse element. The term pM,J denotes the pressure component at the Jth macro-node of the

αth coarse-element. The multiscale basis functions Np
iJ interpolate the fine-scale pressures. The

relation in Eq. (4.29) holds only if

nM∑
J=1

Np
IJ = 1. (4.30)

The RVE specific fine-element nodal pressures pαm are associated with the corresponding coarse-

element field variables through the following equation, i.e.,

pαm(i) = Np
m(i)pM(α), (4.31)

where pαm(i) denotes pressure vector for the ith fine-element in the αth element. The array Np
m(i)

represents the multiscale basis functions mapping the αth coarse-element nodal pressures pM(α) to

the fine-scale.

Collecting the contributions from each fine-element, Eq. (4.31) can be expressed over the entire

RVE:

pαm = Np
mpM(α), (4.32)

where Np
m corresponds to the coarse element multi-scale basis functions for the pressure field. Each

column of these arrays corresponds to a possible static pressure mode of the RVE. To compute

these snapshots of the system in a manner consistent with Eqs. (4.29) and (4.30), the discretized

matrix forms of the boundary value sub-problems in Eq. (4.27) are solved over the RVE domain,

similar to Eq. (4.7)

{
Hα

mpαm = {∅} , on KM(α)

pS = p̄IJ , on ∂KM(α)

, I = 1 . . . nM, J = 1, (4.33)

In the CMsFEM, the prescribed pressures pS at the RVE boundary are assigned linear or

periodic kinematical constraints p̄.

4.3.2 Governing multiscale equilibrium equations

The multiscale basis functions evaluated above are now used to upscale the RVE properties at

the coarse scale. The element-wise governing equations introduced in Eq. (2.112) are expressed in
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matrix form as [
Kel,α

m(i) −Qel,α
m(i)

0 Hel,α
m(i)

]{
uαm(i)

pαm(i)

}
+

[
0 0

Qel,α T
m(i) Sel,α

m(i)

]{
u̇αm(i)

ṗαm(i)

}
=

[
fu el,α
m(i)

fp el,α
m(i)

]
. (4.34)

Substituting the micro to macro mapping Eqs. (4.5) and (4.31) into Eq. (4.34) and pre-

multiplying the first row-set of equations by Nu T
m and the second row-set by Np T

m the following

equation is obtained[
Kel

M(α),m(i) −Qel
M(α),m(i)

0 Hel
M(α),m(i)

]{
uM(α)

pM(α)

}
+

[
0 0

Qel T
M(α),m(i) Sel

M(α),m(i)

]{
u̇M(α)

ṗM(α)

}
=

[
fu el
M(α),m(i)

fp el
M(α),m(i)

]
, (4.35)

where the elastic stiffness matrix and load vector of the ith micro-element mapped at the coarse

element nodes, i.e., Kel
M(α),m(i) and fu el

M(α),m(i) are defined in Eqs. (4.14) -(4.15), respectively. The

corresponding coupling, permeability and compressibility matrices are expressed as

Qel
M(α),m(i) = Nu T

m(i)Q
el,α
m(i)N

p
m(i), (4.36)

Hel
M(α),m(i) = Np T

m(i)H
el,α
m(i)N

p
m(i), (4.37)

Sel
M(α),m(i) = Np T

m(i)S
el,α
m(i)N

p
m(i). (4.38)

Finally, the flux term assumes the following form

fp el
M(α),m(i) = Np T

m(i)f
p el,α
m(i) . (4.39)

In principle, the coarse-element equilibrium equations could be expressed in a form analogous

to Eq. (4.34), i.e.,[
Kel

M(α) −Qel
M(α)

0 Hel
M(α)

]{
uM(α)

pM(α)

}
+

[
0 0

Qel,T
M(α) Sel

M(α)

]{
u̇M(α)

ṗM(α)

}
=

[
fu el
M(α)

fp el
M(α)

]
, (4.40)

where Kel
M(α), Qel

M(α), Hel
M(α), Sel

M(α) denote the coarse-element state matrices and fu el
M(α), fp el

M(α) denote

the coarse-element load vectors, respectively. Due to the heterogeneous material distribution at

the fine scale, explicit expressions for these matrices do not exist. Relations for Kel
M(α) and fu el

M(α)

have been derived in Eqs. (4.21)-(4.22). Similarly, the remaining quantities can be evaluated on

the basis of energy equivalence between the coarse element domain Eqs. (4.40) and the upscaled

fine-element components Eqs. (4.36)-(4.39).

Considering Eq. (4.40), the internal energy associated with each operator is defined as

EQ
int =

∫
KM(α)

pTM αBm εM dK = pTM(α)Q
el
M(α)uM(α) (4.41a)

EH
int =

∫
KM(α)

∇pTM
k

γf

∇pM dK = pTM(α)H
el
M(α)pM(α) (4.41b)
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ES
int =

∫
KM(α)

pTM Sε pM dK = pTM(α)S
el
M(α)pM(α) (4.41c)

where εM and pM correspond to the strain and pressure fields defined over the coarse element

domain.

The internal energy of the RVE is also additively decomposed into the contributions of its

underlying fine-elements, i.e.,

EQ
int =

nmel∑
i=1

∫
Km(i)

pTm(i) αBm εm(i) dK =

nmel∑
i=1

pα Tm(i)Q
el,α
m(i)u

α
m(i) (4.42a)

EH
int =

nmel∑
i=1

∫
Km(i)

∇pTm(i)

k

γf

∇pm(i) dK =

nmel∑
i=1

pα Tm(i)H
el,α
m(i)p

α
m(i) (4.42b)

ES
int =

nmel∑
i=1

∫
Km(i)

pTm(i) Sε pm(i) dK =

nmel∑
i=1

pα Tm(i)S
el,α
m(i)p

α
m(i). (4.42c)

Equating Eqs. (4.41b) and (4.42b) the following expression is derived

pTM(α)H
el
M(α)pM(α) = pTM(α)

nmel∑
i=1

(
NpT

m(i)H
el,α
m(i)N

p
m(i)

)
pM(α), (4.43)

that holds if and only if

Hel
M(α)︸ ︷︷ ︸

nM(α)×nM(α)

=

nmel∑
i=1

Hel
M(α),m(i). (4.44)

Hence, Eq. (4.44) provides the reduced order permeability matrix of the coarse element that

however comprises stiffness contributions from the underlying micro-elements.

The upscaled expressions for the coupling, and compressibility matrices are derived in a similar

manner as

Qel
M(α)︸ ︷︷ ︸

2nM(α)×nM(α)

=

nmel∑
i=1

Qel
M(α),m(i), (4.45)

and

Sel
M(α)︸ ︷︷ ︸

nM(α)×nM(α)

=

nmel∑
i=1

Sel
M(α),m(i), (4.46)

respectively.

Finally, the upscaled outflow vector is (see, also, [258]):

fp el
M(α) =

nmel∑
i=1

fp el
M(α),m(i). (4.47)
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The coarse element state and load matrices defined in Eqs. (4.44)-(4.47) can then be assembled

using a direct assembly approach to derive the reduced order structure matrices and corresponding

forcing vectors

QM =
nMel

A
α=1

Qel
M(α), HM =

nMel

A
α=1

Hel
M(α), (4.48a)

SM =
nMel

A
α=1

Sel
M(α), fp

M =
nMel

A
α=1

fp,el
M(α). (4.48b)

Hence, the upscaled governing equations assume the following form[
KM −QM

0 HM

]{
uM

pM

}
+

[
0 0

QT
M SM

]{
u̇M

ṗM

}
=

[
fu
M

fp
M

]
. (4.49)

The unknown field variables uM and pM represent the global coarse-nodal displacements and

vectors, respectively.

The coarse scale equations in Eq. (4.49) are solved following the procedure detailed in Section

2.7.2.

The algorithmic implementation of the method vis-a-vis the assembly of the discretized gov-

erning equations at the coarse scale is summarized in Algorithm 3.

Algorithm 3: Upscaling procedure performed for solid and fluid phases

Result: Global coarse scale stiffness matrices KM, HM and load vectors fuM, fp
M

for ΩM(α), 1 ≤ α ≤ nMel
do

1. Compute RVE stiffnesses,

(a) Solid phase: Kα
m with Kα

m =
nmel∑
i=1

Kel,α
m(i),

(b) Fluid phase: Hα
m with Hα

m =
nmel∑
i=1

Hel,α
m(i) ;

2. Compute multiscale basis functions using kinematic constraints with
(a) Solid phase: Nu

m : Kα
muαm = 0, where uαm ≡ Nu

m,
(b) Fluid phase: Np

m : Hα
mpαm = 0, where pαm ≡ Np

m ;

3. Compute multiscale contributions with
(a) Solid phase: Kel

M(α),m(i) = Nu T
m(i)K

el,α
m(i)N

u
m(i) and fu,el

M(α),m(i) = Nu T
m(i)f

u el,α
m(i) ,

(b) Fluid phase: Hel
M(α),m(i) = Np T

m(i)H
el,α
m(i)N

p
m(i) and fp,el

M(α),m(i) = Np,T
m(i)f

p el,α
m(i) ;

4. Assemble coarse-element stiffnesses with

(a) Solid phase: Kel
M(α) =

nmel∑
i=1

Kel
M(α),m(i), and fu,el

M(α) =
nmel∑
i=1

fu,el
M(α),m(i),

(b) Fluid phase: Hel
M(α) =

nmel∑
i=1

Hel
M(α),m(i), and fp,el

M(α) =
nmel∑
i=1

fp,el
M(α),m(i),

end
Assemble global coarse stiffness matrix and load vector with
(a) Solid phase: KM = A

nMel
α=1 Kel

M(α) and fuM = A
nMel
α=1 fu,el

M(α)

(b) Fluid phase: HM = A
nMel
α=1 Hel

M(α) and fp
M = A

nMel
α=1 fp,el

M(α)
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4.3.3 Downscaling

The fine-scale displacements and pressures at each time-step can be evaluated from the solu-

tion of Eq. (4.49) by employing the following down-scaling procedure. The coarse element-wise

displacements and pressures are first extracted at the desired time steps from {uM}n and {pM}n,

respectively. These values are now stored in the vectors of coarse-nodal displacements uM(α) and

pressures pM(α), α = 1 . . . nMel
, respectively. The displacements and pressures associated with the

ith fine-element in the αth coarse-element / RVE can be evaluated using Eqs. (4.5) and (4.31).

Derivative quantities, like strains and stresses associated with the fine-scale elements can now

be computed using Eq. (4.26). Similarly, the derivative quantities for the fluid phase, i.e., the

pressure flux and specific discharge, can be evaluated

∇pαm(i) = B∇pαm(i), qαm(i) = − k

γw
∇pαm(i). (4.50)

An expression for B∇ is provided under Eq. (2.121).

4.4 Vibro-acoustics

4.4.1 Evaluation of multiscale basis functions

Similar to the procedure followed in Section 4.3, a set of multiscale basis function are evaluated

for the solid and fluid phases. The point of departure here is, they are iteratively evaluated for

each frequency step ωk, k = 1, . . . , nfreq, where nfreq denotes the number of frequency steps. These

are obtained by solving the following set of homogeneous cell problems over each coarse element

domain ΩM(α), α = 1, . . . nMel
for the solid phase{
Find uh ∈ Vuh (KM(α)) such that

aε(uh, δuh)D̃ = 0 ∀ δuh ∈ Vuh (KM(α)),
(4.51)

and fluid phase Find ph ∈ V
p
h(KM(α)) such that

b∇(ph, δph) 1
˜ρeq

= 0 ∀ δph ∈ V
p
h(KM(α)).

(4.52)

The bilinear forms in Eqs. (4.51)-(4.52) are decomposed into their fine element contributions

analogous to Eqs. (4.2) and (4.28). The associated fine element stiffness matrices K̃el,α
m(i) and H̃el,α

m(i)

are obtained from Eq. (2.175) and (2.177), respectively, and assembled into the RVE state matrices

K̃α
m and H̃α

m. Consequently, the discretized matrix forms of Eqs. (4.51)-(4.52) are now expressed

for the solid phase{
K̃α

m(ωk)u
α
m = {∅} , on KM(α)

uS = ūIJ , on ∂KM(α)

, I = 1 . . . nM, J = 1, . . . ndim, k = 1 . . . nfreq, (4.53)
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and fluid phase{
H̃α

m(ωk)p
α
m = {∅} , on KM(α)

pS = p̄IJ , on ∂KM(α)

, I = 1 . . . nM, J = 1, . . . ndim, k = 1 . . . nfreq, (4.54)

where ndim = 2 or 3, depending on the dimension of the problem. The remaining element-wise

matrices M̃el,α
m(i), Q̃el,α

m(i) and C̃el,α
m(i) are similarly obtained from Eqs. (2.176)-(2.179) and assembled

into their RVE specific counterparts, M̃α
m, Q̃α

m and C̃α
m, respectively.

4.4.2 Upscaling procedure

Using Eq. (2.183), without the boundary and interface coupling matrices, the governing equa-

tions at each frequency ωk are expressed for each micro-element as[
K̃el,α
m(i)(ωk)− ω2

kM̃
el,α
m(i)(ωk) −C̃el,α

m(i)(ωk)

−ω2
kC̃

el,α
m(i)(ωk)

T H̃el,α
m(i)(ωk)− ω2

kQ̃
el,α
m(i)(ωk)

]{
uαm(i)

pαm(i)

}
=

[
fu el,α
m(i)

fp el,α
m(i)

]
, (4.55)

Substituting the micro to macro mapping relations from Eqs. (4.5) and (4.31) into Eq. (4.55),

and multiplying the first row-set of equations by Nu T and second row-set of equations by Np T ,

the following equation is obtained[
K̃el
M(α),m(i) − ω2

kM̃
el
M(α),m(i) −C̃el

M(α),m(i)

−ω2
kC̃

el T
M(α),m(i) H̃el

M(α),m(i) − ω2
kQ̃

el
M(α),m(i)

]{
uM(α),m(i)

pM(α),m(i)

}
=

[
fu el
M(α),m(i)

fp el
M(α),m(i)

]
, (4.56)

where K̃el
M(α),m(i), M̃el

M(α),m(i), H̃el
M(α),m(i), Q̃el

M(α),m(i), and C̃el
M(α),m(i) correspond to the fine-element

state matrices mapped onto the coarse element nodes and assume the following form

K̃el
M(α),m(i) = Nu T

m(i)K̃
el,α
m(i)N

u
m(i)

M̃el
M(α),m(i) = Nu T

m(i)M̃
el,α
m(i)N

u
m(i)

H̃el
M(α),m(i) = Np T

m(i)H̃
el,α
m(i)N

p
m(i)

Q̃el
M(α),m(i) = Np T

m(i)Q̃
el,α
m(i)N

p
m(i)

C̃el
M(α),m(i) = Nu T

m(i)C̃
el,α
m(i)N

p
m(i).

(4.57)

In Eqs. (4.56) and (4.57) the dependence of the state matrices on (ωk) is omitted for brevity.

Similarly, the forcing terms assume the following form

fu el
M(α),m(i) = Nu T

m(i)f
u el,α
m(i) , (4.58)

fp el
M(α),m(i) = Np T

m(i)f
p el,α
m(i) , (4.59)

for the nodal forces and outflows, respectively.

The equilibrium relation in Eq. (4.55) is re-expressed at the coarse scale for each coarse-element

as [
K̃el

M(α) − ω2
kM̃

el
M(α) −C̃el

M(α)

−ω2
kC̃

el
M(α) T H̃el

M(α) − ω2
kQ̃

el
M(α)

]{
uM(α)

pM(α)

}
=

[
fu el
M(α)

fp el
M(α)

]
. (4.60)
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Currently, the coarse element state matrices and vectors, i.e., K̃el
M(α) - fp el

M(α) are unknown. These

are determined on the basis of the principle of energy equivalence across scales, as done in Sections

4.2.2 and 4.3.2

K̃el
M(α) =

nmel∑
i=1

K̃el
M(α),m(i) (4.61a)

M̃el
M(α) =

nmel∑
i=1

M̃el
M(α),m(i) (4.61b)

H̃el
M(α) =

nmel∑
i=1

H̃el
M(α),m(i) (4.61c)

Q̃el
M(α) =

nmel∑
i=1

Q̃el
M(α),m(i) (4.61d)

C̃el
M(α) =

nmel∑
i=1

C̃el
M(α),m(i) (4.61e)

fu el
M(α) =

nmel∑
i=1

fu el
M(α),m(i) (4.61f)

fp el
M(α) =

nmel∑
i=1

fp el
M(α),m(i). (4.61g)

The local coarse element state matrices and vectors shown in Eqs. (4.61) can be assembled over

the coarse domain using standard assembly operations. Hence, the upscaled global equivalent of

Eq. (4.60) assume the following form[
K̃M − ω2

kM̃M −C̃M

−ω2
kC̃

T
M H̃M − ω2

kQ̃M

]
︸ ︷︷ ︸

Z̃M

{
uM
pM

}
︸ ︷︷ ︸

XM

=

[
fu
M

fp
M

]
︸ ︷︷ ︸
FM

, (4.62)

where the unknown field vectors uM and pM denote the coarse-nodal displacements and pressures,

respectively. These quantities can then be downscaled to obtain detailed fine scale contours at all

desired frequency steps, using the procedure outlined in Section 4.3.3.

4.5 Numerical examples

Three test cases are provided to examine the validity of the proposed multiscale solution pro-

cedure for a) equivalent fluid rigid motionless skeleton models and b) elastically deformable Biot

solid skeleton models.

The Sound Absorption Coefficient (SAC) of these configurations are computed through the

MsFEM over the frequency range 20Hz ≤ f ≤ 5500Hz. These results are compared to the corre-

sponding analytical TMM computations [262].

The macroscopic parameters used for all materials in the following examples are summarized

in Table 4.1.
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ID σ φ α∞ Λ Λ′ k′0 E ν ηs ρ1

N · s ·m−4 - - m m m2 N ·m−2 - - kg ·m−3

I 104 0.99 1.01
9.8×
10−5

1.96×
10−4

4.75×
10−9

1.6×
105 0.44 0.1 8

II 217400 0.98 1.28
6×

10−6

2.77×
10−4

7.4×
10−9 116400 0.43 0.11 26

III 23 1 1
2.5×
10−3

2.5×
10−3 - - - - -

IV 106 1 1
12×
10−6

12×
10−6 - - - - -

V 11500 0.96 1.01
30×
10−6

35×
10−6 - - - - -

VI 10 0.68 1.81
4×

10−3

4.5×
10−3

9.27×
10−7 - - - -

VII 20 0.32 1.41
3×

10−3

4.5×
10−3

15.84×
10−7 - - - -

Table 4.1: Macroscopic material parameters corresponding to the relevant material ID.

ID Name

I Melamine Foam
II 2437-9B
III Dissipative Air
IV Host Material 1
V Client Material 1
VI Host Material 2
VII Client Material 2

Table 4.2: Material names.

The materials associated with the material IDs described in Table 4.1 are mentioned in Table 4.2

for completeness.

All configurations are modelled in 2-D and 3-D. The 2-D geometry is discretized with [60 ×
12] coarse quadrilateral elements with each coarse element clustering an underlying [2 × 2] fine

quadrilateral mesh. The 3-D geometry is discretized with [60×12×12] coarse hexahedral elements

with each coarse element clustering an underlying [2× 2× 2] fine hexahedral mesh.

Unless explicitly stated otherwise, the boundary conditions correspond to standard impedance

tube constraints, i.e., the rear (right) side is provided with clamped supports. The lateral bound-

aries are given roller supports. The Neumann boundaries are all zero valued. This translates to

zero tractions and fluid velocities normal to the surface under consideration. The configurations

are excited on the incident face (left) by an acoustic plane wave at normal incidence.

Owing to the symmetry of the excitation and the geometrical and material layouts, the lateral

boundary conditions, i.e., roller supports and zero normal velocity conditions, are collectively

labelled ”periodic boundaries”. It is to be noted that this is a special case recovered from the

more general Floquet-Bloch periodic conditions [195]. These are defined for completeness. Given

a pair of faces Γ1 and Γ2 respecting y-periodicity, i.e., exhibiting periodically repeating behaviour
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along the vertical y-axis, the following relations are observed

p|Γ1 = p|Γ2e
−ky |y|, (4.63a)

vy|Γ1 = vy|Γ2e
−ky |y|, (4.63b)

where p|Γ1 , p|Γ2 and vy|Γ1 , vy|Γ2 denote acoustic pressures and normal velocities on the two periodic

faces, respectively. The distance between both faces is represented by |y| = |yΓ1−yΓ2 |. The acoustic

wave number along the y-direction is contained in ky. Since the Neumann conditions over these

surfaces are zero, Eq. (4.63b) is a tautology. Further, since only normal incidence excitations are

dealt with in the following examples, it follows that there are no waves propagating the y-direction,

i.e., ky = 0. Inserting this result into Eq. (4.63a) yields the simpler expression p|Γ1 = p|Γ2 . For

perfectly symmetric configurations, this condition is naturally achieved, and need not be explicitly

imposed.

The efficiency of the MsFEM is measured by comparing its performance against the correspond-

ing FEM. The FEM operates over the associated global fine mesh. Computational times taken to

(A) evaluate the multiscale basis functions and (B) perform the solution procedure are recorded

and averaged over three runs. Assembly and upscaling of state matrices are included within (A).

Similarly, the downscaling operations are included within (B). The acceleration provided by the

MsFEM is demonstrated through computing speedup

speedup =
tFEM

tMsFEM

, (4.64)

where tFEM and tMsFEM denote the total times taken by each method, respectively.

4.5.1 Melamine Foam

A standard aero-melamine foam is placed inside an impedance tube of diameter 80 mm in

three different configurations. A rigid motionless skeleton assumption is used. This entails using

an equivalent fluid constitutive model. The macroscopic material parameters for the melamine

foam are provided by Material I in Table 4.1. Non-dissipative air is used in all cases.

Foam with rigid backing

An 80 mm thick foam layer is considered. The full impedance tube geometry is shown here for

the sake of completeness by including a 320 mm column of air. A schematic of the 2-D domain

with coarse-scale discretization is shown in Fig. 4.6.

Figure 4.6: Schematic of a melamine foam placed against a rigid backing with coarse mesh.
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(a) 2-D mesh (b) 3-D mesh

Figure 4.7: Coarse-scale meshes (a) 8 × 8 quadrilateral coarse-elements with 2 × 2 quadrilateral
fine-elements per coarse-element and (b) 8 × 8 × 8 hexahedral coarse-elements with 2 × 2 × 2
hexahedral fine-elements per coarse-element.

However, as non-dissipative air is being used, it is not necessary to explicitly account for the

air column within the MsFEM model. To this, the reduced model are presented in Fig. 4.7 for

clarity.

The sound absorption coefficients as evaluated by the MsFEM for the 2-D and 3-D discretiza-

tions, and by the TMM are shown in Fig. 4.8.

Figure 4.8: Sound absorption coefficient (SAC) curves as a function of the frequency (in Hz) for
the geometry of Fig. 4.6.

The curves computed in the three instances appear identical. The averaged computational times

and speedup offered by the MsFEM over the FEM in the case of the elastic skeleton assumption

is provided in Table 4.3. A significant speedup of 15.66 is obtained for the 3-D discretizations.
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MS Basis
Computation times

Solving and
Downscaling times

Total time Speedup

2-D
FEM 0.20 16.82 17.01

3.19
MsFEM 0.87 4.45 5.32

3-D
FEM 4.08 803.67 807.73

15.66
MsFEM 8.93 42.66 51.59

Table 4.3: Computation time taken (in seconds) and speedup offered by the MsFEM over FEM
for a melamine foam with rigid backing.

Foam with air backing

A 40 mm thick foam layer with an air-column backing of 40 mm is placed inside the impedance

tube. This example is provided to examine the accuracy of porous-fluid coupling. A schematic of

the 2-D domain with coarse-scale discretization is shown in Fig. 4.9.

Figure 4.9: Schematic of a melamine foam backed with a 40 mm air activity with coarse mesh.

Once again, accounting for the air column within the MsFEM model is unnecessary, The

resultant reduced coarse mesh is provided in Fig. 4.10 for clarity.

(a) 2-D mesh (b) 3-D mesh

Figure 4.10: Coarse-scale meshes (a) 10×10 quadrilateral coarse-elements with 2×2 quadrilateral
fine-elements per coarse-element and (b) 10× 10× 10 hexahedral coarse-elements with 2× 2× 2
hexahedral fine-elements per coarse-element.

The sound absorption coefficients as evaluated by the MsFEM for the 2-D and 3-D discretiza-

tions, and by the TMM are shown in Fig. 4.13.
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MS Basis
Computation times

Solving and
Downscaling times

Total time Speedup

2-D
FEM 0.35 16.53 16.89

2.34
MsFEM 1.82 5.40 7.23

3-D
FEM 14.46 1592.07 1606.52

19.04
MsFEM 27.46 56.89 84.36

Table 4.4: Computation time taken (in seconds) and speedup offered by the MsFEM over FEM
for a melamine foam with air backing.

Figure 4.11: Sound absorption coefficient (SAC) curves as a function of the frequency (in Hz) for
the geometry of Fig. 4.9.

A near exact correspondence between the MsFEM and TMM results are observed. The averaged

computational times and speedup offered by the MsFEM over the FEM in the case of the elastic

skeleton assumption is provided in Table 4.4. A significant speedup of 19.04 is obtained for the

3-D discretizations.

Foam with mesoscale perforation

An 80 mm foam layer with a square mesoscale through-perforation of side 40 mm is placed

inside the impedance tube. This example is provided to demonstrate the ability of the MsFEM to

handle double-porosity materials. Contrary to the previous examples, here the preceding 320 mm

air-column is required to account for reflection, scattering, dispersions and edge effects introduced

by the the mesoscale perforation. The meshes used for the 2-D and 3-D domain with coarse-scale

discretization is shown in Fig. 4.12.

The sound absorption coefficients as evaluated by the MsFEM and TMM are shown in Fig. 4.13.
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(a) 2-D mesh (b) 3-D mesh

Figure 4.12: Coarse-scale meshes (a) 40× 8 quadrilateral coarse-elements with 2× 2 quadrilateral
fine-elements per coarse-element and (b) 40 × 8 × 8 hexahedral coarse-elements with 2 × 2 × 2
hexahedral fine-elements per coarse-element.

Figure 4.13: Sound absorption coefficient (SAC) curves as a function of the frequency (in Hz) for
the geometry of Fig. 4.12.

where the legend labels are summarized in Table 4.5.

Label ON OFF

rc - Radiation Correction

(Dynamic)
1 0

pd - Pressure Diffusion 1 0

ML - Mixing Law - -

Table 4.5: Legend Labels used in Fig. 4.13.

The 3-D MsFEM computation is found to agree with the TMM-rc1pd0 porous composite

model [48], accounting for dynamic radiation correction, while neglecting the pressure diffusion

effect.

In the context of linear acoustics of porous media, pressure diffusion is a dissipation effect

prevalent in porous composites where large permeability contrasts exist between the host and

client media. At low frequencies, a duct typically appears longer than it actually is to acoustic

waves. Radiation correction is a length correction scheme accounting for this apparent effect [263]
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MS Basis
Computation times

Solving and
Downscaling times

Total time Speedup

2-D
FEM 1.29 51.81 53.10

3.22
MsFEM 5.20 13.96 19.16

3-D
FEM 28.28 14,118.37 14,146.65

28.94
MsFEM 106.88 381.89 488.77

Table 4.6: Computation time taken (in seconds) and speedup offered by the MsFEM over FEM
for a melamine foam with mesoscale perforation.

While the MsFEM naturally accounts for any such effects, these need to be explicitly handled

by the TMM-PC to obtain reliable results. The 2-D MsFEM computation is compared against

the TMM mixing law (TMM-ML). These represent different volume averaging and analytical

homogenization techniques described in [48]. While the trend is replicated correctly, the MsFEM

is found to slightly overestimate the SAC. This can be attributed to differences in cross-sectional

geometry. The 3-D MsFEM and TMM result can be recovered from the ML procedure when

the mesoscale porosity is computed for a 3-D cross-section, i.e., φm = 402

802
= 0.25. However, to

facilitate ML comparisons with the 2-D MsFEM model, a 2-D cross-section is considered, resulting

in a mesoscale porosity φm = 40
80

= 0.5.

The averaged computational times and speedup offered by the MsFEM over the FEM is pro-

vided in Table 4.6. The FEM procedure in case of 3-D discretizations in the elastic skeleton

assumption, proves very expensive, as illustrated by the total times. The MsFEM proves invalu-

able in accelerating computations here, offering a speedup of 28.94.

4.5.2 Highly dissipative material: 2437-9B

The following set of examples are provided to demonstrated the ability of the MsFEM to

handle highly resistive materials. Such materials are expected to be more sensitive to different

types of boundary conditions and offer more pronounced instances of the double porosity effect.

An example material ”2437-9B” is placed inside an impedance tube of diameter 15 mm in three

different configurations. The materials parameters for ”2437-9B” are provided by Material II in

Table 4.1. The same discretization scheme is employed in these examples. Non-dissipative air is

used.

Layer with rigid backing

A 15 mm thick layer is placed in side the impedance tube. The full impedance tube geometry is

modelled here for completeness by including a 60 mm column of air. The full elastically deformable

skeleton assumption is considered. Consequently, the Biot-Helmholtz model is used. A schematic

of the 2-D domain with coarse-scale discretization is shown in Fig. 4.14.
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Figure 4.14: Schematic of a dissipative material with rigid backing.

The sound absorption coefficients as evaluated by the MsFEM for the 2-D and 3-D discretiza-

tions, and by the TMM are shown in Fig. 4.15.

Figure 4.15: Sound absorption coefficient (SAC) curves as a function of the frequency (in Hz) for
the geometry of Fig. 4.14.

The SAC curves obtained in all three instances are identical.

Layer with air backing

An 7.5 mm thick foam layer with an air-column backing of 7.5 mm is placed inside the

impedance tube. This example is provided to examine the accuracy of porous-fluid coupling

in highly resistive materials. Elastically deformable solid skeletons are considered. A schematic

of the 2-D domain with coarse-scale discretization is shown in Fig. 4.16.

Figure 4.16: Schematic of a dissipative material with air backing.

The sound absorption coefficients as computed by the MsFEM and TMM are shown in Fig. 4.17.
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Figure 4.17: Sound absorption coefficient (SAC) curves as a function of the frequency (in Hz) for
the geometry of Fig. 4.16.

Once again, the results obtained across all methods are practically identical.

Layer with mesoscale perforation

This example is provided to illustrated the ability of the method to adequately handle mesoscale

perforations in highly resistive materials. A 15 mm thick layer with a square perforation of side

7.5 mm is placed inside the impedance tube. An equivalent fluid rigid skeleton assumption is

used for this example. A schematic of the 2-D domain with coarse-scale discretization is shown in

Fig. 4.18.

Figure 4.18: Schematic of a dissipative material with mesoscale perforation.

The SAC curves computed through the MsFEM and TMM are provided in Fig. 4.19.
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Figure 4.19: Sound absorption coefficient (SAC) curves as a function of the frequency (in Hz) for
the geometry of Fig. 4.18.

Following the intuition developed from the results of the double porosity Melamine foam exam-

ple in Section 4.5.1, the pressure diffusion effect is neglected in the TMM calculations. The 3-D

MsFEM result agrees more closely with the TMM with dynamic radiation correction (TMM-rc1),

although the SAC is overestimated slightly around the peak.

There is an appreciable deviation between the results offered by the 2-D MsFEM results and

the TMM-ML. This can be attributed to the differences in cross-section as before. Moreover, the

TMM-ML can only be used to provide reliable comparisons in the case of low-resistive materials.

4.5.3 Porous composites

The following examples are obtained from [48] to directly validate the method’s ability to

handle alternate materials, porous inclusions and tortuous inclusion paths. The TMM-porous

composite (TMM-PC) theory is used to facilitate comparisons. Dissipative air is used in all cases

to accurately capture relevant pressure diffusion effects. The material parameters for dissipative

air are provided by Material III in Table 4.1.

The FEM validations in [48] were done using an in-house axisymmetric code. Consequently,

all mesoscale perforations and inclusions are cylindrical in nature, i.e., they have a circular cross

section. Owing to limitations encountered with hexahedral meshing using our own in-house MAT-

LAB multiscale mesher, simplified square cross sections were considered instead.

Rigid frame double porosity medium

A cylindrical perforation of diameter 10 mm is considered in a 20 mm highly resistive porous

material with rigid frame. This configuration in placed inside an impedance tube of diameter

20 mm. The macroscopic parameters of this material corresponds to Material IV in Table 4.1.

A schematic depicting the 2-D approximation of this domain with coarse-scale discretization is

shown in Fig. 4.20.
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Figure 4.20: Schematic of a rigid frame double porosity medium.

The previous examples considering double porosity media with Melamine Foam and ”2437-

9B” show that only 3-D discretizations yield meaningful comparisons with the TMM-PC model.

Conversely, 2-D comparisons can only be done with TMM-ML results in the case of low-resistive

materials. As the host material under consideration in this example is a highly resistive one, the

sound absorption curves are only provided for 3-D MsFEM and TMM-PC in Fig. 4.21.

Figure 4.21: Sound absorption coefficient (SAC) curves as a function of the frequency (in Hz) for
the geometry of Fig. 4.20.

The TMM-PC considers the pressure diffusion effect here. Near exact correspondence except

at high frequencies is observed. These deviations at high frequencies (greater than 3 kHz) may be

attributed to differences in perforation cross section and a non-compliance with scale separation

[48]. This means that at these frequencies, the acoustic wavelength is no longer significantly larger

than the characteristic mesoscopic perforation size. Consequently, the TMM porous composite

model loses accuracy at these instances.

Simple rigid porous composite

A rigid composite porous media is examined here. The same configuration from the previous

example is used. The perforation is filled with a low-resistive client material, (Material V in

Table 4.1). A schematic of the 2-D domain with coarse-scale discretization is shown in Fig. 4.22.
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Figure 4.22: Schematic of a rigid frame porous material with porous inclusion.

The sound absorption coefficient evaluated by the 3-D MsFEM and TMM-PC with pressure

diffusion effect are shown in Fig. 4.23.

Figure 4.23: Sound absorption coefficient (SAC) curves as a function of the frequency (in Hz) for
the geometry of Fig. 4.22.

The results are found to agree well. Once again the deviation from mid to high frequencies are

attributed to differences in cross-section considered and the non-compliance with scale separation.

Tortuous rigid frame porous composite

A rigid porous composite with a tortuous inclusion is considered in this example. The host

and client materials are provided by Materials VI and VII, respectively in Table 4.1. The 2-D

geometry for this configuration is provided in Fig. 4.24.

Figure 4.24: Schematic of a rigid frame porous material with tortuous porous inclusion.
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The sound absorption coefficients computed through the 3-D MsFEM and TMM-PC with

pressure diffusion effect are shown in Fig. 4.25.

Figure 4.25: Sound absorption coefficient (SAC) curves as a function of the frequency (in Hz) for
the geometry of Fig. 4.24.

Good correspondence between both methods is observed till 3000 Hz. Minor deviations beyond

this frequency limit is once again, attributed to disagreement in the cross sections used and the

non-compliance of scale separation. It is to be reiterated here that this is a shortcoming of the

TMM-PC model, and not the MsFEM.

4.6 Summary

In this Chapter, a motivation to investigate the MsFEM as an upscaling tool was established.

Other competing upscaling techniques were reviewed in detail. The MsFEM procedure is devel-

oped for elastostatics and poromechanics, i.e., consolidation and vibroacoustics. The MsFEM

for vibro-acoustics is a novel contribution. Consequently, the method was applied to different

industrially relevant acoustical problems and is shown to significantly drive down computational

costs while retaining the fidelity of the standard FEM. Three benchmark examples are examined

to establish the validity of the proposed methodology in its application to coupled multilayered

porous segments and porous composite materials. However, the MsFEM is limited by its inability

to efficiently resolve more complex geometric and material layouts. To this end, the VEM as

explained in Chapter 3 is integrated into the MsFEM framework in the next Chapter 5 to obtain

a new Multiscale Virtual Element Method (MsVEM).
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Multiscale Virtual Element Methods

In this Chapter, the Virtual Element Method (VEM) is originally incorporated into the fine scale

of the MsFEM to obtain a novel Multiscale Virtual Element Method (MsVEM). This introduces

versatile meshing capabilities at the fine scale. The flexibility offered by the VEM is carried over

to the coarse scale, where the MsVEM is generalized to account for polygonal, non-convex coarse

elements as well. Oscillatory boundary conditions are developed for the first time in polygonal

coarse elements to handle highly heterogeneous material descriptions. The ensuing numerical

scheme is successfully applied to elastostatics and coupled poromechanical problems (consolidation

and vibroacoustics) to obtain accurate simulations at reduced computational cost. To further

accelerate repeated evaluations of multiscale basis functions over a frequency spectrum in porous

vibroacoustics problems, a parametric Model Order Reduction technique is originally integrated

into the fine scale. Several benchmark examples are provided to demonstrate the validity and

efficiency of the proposed method.

5.1 Overview

The standard MsFEM accounts for rectangular elements in the coarse scale and quadrilaterals in

the fine scale as shown in Fig. 4.3; this limits the applicability of the method especially for the case

of inclusions or voids of an arbitrary and typically non-convex geometry. In principle, one would

be able to account for such heterogeneities via a very fine finite element discretization; this would

considerably increase the number of elements to be resolved at the micro-scale hence countering

the computational advantages of the multiscale procedure. Optimization of the underlying mesh

could thus prove critical to improving the performance of the method. Mesh optimization requires,

as a prerequisite, numerical methods that allow for more flexible mesh generation capabilities. To

achieve this, the VEM is employed to accurately and efficiently resolve the heterogeneities at the

fine scale.

In the case of vibroacoustics, repeated evaluation of the multiscale basis functions at each

frequency step can still prove expensive, especially when encountering a finely discretized RVE.

Other methods such as the mixed multiscale FEM [264], and multiscale finite volume method [256]

also suffer from such a limitation. This drawback is addressed in [265] for parametrized elliptic

problems through a Multiscale Reduced Basis Method (MsRBM). This is done by introducing RB

methods [266–272] at the fine scale to accelerate computations of the multiscale basis functions.

133
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This is a projection based Model Order Reduction (MOR) technique wherein a reduced order

basis is generated offline at the RVE level from a collection of high-fidelity solutions (often called

snapshots). Next, the Full Order Model (FOM), i.e., the discretized cell problems are projected

onto this reduced basis. Finally, the Reduced Order Model (ROM) is simulated online to obtain

the multiscale basis functions at a reduced cost. To this point, the MsRBM has been developed

exclusively for single phase elliptic problems.

MOR strategies have been successfully applied to structural mechanics problems [273–284],

multibody dynamics [285–291], fluid mechanics and aerodynamics [278, 292–297], vibroacous-

tics [298–300] and coupled field thermal problems [271,301–307]. These include modal approaches

as well [308–312]. The order of non-linear problems were reduced using Proper Orthogonal De-

composition (POD) techniques in [278, 313–317]. A detailed overview of different applications of

the method can be found in [318,319].

There are significant difficulties experienced in applying MOR techniques to poroelastic mate-

rials [320]. Owing to the strong coupling between the solid-skeleton and pore-fluid phases, and

a low stiffness to weight ratio, a high modal density is experienced in the low frequency range.

Consequently, modal-based MOR strategies as applied for the U−u formulation in [321,322] show

that a large number of modes are required to retain accuracy. This effectively compromises the

efficacy of the method [323]. A second bottleneck involves a treatment of the non-linear eigen-

value problems encountered when computing the reduced basis. A complex modal approach was

proposed in [324], using a costly linearization strategy.

The above limitations in applying modal based MOR are addressed using a parametric model

order reduction (pMOR) strategy for the u−p formulation in [325]. This involves the identification

of an optimal parametric manifold, wherein the optimal reduced basis varies in relation to the

parameter under consideration (in this case, frequency) [326]. A POD scheme is applied offline to

extract this basis from the above mentioned snapshot matrix.

The pMOR strategy is originally employed by us in this work, at the fine scale in conjunction

with the VEM to obtain a novel Coupled Multiscale Reduced Basis Virtual Method (CMsRB-

VEM). This is done with an aim to evaluate multiscale basis functions for the coupled vibroacous-

tics problem at a reduced computational cost; thereby accelerating the entire procedure.

In this Chapter, the VEM is introduced into the MsFEM in an elastostatics context, to obtain

a novel MsVEM for elastostatics in Section 5.2. A set of numerical examples are provided to

examine the validity and advantages of the method in Section 5.3. This is extended to the

coupled poromechanics consolidation environment in Section 5.4 to obtain a novel CMsVEM.

Generalizations to polygonal RVEs and oscillatory boundary conditions are discussed in Section

5.4.1. Numerical examples demonstrating the accuracy and computational gains of the method

are illustrated in Section 5.5. Next, this CMsVEM is extended to the frequency regime to describe

vibroacoustical problems in Section 5.6. The pMOR technique is introduced at the fine scale to

derive a novel CMsRBVEM in Section 5.7. A collection of relevant benchmark examples are

provided in Section 5.9.
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5.2 Elastostatics

Similar to the MsFEM, the heterogeneous domain is discretized into KM(α), α = 1 . . . nMel
,

coarse quadrilateral elements, where nMel
is the number of coarse elements. Each coarse element

clusters its own set of Km(i), i = 1 . . . nmel
micro-elements where nmel

is the number of micro-

elements in the KM(α). However, these elements at the fine scale are no longer restricted to

quadrilateral shapes; conversely any polygonal (possible non-convex) shape may be assumed, as

illustrated in Fig. 5.1.

Figure 5.1: Multiscale mesh with 9 coarse quadrilateral elements and 81 polygonal (possibly non-
convex) fine-elements.

To evaluate multiscale basis functions for upscaling, the cell boundary value problem in Eq. (4.7)

subject to kinematical constraints is solved over an RVE. For the RVE shown in Fig. 5.22a, uαm is

a 34× 1 vector and Nu
m is a 34× 8 matrix.

Figure 5.2: RVE with 9 generalized (possibly non-convex) polygonal elements. The number of
fine-elements and fine-nodes in the RVE are nmel

= 9 and nm = 17 respectively.

However, the RVE elastic stiffness matrix Kα
m is assembled from fine scale element stiffness

matrices Kel,α
m(i) that are now defined on the basis of the VEM, according to Eq. (3.34). Local

projection operators Πεm
k , specific to the fine element under consideration are derived in accordance
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with Section 3.3.3. Algorithm 4 summarizes the procedural steps required for the evaluation of

the multiscale basis functions.

Algorithm 4: Multiscale basis function evaluation schema.

Data: Define coarse mesh and fine mesh/micromesh and material properties

foreach coarse element α do

foreach micro element i do

Compute: Πεm
k (see Eq. (3.21)) ;

Compute: KC, KS, and Kel,α
m(i) (see Eq. (3.34)) ;

Assemble to Kα
m (see Eq. (2.105)) ;

foreach macro-node I = 1, . . . 4 do

foreach macro degree of freedom J = 1, 2 do

Define: ūIJ ;

Solve:

 Kα
muαm = 0

uS = ūIJ
(see Eq. (4.7));

The ensuing upscaling procedure mapping the fine scale information onto the coarse scale is

identical to the MsFEM procedure (see Section 4.2.2), as illustrated in Fig. 5.3.

Figure 5.3: Schematic of the MsVEM upscaling procedure. The case of linear boundary conditions
for the evaluation of multiscale basis functions is considered.

The solution procedure is then performed at the coarse scale. Fine scale displacements are

obtained using Eq. (4.5) as detailed in Section 4.2.3. The strains and stresses associated with

these fine-scale displacements can be computed as follows

εαm(i) = Bεuαm(i), σαm(i) = Cεαm(i), (5.1)

where Bε is the term provided in Section 3.3.3. These strains and stresses are uniform over the
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ith fine-element domain. To allow for compatibility with traditional post-processing routines, the

element is decomposed into sub-triangles. The evaluated stresses and strains are then associated

with desired quadrature integration points.

The process flow of the EMsVEM is graphically shown in Fig. 5.4.

Figure 5.4: Process flow of the Multiscale Virtual Element procedure.

5.3 Numerical examples

The MsVEM is verified by comparing against the standard VEM and analytical solutions. A

first order VEM (k=1), is used in all cases. In the following, the four different element-types

illustrated in Fig. 5.5 are used for the verification. The Centroidal Voronoi Tessellations (CVT)

shown in Fig. 5.5b were generated by Lloyd’s algorithm [327] with the generated seeds being forced

to coincide with the associated centroid of each polygon. The Random Voronoi Elements (RAND)

shown in Fig. 5.5d were created by a random set of seeds. The polygonal meshes were generated

using PolyMesher [328].

To investigate the fidelity of the proposed method, the L2 norm and the H1 semi-norm are
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employed for the displacement and stress/strain approximations, respectively.

||uh,M − uex,M||L2 =

√√√√ 1

nMel

nMel∑
i=1

〈uM(i) − uM(i),ex,uM(i) − uM(i),ex〉
〈uM(i),ex,uM(i),ex〉

(5.2a)

|uh,M − uex,M|H1 =

√√√√ 1

nMel

nMel∑
i=1

〈ε(uM(i) − uM(i),ex),σ(uM(i) − uM(i),ex)〉
〈ε(uM(i)),ex),σ(uM(i),ex)〉

, (5.2b)

where 〈·, ·〉, uh,M and uex,M denotes the scalar product, the numerically evaluated coarse-nodal

displacements and the reference solution at the coarse-nodes, respectively.

(a) (b) (c) (d)

Figure 5.5: Element types (a) Quadrilateral (b) Centroidal Voronoi Tessellations (c) Triangle (d)
Random Voronoi.

5.3.1 Square plate under tension

The case of the homogeneous square plate shown in Fig. 5.6a is considered herein. The plate

is fully clamped at the bottom and subjected to a traction vector t =
[
0 10

]T
at the top edge as

shown in Fig. 5.6. The vertical sides are left unconstrained. The material has a Young modulus

E = 107 N/m2 and a Poisson’s ratio ν = 0.3. A mesh discretization of 40× 40 quadrilateral plane

(a) (b)

Figure 5.6: (a) Geometry and boundary conditions (b) Multiscale mesh.

stress elements with full integration is employed for the FEM and VEM as shown. The EMsFEM

and EMsVEM solutions are derived considering a coarse mesh consisting of 5 × 5 quadrilateral

coarse-elements. This is illustrated by the coarse-grid in Fig. 5.6b. Each coarse-element contains
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8× 8 quadrilateral fine-elements. The case of rectangular elements only is considered in this case

for comparisons between the virtual element and finite element based methods to be meaningful.

Linear boundary conditions are used to derive the multiscale basis functions for this example.

The L2-norm of the errors between the FEM and the EMsFEM is 5.7×10−3. The corresponding

norm for the VEM to EMsVEM comparison is practically the same, i.e., 5.5×10−3. A convergence

study is also performed by retaining the same number of coarse-elements as shown in Fig. 5.6b,

and increasing the number of fine-scale elements.

Figure 5.7: Relative error plots: EMsFEM and EMsVEM evaluated displacements compared
against FEM and VEM displacements respectively, at coarse-nodes. A reference slope is provided
for comparison.

The evolution of the L2-norm as a function of the number of elements is provided in Fig. 5.7,

where the EMsFEM and EMsVEM behave in an identical fashion. A reference slope is also shown

for comparison of error convergence rates. Near optimal rates are observed for both methods.

5.3.2 Cantilever beam subjected to parabolic traction

The cantilever structure shown in Fig. 5.8 is fully clamped at the left and is subjected to a

parabolic traction at its free end. The domain has a length L = 8 m, height D = 4 m and thickness

t = 1m. The material has a Young’s modulus E = 107 N/m2 and a Poisson’s ratio ν = 0.3. The

parabolic traction at the free end assumes the following form

tx = 0, ty =
p(D2/4− y2)

2I
, (5.3)

where p = −1000 N is the total load applied and I = tD3/12.

The displacements are evaluated analytically on the basis of plane strain assumptions [329]

according to Eqs. (5.4a) and (5.4b) for the horizontal and vertical component, respectively

ux = − py

6ĒI

(
(6L− 3x)x + (2 + ν̄)y2 − 3D2

2
(1 + ν̄)

)
(5.4a)

uy =
p

6ĒI

(
3ν̄y2(L− x) + (3L− x)x2

)
, (5.4b)
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Figure 5.8: Schematic diagram of a cantilever beam subject to parabolic tractions.

where Ē = E
1−ν2 and ν̄ = ν

1−ν .

Three different geometries of micro-structure elements are considered; these are summarized

in Table 5.1. The problem is also solved with the EMsFEM for the case of quadrilateral micro-

elements.

Element Type Abbreviation EMsFEM EMsVEM

Quadrilateral QUAD � �

Centroidal Voronoi Tessellations CVT - F

Random RAND - ∗

Table 5.1: Convergence behaviour of EMsFEM and EMsVEM are studied with respect to different
element types.

The convergence behaviour of the EMsFEM and the EMsVEM with respect to different element-

types specified in Table 5.1 is investigated in the form of relative L2 and H1 error convergence

plots shown in Fig. 5.9 and Fig. 5.10. The evolution of the errors are studied as a function of

the number of coarse-elements, for 5 micro-structure configurations. At low discretizations (Figs.

5.9 a, 5.9 b, 5.10 a and 5.10 b), the EMsFEM solution provides the best accuracy. However,

for finer micro-structure configurations (Figs. 5.9 e and 5.10 e), the CVT , RAND and QUAD

element meshes used by the EMsVEM offer accuracies approaching the QUAD EMsFEM method,

over all coarse-element mesh discretizations.

The convergence rates are provided in Table 5.2 and Table 5.3. These are found to nearly

coincide with the expected theoretical slopes of -2 in the L2 and -1 in the H1 relative error norms,

respectively. The theoretical convergence rates are derived in [330]. One can conclude that near-

optimal convergence rates are obtained by the method over all coarse-element discretizations.

This suggests that the EMsVEM is a viable alternative to the EMsFEM when a flexible mesh

generation is required to account for fine-scale heterogeneities.

The primary advantage offered by the EMsVEM over the EMsFEM lies in its ability to handle

any kind of micro-structure configuration. This is illustrated by computing displacements with the

EMsVEM for a 10 × 10 coarse-element discretization with an arbitrarily chosen micro-structure

definition described in Table 5.4. The contour plots of the resulting total displacements are shown

in Fig. 5.11.

Figs. 5.11a and 5.11b illustrate the method’s ability to sufficiently handle widely varying micro-

structural configurations within a single problem. The corresponding y-displacements obtained
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(a) 4 micro-elements (b) 16 micro-elements

(c) 100 micro-elements (d) 625 micro-elements

(e) 2500 micro-elements

Figure 5.9: Relative L2 error convergence plots for 5 micro-structure configurations.

No. of micro-elements CVT RAND QUAD EMsFEM

4 -1.8868 -1.9303 -1.9012 -1.9244
16 -1.9547 -1.8829 -1.9255 -1.9325
100 -1.9635 -1.9200 -1.9343 -1.9355
625 -1.8931 -1.9358 -1.9358 -1.9359
2500 -1.9799 -1.9359 -1.9359 -1.9360

Table 5.2: Convergence rates of the L2 relative error norm.

for the free end of the neutral axis of the structure are compared against the analytical solution

in Table 5.5.
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(a) 4 micro-elements (b) 16 micro-elements

(c) 100 micro-elements (d) 625 micro-elements

(e) 2500 micro-elements

Figure 5.10: Relative H1 error convergence plots for 5 micro-structure configurations.

No. of micro-elements CVT RAND QUAD EMsFEM

4 -0.9681 -0.9724 -0.9695 -0.9750
16 -0.9781 -0.9709 -0.9752 -0.9773
100 -0.9809 -0.9765 -0.9780 -0.9784
625 -0.9742 -0.9785 -0.9785 -0.9786
2500 -0.9829 -0.9786 -0.9786 -0.9786

Table 5.3: Convergence rates of the H1 relative error norm.

5.3.3 Cantilever beam with a periodic microstructure

In this example, a cantilever beam with periodically repeating circular inclusions is considered.

A 30 × 6 coarse grid is created over this domain as shown in Fig. 5.12a. The micro-structure

enclosed within each coarse element contains a circular inclusion as illustrated in Fig. 5.12b. The

material properties considered are Em = 1GPa, νm = 0.3 and Ei = 10GPa, νi = 0.3 for the matrix
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No. Element Type No. of Elements

1 TRI 64
2 QUAD 25
3 RAND 36
4 CVT 100

Table 5.4: Arbitrarily chosen micro-structural definition assigned periodically to each unit-cell.

(a) ux: Displacements in x-direction

(b) uy: Displacements in y-direction

Figure 5.11: Total displacement contours for the arbitrarily chosen micro-structure defined in
Table 5.4 - Units are in m.

Numerical solution Analytical solution

−2.91× 10−3 m −2.96× 10−3 m

Table 5.5: Neutral axis free end displacements in the y-direction computed using EMsVEM and
analytical solution.

m and the inclusion i, respectively.
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Figure 5.12: Cantilever with a periodic micro-structure: Geometry and boundary conditions.

This example is provided to establish the EMsVEM as a useful tool in the analysis of compos-

ites for driving down computational costs. To prove this claim, attention is drawn to the relaxed

conformity requirements on polygonal meshes when compared with conventional quadrilateral fi-

nite element meshes. This flexibility is exploited to minimize the number of nodes involved in

the micro-structural discretization while still retaining satisfactory accuracy. In particular, the

microstructure is discretized using three approaches, i.e, uniform quadrilateral elements, uniform

polygonal CVT elements, and an adaptively refined mesh as shown in Fig. 5.13. Mesh 1, schemat-

ically depicted in Fig. 5.13a, comprises 10,116 uniform quadrilateral elements and is treated as a

reference solution. Mesh 2, contains 5000 uniform CVT elements and is shown in Fig. 5.13b. Mesh

3 (Fig. 5.13c) is adapted from [106], wherein efficient polygonal discretizations are exploited for

performing a non-linear analysis on fiber composites. The properties of each mesh are summarized

in Table 5.6. Periodic boundary conditions are used to derive the multiscale basis functions, for

all cases.

Label Element-Type No. of Elements No. of Nodes Description
Mesh 1 QUAD 10116 10299 Reference Solution
Mesh 2 CVT 5000 7278 Uniform mesh
Mesh 3 POLY 1441 2452 Adaptive mesh

Table 5.6: Meshes used to discretize the micro-structure.

The L2 and H1 error norms obtained by Mesh 2 and Mesh 3 are summarized in Table 5.7.

It is observed that both meshes achieve comparable accuracy despite the fact that Mesh 2 has a

considerably larger number of DoFs. The computational time for all cases, averaged over 5 runs is

shown in Table 5.7. This result illustrates appreciable benefits attainable through the EMsVEM

by using more flexible mesh generation capabilities.

L2 error norm H1 error norm Analysis time [sec]

Mesh 1 - - 3870
Mesh 2 0.0062 0.047 1015
Mesh 3 0.0056 0.050 215

Table 5.7: L2 and H1 error norms for Mesh 2 and Mesh 3 using Mesh 1 as a reference solution
and computational times.

Contour plots of the total displacements are shown in Fig. 5.14a and Fig. 5.14b for the

EMsVEM-P model with Mesh 3 and the standard VEM, respectively. The corresponding von-

Mises stresses σVM are provided in Fig. 5.15a and Fig. 5.15b for the EMsVEM and the VEM,
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(a) (b)

(c)

Figure 5.13: Element types (a) Uniform Quadrilateral, (b) Centroidal Voronoi Tessellations (c)
Specially designed polygonal mesh.

respectively. Both methods provide practically identical results, as also manifested by the L2 and

H1 norms shown in Table 5.7.

5.3.4 Cantilever beam with a highly heterogeneous material distribu-

tion subjected to parabolic traction

The case of the cantilever beam examined in Section 5.3.2 and shown in Fig. 5.8 is considered

here also. In this case, the effect of the material heterogeneity on the performance of the proposed

EMsVEM is investigated both in terms of accuracy and computational efficiency. The results

obtained from the EMsVEM are compared against the standard VEM. Comparisons are also

provided against the standard FEM and the EMsFEM for the case of quadrilateral elements. To

investigate the effect of the assumed boundary conditions for the evaluation of the multiscale

basis functions, two variants are considered, i.e., linear and periodic boundary conditions. The

abbreviations of the multiscale methods used in this example are shown in Table 5.8.

Three cases are considered vis-a-vis the geometry of the fine-scale, i.e., with heterogeneities hav-

ing (a) QUAD, (b) CVT and (c) RAND shapes. Furthermore, two discretizations are examined

per case, to assess the the effect of the scale separation on the accuracy of the EMsVEM. The mod-
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(a) Evaluated using the EMsVEM-P

(b) Evaluated using VEM

Figure 5.14: Total displacement contours - Units are in m.

Abbreviation Method/ Boundary conditions
EMsFEM-L Multiscale Finite Element Method/ Linear
EMsFEM-P Multiscale Finite Element Method/ Periodic
EMsVEM-L Multiscale Virtual Element Method/ Linear
EMsVEM-P Multiscale Virtual Element Method/ Periodic

Table 5.8: Multiscale method labeling based on the boundary conditions used to evaluate the
multiscale basis functions.

els employed along with their corresponding coarse and fine-scale discretizations are summarized

in Table 5.9.

Each micro-element in both discretization schemes is randomly assigned a Young’s modulus

generated by a uniform distribution. The lower and upper bounds of the Young’s modulus are

considered to be El = 1 GPa and Eu = 100 GPa, respectively. The material distribution associated

with discretization scheme B is illustrated in Fig. 5.16. This material distribution within the

coarse-element is assumed to repeat periodically over the entire domain. The Poisson’s ratio is

0.3 in all cases.

The profile of the vertical displacements along the neutral axis (y = 0) of the structure are
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(a) Evaluated using the EMsVEM-P

(b) Evaluated using VEM

Figure 5.15: Von Mises stress contours - Units are in MPa.

shown for all the cases in Fig. 5.17. For discretization scheme A, shown in Figs. 5.17a, 5.17c,

and 5.17e, a significant deviation in the displacements obtained through FEM and VEM and

the multiscale solutions is observed. The methods using periodic boundaries, i.e., EMsFEM-P

and EMsVEM-P are found to approximate the complete solutions better than EMsFEM-L and

EMsVEM-L.

On the other hand, in the case of the finer discretization scheme B, as shown in Figs. 5.17b,

5.17d and 5.17f, all methods provide practically identical results. The relative error of the

EMsVEM to the VEM solution for linear and periodic boundary conditions is shown in Table 5.10.

These are practically identical to the relative errors of the EMsFEM to FEM solution which are

also shown in Table 5.10 for completeness.

Discretization A Discretization B
Full Mesh Multiscale Mesh Full Mesh Multiscale Mesh

[-] Macro Micro [-] Macro Micro
Quad 720 15x3 16 72000 50x12 144
CVT 720 15x3 16 72000 50x12 144

RAND 720 15x3 16 72000 50x12 144

Table 5.9: Number of elements considered in each run. The discretization scheme B is illustrated
in Fig. 5.16.
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(a)

(b)

(c)

Figure 5.16: Snapshots of randomly distributed Young’s modulus in a typical coarse-element with
(a) 144 QUAD fine-elements (b) 144 CVT fine-elements (c) 144 RAND fine-elements - Units are
in GPa.

The horizontal displacements (ux) obtained for the micro-structure using RAND elements and

the discretization scheme B are indicatively shown in Fig. 5.18a and Fig. 5.18b for the VEM and

EMsVEM-P, respectively. The Von-Mises stress distribution (σVM) obtained for all cases using

the discretization scheme B, are shown in Fig. 5.19.
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(a) Discretization Scheme A with QUAD
elements

(b) Discretization Scheme B with QUAD
elements

(c) Discretization Scheme A with CVT
elements

(d) Discretization Scheme B with CVT
elements

(e) Discretization Scheme with RAND el-
ements

(f) Discretization Scheme B with RAND
elements

Figure 5.17: Vertical displacement along the neutral axis of the cantilever.

Discretization A Discretization B
Quad CVT RAND Quad CVT RAND

EMsFEM-L 0.2246 - - 0.0562 - -
EMsFEM-P 0.1402 - - 0.0072 - -
EMsVEM-L 0.2256 0.1953 0.242 0.061 0.0807 0.12
EMsVEM-P 0.1440 0.1111 0.1618 0.0076 0.0144 0.0233

Table 5.10: Relative L2 errors between standard solutions and multiscale solutions computed at
coarse-nodes.

Discussion on computational gains

To assess the computational effectiveness of the EMsVEM, the time required for the assembly

and inversion of the global state matrices is recorded for all the methods employed. The average
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(a) Evaluated using the VEM with RAND elements (b) Evaluated using EMsVEM-P with RAND ele-
ments

Figure 5.18: Visualization of ux (x-displacement) distributions for RAND elements with discretiza-
tion scheme B.

(a) Evaluated using VEM with QUAD elements (b) Evaluated using EMsVEM-P with QUAD ele-
ments

(c) Evaluated using VEM with CVT elements (d) Evaluated using EMsVEM-P with CVT elements

(e) Evaluated using VEM with RAND elements (f) Evaluated using EMsVEM-P with RAND ele-
ments

Figure 5.19: Visualization of σVM (Von-Mises stress) distributions for all element cases with
discretization scheme B.
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times over five runs are shown in Fig. 5.20. There is an appreciable reduction in the time taken

for assembly and matrix inversion when using multiscale methods, as evidenced by Fig. 5.20a and

Fig. 5.20b. This is to be expected as the number of nodes involved in the multiscale assembly and

solution procedures are significantly reduced when compared to the standard FEM and VEM.

Furthermore, the time required in the EMsVEM is significantly lower when compared to the

EMsFEM. This is attributed to the fact that there are no iterative evaluations over quadrature in-

tegration points done in the case of first order EMsVEM as opposed to the EMsFEM. In Fig. 5.20c,

post-processing times are also compared for all methods. This is to account for the effect potential

overheads might have on the computational efficiency of the methods, especially within an incre-

mental/ iterative solution scheme. The time required for the multiscale methods to downscale the

coarse-solution is also captured here.

(a) Time required to assemble global stiffness matrix (b) Time required to solve the linear system of equa-
tions

(c) Time required for post-processing (d) Total analysis time

Figure 5.20: Comparing the time taken at critical points during solving.

While it is clear from Fig. 5.20d that post-processing is a significant factor for the multiscale

methods, Fig. 5.20c reveals that this is indeed lower than in the corresponding fine scale imple-

mentations. This is due to the fact that down-scaling is performed per coarse element, hence

implicitly vectorizing the corresponding strain and stress computation loops.
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5.4 Consolidation

The flexibility of the VEM at the fine scale is exploited to generalize the MsVEM to accom-

modate more complex and arbitrarily shaped domains at the coarse scale as well. To this end,

generalize polygonal (possible non-convex) coarse elements are allowed as well. Each polygonal

coarse-element KM(α), α = 1 . . . nMel
, clusters its own underlying fine-scale virtual element mesh

comprising micro-elements Km(i), i = 1 . . . nαmel
, as illustrated in Fig. 5.21.

Figure 5.21: Multiscale mesh with nM = 22 coarse nodes and nMel
= 9 polygonal coarse elements,

each clustering its own fine polygonal mesh.

5.4.1 Oscillatory boundary conditions

Two sets of multiscale basis functions, Nu
m and Np

m need to be evaluated for the upscaling pro-

cedure, from Eqs. (4.7) and (4.33). These equations are subjected to Dirichlet constraints, which

are imposed at the coarse element boundary. The prescribed displacements uS and pressures pS

at the RVE boundary are assigned linear or periodic kinematical constraints ū and p̄. For gener-

alized polygonal RVEs (Fig. 5.22b), assigning periodic constraints is not possible. Alternatively,

oscillatory boundaries [331] are used, i.e., reduced versions of Eq. (4.7) and Eq. (4.33) are solved

over the required edges of the RVE.

In comparison to prescribing linear constraints (Fig. 5.22a), oscillatory conditions allow for a

less rigid enforcement of displacement and pressure profiles along the RVE boundaries (Fig. 5.22b).

Furthermore, the effect of material heterogeneities along the boundaries naturally emerges in the

evaluation of the of the corresponding displacement profiles hence providing a physically rigorous

approach to the evaluation of the multiscale basis functions.

For the RVE (α = 2) shown in Fig. 5.22b and the micro-element i = 9, Eqs. (4.5) and (4.31)

assume the following form

u2
m(9) = Nu

m(9)︸ ︷︷ ︸
12×12

uM(2) (5.5a)

p2
m(9) = Np

m(9)︸ ︷︷ ︸
6×6

pM(2), (5.5b)
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(a) (b)

Figure 5.22: An example 6-noded coarse element (α = 2) clustering nmel
=9 fine elements and

nm = 21 fine nodes. (a) Linear kinematical constraints are prescribed over edges ΓM2M3 and
ΓM3M9 , (b) Oscillatory kinematical constraints are prescribed over edges ΓM7M6 and ΓM6M2 .

where the fine nodal displacement u2
m(9) and pressure p2

m(9) vectors are

u2
m(9) =

[
umx,6 umy,6 umx,7 umy,7 umx,13 umy,13

umx,12 umy,12 umx,11 umy,11 umx,10 umy,10

]T
, (5.6)

and

p2
m(9) =

[
pm,6 pm,7 pm,13 pm,12 pm,11 pm,10

]T
, (5.7)

respectively. Similarly, the corresponding nodal vectors at the coarse scale are

uM(2) =
[
uMx,2 uMy,2 uMx,3 uMy,3 uMx,9 uMy,9

uMx,8 uMy,8 umx,7 umy,7 umx,6 umy,6

]T
, (5.8)

and

pM(2) =
[
pM,2 pM,3 pM,9 pM,8 pM,7 pM,6

]T
, (5.9)

for the displacements and pressures, respectively.

For the RVE (α = 2) shown in Fig. 5.22b, the arrays of multiscale basis function arrays Nu
m

and Np
m are 42 × 12 and 21 × 6 matrices, respectively. To compute the kinematical constraints

for Nu
M,6 and Np

M,6 as illustrated in Fig. 5.22b, the edge boundaries are grouped into opposite and

adjacent edges as shown in Table 5.11. Kinematical constraints are then assigned to the RVE as

follows:

• To compute Nu
Mx,6

1. Solve reduced version of Eq. (4.7) for ūx over ΓAdj:

− ∂

∂ξ
·
(

E
∂ūx

∂ξ

)
= 0 on ΓM7M6 , ūx(ξM6) = 1, ūx(ξM7) = 0 (5.10a)

− ∂

∂ξ
·
(

E
∂ūx

∂ξ

)
= 0 on ΓM6M2 , ūx(ξM6) = 1, ūx(ξM2) = 0. (5.10b)
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2. Assign ūx to x−DoFs on adjacent edges: ūx|Γadj
= ūx.

3. Assign sliding conditions to y−DoFs on adjacent edges: ūy|Γadj
= 0.

4. Assign fully clamped conditions on opposite edges: ū|Γopp = 0.

• To compute Nu
My,6:

1. Solve reduced version of Eq. (4.7) for ūy over ΓAdj:

− ∂

∂ξ
·
(

E
∂ūy

∂ξ

)
= 0 on ΓM7M6 , ūy(ξM6) = 1, ūy(ξM7) = 0 (5.11a)

− ∂

∂ξ
·
(

E
∂ūy

∂ξ

)
= 0 on ΓM6M2 , ūy(ξM6) = 1, ūy(ξM2) = 0. (5.11b)

2. Assign ūy to y−DoFs on adjacent edges: ūy|Γadj
= ūy.

3. Assign sliding conditions to x−DoFs on adjacent edges: ūx|Γadj
= 0.

4. Assign fully clamped conditions on opposite edges: ū|Γopp = 0.

• To compute Np
M,6:

1. Solve reduced version of Eq. (4.33) for p̄ over ΓAdj:

− ∂

∂ξ
·
( k

γf

∂p̄

∂ξ

)
= 0 on ΓM7M6 , p̄(ξM6) = 1, p̄(ξM7) = 0 (5.12a)

− ∂

∂ξ
·
( k

γf

∂p̄

∂ξ

)
= 0 on ΓM6M2 , p̄(ξM6) = 1, p̄(ξM2) = 0 (5.12b)

2. Assign p̄ on adjacent edges: p̄|Γadj
= p̄.

3. Assign zero conditions on opposite edges: p̄|Γopp = 0.

Edges Nodes

Opposite
(Opp)

(
ΓM2M3 , ΓM3M9 , ΓM9M8 , ΓM8M7

) (
1, 2, 3, 8, 15, 18, 21, 20, 19

)
Adjacent

(Adj)

(
ΓM7M6 , ΓM6M2

) (
19, 17, 16, 9, 4, 1

)
Table 5.11: Opposite and adjacent boundary edges and nodes used for computing multiscale basis
functions

The fine scale pressures are calculated using Eq. (4.31). Derivative quantities for the fluid

phase, i.e., the pressure flux and specific discharge, are computed

∇pαm(i) = B∇ppαm(i), qαm(i) = − k

γw
∇pαm(i), (5.13)

where the VEM based expression for B∇p is provided under Eq. (3.53).

The process flow of the CMsVEM is graphically shown in Fig. 5.23.
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Figure 5.23: Process flow of the Coupled Multiscale Virtual Element procedure.

5.5 Numerical examples

In the following, the performance of the CMsVEM in terms of accuracy and computational

efficiency is examined through three numerical examples. A first-order VEM (k = 1) is used in all

cases. The accuracy of the displacement and stress/strain approximations is quantified through
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the relative L2 norm and the H1 semi-norm, respectively as follows

||uQh − uQref ||L2 =

√√√√ 1

nQel

nQel∑
i=1

〈uQh(i) − uQref(i),u
Q
h(i) − uQref(i)〉

〈uQref(i),u
Q
ref(i)〉

(5.14a)

||uQh − uQref ||H1 =

√√√√ 1

nQel

nQel∑
i=1

〈ε(uQh(i))− ε(u
Q
ref(i)),σ(uQh(i))− σ(uQref(i))〉

〈ε(uQref(i)),σ(uQref(i))〉
. (5.14b)

Similarly, the accuracy of the pressure and the pressure flux/specific discharge approximations is

quantified as

||pQh − pQref ||L2 =

√√√√ 1

nQel

nQel∑
i=1

〈pQh(i) − pQref(i),p
Q
h(i) − pQref(i)〉

〈pQref(i),p
Q
ref(i)〉

(5.15a)

||pQh − pQref ||H1 =

√√√√ 1

nQel

nQel∑
i=1

〈∇pQh(i) −∇pQref(i),q(pQh(i))− q(pQref(i))〉
〈∇pQref(i),q(pQref(i))〉

. (5.15b)

To enable fair comparisons the relative L2 and H1 error norms are computed over a query mesh

with nQel elements unless stated otherwise. The terms uQh , pQh , uQref and pQref denote the numeri-

cally evaluated and reference displacements and pressures, interpolated at the nodes of the query

mesh Q, respectively. The operator 〈·, ·〉 represents the scalar product. All reference solutions uh
and ph are obtained through finely discretized VEM solutions. All solutions were performed using

our in-house source codes developed in Matlab.

5.5.1 Porous domain with cavity

Figure 5.24: Geometry and boundary conditions of a porous domain with circular cavity.

A rectangular porous domain with dimensions 10m× 4m is considered, with a cavity of radius

R = 1m as shown in Fig. 5.24. Only half the domain is analysed due to symmetry. The boundary

conditions are also shown in Fig. 5.24. The right edge is exposed to air and maintains a pressure

p = 0. Null flow conditions are imposed at all boundaries, i.e., ∇p · n = 0. A compressive load

denoted by t =
[
tx, 0

]T
, where tx = 75 kN/m is incrementally applied on the right edge of the
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Parameter E ν γf Ks Kf g ρs ρf n αB
[MPa] [/] [Pa · s] [Pa] [Pa] [m · s−2] kg ·m−3 kg ·m−3 [/] [/]

Value 5 0.2 10−3 3× 104 104 0 103 103 0.2 1

Table 5.12: Homogeneous material parameters used

domain. The loading history is shown in Fig. 5.25. A homogeneous material is assumed over the

Figure 5.25: Compressive loading history.

entire domain and the corresponding material parameters used are summarized in Table 5.12.

Three discretization schemes are used as shown in Fig. 5.26 and summarized in Table 5.13.

Mesh 1 (Fig. 5.26a) is a pure VEM mesh of CVT elements with an average diameter h = 0.1076m.

Mesh 2 (Fig. 5.26b) is a multiscale mesh comprising 50 coarse CVT elements of average diameter

h = 0.7880m. Each coarse element clusters 50 fine CVT elements. Mesh 3 (Fig. 5.26c) is also a

multiscale mesh consisting of 250 coarse CVT elements of average diameter h = 0.5543m. Here,

each coarse element clusters 10 fine CVT elements.

(a) (b) (c)

Figure 5.26: (a) Mesh 1, (b) Mesh 2, (c) Mesh 3.

Field contours

In all cases, the maximum pore-fluid pressures occur at ti = 6.83 hours, i = 42; these are shown

in Fig. 5.27. The corresponding displacement contours ux and uy are shown in Figs. 5.28 and 5.29,
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Label Full Mesh Multiscale Mesh

[-] Macro Micro
Mesh 1 nel = 2500 - -
Mesh 2 nel = 2500 nMel

= 50 nmel
= 50

Mesh 3 nel = 2500 nMel
= 250 nmel

= 10

Table 5.13: Discretization scheme specifications.

(a) Mesh 1 (b) Mesh 2 (c) Mesh 3

Figure 5.27: p: pressures of pore fluid at ti = 6.83 hours, i = 42.

respectively. The pressures computed by the method over Mesh 2 and Mesh 3 are nearly identical

to the reference VEM solution, as illustrated in Fig. 5.27. Similarly, the displacements ux and

uy evaluated over Meshes 2 and 3 are found to be equivalent to the associated Mesh 1 contours.

This can be seen from Figs. 5.28 and 5.29, respectively. It can be concluded from this that the

CMsVEM procedure over Mesh 2 proves sufficient for computing primary quantities, while offering

stark reductions in computational complexity.

The stress contours σxx, σyy, σxy are illustrated in Figs. 5.30 , 5.31 , and 5.32, respectively. The

Darcy velocities vx and vy are shown in Figs. 5.33 and 5.34, respectively. The Darcy velocity is

evaluated through the following expression:

v = q/n, (5.16)

where n denotes the porosity and q is the Darcy flux computed using Eq. (4.50).

The stresses σxx, σyy, σxy and the Darcy velocities vx, vy computed over Mesh 2 show significant

deviations from the reference solution i.e., Mesh 1. Conversely, Mesh 3 offers practically equivalent

(a) Mesh 1 (b) Mesh 2 (c) Mesh 3

Figure 5.28: ux: x-Displacements of solid skeleton at ti = 6.83 hours, i = 42.



5.5. Numerical examples 159

(a) Mesh 1 (b) Mesh 2 (c) Mesh 3

Figure 5.29: uy: y-Displacements of solid skeleton at ti = 6.83 hours, i = 42.

(a) Mesh 1 (b) Mesh 2 (c) Mesh 3

Figure 5.30: σxx: Stresses of solid skeleton at ti = 6.83 hours, i = 42.

(a) Mesh 1 (b) Mesh 2 (c) Mesh 3

Figure 5.31: σyy: Stresses of solid skeleton at ti = 6.83 hours, i = 42.

(a) Mesh 1 (b) Mesh 2 (c) Mesh 3

Figure 5.32: σxy: Stresses of solid skeleton at ti = 6.83 hours, i = 42.
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(a) Mesh 1 (b) Mesh 2 (c) Mesh 3

Figure 5.33: vx: Darcy velocity of pore fluid at ti = 6.83 hours, i = 42.

(a) Mesh 1 (b) Mesh 2 (c) Mesh 3

Figure 5.34: vy: Darcy velocity of pore fluid at ti = 6.83 hours, i = 42.

results. Hence, Mesh 2 is insufficient in capturing local variations in secondary or derived fields. A

finer coarse discretization, i.e., Mesh 3 is required in such cases. Despite proving more expensive

than Mesh 2, it still offers significant reduction in computational effort compared to Mesh 1. This

trade-off between accuracy and computational effort is studied more rigorously in Section 5.5.1

and 5.5.1, respectively.

Convergence behaviour

To investigate the convergence behaviour of the proposed CMsVEM, six different discretization

schemes are considered at the coarse scale, i.e., with 25, 50, 100, 250, 500 and 1000 polygonal

elements. For each case, the five different micro-structure discretizations shown in Fig. 5.35 are

employed and the relative L2 and H1 error norms are evaluated. A standard VEM solution with

5000 CVT elements is used as the reference solution.

Figs. 5.36a and 5.36b summarize the convergence analysis results for the solid skeleton displace-

ments and stresses, respectively. The error in the solid skeleton quantities reduces for finer coarse

and micro-element discretizations. The case of 250 coarse elements and 25 micro-elements per

coarse element is an upper bound below which all solutions seems to provide identical and well-

behaved results. This is not the case for the fluid phase, where the error is primarily controlled

by the coarse element size rather than the micro-structure resolution as shown in Figs. 5.36c and

5.36d for the pressures and fluxes, respectively. Although this observation hints at the idea of

resolving the two governing equations at different meshes hence further reducing computational

costs, it is important to mention that this example involves a homogeneous domain where such a

convergence response is to be expected.
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(a) CVT1

(b) CVT10 (c) CVT25

(d) CVT50 (e) CVT100

Figure 5.35: 5 microstructures illustrated for an arbitrarily chosen polygonal coarse element.

||uh − uex||L2 ||ph − pex||L2 ||uh − uex||H1 ||ph − pex||H1

CVT1 1.6901 1.8265 0.8993 1.0316
CVT10 2.0504 2.0008 0.9279 1.0121
CVT25 1.8949 2.0470 0.9265 1.0141
CVT50 1.7623 1.6956 0.8926 1.0049
CVT100 2.0117 1.7914 1.1331 0.9780

Table 5.14: Rates of error convergence.

The error convergence rates for both phases are summarized in Table 5.14. These are found

to nearly coincide with the theoretical convergence rates of 2 in the L2 and 1 in the H1 relative

error norms, respectively. The theoretical convergence rates are provided in [330] for elastostatic

problems. Hence, all microstructural configurations result in near optimal error convergence rates.

This establishes the CMsVEM as an alternative to the CMsFEM when flexible mesh generation

is required.

Discussion on computational effort

To examine the computational toll of the CMsVEM, the time required for preprocessing, anal-

ysis, and downscaling is recorded. These times are averaged over five runs and are illustrated as

a function of the coarse and fine discretizations used in 5.5.1.

The time required to create the coarse elements is displayed in Fig. 5.37a. This includes the

evaluation of the multiscale basis functions and the upscaling procedure used to create coarse

element state matrices. A linear front is observed, indicating that the number of operations

required depends on both, the number of coarse and fine elements. This is expected as in this

case the RVEs are non-periodic and the basis-functions are evaluated for each coarse element

individually. In the case of periodically repeated RVEs, basis functions would be evaluated once

for each periodic group and the computational time would be independent of the number of coarse

elements involved.
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(a) Relative error in displacement u (b) Relative error in stress σ

(c) Relative error in pressure p (d) Relative error in flux q

Figure 5.36: Convergence results for 5 microstructure configurations at ti = 6.83 hours, i = 42.

The time required for the assembly of the global coarse state matrices KM , QM , HM , SM , and

the solution of global system of linear equations at the coarse scale through finite-differences are

shown in Figs. 5.37b and 5.37c, respectively. It is evident that these times depend exclusively on

the number of coarse elements. The assembly procedure is of the order of magnitude 1E − 02

seconds and can be considered negligible in comparison to the solve times. This can be accounted

for by the fact that the global state matrices are assembled only once.

The time required for downscaling is provided in Fig. 5.37d. This includes the procedure

described in Section 4.3.3. The computational effort here is a function of the coarse and fine scale

discretizations. Finally, to account for possible overheads in the computation, the total time taken

for the entire CMsVEM is provided in Fig. 5.37e.

5.5.2 Heterogeneous Soil Domain

A fully saturated soil domain of 40 m × 25 m shown in Fig. 5.38 is considered. Two dis-

cretizations are examined, which are summarized in Table 5.15. In the first (see also, Fig. 5.38a)

a coarse structured grid containing 40 (8 × 5) quadrilateral elements is considered. Each coarse

element comprises a micro-mesh of 5×5 quadrilateral micro-elements. The total number of micro-
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(a) (b)

(c) (d)

(e)

Figure 5.37: Computational time (in seconds) for (a) Coarse elements creation (b) Global coarse
element state matrices assembly (c) Solution at the coarse scale (d) Down-scaling (e) Total time.
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Label Full Mesh Multiscale Mesh

[-] Macro Micro
QUAD 40 x 25 8 x 5 5 x 5
CVT 1000 40 25

Table 5.15: Discretization schemes

elements is 1000. The second discretization, shown in Fig. 5.38b involves an unstructured coarse

mesh containing 40 uniform CVT elements. In this case, each coarse element clusters 25 CVT

fine elements and the total number of micro-elements is again 1000. A reference discretization of

40× 25 quadrilateral elements is considered to facilitate comparisons. The domain is subjected to

a compressive load at the top boundary with the loading history shown in Fig. 5.39. The domain

is fully supported at its bottom edge. Sliding conditions are considered in the left and right-most

edges.

(a) (b)

Figure 5.38: Saturated 40 m × 25 m soil domain with (a) 8 × 5 coarse structured quadrilateral
mesh and 40×25 fine structured quadrilateral mesh, (b) coarse unstructured CVT polygonal mesh
with 40 elements and fine unstructured CVT polygonal mesh with 1000 elements.

Figure 5.39: Loading history.

To investigate the fidelity of the phase-decoupling hypothesis used in deriving the multiscale

basis functions in Section 4.3.1, two heterogeneous descriptions of the domain are examined. To

investigate the influence of the assumed boundary conditions at the coarse element boundary for
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(a) (b)

Figure 5.40: (a) Randomly sampled heterogeneous isotropic permeability field, (b) Randomly
sampled heterogeneous Young’s modulus.

Parameter ν γf Ks Kf g ρs ρf n
[Pa · s] [Pa] [Pa] [m · s−2] [kg ·m−3] [kg ·m−3]

Value 0.2 10−3 1012 2× 109 0 2.8× 103 103 0.2

Table 5.16: Homogeneous material parameters of the soil domain.

the evaluation of the micro-basis functions two cases are run for each heterogeneous description,

i.e, the case of linear and oscillatory boundary conditions. The methods used are summarized in

Table 5.17.

Case 1 - Heterogeneous permeability k

In this case, isotropic heterogeneous random permeability fields are considered, sampled from

a lognormal distribution of mean µ(log(k)) = −12 and standard deviation σ(log(k)) = 1.0. The

field has a maximum and minimum value of k = 5× 10−9 m2 and k = 7× 10−16 m2, respectively.

A snapshot is provided in Fig. 5.40a. For the solid phase, a homogeneous modulus E = 5× 109 Pa

is employed. The remaining material parameters are uniformly distributed over the entire domain

and are summarized in Table 5.16. Due to the random distribution of the permeability, multiscale

basis functions are evaluated all coarse elements individually.

Three points of interest, i.e., points A(20, 25), B(10,15), and C(20,10) are considered as shown

in Fig. 5.38. The time evolution of the expectation values of displacements ux, uy, and pressures

p obtained over ns = 5000 samples at these points are illustrated in Fig. 5.41.

Due to symmetry the horizontal displacement component ux at Points A and C is practically

Abbreviation Method Mesh-Type Boundary Conditions

VEM Virtual Element Method Quadrilateral -
MS-QUAD LIN Multiscale Virtual Element Method Quadrilateral Linear
MS-CVT LIN Multiscale Virtual Element Method Polygonal Linear

MS-QUAD OSC Multiscale Virtual Element Method Quadrilateral Oscillatory
MS-CVT OSC Multiscale Virtual Element Method Polygonal Oscillatory

Table 5.17: Methods investigated.
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(a) ux at A (b) ux at B (c) ux at C

(d) uy at A (e) uy at B (f) uy at C

(g) p at A (h) p at B (i) p at C

Figure 5.41: Time evolution t = 40h of expectation values of horizontal displacement E[ux], vertical
displacement E[uy], and pore-fluid pressure E[p] at points A, B, and C, obtained for ns = 5000
samples.
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zero as illustrated in Figs. 5.41a and 5.41c, respectively. Minor deviations from zero are attributed

to asymmetric permeability fields sampled from the lognormal distribution. As shown in Figs. 5.41

regardless of the boundary conditions employed, all CMsVEM runs match perfectly the standard

VEM solutions.

Snapshots of the expectation values of the results obtained at t = 40 hours are shown in

Figs. 5.42 and 5.43 for the vertical displacement component and the pressures, respectively.

(a) VEM

(b) MS-QUAD LIN (c) MS-CVT LIN

(d) MS-QUAD OSC (e) MS-CVT OSC

Figure 5.42: E[uy] displacement contours (in [mm]) at t = 40h obtained for ns = 5000 samples.

(a) VEM

(b) MS-QUAD LIN (c) MS-CVT LIN

(d) MS-QUAD OSC (e) MS-CVT OSC

Figure 5.43: E[p] pressure contours (in [Pa]) at t = 40h obtained for ns = 5000 samples.

Case 2 - Heterogeneous permeability k and heterogeneous Young’s modulus E

Here, the heterogeneous permeability k field employed in the previous case is considered

together with a heterogeneous Young’s Modulus E distribution. The heterogeneous random
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Young’s modulus fields are defined with maximum and minimum values of E = 1 × 1010 Pa and

E = 7×108 Pa, respectively. A snapshot is provided in Fig. 5.40b. The remaining material param-

eters are uniformly distributed over the entire domain and are summarized in Table 5.16. As in

the previous case, the multiscale basis functions are evaluated for all coarse elements individually.

The resulting time evolution of the expectation values of ux, uy, and p at points A, B and C as

obtained over ns = 5000 samples are shown in Fig. 5.44. Contrary to Case 1, the heterogeneities

in the solid domain increase the granularity between the different methods considered. Although

the accuracy of the predicted displacements is acceptable, the methods using oscillatory boundary

conditions, i.e., MS-QUAD OSC and MS-CVT OSC provide the best match to the standard VEM

solution. The differences are more pronounced in the predicted pressure fields Figs. 5.44, where

MS-QUAD LIN and MS-CVT LIN consistently under-predict pressures at the three points.

The contours of expectation values for the horizontal and the vertical component of the dis-

placement fields at t = 40 hours are shown in Figs. 5.45 and 5.46, respectively. The corresponding

pressure field is shown in Fig. 5.47.

(a) ux at A (b) ux at B (c) ux at C

(d) uy at A (e) uy at B (f) uy at C

(g) p at A (h) p at B (i) p at C

Figure 5.44: Time evolution t = 40h of expectation values of horizontal displacement E[ux], vertical
displacement E[uy], and pore-fluid pressure E[p] at points A, B, and C, obtained for ns = 5000
samples.
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(a) VEM

(b) MS-QUAD LIN (c) MS-CVT LIN

(d) MS-QUAD OSC (e) MS-CVT OSC

Figure 5.45: E[ux] displacement contours (in [m]) at t = 40h obtained for ns = 5000 samples.

The linear boundary conditions impose a strict constraint on the deformability of the hetero-

geneous micro-structure. This is consistent with the physics of the problem where a nonlinear

displacement profile is to be expected due to the joined permeability and Young’s modulus het-

erogeneity. The choice on the boundary conditions to be employed for the evaluation of the

basis-functions should be driven by the physics. Using a decoupled scheme for the evaluation of

the basis-functions on the other hand does not significantly affect the accuracy of the CMsVEM

while imposing minimum costs on the evaluation of the basis vector. This observation could prove

particularly beneficial in the case of nonlinear problems where a re-evaluation of the basis would

be required. However such aspects are beyond the scope of this work.

To examine whether the oscillatory boundary conditions ensure compatibility of the fine scale

solution across boundaries, contour plots of the total displacement, pressure, strain component

εyy, and stress component σyy obtained at t = 40 hours for a single realization of the heteroge-

neous Young’s modulus and permeability fields using oscillatory boundary conditions are shown

in Figs. 5.48. In all cases, the downscaled quantities vary smoothly across the coarse element

boundaries, despite the prevalence of significant heterogeneities.

Consistency and continuity properties are investigated in more detail by considering two neigh-

bouring coarse elements, i.e. 16 and 31, as shown in Fig. 5.49. The interface encountered is

non-conforming in nature. These elements are chosen as the underlying material description here

is highly heterogeneous. Consequently, continuity of field variables at this interface should pro-

vide satisfactory guarantees for similar continuous behaviour across other coarse element interfaces

as well. The total displacements ||u|| and strain εyy evaluated at the fine-scale interface nodes

belonging to each coarse element are provided in Tables 5.18 and 5.19.

It can be seen from Tables 5.18 and 5.19 that ||u|| and εyy evaluated at the fine nodes cor-

responding to coarse node M47, i.e., 1 and 29, and M50, i.e., 15 and 5 are practically identical.

Despite non-conformity of intermediate edge interface nodes, the quantities appear continuous

here as well.
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(a) VEM

(b) MS-QUAD LIN (c) MS-CVT LIN

(d) MS-QUAD OSC (e) MS-CVT OSC

Figure 5.46: E[uy] displacement contours (in [mm]) at t = 40h obtained for ns = 5000 samples.

Fine
Node

15 14 13 5 2 1

||u|| 3.19442 3.05568 2.98009 2.83392 2.70283 2.65383
εyy -0.1645 -0.1645 -0.1646 -0.1647 -0.1647 -0.1648

Table 5.18: Fine-scale ||u|| (in [mm]) and εyy(×10−3) along interface for coarse element 16.

Discussion on computational gains

The computational efficiency of the CMsVEM is assessed by recording times for critical proce-

dures for all methods. All times displayed are averaged over five runs.

The time taken for assembling global coarse scale state matrices KM , QM , HM and SM is shown

in Fig. 5.50a. This includes the computation of multiscale basis functions and upscaling procedures

used to create coarse element state matrices. All multiscale methods practically perform equally

in this regard and offer a speedup of approximately a factor eight (≈ 8×) when compared to

the VEM. As using oscillatory boundary conditions when computing multiscale basis functions

does not require more computational effort than the simpler case of linear boundaries, one should

always prefer MS-QUAD OSC and MS-CVT OSC over MS-QUAD LIN and MS-CVT LIN in the

event of highly heterogeneous material definitions.

The time taken for the solution procedure is illustrated in Fig. 5.50b. All multiscale methods

Fine
Node

5 14 15 28 29

||u|| 3.19442 2.90025 2.82015 2.71886 2.65383
εyy -0.165 -0.1649 -0.1648 -0.1649 -0.1649

Table 5.19: Fine-scale ||u|| (in [mm]) and εyy(×10−3) along interface for coarse element 31.
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(a) VEM

(b) MS-QUAD LIN (c) MS-CVT LIN

(d) MS-QUAD OSC (e) MS-CVT OSC

Figure 5.47: E[p] pressure contours (in [Pa]) at t = 40h obtained for ns = 5000 samples.

again perform equally efficiently and offer a speedup of ≈ 200× when compared to the VEM.

This enormous reduction in computational effort is to be expected as the number of nodes in

the multiscale procedures is significantly reduced in comparison to it’s VEM counterparts. Re-

peated matrix inversions in the case of finite-difference time domain solutions further establish

the effectiveness of the CMsVEM.

The postprocessing times are displayed in Fig. 5.51a. This involves the downscaling procedure

used to recover fine scale information and evaluating derivative quantities like stresses, strains

and fluxes over fine element domains. Once again, all multiscale methods perform equivalently

and offer a speedup of ≈ 2× in comparison to the VEM. This is attributed to the fact that in

the multiscale methods, the downscaling procedure is performed for each coarse element. This

implicitly vectorizes the associated stress and flux computation loops. It is of interest to note that

since the consolidation problem examined is linear, the multiscale basis functions are computed

offline. As a result, no significant overheads are incurred to the overall solution procedure.

It can be seen from Fig. 5.51b that all multiscale methods offer an appreciable total speedup

of ≈ 4× when compared with the VEM. Such speedups prove extremely valuable when obtaining

statistical moments for random field simulations using for e.g. classical Monte-Carlo approaches.

In this example, expectation values for 5000 samples were computed, thus generating an overall

speed up of ≈ 20000× when compared to the VEM. A similar comparison between FEM, VEM,

MsFEM and MsVEM is provided in Figs. 5.52 and 5.53. The VEM and MsVEM are found

to offer quicker assembly and postprocessing computational times than their FEM and MsFEM

counterparts.

5.5.3 Honeycomb structure

The honeycomb structure shown in Fig. 5.54 is considered herein. The overall dimensions of

the domain are 5m × 5m. This domain consists of 25 periodically repeated heterogeneous unit

cells. Each unit cell comprises a matrix with a Young’s modulus E = 5 MPa and a stiffer inclusion
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(a) (b)

(c) (d)

Figure 5.48: (a) ||u|| (in [m]), (b) p (in [Pa]), (c) −σyy (in [Pa]) and (d) −εyy contours at t = 40
hours for a single realization of the heterogeneous E and k field.

with E = 500 MPa. The structure is clamped at its bottom. The deflections along the horizontal

are restricted on the left and right edges. No-flow conditions are imposed across all boundaries.

The top maintains a pressure p = 0 and is subject to a progressively applied compressive load

t =
[
0, ty

]
. The loading history is shown in Fig. 5.25. The material parameters used are provided

in Table 5.20.

A multiscale discretization is considered wherein each of the 25 periodically repeating unit

cells comprises 500 CVT elements. This is compared against a reference VEM solution evaluated

over 12,500 CVT elements. All multiscale solutions are evaluated using oscillatory boundary

conditions. Four multi-node coarse-element configurations, MS1 to MS4, are designed to examine

the trade-off between accuracy and speedup. These are illustrated in Fig. 5.55.

All CMsVEM models involve the solution of a significantly reduced system of governing equa-

tions when compared to the reference VEM solution. In Fig. 5.56, the order reduction achieved per

coarse element is provided as the ratio of the total number of degrees of freedom of the multiscale

formulation to the degrees of freedom of the standard VEM implementation. Even in the case of

the high-fidelity MS4 coarse element, the order of the problem is practically halved.
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Figure 5.49: Microstructures of adjacent coarse elements 16 and 31. The interface joins coarse
nodes M47 and M50.

The maximum pore-fluid pressures are found to occur at ti = 6.83 hours, i = 42. Displacement,

pressure, stress and flux contours are provided at this instant for the VEM and multiscale solutions.

The total displacement contours ||u|| are shown in Fig. 5.57. Pressure contours p are provided in

Fig. 5.58.

It can be seen from the Figs. 5.57 and 5.58 that the total displacement ||u|| and pressure p

contours are practically the same for all cases. Von-Mises stress contours σVM are illustrated in

Fig. 5.59. Total Darcy flux contours ||q|| are displayed in Fig. 5.60.

Fig. 5.60 reveals that the total flux ||q|| contours is also practically equivalent for all cases.

However, significant variations can be observed in the case of the Von-Mises stresses as shown

in Fig. 5.59. The contours obtained are increasingly accurate moving from MS1 to MS4 when

compared against the reference VEM solution. This is to be expected as the coarse element

E ν γf Ks Kf ρs ρf n αB
[MPa] [/] [Pa · s] [Pa] [Pa] [kg ·m−3] [kg ·m−3] [/] [/]

Matrix 5
0.2 10−3 3× 104 104 103 103 0.2 1

Inclusion 500

Table 5.20: Material parameters used.
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(a) (b)

Figure 5.50: (a) Time taken to assemble global coarse element state matrices, (b) Time taken to
solve system of linear equations at coarse scale.

(a) (b)

Figure 5.51: (a) Time taken to postprocess the solution , (b) Total time taken for assembly, solving
and postprocessing.

described by MS4 provides a high-fidelity representation of the original curved boundary. This in

turn ensures more accurate upscale and downscale mappings performed by the multiscale basis

functions.

The time evolution of the relative L2 andH1 error norms in u and p are provided in Fig. 5.61. An

appreciable reduction in errors is observed in Figs. 5.61a, 5.61b, 5.61c and 5.61d as the number of

coarse nodes is increasing. This is to be expected as a more detailed account of the RVE geometry

and underlying heterogeneities can prove critical to the fidelity of the upscaling and downscaling

procedures.
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(a) (b)

Figure 5.52: (a) Time taken to assemble global coarse element state matrices, (b) Time taken to
solve system of linear equations at coarse scale.

(a) (b)

Figure 5.53: (a) Time taken to postprocess the solution , (b) Total time taken.

Discussion on computational gains

The computational cost associated with the MS1, MS2, MS3 and MS4 is studied here in terms

of the speedup offered. The speedup metric is defined as follows

speedup(operation) =
tVEM(operation)

tMSi(operation)
, i = 1, . . . 4, (5.17)

where tVEM(operation) and tMSi(operation) denote the times taken to complete a certain operation,

using the VEM and CMsVEM discretizations, respectively.

The speedup offered by MS1 through MS4 for (a) assembly of global coarse element state ma-

trices, (b) solving system of linear equations at the coarse scale, (c) post-processing the solution to

obtain fine-scale information, and (d) the complete CMsVEM procedure, are shown in Figs. 5.62a,

5.62b, 5.62c and 5.62d, respectively. These operations are as defined in Section 5.5.2.
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Figure 5.54: Schematic of a honeycomb structure.

(a) MS1: 24 coarse nodes (b) MS2: 31 coarse nodes (c) MS3: 44 coarse nodes (d) MS4: 81 coarse nodes

Figure 5.55: The multi-node coarse element configurations.

Near-linear trends in the speedup reduction is observed in Figs. 5.62a, 5.62c and 5.62d. A near-

exponential decreasing trend is observed in the case of the solution procedure at the coarse-scale,

as shown in Fig. 5.62b. The decreasing trends exhibited at all operations is further evidenced by

the decrease in percentage reduction of coarse-scale DoFs, as shown in Fig. 5.56.

5.6 Vibroacoustics

Similar to Section 5.4, the VEM is introduced at the fine scale to compute multiscale basis

functions for upscaling. These functions are obtained by solving the cell equations in Eqs. (4.53)-

(4.54). The RVE state matrices K̃α
m and H̃α

m are assembled from the fine element contributions

K̃el,α
m(i) and H̃el,α

m(i). The remaining RVE matrices, i.e., M̃α
m, Q̃α

m and C̃α
m are evaluated in the same

fashion. The fine element matrices are computed with the VEM using Eqs. (3.155). All subsequent

extensions to the MsFEM, including polygonal coarse elements, oscillatory boundary conditions

etc. are applicable here as well. The upscaling, solution and downscaling procedures followed are

identical to Section 4.4.

The non-linear dependence of all state matrices on the excitation frequency ω necessitates that

multiscale basis functions be iteratively evaluated for all frequency steps. This can prove expensive

within the context of very finely discretized microstructures, where repeated solutions are required
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Figure 5.56: Percentage reduction in DoFs offered by each coarse element configuration, in relation
to the complete VEM discretization.

(a) VEM

(b) MS1 (c) MS2

(d) MS3 (e) MS4

Figure 5.57: ||u|| total displacement contours at ti = 6.83h, i = 42.

for all kinematical constraints and at several frequencies. To this end, a model order reduction

scheme is employed at the RVE fine scale to drive down computational costs associated with this

procedure.

5.7 Parametric Model Order Reduction

Standard numerical models like the FEM or VEM employ shape functions that exhibit a re-

markable degree of versatility and robustness when encountering variations in problem definitions,

such as geometries, boundary conditions, excitation, material layouts etc. (it is assumed that all

these variations are in principle, parametrizable.) However, this generality results in a basis set
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(a) VEM

(b) MS1 (c) MS2

(d) MS3 (e) MS4

Figure 5.58: p pressure contours at ti = 6.83h, i = 42.

(a) VEM

(b) MS1 (c) MS2

(d) MS3 (e) MS4

Figure 5.59: σVM Von-Mises stress contours at ti = 6.83h, i = 42.

that is highly non-optimal with regards to characterizing the behaviour of a system in a particular

parametric configuration.

Standard Model Order Reduction (MOR) techniques seek to identify an optimal manifold

with minimal dimensions, that can accurately describe the behaviour of the system within this
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(a) VEM

(b) MS1 (c) MS2

(d) MS3 (e) MS4

Figure 5.60: ||q|| total flux contours at ti = 6.83h, i = 42.

particular configuration. This reduced manifold is spanned by a locally optimal basis set; hence the

term Reduced Basis Methods. Owing to the reduced dimensionality of the system, this method

offers significant computational acceleration, without sacrificing the accuracy of the solutions.

However, it is to be noted that this reduced basis set is no longer optimal for other configurations,

i.e., numerical benefits cannot be guaranteed in a global parameter space.

The complexity of the reduced manifold is quantified by the extent of variation in the under-

lying parameter configuration. For small variations, a constant reduced basis can span the entire

manifold with sufficient accuracy. For larger variations, spatially varying reduced bases need to

be constructed [332, 333]. For Eq. (2.183), it has been shown in [321–323], that a single basis set

is acceptable for performing the MOR.

5.7.1 Affine representations

The following derivations are a summary of [325]. Examining Eq. (2.183), the frequency-

dependent solution vector X̃ is expanded in terms of an optimal basis set φO
i , i = 1, . . . ndof,

where ndof = nudof + npdof denotes the dimension of the manifold under consideration

X̃ =

ndof∑
i=1

c̃iφ
O
i = ΦOc̃, (5.18)

where c̃i represents frequency-dependent scalar valued coefficients of the linear expansion. The

array ΦO = [φO
1 , . . . ,φ

O
ndof

] and vector c̃ = [c̃1, . . . , c̃ndof
]T collect the optimal basis and expansion

coefficients, respectively. The entire algebraic system of equations in Eq. (2.183) is now projected



180 Chapter 5. Multiscale Virtual Element Methods

(a) Relative errors in displacements u (b) Relative errors in pressures p

(c) Relative errors in stresses σ (d) Relative errors in flux q

Figure 5.61: Evolution of errors in displacements and pressures for the four coarse-element con-
figurations MS1, MS2, MS3 and MS4.

onto this basis by pre-multiplying both sides with ΦOT . The resulting system of equations read[
ΦOT Z̃ ΦO

]
︸ ︷︷ ︸

Z̃O

c̃ = ΦOT F̃︸ ︷︷ ︸
F̃O

. (5.19)

Now, the affine nature in Section 2.7.3 is expanded in greater detail, Observing Eqs. (2.175)-

(2.179), one can decouple the frequency dependent parameters from the relevant state matrices

K̃ = E(1 + jηs)K, (5.20a)

M̃ = ρ̃M, (5.20b)

H̃ =
1

ρ̃eq

H, (5.20c)

Q̃ =
1

K̃eq

Q, (5.20d)

C̃ = γ̃C, (5.20e)

where K,M,H,Q,C denote the associated frequency invariant state matrices. Omitting the
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(a) (b)

(c) (d)

Figure 5.62: Speedup offered during (a) assembly of global coarse element state matrices, (b)
solving system of linear equations at the coarse scale, (c) postprocessing the solution, (d) complete
CMsVEM procedure.

coupling and robin conditions for brevity

Z̃ =

nparam∑
k=1

Zkfk(ω), (5.21)

where nparam = 6 denotes the number of unique affine parametric terms. The frequency invariant

matrices Zk have the forms

Z1 =

[
K 0

0 0

]
, Z2 =

[
M 0

0 0

]
, Z3 =

[
0 0

0 H

]
,

Z4 =

[
0 0

0 Q

]
, Z5 =

[
0 C

0 0

]
, Z6 =

[
0 0

CT 0

]
.

(5.22)
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The corresponding frequency dependent scalar quantities fk(ω) have the forms

f1(ω) = E(1 + jηs), f2(ω) = −ω2ρ̃, f3(ω) =
1

ρ̃eq

,

f4(ω) = −ω2 1

K̃eq

, f5(ω) = −γ̃, f6(ω) = −ω2γ̃,
(5.23)

The affine expansion in Eq. (5.21) is applied to the system of equations in Eq. (5.19) to yield

Z̃O =

nparam∑
k=1

ZO
k fk(ω). (5.24)

Eq. (5.24) shows that the projection of Z̃ onto the optimal bases ΦO is an offline procedure. This is

because the projection operation only modifies the frequency invariant matrices Zk. The spectral

quantities fk(ω) remain unaffected. This observation is of vital importance in controlling the

computational complexity of the method. This indicates that this projection need be performed

only once, through appropriate sub-structuring. The relevant frequency dependent parameters

are post-multiplied in when needed.

5.7.2 Computing the reduced optimal basis

The bases set ΦO is currently unknown. There exist multiple ways to evaluate this. Since

these bases typically constitute orthogonal vectors, a popular choice is the modal approach, where

ΦO are generated with eigenvectors. A reduced order representation requires a selection criterion,

based on a modal participation factor. Within the context of linear elastodynamics, this involves

eliminating higher frequency modes [334]. However, it has been noted that this approach is not

amenable to poroelastic systems [321, 324, 335]. This is because of a higher modal density at low

frequency bandwidths, thereby resulting in a reduced basis of high dimension [325]. Further, due

to the highly dissipative nature of the lossy medium, the frequency response function does not

exhibit clear resonance peaks at these modes [336].

Alternately, the Proper Orthogonal Decomposition (POD) has been successfully used in [325]

to generate this bases. The POD is adopted to compute the reduced basis space in this Chapter.

To do this, one first constructs a snapshot matrix S, i.e., a matrix collecting high-fidelity solutions

Si (also called snapshots), as evaluated by the full order model (FOM) at different frequency steps

S
ndof×ns︸ ︷︷ ︸ = [S1, . . . ,Sns ], (5.25)

where ns denotes the number of snapshots taken. The POD basis is now obtained from S using

either a) a Principal Component Analysis (PCA), or b) a Singular Value Decomposition (SVD).

Principal Component Analysis

The PCA [337] seeks to identify a system of generalized coordinates ΦO = [φO
1 , . . . ,φ

O
ndof

] such

that all significant dynamics in the dataset S are sufficient captured. To this end, a correlation
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matrix CS is defined such that

CS = S†S, (5.26)

where (·)† denotes the complex conjugation transpose operation. Now, the following functional is

defined

f(ξi, ξj) = ξTi CS ξj, (5.27)

where ξi and ξj denote arbitrary trial vectors of appropriate dimensions. This functional indicates

a projection of CS onto ξi and ξj. An optimization objective can now be defined

(φO
i ,φ

O
j ) = argmax(f(ξi, ξj)), such that ξi · ξj = δij. (5.28)

This is a constrained optimization problem with a requirement of orthonormality. A Lagrangian

is written out for this problem

L(ξi, ξj), λj) = f(ξi, ξj) + λj(1− ξTi ξj). (5.29)

Eq. (5.29) is extremized with respect to ξi

∂L
∂ξi

= 0 =⇒ Csξj = λjξj. (5.30)

The above equation is an eigenvalue problem with eigenvalues λj and eigenvectors ξj. Once ob-

tained, these eigenvectors correspond to the optimal proper orthogonal modes φO
j for the snapshot

matrix S. The POD basis is now reduced using a truncation criterion. This is done by rearrang-

ing the eigenvalues in a descending order λ1 ≥ λ2 ≥ . . . λns . Depending on the level of accuracy

desired, the first nr reordered basis vectors are chosen to obtained a reduced order model of

dimension nr.

However, this method suffers from a few drawbacks. Constructing the correlation matrix, and

subsequently computing eigenvalues and eigenvectors proves expensive. This can compromise

computational benefits gained by solving a ROM.

Singular Value Decomposition

Further, it has been shown in [325] that the SVD can be used to generate ΦO more accurately

and efficiently. This decomposition factorizes the snapshot matrix S into a diagonal matrix Σ,

and two orthogonal matrices L and R

S = L
ndof×ndof︸ ︷︷ ︸ Σ

ndof×ns︸ ︷︷ ︸ RT

ns×ns︸ ︷︷ ︸, (5.31)

where Σ is a rectangular matrix comprising singular values σ1, . . . σns along the main diagonal.

The matrices L and R comprise left and right singular vectors, respectively. The optimal POD

basis corresponds to the left singular matrix, i.e., ΦO = L. The reduced order POD basis, ΦROM ,

is obtained by selecting nr << ns left singular vectors from L.

To do this, the singular values are rearranged in descending order, i.e., σ1 ≥ σ2 ≥ . . . σns . The

reduced dimension nr emerges from a truncation tolerance εσ. This can be defined such that all
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the left singular vectors corresponding to the following criterion are eliminated

σi
σ1

< εσ. (5.32)

It is critical that εσ be optimally defined to capture all the necessary dynamics of the data

contained in S; and at the same time, significantly reduce the dimensionality of the system.

This is ensured by considering the singular value decay of the problem. This is analogous to a

modal participation factor and indicates the significance of each singular vector, in capturing the

dynamics of the data. A good heuristic for tuning εσ is to set it at a value where a sharp reduction

in singular value decay is observed. This indicates that singular vectors from this point contribute

negligible information in relation to the existing singular vectors. This procedure is demonstrated

in Example 5.9.1.

In the case that there is no such observable changes in the rate of singular value decay, this may

indicate that the range of variation in the parameter space is too large to benefit from a POD. In

such cases, the reduced basis technique is either inaccurate, or requires too many POD bases to

warrant deployment [325,326].

5.7.3 Reduced order model

The expansion in Eq. (5.18) is now approximated with the reduced basis φPOD

X̃ ≈ X̃POD =

ndof∑
i=1

c̃POD
i φPOD

i = ΦPODc̃POD, (5.33)

Consequently, the basis ΦO in Eq. (5.19) is now replaced with the reduced basis ΦPOD to

generate a ROM

Z̃POD

nr×nr︸ ︷︷ ︸ c̃POD

nr×1︸ ︷︷ ︸ = F̃POD

nr×1︸ ︷︷ ︸ . (5.34)

This is solved for c̃POD at the desired frequencies steps at a significantly reduced computational

cost. The full fidelity solution X̃POD is recovered from c̃POD using Eq. (5.33).

The accuracy of model order reduction depends largely on the quality of the snapshot matrix

S. Generating FOM snapshots is typically the primary bottleneck in the method, since large high

fidelity matrices need to be inverted (or iteratively solved). To this end, sampling strategies play a

vital role in determining computational efficiency. Quasi random sampling (Monte-Carlo or Latin

Hypercube methods) is recommended over brute force tensorial approaches [326,338].

The SVD factorization has a complexity of O(n2
dofns) and can prove expensive for large snapshot

matrices, especially when ns ≈ ndof. However, in most cases since ns << ndof, the cost of employing

the SVD is justifiable.
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5.8 Coupled Reduced Basis Multiscale Methods

The pMOR scheme developed in Section 5.7 is now incorporated at the fine-scale of the multi-

scale procedure. For a given set of kinematic constraints over the αth RVE, i.e., uS and pS, a set of

high-fidelity snapshots uαm(ωk) and pαm(ωk) are obtained at a randomly sampled set of frequencies

ωk, k = 1, . . . ns by solving Eqs. (4.53)-(4.54), where the number of snapshots is significantly lesser

than the total number of frequency steps, i.e., ns << nfreq. Relevant snapshot matrices Sαu and

Sαp are generated.

Truncated POD bases ΦROM
u and ΦROM

p are obtained for each phase from Sαu and Sαp , respec-

tively, using the SVD procedure detailed in Section 5.7.2. Now, the size of the sub-problem is

reduced by projecting the system of linear equations onto these reduced manifolds as follows

K̃α,ROM
m = ΦROM T

u K̃α
m ΦROM

u , (5.35)

and

H̃α,ROM
m = ΦROM T

p H̃α
m ΦROM

p . (5.36)

The resulting ROM multiscale functions are now evaluated at a reduced cost according to

Section 5.7.3. The procedure is summarized in Algorithm 5.

5.9 Numerical examples

5.9.1 Reduced basis pMOR for a poroelastic square domain

This example investigates the accuracy and efficiency of the reduced basis parametric Model

Order Reduction technique in vibroacoustic simulations of poroelastic materials as described in

Section 5.7. The same physical layout provided in Example 4.5.1 is adopted here, i.e., an 80 mm

× 80 mm Melamine foam with an elastic skeleton description is placed inside an impedance tube

with a clamped backing and roller supports on the lateral surfaces. This setup is subject to a

plane wave acoustic excitation at normal incidence within the frequency range [20,5000] Hz. This

bandwidth is discretized into nfreq = 100 equally spaced frequency steps.

The domain is discretized using 25 × 25 first-order quadrilateral finite elements. This is the

minimum discretization necessary to ensure convergence at all frequency steps. The number of

free DoFs associated with this system is nFOM
dof = 1900.

A set of high-fidelity snapshots are evaluated at ns = 15 frequency steps and collected in a

snapshot matrix S of size (nFOM
dof ×ns). These steps are chosen using a Latin Hypercube (stratified

sampling) method, to ensure a good representative sample. This is the most computationally

intensive part of the procedure as highlighted in Section 5.7.3 and costs 0.64 seconds. To avoid

compromising on the speedup offered by the method, a general heuristic of setting 0.1nfreq ≤ ns ≤
0.2nfreq is recommended. However, it is to be noted that this heuristic does not guarantee that

the snapshots generated will sufficiently account for all significant system dynamics.

Next, S is factorized into L, Σ and RT in accordance with the SVD method detailed in

Section 5.7.2. If done inefficiently, this factorization can also proved to be a significant bottleneck
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Algorithm 5: Multiscale basis function evaluation schema using the pMOR.

Data: Define coarse mesh and fine mesh/micromesh and material properties

foreach coarse element α do

Assemble Kα
m ;

foreach macro-node I = 1, . . . nαM do

foreach macro degree of freedom J = 1, 2 do

Define: ūIJ ;

foreach sampled frequency ωk, k = 1, . . . ns do

Solve:

 Kα
m(ωk)u

α
m(ωk) = 0

uS = ūIJ
;

Assemble to Sαu ;

Get ΦROM
u from Sαu (SVD and truncation) ;

foreach remaining frequency step ωk, k = 1, . . . nfreq − ns do

Solve ROM:

 Kα,ROM
m (ωk)u

α,ROM
m (ωk) = 0

uS = ūIJ
;

Get FOM solution: uαm(ωk) = ΦROM T
u uα,ROMm (ωk)

Assemble Hα
m ;

foreach macro-node I = 1, . . . nαM do

foreach macro degree of freedom J = 1 do

Define: p̄IJ ;

foreach sampled frequency ωk, k = 1, . . . ns do

Solve:

 Hα
m(ωk)p

α
m(ωk) = 0

pS = p̄IJ
;

Assemble to Sαp ;

Get ΦROM
p from Sαp (SVD and truncation) ;

foreach remaining frequency step ωk, k = 1, . . . nfreq − ns do

Solve ROM:

 Hα,ROM
m (ωk)p

α,ROM
m (ωk) = 0

pS = p̄IJ
;

Get FOM solution: pαm(ωk) = ΦROM T
p pα,ROMm (ωk)
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of the method. In this specific problem instance, since ns << nFOM
dof , this operation is relatively

inexpensive and costs 0.28 seconds. Conversely, a more economical approach is desired in situations

the full SVD operation can prove costly. When ns < nFOM
dof , as is the case here, this ”economical

SVD” computes only the first ns columns of L. Furthermore, Σ is a ns× ns diagonal matrix, i.e.,

only the first ns singular values are computed. This approach exhibits a reduced cost of 0.018

seconds.

Although this gain in efficiency is not significant here, the resulting speedup of 15.2 promises

noticeable accelerations in the SVD procedure when encountering larger problems. The ”economi-

cal SVD” holds validity in all pMOR applications of this kind. This is because, the singular values

σns+1, . . . , σnFOM
dof

always remain redundant and irrelevant since only the first nr < ns significant

left singular vectors are chosen to constitute the reduced POD basis.

To construct the reduced basis, a reducibility analysis is carried out through a singular value

decay chart in Fig. 5.63. A sharp change in the decay rate is observed at a singular value ratio

Figure 5.63: Decay of the first ns = 15 singular values computed for the snapshot matrix S. The
horizontal black dashed line indicates the truncation tolerance.

of 10−16. Consequently, the truncation tolerance is set at εσ = 10−16 in accordance with Section

5.7.2. The resultant POD basis ΦPOD is a nFOM
dof × 10 matrix comprising the first 10 left singular

vectors obtained from the SVD factorization. The total time taken for computing the POD basis

(including snapshot generation and economical SVD factorization) is 0.67 seconds.

Finally the ROM system is solved according to Section 5.7.3. This procedure takes 0.2096

seconds. It is to be noted that the ROM system need be solved only at the remaining nfreq − ns
frequencies. The FOM solution already exist at the sampled frequency steps in the form of the

snapshot matrix S.

The entire pMOR procedure (including POD basis evaluation and ROM solution procedure)

takes a total of 0.88 seconds. Conversely, the FOM procedure takes 3.82 seconds. A speedup of

4.34 is observed.

The accuracy of the ROM solutions are now investigated. To aid with illustration, a low

fidelity (Lo-Fi) FE model comprising 12 DoFs is also provided for comparison. This is done to

demonstrate the accuracy of the 10 DoF ROM in relation to a FOM of comparable complexity.

The x-displacement ux contours are displayed for the FOM, ROM and Lo-Fi solutions at 20 Hz
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in Fig. 5.64 and 5000 Hz in Fig. 5.65, respectively.

(a) FOM (b) ROM (c) Lo-Fi

Figure 5.64: ux x-displacement contours at 20 Hz as computed by (a) the 1900 DoFs FOM, (b)
the 10 DoFs ROM, (c) a Lo-Fi 12 DoFs FE model.

(a) FOM (b) ROM (c) Lo-Fi

Figure 5.65: ux x-displacement contours at 5000 Hz as computed by (a) the 1900 DoFs FOM, (b)
the 10 DoFs ROM, (c) a lo-Fi 12 DoFs FE model.

The ROM displacement contours at 20 Hz and 5000 Hz appear practically identical to the

FOM solutions, as can be seen in Figs. 5.64a-5.64b and Figs. 5.65a-5.65a, respectively. However,

the Lo-Fi solution offers a marginally differing contour at 20 Hz in Fig. 5.64c and a significantly

different one at 5000 Hz (see Fig. 5.65c).

Similarly, the pressure contours p are displayed for the three cases at 20 Hz in Fig. 5.66, and

5000 Hz in Fig. 5.67, respectively.

Once again, the FOM and ROM are found to offer practically identical pressure contours at

both frequencies (see Figs. 5.66a-5.66b and Figs. 5.67a-5.67b). The Lo-Fi model exhibits small

deviations at 20 Hz (Fig. 5.66c) and non-negligible ones at 5000 Hz (Fig. 5.67c).

This difference in accuracies between the ROM and Lo-Fi model of comparable complexity

illustrates the need for optimizing the choice of basis functions, i.e., a POD basis can capture a

fuller range of dynamic behaviour of a particular configuration in comparison to a standard FE

basis.

The Sound Absorption Coefficient (SAC) as evaluated by the three scenarios are shown in

Fig. 5.68. A reference Transfer Matrix Method (TMM) result is provided for verification.
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(a) FOM (b) ROM (c) Lo-Fi

Figure 5.66: p pressure contours at 20 Hz as computed by (a) the 1900 DoFs FOM, (b) the 10
DoFs ROM, (c) a Lo-Fi 12 DoFs FE model.

(a) FOM (b) ROM (c) Lo-Fi

Figure 5.67: p pressure contours at 5000 Hz as computed by (a) the 1900 DoFs FOM, (b) the 10
DoFs ROM, (c) a lo-Fi 12 DoFs FE model.

It is observed that the ROM SAC curve is identical to that of the FOM and TMM. The Lo-Fi

model exhibits a reasonable accuracy only upto 1200 Hz. Beyond this, the results offered are

unacceptable. This result is consistent with the discussion on displacement and pressure contours

mentioned above. Large discrepancies of the Lo-Fi model at higher frequencies is because of the

inability of the shape functions to resolve the underlying propagating waves with sufficient clarity.

Now, the ROM solution accuracy is more rigorously quantified with relative L2 error norms

between the FOM and ROM. The errors in real and imaginary components of the displacements

and pressures are given in Fig. 5.69a and Fig. 5.69b, respectively. The discontinuities in the

graphs correspond to the randomly sampled snapshot frequencies. The ROM solution need not

be evaluated at these frequency steps as the FOM solution is already available in the form of the

snapshot matrix S. Consequently, the error achieved at these points are identically zero. The

errors are very small and do not affect the accuracy of the solution, as evidence by the SAC and

solution contours.

Hence, the pMOR offers a means to appreciably speed-up spectral computations in poroelastic

materials without compromising on accuracy.
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Figure 5.68: Sound Absorption Coefficients as computed by the FOM, ROM and the Lo-Fi model.

(a) Displacements (b) Pressures

Figure 5.69: Relative errors in L2 norm for real (Re) and imaginary (Im) components between
the ROM and FOM solutions for (a) displacements and (b) pressures.

5.9.2 Convergence behaviour of the MsVEM for vibroacoustics

The convergence behaviour of the MsVEM in the frequency domain is investigated in this ex-

ample. Two kinds of coarse-scale meshes are considered, i.e., quadrilateral (QUAD) and polygonal

(CVT). Four coarse discretizations are chosen for each type. These are summarized in Table 5.21.

Each coarse-element is subsequently meshed at the fine-scale with the same element type. Four

fine-scale discretizations are chosen. These are illustrated in Table 5.22.

Treating a very finely discretized FE solution as a reference (20, 000 Nodes), the relative L2

error norms in displacements as evaluated by the MsVEM are provided for both mesh types at

distinct frequencies in Fig. 5.70. The evolution of these errors is studied as a function of the

coarse element discretization. Each figure contains the errors obtained for all microstructural

configurations described in Table 5.22. Figs. 5.70a and 5.70d are the QUAD and CVT errors

pertaining to a low frequency step, i.e., f = 775 Hz. Although an increasing trend can be

observed between accuracy and microstructure discretization, this is fairly minimal. The errors

achieved by the method over both meshes are comparable in quantity. Similarly, Figs. 5.70b and
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Label No. of Coarse Elements No. of Coarse Nodes

QUAD CVT

1 120 164 241
2 480 567 959
3 1920 2093 3836
4 7680 8025 9234

Table 5.21: Coarse scale discretizations for QUAD and CVT meshes.

Label No. of Fine Elements

RVE-1 1
RVE-2 9
RVE-3 100
RVE-4 2500

Table 5.22: Number of QUAD/CVT elements contained in each micro-structure.

5.70e depict the errors at an intermediate frequency step, i.e., f = 2700 Hz. Again, while these

two figures are practically identical to each other, there is a noticeable decrease in overall accuracy

when compared to its low frequency counterparts, i.e., Figs. 5.70a and 5.70d, respectively. This

is because the f = 2700 Hz excitation contains a larger wave number. There is thus a need for

a higher resolution in this case. Finally, Figs. 5.70c and 5.70f show the error convergence for a

high frequency step of f = 5500 Hz. Once again, excluding insignificant deviations, both figures

are nearly equivalent. However, there is a further reduction in accuracy compared to the low and

intermediate frequency counterparts, for the same reason described above.

The relative L2 error norms in pressures are provided at the same frequency steps for both

meshes in Fig. 5.72. Once again, similar behaviour is observed across meshes at the same frequency

step. Further, the same reduction in accuracy is seen with increasing excitation frequencies.

The relative L2 error norms have a theoretical upper bound

||uh − uex||L2 ≤ Cuh
su ,

||ph − pex||L2 ≤ Cph
sp ,

(5.37)

where Cu and Cp denote appropriately chosen arbitrary scalar valued constants; h denotes the

coarse-element diameter and su, sp indicate the orders of convergence. In this case the theoretical

values are su = sp = 2. The h2 reference line is also provided in all figures for comparing the rates

of convergence.

The magnitude of the numerically obtained rates of convergence are illustrated at all three

frequencies for displacements in Fig. 5.72a and for pressures in Fig. 5.72b. It is observed in all

cases that the choice of microstructure does not significantly affect any convergence rate trends.

A slightly reduced average rate of 1.8 is yielded for displacements in the case of QUAD and CVT

meshes at f = 775 Hz. Optimal or near-optimal rates are noticed in all other cases.
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(a) QUAD mesh 775 Hz (b) QUAD mesh 2700 Hz (c) QUAD mesh 5500 Hz

(d) CVT mesh 775 Hz (e) CVT mesh 2700 Hz (f) CVT mesh 5500 Hz

Figure 5.70: Convergence of relative errors in displacements as computed by the MsVEM at
excitation frequencies 775 Hz, 2700 Hz and 5500 Hz.

5.9.3 Periodically repeating inclusions

The example provided in Section 3.6.4 is directly adapted here. The MsVEM is applied with

the objective of driving down computational costs. A square unit cell, i.e., a 2 cm × 2 cm domain

with a circular mesoscale inclusion of radius 7.5 mm is selected for the upscaling procedure. This

is illustrated in Fig. 5.73(I).

This RVE is periodic in the vertical direction with a period of 2 cm. The associated subdomain

is discretized with 625 CVT fine elements and the corresponding coarse unit cell comprises 4

coarse nodes. The SAC as computed by the method for multiscale discretization is shown as curve

”RVE1-0” in Fig. 5.75a. One can see that while the curve represents the trend of the reference

solution ”ref” correctly up to 6000 Hz, there are still noticeable deviations. More specifically, the

peak at about 3000 Hz is overestimated by ”RVE1-0”. Moreover, beyond 6000 Hz, the predictions

offered are unreliable.

This is expected. It is shown in [104, 127] that the microstructural discretization is critical in

capturing fine scale information about heterogeneities and inclusion morphologies. However, the

convergence behaviour of the MsVEM is ultimately determined by the coarse scale discretization.

The error convergence behaviour of the method is not very sensitive to fine scale discretizations,

especially in the case of homogeneous problems such as this. This result is established in Example

5.9.2.

Simulating the behaviour of more classical composites using this unit cell yields more reliable

results (see e.g. Example 5.3.3) as the unit cell is periodic in both the horizontal and vertical

directions. This results in a sufficiently large number of coarse DoFs. The application of this 4-

noded unit cell to this problem on the other hand, only results in 10 coarse elements and 22 coarse
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(a) QUAD mesh 775 Hz (b) QUAD mesh 2700 Hz (c) QUAD mesh 5500 Hz

(d) CVT mesh 775 Hz (e) CVT mesh 2700 Hz (f) CVT mesh 5500 Hz

Figure 5.71: Convergence of relative errors in pressures at excitation frequencies 775 Hz, 2700 Hz
and 5500 Hz.

DoFs (see ”RVE1-0” in Tables 5.23 and 5.24). It is evident that this multiscale discretization only

yields reasonably correct results up to 6000 Hz. To improve mid-high frequency predictions, one

requires finer coarse scale discretizations.

However, one cannot simply do a classical h-refinement at the coarse scale as is traditionally

done. This is because the periodic nature of the underlying domain does not naturally allow for

arbitrarily small periodic unit cells. In such cases, one opts for p-refinement inspired strategies

instead, analogous to Example 3.6.1. Using the same edge refinement/node insertion strategy

proposed there, unit cells of the same geometry are generated, having 2, 5 and 10 subdivisions per

edge. These correspond to 8, 20 and 40 coarse nodes per unit cell as summarized in Table 5.23.

The SAC curves obtained for the unit cells are represented by curves ”RVE1-1”, ”RVE1-2” and

”RVE1-3” in Fig. 5.75a. Appreciable improvement over the ”RVE1-0” is noticed, in ascending

order of number of subdivisions per edge. The peak at 3000 Hz is progressively represented more

accurately and more realistic behaviour at mid-high frequencies > 6000 Hz is seen.

The SACs obtained by ”RVE1-2” and ”RVE1-3” in Fig. 5.75a are practically equivalent. This

reveals that the method has converged for this particular choice of RVE. It is reasonable to

assume that no further appreciable improvement in behaviours at frequencies above 6000 Hz can

be expected with further edge refinement. The high frequency (10 kHz) downscaled pressure

contours associated with ”RVE1-3” are shown in Fig. 5.74a. The contours obtained over a single

unit cell is also shown here for further clarity. The coarse nodes are denoted in bold. As expected,

appreciable deviations are observed when compared with the corresponding reference solution in

Fig. 5.74a.

The ability of the method to accommodate flexible, potentially non-convex RVE shapes is now

exploited. The current square unit cell is split horizontally into two as shown in Fig. 5.73(II). It
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Label
Periodic

Unit Cells
Type

Coarse Nodes/
RVE

Fine Elements/
RVE

Unit Cell
Description

RVE1-0 1 I 4 2,500
Convex

Quadrilateral
RVE1-1 1 I 8 2,500
RVE1-2 1 I 20 2,500
RVE1-3 1 I 40 2,500
RVE2-0 2 II 40 2,500
RVE2-1 2 II 112 2,500 Non-Convex
RVE2-2 2 II 190 2,500 Polygon
RVE2-3 2 II 272 2,500
RVE3-0 4 III 60 2,500
RVE3-1 4 III 212 2,500 Non-Convex
RVE3-2 4 III 295 2,500 Polygon
RVE3-3 4 III 373 2,500

Table 5.23: Unit cell configurations.

Label
Total Coarse

Nodes
Total Coarse

Elements
Total Fine

Nodes
Total Fine
Elements

RVE1-0 22 10 49,644 25,000
RVE1-1 53 10 49,644 25,000
RVE1-2 146 10 49,644 25,000
RVE1-3 301 10 49,644 25,000
RVE2-0 333 20 49,644 25,000
RVE2-1 951 20 49,644 25,000
RVE2-2 1601 20 49,644 25,000
RVE2-3 2381 20 49,644 25,000
RVE3-0 493 40 49,644 25,000
RVE3-1 1695 40 49,644 25,000
RVE3-2 2478 40 49,644 25,000
RVE3-3 3194 40 49,644 25,000

Table 5.24: Global mesh information for the six unit cell configurations.
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(a) QUAD mesh 775 Hz (b) QUAD mesh 2700 Hz

Figure 5.72: Convergence of relative errors in pressures at excitation frequencies 775 Hz, 2700 Hz
and 5500 Hz.

Figure 5.73: Coarse elements chosen and proposed as future extensions.

is to be noted that here the unit cell shape implicitly accounts for the rigid inclusion. Owing to

the prevalence of curved boundaries for these elements, one needs multiple coarse nodes per edge

even at a low fidelity setting to faithfully capture the coarse element geometry. The number of

coarse nodes per unit cell involved are shown in Table 5.23 under Labels ”RVE2-0”, ”RVE2-1”,

”RVE2-2” and ”RVE2-3”. The associated SAC contours are provided in Fig. 5.75b.

A significant improvement in the SAC computation is observed here. The peak at 3000 Hz

is more accurately captured and the high-frequency responses are predicted more realistically.

The curves ”RVE2-1”, ”RVE2-2” and ”RVE2-3” correctly capture the peak at 3000 Hz and also

replicate the increasing trend beyond 6000 Hz. However, the sound absorption is still under-

predicted at higher frequencies. The similarities in ”RVE2-2” and ”RVE2-3” reveal the solutions

have converged for this RVE choice. No further improvements in the solution can be reasonably

expected with increasing the number of coarse nodes. The pressure contour offered by ”RVE2-

3” at 10 kHz is provided in Fig. 5.74c. Once again, the deviations from the reference contour

(Fig. 5.74a) is noticeable.

To achieve further improvements in accuracy, one seeks to augment the coarse scale discretiza-

tion even further by splitting the two unit cells vertically to obtain 4 periodically repeating coarse

elements. This is illustrated in Fig. 5.73(III). As before, four fidelity schemes are considered.
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(a) VEM

(b) MS-QUAD LIN

(c) MS-CVT LIN

(d) MS-QUAD OSC

Figure 5.74: Pressure contours at f = 10 kHz.
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(a) QUAD mesh 775 Hz (b) QUAD mesh 2700 Hz (c) QUAD mesh 2700 Hz

Figure 5.75: Convergence of relative errors in pressures at excitation frequencies 775 Hz, 2700 Hz
and 5500 Hz.

These are detailed as ”RVE3-0”, ”RVE3-1”, ”RVE3-2” and ”RVE3-3” in Tables 5.23 and 5.24.

The relevant SACs are shown in Fig. 5.75c. Here, a near perfect fit with the reference solution is

obtained at all frequencies using ”RVE3-3”. The pressure contour at 10 kHz as generated using

”RVE3-3” is given in Fig. 5.74d. The contour is practically identical to Fig. 5.74a.

5.9.4 Highly heterogeneous poroelastic domain

Manufacturing limitations can introduce uncertainties in the underlying material configuration

of a porous material. Such heterogeneities can play a significant role in affecting its absorption or

transmission behaviour. This example investigates the ability of the MsVEM and reduced basis

MsVEM to provide accurate and efficient simulations of such materials.

Figure 5.76: A poroelastic domain with an anechoic backing subject to plane-wave acoustical
excitation p̄ at normal incidence.

A rectangular poroelastic domain of dimensions 57 mm × 57 mm is subjected to a plane

wave acoustic excitation at normal incidence. The lateral edges are given roller supports and an

anechoic termination is provided at the rear. This setup is illustrated in Fig. 5.76. 100 equally

space frequency steps are considered within the range [20, 5000] Hz for the excitation.

The Young’s modulus and static airflow resistivity are treated as random fields. This example

illustrates the performance of the above mentioned methods for a single realization. The cor-
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responding fields are respectively shown in Fig. 5.77. The remaining material parameters are

homogeneously distributed and summarized in Table 5.25.

(a) (b)

Figure 5.77: (a) Randomly sampled heterogeneous Young’s modulus field, (b) Randomly sampled
heterogeneous resistivity.

φ α∞ Λ Λ′ ν ηs ρ

- - m m - - kg ·m−3

0.99 1.01 9.8× 10−5 1.96× 10−4 0.44 0.1 8

Table 5.25: Homogeneous macroscopic material parameters

The domain is resolved with two meshes, detailed in Table 5.26. Mesh A contains 22,500

CVT elements. The multiscale mesh (Mesh B) comprises 100 coarse CVT elements. Each coarse

element subsequently clusters 225 fine CVT elements within its interior.

The displacement contours as evaluated by the VEM over Mesh A and the MsVEM (with

oscillatory boundary conditions) over Mesh B are displayed in Figs. 5.78a and 5.78b, respectively.

The contours as calculated by the Reduced Basis MsVEM (RBMsVEM) are also provided in

Fig. 5.78c. Similarly, the corresponding pressure contours are provided in Fig. 5.79. A good

agreement is observed between all methods.

The Sound Transmission Loss (STL) coefficient obtained across the spectrum is provided in

Fig. 5.80. The STL curve corresponding to the MsVEM and RBMsVEM are observed to be

practically identical to the VEM STL curve.

The computational run times incurred at critical bottlenecks by the three methods are provided

in Fig. 5.81. The data provided herein has been averaged over three runs. The total time taken by

each method is given in Fig. 5.81a. This is divided into preprocessing, solving and postprocessing

Full Mesh (Mesh A) Multiscale Mesh (Mesh B)

- - Macro Micro
Elements Nodes Elements Nodes Elements Nodes

22500 44918 100 201 225 449

Table 5.26: Number of elements and nodes contained in each mesh.
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(a) VEM (b) MsVEM (c) RBMsVEM

Figure 5.78: Net displacement contours ||u|| at 5000 Hz.

(a) VEM (b) MsVEM (c) RBMsVEM

Figure 5.79: Pressure contours, i.e., textp at 5000 Hz.

phases. The time taken for different operations in the preprocessing phase is highlighted in

Fig. 5.81b. This comprises entirely of assembling operations for the VEM. The multiscale methods

consist of an additional operation where multiscale basis functions are evaluated. The upscaling

procedure is included within the assembly times here. Finally, the time required by the RBMsVEM

to calculate the high-fidelity snapshot matrix, perform the SVD and obtain the POD basis is

accounted for in the label ”POD Basis”.

It can be seen from Fig. 5.81b that the total pre-processing time taken by the MsVEM and

RBMsVEM is significantly lower than the VEM. The reduced basis procedure proves to be rela-

tively inexpensive, and noticeably accelerates computation of multiscale bases. The upscaling and

assembly procedure costs incurred by both multiscale methods are comparable.

Fig. 5.81a shows that the spectral solution procedure is the primary bottleneck in fine-scale

methods. This costs incurred at this phase by the multiscale methods is nearly negligible (1.46

s and 1.59 s for the MsVEM and RBMsVEM, respectively). The downscaling phase, where fine

scale information is retrieved, is comparable in both multiscale methods, as evidenced by the

postprocessing times. This operation is non-existent in the VEM, where acoustic indicators can

directly be computed after solving.

The MsVEM and RBMsVEM offer speedups of 7.75 and 11.97, respectively, over the VEM

solution. Further, the RBMsVEM offers a speed of 1.55 over the MsVEM.
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Figure 5.80: Sound Transmission Loss coefficient as calculated with the VEM, MsVEM and
RBMsVEM for the heterogeneous realization shown in Fig. 5.77.

(a) (b)

Figure 5.81: (a) Total time taken, (b) Time taken for preprocessing.

5.10 Summary

The MsVEM is introduced as a novel alternative to the MsFEM. The VEM as developed

in Chapter 3 is introduced into the fine scale of the MsFEM to allow for flexible meshing op-

portunities. The optimal convergence behaviour of the method with respect to elastostatic and

poromechanical problems is first demonstrated in Examples 5.3.1, 5.5.1 and 5.9.2. The ability of

the method to handle different fine scale mesh types for homogeneous and heterogeneous problems

are verified in Examples 5.3.2 and 5.3.4. This flexibility is further exploited in Example 5.3.3 to

significantly drive down costs in relation to the MsFEM.

Relaxed meshing options are translated across all scales by extending the method in Section

5.4.1 to account for coarse-scale polygonal (non-convex) discretizations as well. The new coarse-

scale flexibility is applied to complicated geometries to drive down computational complexity

in Examples 5.5.3 and 5.9.3. Oscillatory boundary conditions are introduced as an alternative to

linear, periodic and oversampling strategies to compute multiscale basis functions in Section 5.4.1.

The accuracy and efficiency of this development over the other standard boundary conditions is

demonstrated in Example 5.5.2.
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A Parametric Model Order Reduction (pMOR) scheme based on the POD is introduced at

the fine scale for the first time in Section 5.8 to develop a novel Reduced Basis Multiscale Vir-

tual Element Method (RBMsVEM). This is used to further accelerate multiscale basis function

computations for coupled spectral problems in Examples 5.9.1 and 5.9.4.

The MsVEM is currently restricted to 2-D domains. Extensions to account for 3-D geometries

is a work in progress.
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Chapter 6

Conclusions and Future Research

6.1 Conclusions

Figure 6.1: A fidget-spinner shaped poroelastic domain with a highly heterogeneous material
definition. (a) Coarse-scale CVT mesh, (b) Example coarse-element defining an RVE with a
fine-scale CVT mesh, (c) Example fine-element contained within the RVE.

A novel computational method, i.e., the Multiscale Virtual Element Method (MsVEM) is de-

veloped in this thesis to describe mechanical and vibroacoustical phenomena in poroelastic media.

A schematic of the method is provided in Fig. 6.1.

In this setting, the Virtual Element Method (VEM) is employed at the fine scale as an alter-

native to classical Finite Element Methods (FEM). The resulting meshing versatility allows for

enhanced efficiency with respect to resolving complex inclusions, boundaries, interfaces and waves.

Further advantages such as robustness to mesh distortion, ability to naturally accommodate non-

conforming domain interfaces and a reduced number of quadrature points, make the VEM a very

attractive alternative to conventional discretization approaches.

The proposed method is originally developed initially for elastostatics. Mesh sensitivity analyses

show that the method converges at an optimal rate for different fine-mesh types, even in the

presence of large heterogeneities. An intelligently chosen fine-scale polygonal discretization is

chosen to exploit the power of the VEM to significantly drive down costs associated with computing

multiscale basis functions, without affecting the accuracy of the results.

Following this, a mixed-VEM schema was proposed for discretizing the Biot consolidation equa-

203
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tions. The multiscale framework is extended to account for two-phase coupled phenomena. The

mixed-VEM is inserted into the fine scale. Fine-scale mesh flexibility induces flexible coarse-scale

element geometries as well. The method is generalized to accommodate polygonal (potentially

non-convex) elements at all scales, for the first time. Optimal convergence rates are observed

for the coupled MsVEM, even in the context of non-standard global geometries. The influence

of kinematical constraints on the accuracy of numerically evaluated multiscale basis function is

investigated by comparing linear, periodic and oscillatory conditions. Periodic boundaries offer

greater accuracies than linear boundary conditions when geometrical periodicity is available. In

the case of the unstructured coarse domains, periodic constraints are not possible to implement.

In homogeneous cases, oscillatory conditions reduce to linear constraints. In the case of heteroge-

neous problems, the oscillatory boundaries are shown to provide superior accuracy, at a marginally

higher cost.

Next, a mixed-VEM scheme is originally developed to treat wave propagation in poroelastic

materials. The method is observed to converge optimally at low, mid and high frequencies. The

reduced quadrature requirements mentioned earlier are exploited to mimic p-refinement strategies

commonly use in computational acoustics to resolve high frequency waves. The subsequent cost

advantages are highlighted. The enhance mesh flexibility is used to resolve non-conforming inter-

faces through a node-insertion algorithm. The classical isotropic VEM stabilization scheme may

not scale appropriately in the presence of elements with non-standard aspect ratios. An alternate

non-isotropic VEM stabilisation scheme is investigated and comparisons are made. Although the

differences are not highly significant, such deviations may become prevalent in more extreme cases

of mesh distortion.

The coupled multiscale framework is now extended to the frequency domain through a Fourier

transform, to obtain a novel MsFEM for wave propagation in porous media. Accelerations achieved

in comparison to the FEM are given in the context of porous composites. Further, the mixed-

VEM for wave propagation is incorporated into the fine scale. The resulting MsVEM is found

to converge at optimal rates across the frequency bandwidth. The convergence behaviour is

primarily dependent on the coarse scale discretization. Conversely, the fine-scale discretization is

found to not play a significant role in affecting absolute errors or error convergence rates in the

case of homogeneous problems. The flexibility of the method is exploited in accurately simulating

the vibroacoustic response of a porous material with rigid inclusions, at significantly reduced

computational run times.

Owing to the non-linear dependence of the governing equations on frequency, the multiscale

basis functions need to be repeatedly evaluated at all frequency steps. A Singular Value De-

composition (SVD) based Proper Orthogonal Decomposition (POD) approach is used at the fine

scale to speed up this procedure. Computational benefits resulting from the novel Reduced Basis

Multiscale Virtual Element Method is shown for a heterogeneous porous material. An economical

variant of the SVD is used to control bottlenecks associated with computing the POD bases.

6.2 Limitations and extensions

The following are some research directions that can further improve the work discussed in this

thesis:
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1. 3-D extensions: The MsVEM discussed herein is current applicable only to 2-D scenarios.

This is because, the state of the art VEM literature primarily deals with employing this

method in novel 2-D applications. The 3-D counterparts are relatively sparse [100, 189].

The limitation is further augmented by the unavailability of robust polyhedral meshing

algorithms. However, such a mesher has been made available very recently in [339]. This

will prove invaluable in developing the method to handle more complex problem instances.

2. Constitutive Modelling

• Pore-fluid: The Biot u − p formulations used throughout this thesis for characteriz-

ing poromechanics and wave propagation is restricted to a two-phase medium, i.e., an

elastic skeleton composed of a single grain, fully saturated by a single pore-fluid. While

consolidation problems admit different pore-fluids, e.g., air, water etc., the material

models used for acoustic wave propagation currently only admit air. This is reflected

in the macroscopic mechanics through a weak coupling, i.e., a one way influence of

the skeleton on the pore-fluid. The weak-coupling hypothesis does not necessarily

hold when describing other pore-fluids. Relaxing this assumption within the numerical

scheme can prove useful in studying wave propagation through water saturated me-

dia. Further generalizations to partial saturated materials, multiphase media [22,23] is

another interesting future task.

• Solid skeleton: All composite materials discussed in this work are isotropic. This is

because of a fundamental limitation of the u− p coupled framework in accounting for

anisotropies. Generalizing the MsVEM to work with alternate formulations, such as

the u−U or u−w will help remedy this shortcoming.

• Material and geometric non-linearities: The materials used in the elastostatics

and consolidation problem assume a constant small-strain linear-elastic constitutive

law. This is restrictive, and not realistic when considering large deformation problems.

Extensions of the MsFEM to non-linear problems have already been done in [8]. Time

varying porous material parameters depending on an evolving microstructure has been

developed in [340,341]. These developments can be used in the future within an MsVEM

framework to widen the scope of applications.

3. Locking: Shear and volumetric locking is a well documented phenomena in low order

poroelastic finite elements [342]. This thesis does not address these effects as they are

not prevalent in the kinds of applications considered herein, as evidenced by the numerous

examples presented. However, it is important that the a locking free VEM, as done in

[343–345], be integrated into the MsVEM for further extensions.

4. Boundary Conditions: The TMM is used throughout this thesis as a verification tool

for vibroacoustic applications. It assumes an infinite lateral dimension. This is currently

reproduced in a numerical methods context by considering a very large lateral dimension. A

more computationally efficient way to do this is a Floquet-Bloch periodic boundary condition

[195] (see Section 4.5 for a detailed explanation). Further, all acoustic excitations considered

here fall within the regime of plane waves. More general cases such as point excitations

and spherical wavefronts cannot be handled at present. This is because, the Robin-type

impedance boundary conditions, employed at the rear face in transmission loss problems,

can employ only monochromatic angles of incidence (see Eq. (2.144)). This is addressed by
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implementing absorbing/non-reflecting boundaries at the rear, such as the Infinite Element

Method (IEM) [346–350] or Perfectly Matched Layers (PML) [351–355]. These technologies

admit polychromatic angles of incidence and mimic anechoic termination. The IEM achieves

this by integrating Sommerfeld far field radiation conditions REF into semi-infinite boundary

elements. The PML achieves this by artificially introducing anisotropic dissipation into the

absorbing layer. This dissipation is gradually varied so as to not cause numerical wave

reflection due to any impedance mismatches (hence the label ”Perfectly matched”). The

PML has already bee implemented. The IEM is currently a work under progress.

5. Reduced Basis POD: The POD employed at the fine scale (see Section 5.6) has signif-

icant scope for improvement. It is currently limited to material distributions with a low

Kolmogorov width, i.e., relatively low parametric manifold complexity. Using the Reduced

Basis MsVEM in the case of materials with significantly higher oscillations in the underlying

morphology requires more sophisticated approaches, e.g., [332, 333]. This is a useful future

avenue for exploration.

6. Methodological Limitations:

• Virtual Element Methods: The VEM, while able to accurately resolve singularities

and strong discontinuities induced by crack propagation, still requires very fine dis-

cretizations to handle asymptotic fields and stress intensity factors generated at crack

tips. This is handled more efficiently by XFEM/PUFEM through crack tip enrichment,

and by SBFEM through exploiting analytic expressions along the radial direction [356].

Another limitation posed by the method pertains to its reliance on stability approxima-

tions. Appropriate scaling and dependence on material and geometric parameters are

normally estimated a posteriori through engineering judgment. Establishing rigorous

theoretical a priori bounds remains a topic of active research. Consequently, this has

become a significant point of debate between the VEM community on the one hand

and the PFEM and SBFEM community on the other.

• Multiscale Finite Element Methods: The MsFEM does not provide locally conser-

vative solutions [357]. As a result, they cannot be directly applied to solve multiphase

porous media transport problems [358]. Alternate methods such as the Mixed Multi-

scale Finite Element Method [359], the Variational Multiscale Method [227] and the

Multiscale Finite Volume Method [360] have been developed to address this shortcom-

ing.

6.3 Future applications

The following contains several interesting future applications of the MsVEM that are not im-

mediately related to the contents of this thesis:

6.3.1 Topology Optimization

Designing optimal shapes and layouts for engineering structures have traditionally been done

through informed judgement. This includes expert intuition, trial-error and improvements based
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on previous design iterations. The advent of numerical techniques and powerful computational

resources have led to more efficient methods, that can yield superior designs. One such method, i.e.,

structural topology/shape optimization, originally introduced in [361,362], involves searching for a

topology that extremizes a desired performance indicator. This is numerically done by identifying

an optimal material/void distribution in the underlying finite element structure. However, the

complexity of the problem can quickly render most exact optimization techniques prohibitively

expensive.

Heuristic approaches address this problem by delivering solutions sufficiently close to the global

optima within a reasonable time. It is to be noted that these techniques do not guarantee global

optima. Two universally used heuristic approaches in topology optimization are the Solid Isotropic

Material with Penalisation (SIMP) [363–366], and Level Set Methods (LSM) [367–369]. The SIMP

employs a penalty based interpolation scheme to describe intermediate properties between the

chosen materials and void. Further, gradient based strategies such as the Method of Moving

Asymptotes (MMA) [370] is used to achieve near-optimal designs. The LSM deploys a scalar

valued field describing the design domain. The boundaries of the topology are determined by iso-

contours of this field. New topologies are initiated through hole-nucleation techniques. The scalar

field is subsequently optimized to yield improved designs. These methods while very powerful, are

nevertheless highly dependent on the initial configuration. As these approaches rely on gradient

based techniques, it is quite likely that the final converged topology might be constrained to a

local optimum. Traditionally, this shortcoming is mitigated by performing the optimization for a

large family of randomly sampled initial configurations.

An alternate family of topology optimization techniques, collectively called evolutionary topol-

ogy optimization, addresses this limitation by using gradient-free methods, e.g., genetic algo-

rithms [371, 372], Covariance Matrix Adaptation Evolution Strategies (CMA-ES) [373, 374], dif-

ferential evolution [375,376], tabu search [377,378] etc.

Classical structural topology optimization applications have revolved around compliance mini-

mization problems [379–382]. Extended applications to other relevant engineering problems have

been reviewed in [383, 384]. Acoustic topology optimization is an emerging field [385–398] and

primarily uses the SIMP and LSM. Evolutionary optimization techniques are virtually unexplored

in this domain (see e.g., [399]).

Different gradient-based and gradient-free algorithms are novelly applied to a multi-layer acous-

tic optimization problem in [400] and propose design solutions with regards to maximizing sound

absorption. Next, these techniques are applied to an acoustic topology framework in [401], to

study the quality and efficiency of the solutions delivered by each method.

There exists a large scope for reducing the size of the problem. The MsFEM with 4-noded

quadrilateral and 8-node hexahdedral coarse elements have been used to accelerate structural

topology optimization problems in [402–404]. The MsFEM with multi-noded coarse-elements has

been deployed within a SIMP and LSM framework in [405]. The parallelisability of the MsFEM

makes it a highly attractive choice for efficient topology optimization procedures.

The advantages of flexible unstructured meshes over structured quadrilateral meshes has been

extensively demonstrated in [62,406,407]. To this end, work is currently being done to apply the

multi-node MsVEM to SIMP and LSM frameworks for treated compliance minimisation problems.

Extending the method to acoustic topology optimization is a valuable future stake.
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6.3.2 Condensed models for vibroacoustics of multi-layered structures

As pointed out in Example 3.6.2, multi-layered systems offer improved weight, stiffness and

dissipation properties, thereby augmenting noise and vibration isolation behaviours. A large

number of theoretical frameworks have developed to simulate the dynamic response of such ma-

terials [408–414, 414–416]. Among these, condensed plate models (alternative called equivalent

models) [417–422] replace the entire multilayer system with a single layer comprising equivalent

dynamic properties, namely the dynamic bending stiffness D̃eq(ω) and dynamic mass density

ρ̃eq(ω). This provides definitive cost related advantages when implemented within a numerical

scheme [423] .

Up to this point, all condensed plate models employ plate elements to describe the mechanics

of the single equivalent layer. These include the Love-Kirchhoff theory [424, 425] for thin plates

and Reissner-Mindlin theory [408,409,426] for thick plates. Since these theories assume a constant

normal displacement, they account only for anti-symmetric modes, i.e., bending and shear. Mem-

brane modes are relatively insignificant in flat structures; although, these modes can, in principle,

be captured by deploying shell elements instead of plates. None of these models can describe

symmetric motion, i.e., compressional or dilational modes. This is undesirable as such modes

can be excited even at low frequencies, especially in double-walled partition windows in building

applications. This drawback is addressed in [427] through a novel theoretical condensed model.

A condensed finite element scheme is proposed for the first time in [428], using the equivalent

properties developed in [427], to accurately simulate all relevant dynamic modes of symmetric

multilayered systems. These include symmetric and antisymmetric modes. The equivalent layer

is modelled using two degenerate MITC4+ Reissner-Mindlin shell layers [429,430]. The two shells

are appropriately coupled to each other using Lagrange Multipliers. In addition to accurately

forecasting the vibroacoustic behaviour of the system, significant reductions in computational

time. when compared with 3-D hexahedral discretizations, are also demonstrated.

The numerical scheme developed by us in [428] is currently applicable only to symmetric, flat

multi-layered structures. Extending the approach to account for asymmetric configurations with

curved geometries is an important future development. The extension is currently not straight-

forward as curvature introduces coupling between symmetric and anti-symmetric behaviours.

6.3.3 Random vibroacoustics in porous media

All sound propagation problems addressed in this thesis concern monochromatic stationary

excitations. Consequently, solving these problems in the frequency domain proves very simple and

efficient. However, there are several applications that are not amenable to a frequency domain

treatment. These include polychromatic excitations such as ambient noise [431, 432], random

vibroacoustics [433–435], characterisation for medical purposes through inverse problems [436,437]

and scenarios involving transient wave propagation, e.g., earthquake [438,439], wind [440,441] and

ocean engineering [442,443]. A time-domain approach is necessary for studying these phenomena

in detail.

Mapping the relevant frequency domain equations to the time domain via an inverse Fourier

transform poses some interesting challenges. The parameters characterizing the medium of prop-

agation are almost universally known only in the frequency domain [12]. This is attributed to
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historical reasons and the relative ease of modelling dissipation with respect to frequencies. Con-

sequently, the ensuing time domain equations also contain frequency dependent content. This

is widely encountered in soils, fluids etc. [444–449]. The dissipation models can range from

quite simple, e.g. Kelvin Voigt, Maxwell models [450, 451] to highly complicated functions of

frequency [12,17,452]. Solving time-domain equations containing such frequency-dependent state

matrices is not possible.

This limitation is addressed in the signal-processing literature by employing digital filters [453–

460]. The response Power Spectral Density (PSD) is approximated by a cascade of linear filters.

These filters contain frequency-invariant state-matrices. As a result, the filter approximation can

be mapped to the time-domain and readily solved in a straightforward manner. The cascade filter

approximation technique is currently being applied to treat the case of rigid skeleton porous media

subject to stochastic excitations, e.g., white-noise and solving the resulting frequency-invariant

time domain equations with an augmented state-space approach [461].

An alternate powerful approach concerning fractional derivatives [462–465] has been applied to

describe the damping behaviour of viscoelastic materials [466, 467] and of transient wave propa-

gation in porous materials [468–472]. The porous media fractional derivative models only address

low frequency and high frequency asymptotic limits for ease of presentation. However, this is

insufficient for uniform PSD stochastic excitations such as Gaussian white-noise. At present, this

knowledge gap is being addressed by developing a generalized fractional calculus model capable

of describing transient wave propagation in rigid skeleton porous media. This model is intended

to hold validity over the entire excitation spectrum.

Both the filter state space approach and the generalized fractional calculus approach are current

restricted only to porous media with rigid skeleton assumptions. Extensions to poroelastic media

is an important future area of research. Further, both methods prove very expensive in the case

of systems with large number of DoFs. This is because the augmented state space representation

drastically increases the number of unknowns by adding additional states. Furthermore, the

finite difference scheme used to solve fractional stochastic differential equations is recursive in

nature, and proves expensive at fine discretizations [473, 474]. For these reasons, it is currently

not possible to quantify the response of materials with more complex layouts, i.e., inclusions,

interfaces, heterogeneities etc. to random excitations. The MsVEM developed in this thesis is

expected to function as a valuable model order reduction tool to significantly dive down these

computational costs.

6.3.4 Fractures in composite materials with mesoscale inclusions

Particle reinforced composite materials are broadly deployed in modern aerospace, automo-

tive, and construction applications [475–477]. This is due to their proven superior mechanical

properties over conventional materials. A drawback of composites is their typically complex and

in cases tessellated geometry at the mesoscale; this gives rise to combined damage mechanisms,

e.g., matrix cracking, particle fracture, debonding that deviate from the typical “high strength

and ductile metal” paradigm. However, if harnessed, this complexity can result in components

of tailored properties, e.g., of increased fracture toughness and pseudo-ductile post fracture re-

sponse. Additive manufacturing nowadays provides the means for generating exotic designs. Yet,

the flexibility provided by manufacturing also poses a series of challenges vis-à-vis the numerical
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simulation of material layouts. Accounting for complex morphologies of the heterogeneities en-

compassed by a representative volume element (RVE) using traditional element geometries, e.g.,

quadrilateral and triangular elements, may necessitate quite fine and difficult to generate meso-

scopic mesh discretizations, thus driving up the corresponding analysis costs. Allowing for more

flexible, even non-convex, element topologies can significantly alleviate this shortcoming.

The application of the VEM to resolve fractures propagating in particle composites with

mesoscale inclusions of arbitrary geometries is currently being explored. To this end, a phase

field model is employed to robustly model fracture. The accuracy and efficiency of polygonal

elements against the standard finite element method is being examined by conducting a series

of numerical experiments on randomly generated RVEs. Providing a generic description also ac-

counting for cohesive failure at interfaces is a work in progress. Applying the MsVEM as an

acceleration tool is also a useful future avenue of work.

6.3.5 Data driven modelling

Obtaining optimal multilayer configurations and topologies for an absorption problem as done

by us [400,401] is an expensive procedure. The complexity of the multilayer problem is significantly

reduced by employing our condensed model as proposed in [428]. However, this condensed model

is currently restricted to physically symmetric configurations only. To further accelerate such

iterative procedures without these restrictive assumptions, one can train a surrogate model to

generate near instantaneous solutions.

Training the model is a major bottleneck, as significantly large number of high-fidelity solutions

are required as a training set. All model reduction strategies proposed in this thesis, such as the

MsVEM and reduced basis methods are currently being investigated as potential solutions to

alleviate the costs associated with this operation.
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[95] Fadi Aldakheel, Blaž Hudobivnik, and Peter Wriggers. Virtual element formulation for phase-
field modeling of ductile fracture. International Journal for Multiscale Computational Engineering,
17(2), 2019.

[96] Ali Hussein, Blaz Hudobivnik, and Peter Wriggers. A combined adaptive phase field and discrete
cutting method for the prediction of crack paths.

[97] L Beirão da Veiga, D Mora, and G Rivera. A virtual element method for Reissner-Mindlin plates.
Technical report, CI2MA preprint 2016-14, available from http://www. ci2ma. udec. cl.

[98] Claudia Chinosi. Vem for the Reissner-Mindlin plate based on the mitc approach: The element of
degree 2. In European Conference on Numerical Mathematics and Advanced Applications, pages
519–527. Springer, 2017.

[99] Vitaliy Gyrya and Hashem Mohamed Mourad. C1-continuous virtual element method for Poisson-
Kirchhoff plate problem. Technical report, Los Alamos National Lab.(LANL), Los Alamos, NM
(United States), 2016.

[100] Arun Gain, Cameron Talischi, and Glaucio H. Paulino. On the virtual element method for three-
dimensional elasticity problems on arbitrary polyhedral meshes. Computer Methods in Applied
Mechanics and Engineering, 282:132–160, 11 2013.

[101] E Artioli, S De Miranda, C Lovadina, and L Patruno. A stress/displacement virtual element
method for plane elasticity problems. Computer Methods in Applied Mechanics and Engineering,
325:155–174, 2017.



216 BIBLIOGRAPHY

[102] Edoardo Artioli, L Beirão Da Veiga, Carlo Lovadina, and Elio Sacco. Arbitrary order 2d virtual
elements for polygonal meshes: part i, elastic problem. Computational Mechanics, 60(3):355–377,
2017.

[103] L Beirão Da Veiga, Franco Brezzi, and L Donatella Marini. Virtual elements for linear elasticity
problems. SIAM Journal on Numerical Analysis, 51(2):794–812, 2013.

[104] Abhilash Sreekumar, Savvas P Triantafyllou, François-Xavier Bécot, and Fabien Chevillotte. A
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[182] Haojie Lian, Pierre Kerfriden, and Stéphane PA Bordas. Implementation of regularized isogeo-
metric boundary element methods for gradient-based shape optimization in two-dimensional linear
elasticity. International Journal for Numerical Methods in Engineering, 106(12):972–1017, 2016.

[183] Ahmed Mostafa Shaaban, Cosmin Anitescu, Elena Atroshchenko, and Timon Rabczuk. 3d iso-
geometric boundary element analysis and structural shape optimization for helmholtz acoustic
scattering problems. Computer Methods in Applied Mechanics and Engineering, 384:113950, 2021.

[184] KV Kostas, MM Fyrillas, CG Politis, AI Ginnis, and PD Kaklis. Shape optimization of conductive-
media interfaces using an iga-bem solver. Computer Methods in Applied Mechanics and Engineering,
340:600–614, 2018.

[185] KV Kostas, AI Ginnis, CG Politis, and PD Kaklis. Ship-hull shape optimization with a t-spline
based bem–isogeometric solver. Computer Methods in Applied Mechanics and Engineering, 284:611–
622, 2015.

[186] Michael Mengolini, Matıas F. Benedetto, and Alejandro M. Aragon. An engineering per-
spective to the virtual element method and its interplay with the standard finite element
method. Computer Methods in Applied Mechanics and Engineering,, 350(6):995–1023, doi
=https://doi.org/10.1016/j.cma.2019.02.043,, 2019.

[187] A Cangiani, G Manzini, A Russo, and N Sukumar. Hourglass stabilization and the virtual element
method. International Journal for Numerical Methods in Engineering, 102(3-4):404–436, 2015.

[188] Lourenço Beirão da Veiga, Carlo Lovadina, and Alessandro Russo. Stability analysis for the virtual
element method. Mathematical Models and Methods in Applied Sciences, 27(13):2557–2594, 2017.

[189] F Dassi and L Mascotto. Exploring high-order three dimensional virtual elements: bases and
stabilizations. Computers & Mathematics with Applications, 75(9):3379–3401, 2018.

[190] L Beirão Da Veiga, F Brezzi, LD Marini, and A Russo. Serendipity nodal vem spaces. Computers
& Fluids, 141:2–12, 2016.

[191] Tommaso Sorgente, Silvia Biasotti, Gianmarco Manzini, and Michela Spagnuolo. The role
of mesh quality and mesh quality indicators in the virtual element method. arXiv preprint
arXiv:2102.04138, 2021.
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[257] Hong-Wu Zhang, Jing-Kai Wu, Jun Lü, and Zhen-Dong Fu. Extended multiscale finite element
method for mechanical analysis of heterogeneous materials. Acta Mechanica Sinica/Lixue Xuebao,
26(6):899–920, 12 2010.

[258] HW Zhang, ZD Fu, and JK Wu. Coupling multiscale finite element method for consolidation
analysis of heterogeneous saturated porous media. Advances in water resources, 32(2):268–279,
2009.
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