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Abstract

In developing countries it is challenging to collect data on poverty and its

associated community health characteristics. Data collection in this context

is impractically laborious and resource greedy. Additionally due to the

sensitive nature of these themes the data is often unreliable. There is a need

for alternative methods of detection of vulnerable communities. However,

promising opportunities arise via novel rich data streams such as Call Data

Records stemming from the ubiquitous use of mobile phones. Despite the

growth of Call Data Record data there has been limited previous application

to problems of poverty and development. This thesis makes three main

contributions: (i) Methods of collecting ground truth data in Developing

areas; (ii) Best practices in application to detect vulnerable regions; (iii)

Development of new applications of statistical approaches to the problem via

the stochastic block model. This work is focused on Dar es Salaam in

Tanzania. Having more reliable and easily accessible truths on these

vulnerabilities can have a high potential impact for policy makers and NGOs

trying to make positive changes to reduce devastating effects of poverty. This

thesis produces comprehensive results to amend the current knowledge gaps,

via rigorous fine-grained data collection processes surveying the 452 subwards

in Dar es Salaam in relation to poverty and social vulnerability.
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Chapter 1

Introduction

The collection of geo-demographic data for understanding the spread of

poverty and associated characteristics has typically been undertaken by

census and other large scale surveys. Providing the basis for a wide range of

activity including city planning, market intelligence and policy, the

information is routinely collected by both governments and market

intelligence companies within developed countries at signi�cant cost. In less

developed countries, this cost means that information is typically collected

less frequently and at a lower �delity if at all. Looking to address this

situation, this thesis looks at alternative methods for the collection,

derivation and analysis of geo-demographic data. The case-study applications

of this work focus on the Tanzanian port city of Dar es Salaam, the former

administrative capital and current largest city in East Africa. It is among the

fastest-growing cities globally, having doubled in size since 2005 while serving

as a signi�cant economic hub and gateway for freight to neighbouring

landlocked countries. Owing to rapid urbanisation, 70% of its approximately

6.7 million inhabitants live in vast, sprawling and informal slums (Lands and

Ministry, 2000).

1



1.1. Context 2

1.1 Context

This section presents key details of the context and motivations of this thesis.

The de�ciencies in reliable ground truth data which are limiting the work of

policy makers are described. This section also provides an overview of the case

study area Dar es Salaam.

1.1.1 The Problem of Poverty Detection Background

The latest comprehensive data on global poverty in 2013 showed that there

were 767 million people estimated to be living below the poverty line (Cuesta

et al., 2016). Despite the number of people in poverty falling globally

between 2012 and 2013, poverty in Africa is still widespread, and continues

to be high relative to all other regions of the world (Cuesta et al., 2016).

Communities living in such poverty face a number of societal challenges such

as: unemployment, forced labour, lack of safety, health problems and reduced

access to education. Without question, poverty and its associated challenges

still threaten the lives and well-being of an unacceptably proportion of our

population.

The data indicating societal challenges and poverty levels in Africa has been

historically extremely sparse, in 1990 only 20 countries in the continent even

had data providing measurements of poverty (Channing Arndt, 2016).

Household surveys initially provided some insight into wealth distribution,

however, these surveys omit a signi�cant proportion of the poorest people,

making it an insu�cient indicator for poverty (Carr-Hill, 2017). Since then

DHS (Demographic and Health Surveys), income and expenditure surveys

have been introduced. While this has drastically improved the data situation

in these developing countries, there are still massive de�ciencies in this data.
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Such surveys are often too infrequent, take too long to implement to have

much value, and are rapidly out of date (Perez et al., 2016; Espey, 2019).

Surveyed data simply put, is hard to obtain. Being both labour and cost

intensive it is therefore scarce (Xie et al., 2015a). The de�ciency in reliable

data explaining local poverty and societal challenges in developing countries

restrains the impact of local policy makers, governments and aid

organizations (Lupu and Michelitch, 2018; Perez et al., 2016; Xie et al.,

2015a; United Republic of Tanzania, 2017; Evans and Ruane, 2019). This is a

signi�cant problem as accurate estimates of population characteristics, such

as poverty, remain critical to development, and attainment of UN SDG's

(Blumenstock et al., 2015). There has also been serious concerns for the

reliability of quantitative data in developing countries for researchers,

national statistics on economic production, for example may be o� by as

much as 50% in Africa (Jerven, 2013). There are potential solutions here, in

the form of novel data sources. Satellite data provides a more time e�cient

approach to investigating the poverty of di�erent areas than traditional

surveying (Watmough et al., 2016). High-resolution satellite imagery, is now

increasingly inexpensive and reliable (Xie et al., 2015a), and the increase in

satellite data availability has contributed to the study of geo-spatial

information with broad applications across many areas including the

distribution of poverty (Perez et al., 2016; Jean et al., 2016a).

Poverty stricken regions, however, are also the ones which are more likely to

have less internal funding, more civil-wars, poor infrastructure and inadequate

government resourcing available for comprehensive research such as surveys

and satellite data. Hence there are still vast gaps in the collection of reliable

data which could be used to describe poverty (Perez et al., 2016). There
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are, however, increasingly new sources of collecting data on individuals such

as mobile phone and internet records which are enabling new approaches to

demographic pro�ling and opening exciting new �elds of potential analysis

(King, 2011). Data from a communication network of mobile phones and

business landlines for example were used to show that communication diversity

is a strong indicator for the economic health of communities in the UK (Eagle

et al., 2010). A move towards this sort of big data is a vital step in tackling

issues of development (Espey, 2019; Holloway and Mengersen, 2018; Vinuesa

et al., 2020)

In developing countries there are admittedly fewer sources of big data.

However, mobile phone use has become increasingly ubiquitous in these

regions, due to a lack of existing landline infrastructure. This is providing a

fruitful source of data for researchers (Blumenstock et al., 2015). In regions

where resources such as time, labour and money are scarce for such research,

this approach creates a method for gathering information on individuals at a

fraction of the cost of traditional methods such as surveys and satellite

images (Blumenstock et al., 2015). The diversity of individuals relationships

is a key indicator of social and economic life, until recently this was not so

widely quanti�able. There is now in reach data on networks of people and

their behaviours, which is already allowing new insights at population levels

(Eagle et al., 2010). Such data streams are predominantly being used to

address issues of sustainability and development. Satellite imagery has

already been used to detect sites of vulnerability to slavery including: Brick

kilns (where debt bondage is common) (Foody et al., 2019) Mobile data for

example has been mapped to predict wealth through Rwanda from individual

phone subscriber wealth (Blumenstock et al., 2015); a further example is the

use of approximately 10 million mobile phone subscribers from multiple
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operators in Sri Lanka to assess the land use of the regions (Madhawa et al.,

2015). Additionally mobile phone data in Tanzania has been used to

investigate the spread of poverty (Engelmann et al., 2018).

In particular, the ubiquitous use of mobile phones in developing countries

generates data sets with huge potential to help organizations who are currently

struggling to identify the most vulnerable parts of regions. However, as with

all new forms of data, much work remains to be done in �nding di�erent ways

in its analysis, if we are to obtain useful results (Smith-Clarke and Capra,

2016). Accurate and reliable ground truth information on societal challenges

and poverty are essential for policy makers and NGOs to make decisions about

resource allocation (Fields, 1989). Take for example ooding, a phenomenon

the city of Dar es Salaam is particularly vulnerable. It is well established that

poorer households are more likely to be a�ected by such oods both in terms

of direct damage to assets and property and also indirect damage such as loss

of labour, education, infrastructure and health (Erman et al., 2019). It is

crucial if we are to minimize negative impact, that communities living in such

poverty are detected, in order for ood prevention resources to be allocated

appropriately. Yet in cities such as Dar es Salaam, which has doubled in

size over the last decade, and is comprised of 70% informal settlement, such

demographics are not even mapped.

Accurate detection of vulnerable communities has high potential impact. This

thesis is looking to contribute directly to this challenge in two ways, �rst

providing high de�nition new processes to obtain ground truth information on

Dar es Salaam (via a comprehensive survey protocol and implementation), but

secondly by investigating the new statistical methods of analysing CDR data

to detect vulnerable communities in automated low cost and tractable fashion.
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1.1.2 Dar es Salaam

The test-bed for this research focuses on the Tanzanian port city of Dar es

Salaam, the former administrative capital and current largest city in Tanzania.

It is amongst the fastest-growing cities globally, having doubled in size since

2005 while serving as a signi�cant economic hub and gateway for freight to

neighbouring landlocked countries. With a population of over 6 million people,

it is the largest city in East Africa (Bureau, 2019). The regions of focus of this

work are subwards calledMtaa, which are the smallest administrative regions

of the city (as illustrated in Figure 1.1). Several subwards make up individual

wards, with wards themselves belonging to one of the city's three districts -

Kinondoni to the north, Ilala in the centre and Temeke to the south. There are

90 wards in Dar es Salaam and 452 subwards, these can be seen in Figure 1.1a.

Figure 1.1b illustrates the high diversity in land-use within wards, the image

highlights common patterns of diversity across subwards within each ward.

This �gure shows two internal subwards of the ward Mbagala Kuu, one mostly

vegetation and the other predominantly residential slum area. This diversity

within wards renders subwards the only credible resolution to analyse risk.

The city has an extremely high population density, thriving activity,

overburdened administrative and law enforcement infrastructure, and

co-existence of extreme wealth and poverty. For these reasons Dar es Salaam

reects an ideal representative case study for this work, with an opportunity

to create high impact, �ne grained information on the city which could be

utilised by policy makers and NGOs, via advancements of statistical

methods.
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(a) Ward (red) and Subward boundaries (orange)

(b) Ward Mbagala Kuu, Diversity of Internal Subwards

Figure 1.1: Dar es Salaam
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1.2 Research Questions

Can new methods use increasingly ubiquitous and rich novel data

streams drawn from the private sector (such as Call Data Records)

to support �ne grained detection of vulnerable communities in the

poorest OECD DAC listed nations?

10.7% of people around the world are living under the poverty line (B•onke

et al., 2016). Communities around the world are living in unacceptable

conditions, facing a number of di�erent vulnerabilities. Identifying vulnerable

communities is essential for governments and aid organisations to make

interventions and actions to support such groups. Traditional methods of

discovering community demographics such as household surveys are time and

resource greedy (Xie et al., 2015b). This makes them di�cult to acquire in

developing regions. New sources of data streams such as CDR (Call Data

Records) are becoming increasingly available and rich source of data in

developing countries thanks to the ubiquitous use of mobile phones

(Joshua Blumenstock, 2015). Such data has been looked at comprehensively

to �nd communities in the developed world. This thesis examines the less

widely used application of such data in developing regions of the world.

Currently there data de�ciencies and extensive challenges in the

collection of reliable demographic information on the community

health of developing regions. Can current data collection

methodologies be adapted to create e�cient, reliable and cost

e�ective techniques.

There is a lack of observed demographic data on community health (ground

truth data) in developing countries (Channing Arndt, 2016). Trying to

collect data on communities in the poorest OECD DAC listed nations has a
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number of problems from weather conditions to limited resources, local

government restrictions and everything in between. What adaptions can be

made to traditional surveillance methods, and what new methodologies can

be implemented to collect large scale and reliable ground truth data?

Can state-of-the-art statistical methods in network analysis be

brought to bear on pressing UN SDG problems such as eliminating

poverty and community vulnerability in the face of sparse

ground-truth datasets?

Despite this increase in data streams such as CDR (Call Data Records) in

developing countries, little has been done to examine population interactions,

nor apply network analysis to identify the most vulnerable regions. Take for

example the stochastic block model, a �eld of network analysis used to

identify communities from the nodes and edges of an observed network. This

has successfully been applied to a number of di�erent �elds such as

epidemiology, political science and social psychology. The stochastic block

model for example, has shown great promise for the identi�cation of proteins

for biological research (Airoldi et al., 2006b) and been used to link political

blogs in the US 2004 elections to liberal or conservative groups

(Emmanuel Abbe, 2015). Extending these successes this work aims to test

the stochastic block model's ability to model data streams from developing

regions, to provide insights into the identi�cation of vulnerable communities.

This provides a novel application of such methods for potential social

interventions.

In the face of the mass-urbanization and rapid demographic change

facing many developing regions, how can existing network analysis

models be extended to integrate dynamic data sources?
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Data streams such as CDR (Call Data Records) are accompanied with

timestamps that can provide dynamic representations of how events change

over time. In areas where demographics are rapidly evolving, the use of

models which account for such temporal variation could be key in eliciting

fruitful insights for policy makers. The stochastic block models are

increasingly being considered in dynamic environments. One proposed

adaption is the idea of label stitching, combining the static stochastic block

model with independent Markov chains for the evolution of node groups

through time (Lei Tang, 2012). The goal here is to detect groups based on

stable within group interactions over time. This thesis extends this by

amending the stochastic block model with Non-homogeneous Poisson Process

so that network edges are allowed to change over time while the block

structure remains constant. This emerging area of research around dynamic

network analysis presents new opportunities to more accurately identify

vulnerable communities in developing areas.

1.3 Contributions of the Thesis

Given the above research questions the contributions to knowledge of this

thesis are as follows:

� Development of novel survey techniques, to obtain high �delity ground

truths to assess the problem of poverty in the developing world.

� A primary contribution via the knowledge gained from a comprehensive

�ne-grained data collection process surveying the 452 subwards in Dar

es Salaam in relation to poverty and social vulnerability.

� Assessment of the challenges of data collecting in the developing setting

are validated and substantiated via semi structured interviews.
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� Demonstration of the detection of communities vulnerable to poverty via

the stochastic block modelling of CDR data.

� First evidence of the importance of considering dynamic data in the

detection of communities vulnerable to poverty.

� Technical adaption of the stochastic block model to infer communities

from degree corrected, directed dynamic networks.

1.4 Thesis Structure

Chapter 2

This chapter presents work related to each element of this work. First a

review of current data collection approaches used in developing regions is laid

out to call attention to their strengths and pitfalls. Furthermore, it is shown

that ground truth data on community health is currently de�cient in

developing regions and yet also essential for activities such as city planning

and aid intervention. This message is then re-enforced with a reection of the

data collection methods currently being used in Tanzania, emphasising the

need for �ne-grained, reliable ground truth data in Dar es Salaam. This

review then moves on to discuss alternative data streams such as Call Detail

Records, Mobile Money and drone/high resolution satellite imagery which

are used to address the problem of poverty detection. Following the theme of

big data this chapter goes onto review the stochastic block model a method

of community detection in network analysis. The stochastic block model is

reviewed from the original model to recent developments and applications.
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Chapter 3

This chapter looks at the the novel sources of big data which will be applied to

the problem of poverty detection in this thesis. This work leverages existing

data streams such as Call Data Records, Mobile Money and Satellite Imagery

Data, each which are described in this chapter.

Chapters 4,5

A major contribution of this work has been the knowledge gained from a

comprehensive data collection process. These chapters detail the motivations,

methods and results of three types of data collection: 1. A grid survey

modelled from comparative judgement methodologies applied commonly in

the developed world; 2. A street survey modelled from traditional census

style surveys commonly applied in developing nations; and 3. Semi

structured interviews with local data collection experts and government

o�cials. The processes and challenges of collecting data in this context are

reviewed and validated via semi structured interviews. The �ne-grained

detailed ground truths produced in these chapters create a signi�cant novel

contribution of knowledge to this thesis.

Chapter 6

This chapter explores an examination of systematic bias existing within the

data collection process. The a�uence bias is introduced showing that more

a�uent areas tend to see themselves as worse o� than they are.



1.4. Thesis Structure 13

Chapter 7

This chapter presents an assessment of theory based indicators of forced

labour. Machine learning is used as a highly e�ective method for revealing

new covariates to be leveraged as proxies for the detection of forced labour.

Proxies identi�ed are less sensitive than currently theorised covariates and

can therefore be collected with fewer challenges and resistance.

Chapter 8

This chapter describes the stochastic block model, and experimental set up

of novel data streams used in this chapter. The block model is applied to

four separate networks of Call Data Records: SMS records over the weekends,

SMS records over the week days, Call Records over the weekends and Call

records over the week days. Communities are recovered from these networks

by inferring the block structure using a Metropolis-Hastings optimization of

the stochastic block model. These recovered communities are then compared

with the ground truth information collected in chapters 4 and 5 in order to

assess the application of the stochastic block model for �ne grained detection

of communities vulnerable to poverty.

Chapter 9

The time dependent nature of call data records used in this work is leveraged

in this chapter, allowing incorporation of dynamic interactions into the

stochastic block model. This chapter starts by describing the dynamic

patterns seen in the call record data to highlight the potential bene�t of

considering this additional network information. The stochastic block model
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is then amended using Non-Homogeneous Poisson Processes such that

network edges are allowed to change though time, while block structures

remain constant. This model is then applied to the novel call data record

data streams, and the block structure is inferred through Metropolis-Hastings

optimization. Finally results are analysed and compared to the static results

in chapters 4 and 5 to assess the value of incorporating time dependent data

into stochastic block models for the �ne grained detection of vulnerable

communities.

Chapter 10

Finally the thesis concludes with a summary of the �ndings throughout this

work in response to the original research questions. Key messages of the work

are summarised, a personal reection of the project is presented and future

avenues of following research are described.



Chapter 2

Related Work

This section is split into two parts. The �rst part presents a critical review

of existing approaches to collecting data in developing regions in order to

highlight the current merits and gaps. The second part presents a review of

the stochastic block model, from the original model to recent developments

and applications. The stochastic block model will be used in chapter 8 to

explore the community structure of subwards in Tanzania based on a network

of CDR data.

2.1 Data Collection of vulnerable

communities

In 2015 the United nations and 193 countries set out 17 Sustainable

Development Goals (SDGs) aiming to make worldwide sustainable change by

2030. Africa is currently considered at risk of not meeting the poverty targets

set out in these goals (Cuaresma et al., 2018), and one of the main factors

preventing the success of these goals is a lack of reliable data. Developing

countries lack the funding and infrastructure needed to create such data,

despite their essential role in meeting SGDs (Espey, 2019; Evans and Ruane,

15



2.1. Data Collection of vulnerable communities 16

2019; Lupu and Michelitch, 2018).

2.1.1 Survey Methods

One traditional method of data collection for assessing poverty and related

issues is by reviewing administrative data (Evans and Ruane, 2019). This

can include information collected from facilities such as schools, hospitals and

local education facilities. However, obtaining such data is often logistically

di�cult. Many developing areas are infrastructure-limited and data is often

sparse or stored in paper form making access highly problematic (Espey, 2019;

Evans and Ruane, 2019; Lupu and Michelitch, 2018). Data collection can also

be done through surveying, most commonly implemented through one of the

following methods: population censuses, household surveys and internationally

standardised surveys (Tortora et al., 2010).

Population censuses contain basic information on education, employment,

housing and basic accessibility as indicators of the welfare of regions (Elbers

et al., 2003). These censuses are conducted over a 5-10 year basis and are

extremely resource and time hungry. Household surveys present another

method. Here data is collected with a focus on in-depth understandings of

living conditions, and can be tailored to speci�c requirements of the

surveillance (such as incidence of disease, nutrition, rates of childbirth)

(Evans and Ruane, 2019; Lupu and Michelitch, 2018). Such surveys can be

collected at a city or national level (Grosh and Glewwe, 1998). However, it is

highly logistically challenging to survey entire populations of communities in

household surveys especially in regions with such constrained resources and

infrastructure. Hence sampling is used, this has potential to misrepresent

regions containing a diverse range of people (Evans and Ruane, 2019; Lupu
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and Michelitch, 2018). There exists two predominant, internationally

standardised surveys for poverty in the form of theDemographic and Health

Surveys (DHS) and the Multiple Indicator Cluster Surveys (MICS). The

DHS approach is to collect data to provide nationally representative samples,

giving comparable results across countries (surveys are mostly developed

with consistent questions for all countries). DHS's are an extremely

important source of data as they provide both national and international

data on families such as fertility, mortality, nutrition, health services access,

FGM, domestic violence and access to clean water amongst other things.

DHS's are usually implemented by national organisations such as the Bureau

of Statistics. DHS's tend to be conducted approximately every 5 years with

samples of between 5000 and 30,000 households taking part1. The

comprehensive nature of these surveys and their ability to make international

comparisons makes them an extremely important source of data in

developing countries.

Another predominant method of data collection in this �eld is the Multiple

Indicator Cluster Surveys (MICS), these are international household surveys.

MICS are organised by UNICEF to help countries collect and assess data

speci�cally related to children and women. The �rst MICS took place in

1995 in over 60 countries, since then MICS take place all over the work and

since 2009 these household surveys have taken place every 3 years rather than

every 5 years to meet the data demands2. MICS and DHS are very similar

and continuously work together on improving methodologies and increasing

available data.

1https://dhsprogram.com
2https://mics.unicef.org/surveys
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The Harvard Humanitarian Initiative used rolling cross-sectional surveys

when dealing with data collection which requires sensitive information.

Rolling cross-sectional surveys use snapshots of populations to make

inferences about a whole population. Rolling cross-sectional surveys are

repeated periodically however unlike household surveys and DHS surveys

each snapshot surveys a new set of randomly selected respondents who are

not necessarily the same as the original set. Cross-sectional surveys can be

conducted using any collection method but one of the most common methods

applied to this type of survey is telephone interviews (Johnston and Brady,

2002; Lavrakas, 2008). Rolling cross-sectional surveys have been applied to

many di�erent context, some recent applications include the following

examples:

� Illustrating malnutrition and associated risk factors among young

children in Rural Ethiopia (Chen et al., 2021)

� Illustrating psychological distress, resettlement stress and school

engagement in student refugees (Baker et al., 2021)

� Illustrating maternal mortality in low-resource settings (Maru et al.,

2016)

� Illustrating the realities of climate change and the association between

child poverty, poor governance and natural disasters (Daoud et al., 2016)

Despite these e�orts, currently there is a de�ciency in reliable, detailed data

on community health in developing regions. Following a more detailed review

of the data collection procedures currently utilized in the case study region of

Tanzania, this chapter will go on to highlight the limitations and challenges of

current data collection methods which was the motivation for this thesis.
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Surveys in Tanzania

As this work is focused on Tanzania the section examines data collection

recently occurring in relation to poverty and community health in this region.

Tanzanian National Bureau of Statistics makes use of three main sources of

data: the Demographic and Health Survey, Household Budget Survey and

National Panel survey. Key observations, methods, strengths and weaknesses

from these recent data collections in Tanzania are examined below.

Firstly, this chapter examines the Demographic and Health Survey (DHS).

The most recent DHS conducted in Tanzania was the 2015-16 `Demographic

and Health Survey and Malaria Indicator Survey'. The survey was

implemented by the Tanzanian National Bureau of statistics, O�ce of Chief

Government Statistician and Ministry of Heath Zanzibar, funded jointly by

the Tanzanian Government, US Agency for International Development,

Global A�airs Canada, Irish Aid, United Nations Children's Fund and

United Nations Population Fund (of Health Community Development

Gender Elderly et al., 2016).

The survey was conducted between August 2015 and February 2016, with the

aim to recover information on population health based on household

experiences with nutrition, health care education and other associated

characteristics. 12,563 households were successfully interviewed, including

13,266 eligible women aged 15-49 and 3514 men aged 15-49. These reect

response rates of 98% , 97% and 92% respectively from the originally selected

households. Households were sampled from rural and urban areas throughout



2.1. Data Collection of vulnerable communities 20

Tanzania, surveys covered nine zonal areas (Central, Western, Southern

Highlands, Southern, South West Highlands, Eastern, Northern, Lake,

Zanzibar). Some indicator questions were asked at regional levels but not all

regions are covered in this, and areas can be seen in �gure 2.1.

While this survey was high-yielding, and gives a good level of detail into the

demographics and population health of the nine zones of Tanzania, the areas

summarized remain large and generalised. This work nevertheless generated

fundamental information previously articulated: 46% of the population of

Tanzania are under 15 years of age. 15% of women and 8% of men have no

education at all. 23% of Women and 28% of Men have secondary or higher

education. Children born to mothers with no education are more likely to die

before their 5th birthday (83 vs 60 deaths per 1000 live births). 84% of

married women and 99% of married men aged between 15-49 are employed,

most likely paid in cash, 42% and 10% not paid for their work. Startlingly,

two thirds of women in Tanzania reported problems accessing health care.

58% of women and 40% of men agreed that a husband is justi�ed in beating

his wife (for certain reasons) (of Health Community Development

Gender Elderly et al., 2016).

The Household Budget Survey (HBS) is examined next. Each of these

existing surveillance methods used in Tanzania is examined in detail to gain

as much contextual knowledge as possible. These examinations educate, and

produce a critical evaluation of current methods which motivates the novel

survey techniques suggested in chapters 4 and 5. The HBS was last

implemented in 2017-2018 by National Bureau of Statistics in collaboration

with the Poverty Eradication Division in the Ministry of Finance and

Planning. While informative, the Household Budget Survey's cannot be
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Figure 2.1: Tanzania demographic and Health Survey and Malaria Indicator
Survey, Zones and Regions.(of Statistics, 2019)
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collected very frequently because of the expense, time and resources needed

to complete them, a motivating factor for the methods proposed in this

thesis. The most recent HBS before the 2017/2018 survey in Tanzania was

implemented in 2011/2012, jointly funded by the Tanzanian Government,

World Bank, UN Women, Irish Embassy, United Nations Childrens Fund and

Global A�airs Canada. The extent of the required stakeholders emphasises

the logistical challenges of such data collection (with the funding here very

similar to the Demographic and Health Survey). The aim of the Household

Budget Survey is to assess progress in the improvements of living standards

for people in terms of poverty and associated characteristics (of Statistics,

2019). The 2017/18 Household Budget Survey in Tanzania took one year and

included 9552 households, 9465 of which completed the survey, conducted at

a regional level.

With each of the 26 regions of Mainland Tanzania (shown in �gure 2.1),

included in the HBS, it reects a more �ne-grained survey than the

Demographic and Health Survey. However these regions are still vast and

contain many diverse districts. Understanding the composition of local,

potentially vulnerable communities is simply out of scope. This highlights

the need for comprehensive new data focused on �ne-grained scales, such as

the results collected in this thesis which are carried out over subwards, the

smallest administrative geographic region in Tanzania. The regional

estimates from the Household Budget Survey nonetheless do create estimates

for zonal, urban, rural and national level (of Statistics, 2019).

Poverty is measured in the HBS using information on a number of di�erent

household characteristics, such as: ability to buy food and other essentials

to live; health care; housing conditions; lighting conditions; toilet facilities;
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household size, and proportion of dependants per household. Other indicators

of poverty include access to clean water, transport and communication facilities

availability, rates of employment, role of women in a household and ownership

of personal identi�cation (of Statistics, 2019).

The 2017/18 Household budget survey in Tanzania did produce valuable

information needed to assess the progress of poverty prevalence in Tanzania.

Some of the key �ndings include the following: Only 31% of the population

has a birth certi�cate or o�cial noti�cation, 51% of households have modern

oors, 29% of households have electricity inside. 43% of households own a

radio, 24% own a television. 78% own a mobile phone (note this is up from

57% in 2011), 83% of 7-13 year olds are currently studying, 52% of adults

above 15 are employed into agriculture and 26% of the population below the

food poverty line. While the HBS is developing and adapting each year, for

instance incorporating tablet usage and regional level questions, its real

bene�t despite its sparseness, is that there is a consistency kept in the

questions over the years so development and changes can clearly be seen

(of Statistics, 2019).

Finally, let us consider the National Panel survey in order to further

contextualise the need for this research. The National Panel survey was last

implemented in Tanzania from October 2014 to November 2015, with the

National Bureau of Statistics Tanzania and the O�ce of Chief Government

Statistician Zanzibar implementing it jointly. The National Panel survey is

focused speci�cally on providing data over time of a continued sample of

households in an attempt to track national development agendas, poverty

dynamics and to evaluate impacts of policies and development actions within

Tanzania. The National Panel Survey splits this agenda into two themes.
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The �rst theme is focused on the overall improvement of quality of life and

wellbeing and reduction (or increase of poverty). The second theme looks at

gaining an understanding of success of governance and other actions taken

against poverty (United Republic of Tanzania, 2017). Revisiting the same

households over time is a valuable advantage as it really allows change and

impact to be monitored and reviewed at a household level. (Note: The

National Panel survey is jointly funded by European Commission, World

Bank, Ministry of Finance and Planning, Gates Foundation and the

Tanzanian Statistical Master Plan.)

A bene�cial feature of the National Panel Survey is the emphasis placed on

pilot surveys. The national panel survey invests considerable e�orts completing

in �eld pilot surveys, in order to iteratively improve surveys and ensure they

are suitable for the regions under investigation (United Republic of Tanzania,

2017). This is a valuable procedure to complete before large amounts of time

and money are spent rolling out the main data collection. This feature is

something which has been important to reect in this work, especially when

�ne-tuning logistics and questions styles.

Like the Demographic and Health Survey and the Household Budget Survey

the National Panel Survey makes use of a number of key indicators for

poverty and its associated characteristics in order to present information on

the overall poverty of areas. Some of the indicators used in the National

Panel Survey include, the role of women in a household, household size,

access to piped or protected water sources, access to sanitation facilities and

electricity within households. Other indicators include education levels of

males and females, health and nutrition of individuals, medical access and

satisfaction with health care, personal paperwork ownership, food security
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and access and use of technology such as personal mobile phone ownership

(United Republic of Tanzania, 2017). Investigating the spread of poverty

using indicators can provide detailed descriptions of a regions demographics,

for this reasons this is something which is investigated in chapter 5.

The most recent National Panel Survey in 2014 created a high volume of

essential data on the levels of poverty and its associated characteristics. This

data illustrates key information about the households, for example 46% of

households has access to clean drinking water in rainy season, 57% in the dry

season. 34.5% of households reported worrying about not having enough food,

this is an increase from 32.9% in the 2011 wave of the National Panel Survey

of these households. 30.4% of births from these households were not attended

by any skilled health workers in that 24 month period (United Republic of

Tanzania, 2017). Having this information at a household level is a key strength

of this survey as comparisons can be made between speci�c household areas and

at regional levels. However as only a small number of households are surveyed

in each region there is no information to compare smaller governmental regions

such as wards and subward. This emphasizes the gap that this thesis is set

against, while surveys exist, they are at levels of granularity which currently

make them inapplicable to local interventions.

An additional, well cited survey in Tanzania worth mentioning is that of (Liviga

and Mekacha, 1998), who conducted a survey in Dar es Salaam focused on

youth migration and poverty. This work considered push and pull factors of

young people out of rural areas and into the city in relation to poverty. The

hypothesis was that youth migration is both a result and a cause of poverty

in migration areas. The push factors (the reasons young people are leaving

areas) were: low income, lack of access to social services, poor transport,



2.1. Data Collection of vulnerable communities 26

and unemployment, whereas the pull factors into the city were: prospects of a

better life, employment, self-employment opportunities and perceived access to

social services. The work reported that movement into cities increases poverty

related issues such as crime, unemployment, housing problems, sanitation and

increased demand for social services. In particular, the work showed that of 250

traders interviewed in Dar es Salaam who had migrated in to Dar es Salaam

from surrounding areas such as Temeke,Ubungo, Kariakoo and Msasani, 46.8%

came to Dar for social and economic opportunities, 34% followed a friend or

family member and 15.2% came to do solo business and trading, and 4% came

for further studies.

In contrast to the national surveys previously detailed, (Liviga and Mekacha,

1998)'s survey was carried out at a �ne-grained level looking speci�cally at

Dar es Salaam. However the information collected by this work was aimed

at not only exploring where poverty is but also what some of the drivers of

poverty are. This survey in both its style (�ne grained and with a number

of local in �eld pilots) and its expansion of indicators, informed some of the

practises in this thesis. Whilst (Liviga and Mekacha, 1998)'s work did leverage

the traditional poverty indicators such as health, technology, electricity and

education for example, there is also a strong focus on some of the motivating

factors behind poverty and its related characteristics (Liviga and Mekacha,

1998). This is the reason for questions about migration and di�erent forms

of informal work (such as street selling) included chapter 5. These questions

echo this attempt to get a more detailed picture throughout Dar es Salaam.

Vulnerability Indicators
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While vulnerability arises in numerous forms, collecting information on

poverty is essential for development to happen. Statistics on poverty can be

used by governments and NGO's to launch work and activism done to

improve the safety and quality of life of those a�ected. Not only can

information on poverty initiate change, but accurate information is essential

for optimal targeting of resources. Collecting data on poverty however, is not

simple. Surveys asking direct questions about the level of poverty in an area

will be subject to bias from a range of di�erent agendas and perspectives

(Lupu and Michelitch, 2018; Ties Boerma and Sommerfelt, 1993). In order to

collect estimates of poverty and other sensitive demographic information

surveyors therefore often turn to proxies. Such proxies are often easier to

collect and create detail information about an area. Commonly used poverty

proxies include: � food security, � access to health care,� housing conditions,

� lighting conditions, � household size,� proportion of dependants per

household,� the role of women in a household,� access to piped or protected

water sources,� access to sanitation facilities,� electricity within households.

Other indicators include � education levels of males and females� health and

nutrition of individuals, � satisfaction of health care and� access and use of

technology such as personal mobile phone ownership and ownership of

personal identi�cation. (Sundar and Sharma, 2002; Bradshaw et al., 1998;

Appleton and Booth, 2001; Roy et al., 2018; Flanagan et al., 2011; Tarozzi

and Deaton, 2009; Hoogeveen et al., 2004; Martins, 2007; Kates and

Dasgupta, 2007). Many proxies can be seen applied to the three recent

surveys in Tanzania mentioned earlier in this chapter (United Republic of

Tanzania, 2017; of Statistics, 2019; of Health Community Development

Gender Elderly et al., 2016) and are similarly explored in this thesis in

chapter 5 to underpin modelling e�orts .
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2.1.2 Challenges with Ground Truth Methods

Despite the existence of these data sources, they are not without limits and

challenges. In fact data indicating poverty levels has been historically poor,

throughout lower income countries, and especially so in Africa

(Channing Arndt, 2016). Developing countries have notably been held under

scrutiny for the reliability of quantitative data, with National statistics on

economic production for example being o� by as much as 50% in Africa

(Jerven, 2013). Only 35% of sub-Saharan countries have data on poverty

that have been updated since 2015 (Espey, 2019). While data collection in

the developing world has drastically improved over the last few decades,

particular in the frequency and detail of collections, there are still signi�cant

de�ciencies in this area (Perez et al., 2016; Ties Boerma and Sommerfelt,

1993; Lupu and Michelitch, 2018). One key factor that has inhibits the

progression of data collection in the developing world is the fact that most of

the methodologies used are derived from experiences in developed countries

(Lupu and Michelitch, 2018). Data collection in the developed world has very

di�erent challenges to those faced in the developing world. It is vital that

data collection methods are adapted to suit the area under investigation

(Liviga and Mekacha, 1998; Lupu and Michelitch, 2018). A phenomenon that

became very apparent during pilot phases employed to prepare for the data

collection carried out in this thesis. Chapters 4,5,6 will cover the speci�c

adaptions and challenges in methodology that came about in this work.

When considering other factors relating to vulnerability, such as community

health, additional surveying issues appear, such as expense, lack of detail and

frequency. One major limitation for data collection in developing regions, and



2.1. Data Collection of vulnerable communities 29

a factor responsible for some of the lack of reliability of data, is the lack of

infrastructure. National statistics in developing countries are often compiled

on paper, or manually typed into out of date computers unavailable online or

collected by teams lacking in training (Espey, 2019).

Many of the problems associated with this lack of infrastructure are routed in

the lack of funds available for data collection in such regions. Surveys are cost

heavy, with developing countries far less likely to have adequate �nances readily

available and justi�ably applied to data collection and research (Espey, 2019;

Ties Boerma and Sommerfelt, 1993; Blumenstock et al., 2015; Perez et al.,

2016; Fields, 1989; Xie et al., 2015a).

A further major challenge for data collection in developing countries is scale,

when combined with limited resources, it is often logistically challenging for

all regions of a country to be covered (of Health Community Development

Gender Elderly et al., 2016). Signi�cant proportions of the poorest people are

often missed from more rural areas (Carr-Hill, 2017); sample statistics are not

necessarily a true reection of the area; and due to the geographical extent of

targeted zones and regions, surveys often miss information regarding the

variation of poverty and community health, at �ne grained levels such as

towns or villages (Ties Boerma and Sommerfelt, 1993; Fields, 1989; Evans

and Ruane, 2019; Carr-Hill, 2017; of Health Community Development

Gender Elderly et al., 2016). Having data at more �ne-grained levels would

allow for more potentially high impact decisions such as resource allocation.

Given that poverty and related issues remain highly sensitive topics another

pitfall data collection of this type often falls into is recall biases(Lupu and

Michelitch, 2018; Ties Boerma and Sommerfelt, 1993). Many people
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reporting data have underlying motivations that must be considered (for

example, respondents may believe that describing an area as worse o� than it

is will result in government improvements being made). Alternatively the

sensitive nature of the questions may result in respondents feeling

uncomfortable providing answers. The need to paint a more positive picture

than is accurate about things such as employment or access to food, due to

pride or in order to protect themselves from scrutiny, have been reported

(Wilpen and Daniel, 2007; Perry et al., 2013; Lupu and Michelitch, 2018;

Ties Boerma and Sommerfelt, 1993).

These challenges of poverty data collection are also exacerbated by rapid

urbanisation and dynamic community health. Manual sampling used in data

collection is often di�cult to replicate and run consistently over the time

scales that poverty features are changing. Dar es Salaam for example has

seen fast evolving slum areas and uncontrolled growth over the last two

decades. Indeed, surveyed areas in developing countries are often changing at

a faster rate than they can be e�ectively surveyed, rendering information on

poverty rapidly out of date (United Republic of Tanzania, 2017; Evans and

Ruane, 2019; Ties Boerma and Sommerfelt, 1993; Xie et al., 2015a).

There are many common proxies, indicators and data collection techniques

regularly being used. However, perhaps surprisingly, there is no universally

accepted method for describing the level of poverty in a speci�c area

(Martins, 2007). With methods previously adapted being open to challenges

and limitations, it remains di�cult to obtain true estimates of poverty, and

equally challenging to evaluate the di�erent methods available (Edward and

Sumner, 2014). It is clear that there is still a de�ciency in reliable data

describing local poverty levels in developing countries, due to a number of
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challenges (Perez et al., 2016; Xie et al., 2015a). There is, however, a notable

increase in data being collected on these issues, with the improvements in

methodologies and accuracy of data collection (for poverty and associated

characteristics) being vital for development (Blumenstock et al., 2015).

Overall there are a number of challenges that are creating the lack of reliable

available data in developing countries on community health and poverty:

challenges that constrain the impact of local policy makers, governments and

aid organisations (Perez et al., 2016; Xie et al., 2015a). Of most relevance to

this thesis and its application setting, there remains no �ne-grained, local,

recent information at a subward level in Dar es Salaam on either poverty, or

related issues. This thesis aims to move towards addressing this gap, and in

particular through alternative methods for modelling vulnerability in the

population.

2.1.3 Alternative Methods of Detecting Poverty

The previous section highlighted that surveyed data is hard to obtain, being

labour and cost intensive, and as a consequence scarce (Xie et al., 2015a).

Yet accurate estimates of population characteristics such as poverty are well

evidenced as critical to development (Espey, 2019; Blumenstock et al., 2015;

Fields, 1989). In this thesis, I consider methods of data collection other than

traditional surveys.

It is most common for surveying techniques to employ a linear list of short,

rapid �re questions, which are presented to respondents for completion.
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However, an alternative data collection approach common in social science

research is thebubble sort method. (Rugg and McGeorge, 1997; Cataldo

et al., 1970; Rugg and McGeorge, 1997) More frequently used in western data

collections, this forms an online questionnaire platform with an interface

similar to traditional Q-sort and pile sort methods. These traditional sort

approaches require participants to rank or partition a selection of features

into categories. This is a great method for bridging the gap between

quantitative and qualitative data research allowing participants to show their

opinions in a way easily analyzed numerically by using similarity matrices

and standardization grids (Rugg and McGeorge, 1997).

One problem associated with this type of survey is the inuence of position

bias, for example if a participant has placed cards in a certain box a number

of times in a row they may then feel the need to alter their next card in order

prevent unbalanced groups. It is evident that it is important to introduce

bias checks in this type of data collection (Cataldo et al., 1970; Rugg and

McGeorge, 1997). One way to improve the con�dence of such sorting surveys

is to introduce random labelled cards into the cart set. For example labelling a

card "Put me in category A" and immersing it in the set will help to highlight

when people are randomly clicking to sort the cards (Cataldo et al., 1970).

This type of data collection is a very common form of research in the developed

world, but is yet to be applied to the context of poverty detection in developing

regions. One of the outcomes of this thesis is a bridging of this gap via a Grid

surveying approach (seen in chapter 4. The goal of the survey techniques will

be to create a map of the a�uence of the subward regions of Dar es Salaam.

Unlike the traditional techniques this survey will focus on the a�uence of the

regions, without collecting details on any other demographics.
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Another alternative method of detecting poverty and associated

characteristics is through the use of earth observation (Watmough et al.,

2016; Perez et al., 2016; Jean et al., 2016a; Pinkovskiy and Sala-i Martin,

2016). With high-resolution satellite imagery now increasingly inexpensive

and reliable (Xie et al., 2015a), its processing especially via convolution

network technique o�ers a more time e�cient solution for the detection of

poverty compared with traditional surveys (Watmough et al., 2016).

Although satellite data o�ers fruitful and signi�cantly quicker methods than

traditional ones such as surveys, there are still a lot of costs involved

particularly with the equipment used (Blumenstock et al., 2015). Poverty

stricken regions are also those most likely to have less internal funding, more

civil-wars, poor infrastructure and inadequate government resourcing

available for either surveys or satellite data; hence there are still vast gaps in

the collection of reliable data which could be used to describe poverty (Perez

et al., 2016).

There are, however, increasingly new sources of collecting data on localities,

via interrogation of anonymised mobile phone and internet records. These are

enabling new approaches to demographic pro�ling and opening an exciting

�eld of potential analysis (King, 2011). Data from a communication network

of mobile phones or business landlines, for example, has been used to show

that communication diversity is a strong indicator for the economic health

of communities in the UK (Eagle et al., 2010). Many therefore see movement

towards a more digital ecosystem of data is a key step in meeting sustainability

goals and tackling poverty (Espey, 2019).

In developing countries there are fewer sources of big data, yet mobile phone
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use in particular has become increasingly ubiquitous in these regions, and

now provides a fruitful source of data (Blumenstock et al., 2015). In regions

where resources such as time, labour and money our scarce for such research.

A data driven approach of this fashion creates a method for gathering

information on communities at a fraction of the cost of traditional methods

such as surveys and satellite images (Blumenstock et al., 2015). The diversity

of individuals' relationships is also a key indicator of social and economic life,

but until recently this was not so widely quanti�able. We now have data on

networks of people and their behaviours which allow us to draw conclusions

at population levels (Eagle et al., 2010). Such data streams are now

commonly being used to address issues of sustainability and development. In

fact, Mobile data, for example, has been mapped to predict wealth across

Rwanda, aggregating individual phone subscriber estimated a�uence

statistics (Blumenstock et al., 2015). A further example is the use of

approximately 10 million mobile phone subscribers from multiple operators

in Sri Lanka to assess the land use of the regions (Madhawa et al., 2015).

The ubiquitous use of mobile phones in developing countries is creating data

with a lot of potential for the identi�cation of the most vulnerable parts of

regions. Yet, as this is a new form of data there is a lot of work to be done in

�nding di�erent ways to assess this data for useful results (Smith-Clarke and

Capra, 2016).

Attention is also turning to other behavioural data sources such as mass

transaction data from credit card and Mobile Financial Services (MFS)

(Engelmann et al., 2018; Jean et al., 2016b). Here, derived variables can

reveal determinants of human behaviour, rather than geographical features

alone.
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The use of these data sources and machine learning in helping address

Sustainable Development Goals (SDGs) continues to expand (Holloway and

Mengersen, 2018; Vinuesa et al., 2020). Applications of machine learning are

already providing routes to quicker policy interventions while attempting to

overcome human observation biases (Wilpen and Daniel, 2007; Perry et al.,

2013). Machine learning methods are being used proactively in assessing

vulnerability for example: Identifying cases of inequality (Dalenberg, 2018);

simulating the e�ects of conict (Saam and Harrer, 1999) and; assessing

transmission rates of HIV (Brdar et al., 2016) and Malaria (Wesolowski

et al., 2012). Additionally machine learning has been used with satellite

imagery to detect sites of vulnerability to slavery including: Brick kilns

(where debt bondage is common) (Foody et al., 2019); �sh farms (Lechner

et al., 2017) and mining sites (Bales, 2012). UN SDG 2 (Ending Hunger),

UN SDG 6 (Clean Water and Sanitation) and UN SDG 15 (Life on Land) in

particular have bene�ted from advances in remote sensing and statistical

learning (Holloway and Mengersen, 2018).

Whilst the use of novel data streams such as drone and satellite imagery has

accelerated interest in this area, challenges remain. As previously mentioned,

imagery comes at much expense, it also su�ers from resolution limits and

impairment by weather and related phenomena (see for example (Smith-Clarke

et al., 2014)). Partly, these limitations with imagery emphasise the advantages

of interaction data such as CDR, which can be utilized by models in network

analysis to infer about the networks. Network analysis of such data has been

used for a number of di�erent �elds, from epidemiology to political science

and social psychology. Such network analysis is less widely used in problems

of development, vulnerability and poverty. In particular, one form of network

analysis, calledblock structure analysis is able to infer communities from a
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network of nodes and edges. Given the potential of this approach a core aim

of this work is to investigate if this block model can provide insights into

identi�cation of communities vulnerable to poverty, providing not only a novel

use of the analysis, but also to examine the potential for social interventions

that leverage the approach.

2.2 Stochastic Block Model

2.2.1 Networks

Network analysis provides insight into structural relations in a number of

�elds such as: physics, biology, computer science, and sociology. The

diversity of potential applications of network analysis can be seen in the

following examples: (i) Functional Brain Connectivity in Alzheimer's disease.

(Supekar et al., 2008); (ii) South Korean politics though citizen blogs

(Woo Park and Jankowski, 2008); (iii) Social networks and the survival of

wild bottle-nose dolphins (Stanton and Mann, 2012). In order to introduce

the speci�cs of the stochastic block model, this section begins with an

introduction of basic network notation.

Networks are a set of objects which are connected together. The objects are

known asnodesor vertices and can represent anything from people, to places

or parts of the brain. The connections between these nodes are callededges,

these could represent anything which connects the nodes, such as types of

communication or travel. Thenetwork graphcan be de�ned as a combination

of these nodes and edges such thatG = ( N; E ), whereN is the set of nodes and

E is the set of edges. The edges can be represented in a matrix known as the

adjacency matrix. A is the adjacency matrix such thatA i;j is the connection
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from nodei to nodej . There are three main types of network edges:Undirected

Edges, Directed Edges, and Weighted Edges. A graph with undirected edges,

does not consider the direction of a connection just its existence, henceA i;j =

A j;i . In contrast, a graph with directed edges takes into account the direction

of connections, as suchA i;j is not necessarily the same asA j;i . In undirected

networks A is symmetric along its major axis, this is not a requirement for

directed networks. In a graph with weighted edges there can be more than one

edge between nodes,A i;j represents the number of edges from nodei to node

j .

Additionally, the degreeof a node is the number of edges connected to that node

(in-degree refers to the number of incoming edges, and theout-degreerefers

to the number of outgoing edges). Another thing to consider isself-edges,

otherwise known asself-loops, this is the idea of a connection (or multiple

connections) from one node back to itself. In networks where self-edges are

not allowed A i;i = 0. The self-edges of a network are seen on the diagonal

of an adjacency graph. Self-edges in a undirected network are by correction

written in the adjacency matrix as 2 x the number of edges (so the sum of

the degrees of all the vertices is twice the number of edges). This correction

is convenient because the various formulas hold whether or not undirected

networks have self-edges. In the case of directed networks this is not necessary

so the self-edges are represented in the adjacency matrix by the actual number

of connection as normal (Newman, 2010). Figure 2.2 illustrates some examples

of these edge types with their corresponding adjacency matrices.

Notation

A summary of the notation used in the rest of this review chapter is present

below:
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(a) Undirected (b) Directed (c) Weighted Directed

(d) Undirected (e) Directed (f) Weighted Directed

Figure 2.2: Network Edges Type Examples with Corresponding Adjacency
Matrices
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E = Set of edges

N = Set of n nodes [1; 2; :::; n]

G = Graph made up of nodes and edges

A = Adjacency matrix (n � n), such that A i;j represents edge (edges) from

nodei and nodej

K = Number of block structure groups

Z = Matrix ( K � K ) of edges between block groups, such thatZu; v is the

number of edges between blocku and block v

M = Matrix ( K � K ) of block probabilities, such thatM u;v is the probability

of an edge from blocku to block v

Nu = Number of nodes in blocku

Nu;v = Number of possible edges from blocku to block v

pu = Probability of node i being in blocku

g = Block membership vector such that,gi = u if node i is in block u

2.2.2 History, Adaptations and Applications

Early History and Applications

This thesis is interested in one particular form of network analysis, the

stochastic block model, which is able to infer communities (groups of nodes)

from a network of nodes and edges. An essential predecessor to the stochastic

block model is the idea of stochastic equivalence (Lorrain and White, 1971).

Block modelling is based on the concept of structural equivalence: two nodes

are structurally equivalent and hence belong to the same block if they relate
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to other nodes in the same way (for structurally equivalent nodesi and j , i

has the same (and independent) probability of connecting with nodek, as j

does) (Lorrain and White, 1971, 1977; Holland et al., 1983a; White et al.,

1976a; Faust and Wasserman, 1992). Blocks can be thought of as groups of

structurally equivalent nodes known asequivalence classes. Block modelling

was the result of mathematicians trying to �nd these stochastically

equivalent groups. Another important predecessor of the model was (Erd•os,

1959). Erdos introduced the concept of generating independent edges based

on overall network probabilities. This allowed the idea that an observed

network can be modelled as a product of independent Bernoulli trails.

Prior to the named stochastic block model there were a number of publications

presenting approaches of dividing networks into communities based on di�erent

criteria (Breiger et al., 1975; White et al., 1976b). Combining the idea of these

approaches, independent Bernoulli trials and stochastic equivalence, the block

model was �rst established by (Holland et al., 1983b). Around the same time

as Holland published the named Stochastic Block Model there was a lot of

similar work done in the computer science �eld where the model was referred

to as theplanted partition model. In fact over time in di�erent �elds the model

has been referred to with a number of names: Stochastic Block Model, planted

partition model and in-homogeneous random graph model (Coja-Oghlan and

Lanka, 2010; Abbe, 2017). Following the publication of the origin of the model,

there are a number of early developments which made the model what we

consider the stochastic block model nowadays. (Wasserman and Anderson,

1987) introduced a development allowinga posteriroi block modelling, at the

same time (Wang and Wong, 1987) applied the Stochastic block to real directed

graphs, they assumed that the block structure is knowna priori . (Snijders and

Nowicki, 1997) studied undirected networks with the assumption that there
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are two unknown blocks and the probability of an edge between two nodes

depending only on the block the nodes are in.

From 1994 to current research, the stochastic block model has been widely

used for social network analysis (Wasserman and Galaskiewicz, 1994; Doreian

et al., 2005). Community detection is the recovery of groups of nodes from

observed network edges, this is an instrumental process in network analysis.

The increasingly popular stochastic block model can be used to recover the

structure (node groups) of a wide range of types of network. There is a long

history of bene�cial applications of the model to real world data. The model

has been applied to transport network, social media networks, neurological

networks and human relations just to name a few.

The stochastic block model has a high level of application in the �elds of

biology and medicine. Here are some example of a network applications in

these �elds: � Applying the stochastic block model to single-cell

whole-genome sequencing data from breast cancer patients to infer clonal

composition (identifying tumor clones) (Myers et al., 2020);� Generating

networks of the spread of epidemics using the stochastic block model based

on known communities (Yang and Zhang, 2020);� Applying the stochastic

block model to neurological networks (connectome) to infer brain atrophy for

Alzheimer's diseases and other neurological diseases (Moyer et al., 2015);�

Recovering tree and fungal groups with the stochastic block model and

species host{parasite interaction networks in forest ecosystem (Mariadassou

et al., 2010b). The stochastic block model has been applied to a number of

other real world networks in medical and biological research, from global

migrations patterns and neural connections in the human brain, to protein

interactions and gene regulations (Peixoto, 2018; Airoldi et al., 2008; Jiang
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et al., 2009).

Another area of study which makes heavy use of stochastic block models is

human behaviour �elds such as psychology, political science and business.

Some examples of application in these study areas are as follows:� The

stochastic block model has been applied to friendship networks to infer

grades and adolescent health (Airoldi et al., 2008);� Recovery of users

political stances based on a network of online blogs via the stochastic block

model (Vu et al., 2013). In addition the stochastic block model has been

applied to a number of real world networks in these �elds, from voting

patterns in congress to world trade patterns (Peixoto, 2018; Tallberg, 2004;

Zhang et al., 2016).

In fact, the application of the stochastic block model has been extremely wide

and includes topics such as social networks of dolphins and �ctional characters

(Lu and Szymanski, 2019). This is not an exhaustive list of applications,

it is important to emphasise that the stochastic model has wide reach and

potential. Despite the heavy use of the stochastic block model in such varied

applications, to my knowledge it has not yet been used in the context of this

work for detecting vulnerable communities.

Basic Stochastic Block Model

Stochastic block models are becoming increasingly prevalent in network

analysis. The stochastic block model allows inference of the latent

community structure of a network. This inference learning from the network

data combines approaches in statistics and machine learning to recover the



2.2. Stochastic Block Model 43

network's structure. In order to go onto explain the extensions and

applications of the stochastic block model here is a simple description and

example of the stochastic block model.

Currently the adjacency matrix is binary, that is edges are unweighted and

either there is a edge or their isn't. Many of the extensions which will be

looked at later in this literature review including weighted graphs, as this can

be very useful for real world data. However, note that for this basic explanation

the graph is undirected, such thatA i;j = A j;i which equals 0 if there is no edge,

or equals 1 if there is an edge between the nodesi and j . Further to this, the

major axis itself will be made up only of zeros, as for now self-loops are not

considered.A i;i = O for all i in N .

In the stochastic block model each of the nodes belongs to one ofK groups.

The number of groupsK is less than the total number of nodes, at this point

only �xed values of K are considered. Each node's group membership is

unknown and each node can only be a part of one group. Now there is vector

g the block membership vector, which is a vector of lengthn such that gi = u

if node i is in block u.

There is also aK � K matrix Z = matrix of edges between groups. WhereZu;v

is the number of edges between group u and groupv. Zu;u shows the number

of edges between groupu and itself. As A is undirected, Z is symmetric. In

the stochastic block model the most important concept to be aware of is that

the generation of the graphG and its edges depends on the group membership

of the nodes. There is also aK � K block matrix M such that M u;v � [0; 1],

1 � u � v � K is the probability of an edge in between groupu and groupv.

As G is undirected,M is symmetric.
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The probability P(A i;j = 1) is assumed to follow a Bernoulli distribution on

the block matrix given gi and gj . P(A i;j = 1) is independent ofP(Ak;l = 1) for

(i; j ) 6= ( k; l ). In other words each edge is conditionally dependent givengi and

gj . It follows that the total number of edges between blocku and block v are

Binomially distributed with a mean that is the product of the total number of

potential edges available between the two groups andZu;v . The total number

of potential edges between two groups is dependent on the number of nodes

in each of the groups. In the stochastic block model the core idea is that the

probability of an edge occurring between two nodes in a graph depends on

only the group each node is a part of. Basically two nodesi and j share the

same probability of connecting with another noder if both i and j are in the

same block.

Letting Nu;v be the number of possible edges from blocku to block v. Looking

at the most basic form of the stochastic block model the following assumptions

are made: the graphG is undirected and unweighted; there are no self-loops;

edges between blocksZu;v are independent binomial random variables. The

likelihood function for the stochastic block model is as follows.

L(G j M; g) =
KY

u� v

(M u;v )Zu;v (1 � M u;v )(Nu;v � Zu;v ) (2.1)

Then becauseZu;v are independent and there are no constraints onM u;v , the

maximum likelihood estimate forM can obtained by maximizing each of the

marginal likelihood functions:

Lu;v (G j M u;v ; g) = ( M u;v )Zu;v (1 � M u;v )(Nu;v � Zu;v ) (2.2)
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Hence, with respect toM u;v the maximum occurs at:

cM u;v = Zu;v =Nu;v (2.3)

Therefore the maximum likelihood estimate ofcM is made up of the maximum

likelihood estimatescM u;v . cM can be substituted into 2.1 to create the objective

function:

L(G j g) = ( Zu;v =Nu;v )Zu;v (1 � (Zu;v =Nu;v )) (Nu;v � Zu;v ) (2.4)

The objective function is large forgood group assignments and small forbad

ones. This is the most basic form of the stochastic block model. It is worth

noting that while in this thesis the focus is on the inference of parameters

M and g based on an observed network, the stochastic block model can be

used for either generation or inference. Generation means that each node

has a �xed community membership, which determines with which probability

an edge exists to other nodes. Inference however, aim to discover the block

structure which maximize the likelihood of an observed network. This thesis

is focused on the inference of the stochastic block model in order to recover

community membership, given a real world observed network. The latent

block structure g follows the multinominal distribution with probabilities p.

L(gjp) =
Q K

u=1 pnu
u Here p is the vector (p1; p2; :::::pK )T , showing the block

assignment probabilities. P(gi;u = 1) = pu = probability of node i being in

block u. Hence
P K

u=1 pu = 1.

Toy Example

To clarify what has been explained up to this point I illustrate the stochastic

block model as described above using the following example. Note in this
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(a) Toy Example of Observed Network
with 8 Nodes

(b) Adjacency Matrix of Toy Example

(c) Toy Example Partition One (d) Toy Example Partition Two

Figure 2.3: Toy Example of an observed network split into two di�erent
partitions.

example edges are assumed to be undirected, unweighted and there are no-self

loops. The number of groupsK is considered �xed, with K = 2. This toy

example will illustrate how di�erent block structures a�ect the likelihood of

an observed network. The network used in this example and its associated

adjacency matrix can be seen in �gure 2.3. Figures 2.3c and 2.3d show two

example partitions for the two blocksblue and green, their respective block

matrices (using the maximum likelihood estimatescM u;v = Zu;v =Nu;v ) can be

seen below:

Partition One:

cM =

2

6
4

6=15 2=12

2=12 1=1

3

7
5

Partition Two:

cM =

2

6
4

4=6 1=16

1=16 4=6

3

7
5

The maximum likelihood estimate for the block matrixcM u;v for each partition

can now be substituted into the block model likelihood function 2.1. Hence for
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the objective function for the two partitions based on the observed adjacency

matrix is 8:31 � 10� 10, 2:71 � 10� 7 respectively. Since the latter is larger,

partition two is a more likely block structure of the graph using the stochastic

block model. In general to infer the block structure from an observed network,

the model parametersM u;v and g are maximised, for small graphs this can be

done using numeric methods over all possible partitions. This becomes more

complicated for larger networks, later in this chapter a review of inference

methods is discussed.

Poisson Stochastic Block Model

The previous section concerned a block model for unweighted graphs. The

Poisson Stochastic Block Model(Karrer and Newman, 2011a) in this section

is an extension to weighted graphs. In the Poisson Stochastic Block Model

the number of expected edges between two nodes is independently Poisson

distributed based on only the blocks they are in. The edges in graphG are

now undirected, weighted and self-loops are allowed. Note from here consider

the number of groupsK to be �xed.

Recalling the following notation: Block membership vectorg such that, gi = u

if node i is in block u; Adjacency matrix A such that, A i;j is the number of

observed edges from nodei to node j . Here ! gi ;gj is introduced, this it the

expected number of edges between the groups that nodesi and j respectively

belong to. The probability of the graph is now:

P(G j !; g ) =
Y

i<j

(! gi ;gj )
(A i;j )

A i;j !
e� ! gi ;g j (2.5)
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With nu as the number of nodes in blocku and nu;v as the number of edges

from block u to block v, this can be simpli�ed to:

P(G j !; g ) =
Y

i<j

1
A i;j !

Y

u;v

(! u;v )nu;v e� nu nv ! u;u (2.6)

The goal now is to maximise this probability based on the unknown model

parameters! and g. It is easier to maximise the logarithm of this probability

(which will maximise at the same point). Neglecting constant terms, and

terms independent of parameters! and g, logarithm of the probability to be

maximised is shown below:

ln(P(G j !; g =
X

u;v

(nu;v log! u;v � nunv! u;u ) (2.7)

Maximizing with respect to ! by simple di�erentiation and neglecting the

constants and terms which are independent of the parameters and group

assignments, gives the maximum-likelihood estimate:

b! =
nu;v

nunv
(2.8)

Substituting maximum likelihood valuesb! this into equation (3)

log(P(G j g)) =
X

u;v

(nu;v log
nu;v

nunv
� nunv

nu;v

nunv
) (2.9)

Simplifying

log(P(G j g)) =
X

u;v

(nu;v log
nu;v

nunv
� nu;v ) (2.10)

Equation 2.10 is an objective function, which is large forgood group

assignments and small forbad ones. The Poisson extension of the block

model is important for this thesis as the observed network analysed in
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chapters 8 and 9 contains weighted edges.

How is Stochastic Block Model Assessed

This section now reviews some methods that can be used to compare block

structure results to ground truth information to evaluate their success, starting

with the Rand Index, introduced by (Hubert and Arabie, 1985). The Rand

Index is a method of measuring methods of data clustering against each other.

The Rand Index is able to determine the accuracy of clustering even when

labels are not used as long as both clusters are split into the same number of

groups. The Rand Index is calculated as shown below:

RI =
a + b
� n

2

� (2.11)

Where
� n

2

�
is the binomial coe�cient giving number of unordered pairs in a set

of n elements,a is the number of times a pair of elements belongs to the same

group across two di�erent clustering results andb is the number of times a

pair of elements are in di�erent groups across two di�erent clustering results.

A Rand Index produces a value between 0 and 1, 1 representing two partitions

are the same and 0 representing no agreement on any pair of points in the

two partitions. The adjusted Rand Index score is an extension to this, again

the closer two community partitions, the greater their adjusted Rand Index,

however, the adjusted calculation considers all cluster pairs in contrast to the

traditional index, which only considers whether a pair of elements are in the

same cluster or in di�erent clusters. Hence it is possible to get a low ARI

and a high RI. A larger number of clusters has a higher chance that a pair

of items in both partitions are in di�erent clusters. The ARI is calculated as
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below from a contingency table whereai is the sum of rows ,bj is the sum of

columns,ni;j is the elements of the contingency table andn is the number of

elements:

ARI =

P
i;j

� n i;j
2

�
� [

P
i

� ai
2

� P
j

� bj
2

�
]n

� n
2

�

0:5[
P

i

� ai
2

�
+

P
j

� bj
2

�
] � [

P
i

� ai
2

� P
j

� bi
2

�
]n

� n
2

� (2.12)

Normalized Mutual Information is similar criterion for evaluating network

community detection algorithms. Normalized information is able to compare

community structures even when the two di�erent partitions have a di�erent

number of blocks. For the Normalized Mutual Information allown to be the

total number of nodes, nu;v to be the number of nodes in blocku in the

inferred block structure and in blockv in the true block structure. The joint

probability that a randomly selected node is inu in the inferred block

structure and v in the true block structure is p(X = u; Y = v) = nuv
n . Using

this joint probability over the random variables X and Y, the Normalized

Mutual Information is as follows:

NMI (X; Y ) =
2MI (X; Y )

H (X ) + H (Y)
(2.13)

Where MI (X; Y ) is the mutual information and H (X ) is the entropy of

random variableX .

Note that entropy (H (X )) is measuring the expected uncertainty in discrete

random variable X, with probability mass functionp(x), such that:

H (X ) = �
X

x

p(x)logp(x) (2.14)

Additionally note given X and Y are two random variables jointly distributed

according to the probability mass function p(x; y), then their mutual
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information (MI (X; Y )) is:

MI (X; Y ) =
X

x;y

p(x; y)log
p(x; y)

p(x)p(y)
(2.15)

The Normalized Information score is 1 if two block structures are identical

and 0 if they are uncorrelated. Normalized Mutual Information index has

become the most popular evaluation method (Liu et al., 2019; Funke and

Becker, 2019). Despite the popularity of methods such as ARI and NMI,

these methods are often criticized for being unable to evaluate the

importance of particular groups (Liu et al., 2019). This is important in the

context of this work because detecting high risk regions is much more

important than distinguishing between low and very low risk communities.

To combat this it is important to evaluate the percentage of high risk

communities in each detected block. More traditional cluster assessments can

also be used to evaluate community detection methods. The detected block

structure can be compared with ground truth clusters using recall, precision,

accuracy and ANOVA analysis. (Vu et al., 2013; Airoldi et al., 2008; Liu

et al., 2019). The NMI score is used in chapters 8 and 9 as a criterion to

assess block structures inferred from observed networks of CDR data against

ground truth structures collected in chapters 4 and 5.

Degree Correction

One problem with the stochastic block model is that it is not exible enough

to realize patterns which reect the complexity of many real-world networks.

(Karrer and Newman, 2011a) makes the analogy of drawing a straight line on

naturally curved data, the line will miss important features and trends of the
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data. Equally �tting the traditional block model will provide poor results for

many complex real-world networks. In fact node properties in general tend

to be neglected when recovering community stucture using the block model

(Doreian et al., 2005). The particular issue here is that when the stochastic

block model is in its standard form it ignores the variation in the node degrees

in real-world networks. In standard stochastic block model the expected degree

would be the same for all nodes within the same group. It is argued that the

stochastic block model is not applicable for real-world networks because real

world networks are likely to have nodes within the same communities that

have highly inhomogeneous degrees (Karrer and Newman, 2011a; Yan et al.,

2014).

The degree of a node will be the sum of the independent Poisson variables,

hence the �tted the model will tend to split high and low degree nodes into

di�erent blocks. Traditionally the model assumes that edges are places

randomly inside each group, hence nodes in the same group usually have

similar degrees. This resistance to putting nodes with di�erent degrees in the

same block leads to problems when reected in networks in the real world

which are often highly skewed.

To address these concerns (Karrer and Newman, 2011a) introduces a new

parameter � i . The graph now depends not only on the expected number of

edges between groups and block communities but also on� i . The parameter

� i manages the expected degrees of each node. Given degree correction the

graph probability of the stochastic block model becomes:

P(G j !; g ) =
Y

i<j

(� i � j ! gi ;gj )
(A i;j )

A i;j !
e� � i � j ! gi ;g j (2.16)
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For each block m
P

i 2 m � i = 1 Hence, � i is the probability that an edge

connected to the community to which i belongs lands oni itself. The

maximum likelihood estimate of� i becomes a ratio of the degree of a node to

the sum of node degrees in the respective group. The inclusion of node

degree variation has been shown to improve scoring criterion (such as NMI)

of block structures recovered with the stochastic block model against real

world targets (Karrer and Newman, 2011a; Aicher et al., 2014; Peixoto, 2012;

Karrer and Newman, 2011a).

This degree corrected stochastic block model underpins the application work

in chapters [8, 9]. The model in equation 2.16 is applied to networks made up

of di�erent subsets of CDR data in Tanzania to recover community

structures. These community structures are then compared with di�erent

vulnerability features to investigate the potential use of the stochastic block

model in recovering at risk communities.

To visualize the e�ects of the degree corrected version of the stochastic block

model take the following example (illustrated in Figure 2.4). The graph

network is an undirected, unweighted and self-loops are omitted. The graph

is made up of 20 nodes, 4 of which have a higher degree than the others. The

size of the nodes in the graphs below reects the degree of that node. The

block structure of this assigned network has been inferred twice (Using an

MCMC optimization algorithm, described in detail in chapter 8). For this

example the number of blocksK has been �xed at 2 to best illustrate the

skewed results degree variation can create. The �rst block structure has been

inferred (as seen in Figure 2.4a) using equation the Poisson stochastic block

model without degree correction described in equation 2.10. The second

block structure has been inferred (as seen in Figure 2.4b) using Degree
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(a) Block structure inferred from a stochastic block model with no degree
correction (Yellow = block A, Blue = Block B)

(b) Block structure inferred from a stochastic block model with no degree
correction (Yellow = block A, Blue = Block B)

Figure 2.4: Illustrative example comparing the stochastic block model with
and without degree correction

Corrected Poisson stochastic block model described in equation 2.16. In the

block structure inferred without degree correction the four nodes with the

highest degrees have all been assigned to the one block, and the low degrees

to the other block. The block structure inferred with degree correction

however has separated the high degree nodes, each block node contains a

range of node degrees.



2.2. Stochastic Block Model 55

While (Karrer and Newman, 2011a) is the most cited and one of the earliest

degree corrected extensions of the stochastic block model, a number of others

have also made similar approaches to explore various methods allowing degree

inconsistency. (M�rup and Hansen, 2009) and (Reichardt et al., 2011) both

allow the probability of an edge to depend on node attributes as well as their

group membership. Consideration of degree inhomogeneity within community

detection methods and network analysis is an active �eld in the literature.

The degree-corrected model has been shown to improve NMI scores providing

improved recoveries of real world block structures (Aicher et al., 2014; Peixoto,

2012; Karrer and Newman, 2011a).

Degree correction will improve the results of networks with highly

inhomogeneous degree distributions and have little a�ect on the performance

of networks with little degree variation. The graph likelihoods of the two

models will only di�er when the degrees vary. Many real world networks have

such degree variation hence the importance of the degree corrected stochastic

block model. To argue this importance (Karrer and Newman, 2011a) uses

two empirical example networks. Firstly,karate clubnetwork from (Zachary,

1977), this is a social network using members of the karate club as nodes and

friendships as edges. The network is built of 34 members from a University in

USA. The clubs members are split into two known communities called

fractions due to an internal dispute. The traditional block model fails to

recover these communities, instead grouping the members into one of low or

high degree blocks. In contrast the degree corrected block model successful

partitions all but one member into the correct fraction groups.

The second example used is a network of political blogs assembled by

(Adamic and Glance, 2005), (Karrer and Newman, 2011a) uses blogs
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(personal or group web diaries) as nodes and web links between them as

edges. The blogs are about US politics and covers a screenshot of the

network for a single day in 2005. The blog communities which are known are

the political leanings of the blogs. The network has 1222 nodes, is undirected

and has high degree variability. Again the degree corrected model

outperforms the traditional model which groups all the high degree blogs

together. The degree corrected model has a normalized mutual information

of 0.72 with the true labellings of the blogs, a signi�cant improvement from

the 0.0001 of the uncorrected model. Overall (Karrer and Newman, 2011a)

successfully illustrates that the degree corrected model is useful when looking

for community detection of complex networks with varying node degrees.

Overall the degree corrected stochastic model successfully allows for nodes in

blocks to have di�erent expected degrees which reects many real world

networks. The CDR data used in this thesis creates a network of nodes

(subward) and edges (CDR connection), the subward nodes in this network

are shown in chapters 8 and 9 to have highly varied degrees, for this reason

this thesis utilized the degree corrected stochastic block model.

Inference of Parameters, Community Detection

It was mentioned earlier that there are two options for the block model either

(i) a network of nodes and edges can be generated given the block structure

parameters or, (ii) the block structure parameter can be inferred given an

observed network. This work is focused on the inference of block structures,

in order to recover ground truth information from observed CDR data. Early

studies of a posteriori block models, with unknown block structure

parameters use numerical estimation methods to maximize the likelihood
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function. For small graphs and allowingK to be �xed to two groups

(Snijders and Nowicki, 1997) proposed direct maximisation and the

expectation maximization(EM) algorithm to infer the parameters and thus

block structure. Direct maximization involves computing the likelihood

function itself and maximising it whereas EM algorithm is an iterative way of

approximating the maximum likelihood function. (Dempster et al., 1977)

introduced the EM algorithm a method of calculating maximum likelihood

estimates in situations where data is missing. This can be applied to the

stochastic block model so thatg the block membership of nodes can be

considered as missing as it is unobserved (Snijders and Nowicki, 1997).

However, using the EM algorithm for maximum likelihood estimation of

model parameters despite being faster than direct methods, is still not

practical unlessn is small ((n < 30)) (Snijders and Nowicki, 1997; Nowicki

and Snijders, 2001). There are two main inference approaches to address

this, Bayesian inference and point optimisation.

Bayesian inference for stoachastic block models can be split into two main

areas, Markov chain Monte Carlo (MCMC) algorithm and variational

expected maximization (VEM). MCMC and VEM are both suitable for large

networks (McDaid et al., 2013; Airoldi et al., 2008). In literature MCMC is

often preferred for algorithmic simplicity while VEM tends to be used for

computational e�ciency. Given the many adaptions and variants of these

methods in relation to the stochastic block model in the last decade both

MCMC and VEM are shown to be powerful methods of recovering the model

parameters(Lee and Wilkinson, 2019).

The MCMC method alters the membership of each node randomly, and

accepts or rejects the assignment with a probability given as a function of the

di�erence of relations at each move. The process moves are reversible and
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nodes can be classi�ed to di�erent communities over time. Eventually the

algorithm after a period of equilibrium will produce partitions with desirable

properties (McDaid et al., 2013; Mariadassou et al., 2010a). A simple regular

Gibbs sampler was the �rst MCMC method applied to the block model by

(Snijders and Nowicki, 1997; Nowicki and Snijders, 2001). Variants of both

Gibbs and more broadly MCMC are used for community detection

throughout the literature including but not limited to (McDaid et al., 2013;

Tallberg, 2004; Funke and Becker, 2019; Karrer and Newman, 2011a; Lu and

Szymanski, 2019). Alternatively the VEM method is split into two steps,

�rst the E-step, this is where the SBM is maximized with variational

parameters and then the M-step where the maximization is with respect to

the original parameters of the SBM. This is then repeated until convergence

occurs and produces estimates for the unknown parameters (Airoldi et al.,

2008; Jiang et al., 2009; Vu et al., 2013; Mariadassou et al., 2010a).

Despite the vast amount of work done on Bayesian inference it is arguable

that the most popular inference approach is to focus on the most likely set of

parameters. Point estimation looks for the peak optimal estimate of the

likelihood function. A large bene�t of this approach in this work is the

simplicity of the concepts. The overall goal for this work is to produce

impactful results which can be shared with policy makers and NGOs. In

order for results of this work to be meaningful it is vital that the methods are

translatable to people who are not from a mathematical background. Simply

put the optimization method looks for the most likely values of the

parameters. This is done by maximizing the likelihood function of the

network graph. This method is easy to comprehend, works well and can be

applied to large systems (Peixoto, 2014a; Doreian et al., 2005; Lu and

Szymanski, 2019; Peixoto, 2013). This thesis utilizes point estimation
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through a MCMC optimization algorithm, full details of the optimization

approach can be seen in chapter 8.

Extensions of Stochastic Block Model

With the block model being one of the most frequently used techniques in

social network analysis it is no surprise that over the last 40 years there have

been a number of extensions and adaptions made to the model to solve di�erent

problems. (Funke and Becker, 2019) and (Lee and Wilkinson, 2019) present

detailed descriptions and comparisons of these extensions and their bene�ts.

This section highlights some of the most signi�cant developments in addition

to the degree corrected work discussed in detail above. Before the methods

of block structure recovery were decided in this work a thorough review of

current model adaption was considered, the extensions mentioned here are not

speci�cally used in this thesis.

An early but key extension was the idea that the model holds for directed

networks, hence the matrix of probabilities between blocks does not need to

be symmetric. The probability of a edge being present between nodes 1 and

2 can be di�erent from the probability that there is an edge between nodes

2 and 1 (Holland and Leinhardt, 1981; Holland et al., 1983a). Considering

the direction of edges in block structure analysis can dramatically improve the

results because the model is able to make use of more information (Wang,

1987).

An addition to the Poisson stochastic block model discussed earlier there is

an number of approaches to account for edge weights (Peixoto, 2018) looked
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at the treatment of di�erent kinds of edges such as bounded, unbounded,

signed, unsigned, discrete and continuous. (Aicher et al., 2014) introduced a

weighted stochastic block model with edge weights drawn from exponential

distributions. Including edge weights gives a higher level of information about

the networks and as a result can improve results and is bene�cial in a number

of real world applications (Aicher et al., 2014; Wang, 1987). Another way to

increase the level of information about the networks in the model is to consider

node information (Tallberg, 2004; Zhang et al., 2019, 2016). Node information

can be considered as observable covariates on nodes such as gender, age or

income for example.

Another noteworthy development of the stochastic block model is the concept

of soft and hard constraints. Up to this point this review has assumed that

each node belongs exclusively to one block, this is known as hard constraints.

In contrast there are soft constraints, where nodes can belong to more than

one block. There are two distinct ways in which the soft constraint version of

the model has been developed: Overlapping groups where each node can be a

full member of multiple di�erent blocks, and mixed membership groups where

each node has partial assignment to a number of groups (Airoldi et al., 2006a,

2008; Peixoto, 2015). The inclusion of soft constraints can be useful in real

world applications, think about the social groups of a person for example. It

is highly probable that a person is part of a sports team and a music club,

the person won't match exclusively the behaviour of either group in a hard

constraint model, so is likely to be misplaced (Lee and Wilkinson, 2019; Funke

and Becker, 2019).

A �nal noteworthy extension to the stochastic block model is the work done

to include resolution. Smaller blocks can often be missed and become part or



2.2. Stochastic Block Model 61

larger blocks when looking at large networks. To solve this problem a nested

model was introduced which looks at a networks structure at multiple levels

(Peixoto, 2014c). This method is referred to as the hierarchical stochastic

block model and provides a multilevel hierarchical description of the network.

Dynamic Expansions

It is evident that there are vast developments of the stochastic block model,

most existing e�orts have been in relation to static networks. In reality many

real world static networks are a snap-shot of dynamic networks. Dynamic

networks allow edges between nodes to vary with time, they provide a richer

level of information on a network. This section now moves to look at the

more recent development of the model which accounts for these dynamic

networks. There are two ways to look at the dynamic approach: (i) Detecting

static communities from observed dynamic networks and; (ii) Allowing the

communities themselves to also change over time (this idea that nodes can

change their block membership through time is sometimes referred to as label

stitching).

This idea of label stitching between two successive time steps has been

presented in literature to provide improved statistical accuracy of community

detection of dynamic networks (Yang et al., 2011; Matias and Miele, 2017;

Yang et al., 2011). These methods looked at discrete time intervals made up

of aggregated edges over the time intervals. They presented the idea that

nodes could change the block they are in next dependent on the block they

are currently in. Unlike the static model, the block structure of each node at

any time t is dependent on the block structure at timet � 1 though a
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transition matrix which shows the change of block probabilities over time.

This method of label stitching was extended to account for binary or

weighted edges (Matias and Miele, 2017). Another approach was made by

(Xu and Hero, 2013) who used a state space model to describe the evolution

of connectivity matrices over time. This approach however only considered

networks with unweighted edges. Another similar method is presented by

(Wilson et al., 2016), here the nodes of the network were able to change

throughout time by relying on the maximum likelihood estimators derived at

di�erent points in time, the points these parameter estimate changes are used

to indicate a change in node block structure. This approach was shown to

successfully recover the dynamic changes in U.S. Senate co-voting networks

(Wilson et al., 2016). All these methods allow the block structure itself to

evolved over time, this is by far the most explored approach to dynamic

stochastic block models.

Alternatively, this section now considers the adaptions of the model where

the observed networks are dynamic but the block structure being inferred is

static. Simultaneously, (Matias et al., 2015, 2018) and (Corneli et al., 2016)

introduce a dynamic version of the stochastic block model based on

non-homogeneous Poisson processes. They assume that edges between nodes

are counted by a non-homogeneous Poisson process and the intensity of this

process depends only on the block membership of the nodes. (Matias et al.,

2015, 2018) uses a variational EM algorithm to approximate the likelihood of

the model, whereas (Corneli et al., 2016) presents an exact integrated

classi�cation likelihood criterion, relying on a greedy search. These methods

present the closest work to the dynamic stochastic block model used in

chapter 9, however in this work point estimation is used to recover the

community parameters and the degree corrected version of the block model is
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incorporated. Full details of the dynamic block model can be seen in chapter

9.

2.3 Summary

This chapter has presented a review of the literature relevant to this thesis

via the following two section: Firstly, a review of current data collection

approaches used in developing regions calling attention to their bene�ts and

limits; Secondly, a review of the stochastic block model from its origins to

recent developments and applications. This chapter has highlighted the need

for novel �ne-grained data collection techniques which can provide e�cient,

reliable and cost e�ective ground truths about developing regions. Another

research gap introduced in this chapter is the detection of communities

vulnerable to poverty via the novel application of CDR to both static and

dynamic stochastic block modelling approaches.



Chapter 3

Novel Big Data Sources

This section consists of a summary of the data sources used in this work.

The two main sources of data are Call Data Records Data (a network of call

and SMS interactions) and Ground Truth Data (�ne grained data collected

describing the social economic health of subwards in Dar es Salaam, discussed

in chapters 4,5,6). These data sources provide the basis for the construction

and assessment of both the static and dynamic block model investigative work.

Additionally the Mobile Money and Landuse data sets are described which

provide additional information on the city. Alongside the main data sets,

these data sources are used in order to investigate the comparison of theory

based proxy models versus machine learnt models.

3.1 Call Data Records Data

Call Data Records Data used in this thesis refers to transactional data shared

by a mobile network operator provider in Tanzania. Every time a phone call

is made, an SMS is sent, or any other network event occurs information is

logged, generating CDR data. Tigo is the network provider who generated the

data used here. They are one of the largest network providers in Tanzania

64
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and rapidly growing. Despite often being infrastructurally poor, Tanzania is

actually data rich. Information such as calling cell ID, called cell ID, calling

tower ID, called tower ID and timestamp amongst other information is logged

as part of the CDR records. Network providers use this information for billing

and network optimization purposes. Tables 3.2 and 3.1 specify some of the

relevant information which was provided by the Tanzanian Network provider.

The data used as part of this thesis covers a total of 450.2m call and SMS

events for 330k mobile phone subscribers taking place across the Dar es Salaam

region of Tanzania over a period of 122 days in the autumn of 2014. This CDR

data provides information on individuals interactions and thus all the cell ID's

are anonymised for sensitivity of information. Given events in this data have

associated the timestamps and geographic locations (Tower IDs), a spatial and

temporal network is generated and studied in this thesis. It is worth noting

that as this is real world data there is noise, for example towers breaking and

undergoing repair. The data is cleaned as part of the feature engineering used

within various models in this work, see methods sections in chapters 8 and 6

for details. Due to the sensitive nature of this data, the anonymised data is

not made publicly available, it was provided through a partnership with the

mobile phone operator in Tanzania. The engineered features described in the

methods section of this thesis are however made available.

Table 3.3 describes the amount of data available for use in this work. In

the blue section you can see the complete data provided. The yellow section

then shows the number of interactions available for the 122 day period for

which there is have both Call and SMS data. Given that the data provided

also has information from outside of the area of study (Dar es Salaam), the

yellow section shows the further data reduction to city relevant data. First

by considering only connections coming out of towers in the Dar es Salaam
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Field Name Description Type
Tower ID Unique identi�er for each tower INTEGER
Location Longitude and latitude location of

tower
GEOM POINT

Partynumber The entity who is the focus of
the datapoint (for outgoing SMS
this is the callingpartynumber, for
incoming calledpartynumber

TEXT

Callingpartynumber Encrypted phone number of person
sending the text

TEXT

Calledpartynumber Encrypted phone number of person
receiving the text

TEXT

Callingcellid Cell cgi from the SMS's point of
origination. This can be used for
the location of the tower

TEXT

Calledcellid Cell cgi from the SMS's
destination. This can be used
for the location of the tower

TEXT

Timestamp Timestamp of when the connection
took place. YYYY-MM-DD
HH:MM:SS

TIMESTAMP

Sms length Length of the SMS message INTEGER

Table 3.1: SMS Data Summary Features
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Field Name Description Type
Tower ID Unique identi�er for each tower INTEGER
Location Longitude and latitude location of

tower
GEOM POINT

Partynumber The entity who is the focus of
the datapoint (for outgoing call
this is the callingpartynumber, for
incoming calledpartynumber

TEXT

Callingpartynumber Encrypted phone number of person
sending the call

TEXT

Calledpartynumber Encrypted phone number of person
receiving the call

TEXT

Callingcellid Cell cgi from the calls's point of
origination. This can be used for
the location of the tower

TEXT

Calledcellid Cell cgi from the call's destination.
This can be used for the location of
the tower

TEXT

Timestamp Timestamp of when the connection
took place. YYYY-MM-DD
HH:MM:SS

TIMESTAMP

Call length Length of call in seconds INTEGER

Table 3.2: Call Data Summary Features
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Period Tuples Size
SMS 2014:08:01, 2014:12:19 772,166,648 424 GB
Calls 2014:01:01, 2014:12:31 800,157,047 555 GB

Period Out of Dar Closed Circuit
SMS 2014:08:01, 2014:12:19 333,348,829 206,916,093
Calls 2014:08:01, 2014:12:19 451,326,435 129,470,673

Table 3.3: CDR Data Available.

Figure 3.1: Dar es Salaam Voronoi cells

region, then summarising the number of connections in the Dar es Salaam

closed circuit where connections are only included if they are both from and to

the study region. There are 565 towers in Dar es Salaam, Figure 3.1 is a map

showing the voronoi cells of the towers, exact tower locations are not published

in this work for privacy reasons. It can be seen that the city centre has a much

denser placement of towers than the more rural outskirts. Towers each have a

mean average of 229152 calls and 366223 SMS connections going on over the

122 day period with a range of (277,856136) and (279,1184516) calls and SMS

respectively. Per day these averages become 1878, 3002 respectively. This can

be seen illustrated in the box plots in Figure 3.2. The range of tower activity

though the city can be seen in the heatmap in Figure 3.3. Darker colours

represent a higher activity level, greens represent SMS and reds represent calls.

In summary there is two sparse and dynamic networks here. There are 565

nodes representing the cell towers. 206916093 time stamped edges representing
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Figure 3.2: Average Total Connections per Tower

Figure 3.3: Spread of Activity. Left: SMS, Right: Calls Darker Colour
represent more calls
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SMS connections and �nally 129470673 time stamped edges representing call

connections.

3.2 M-Money Data

M-Money is an umbrella term for a range of services o�ered by network

operators, which include \sending and receiving money, making savings

deposits, bill payments, making non-cash payments and transferring money

from one's mobile phone account to bank accounts and vice versa". Similar

to the CDR data, the M-Money data has been made available to us for

research by a large Tanzanian telecommunications provider. The data set

contains a sample of the company's M-Money transaction records for regular

mobile phone users (subscribers), businesses (agents) and the network

operator itself. Speci�cally, this work extracts 47.6m M-Money records of

approximately 147k customers for the same 122 day period as covered by the

CDR data in 2014.

Each record contains a number of attributes collected by the network operator

as part of the day-to-day M-Money provision. Those attributes include:�

SIM identi�er: anonymized identi�er for the handset � Date: timestamp of

when the transaction occurred� Transaction amount: total monetary amount

for the transaction, including service charge� Event type: the category of

the good/ service purchased via the transaction� Subtype: a categorization

of the business which provided the good/service featured in the transaction�

Error code: indicator of transaction success/failure, denoting the cause if the

latter � User type: account type of the individual invoking the transaction

(e.g. subscriber/agent)
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Only users based in Dar es Salaam, who also made use of CDR services were

included in this work.

3.3 Landuse Data

A set of 24 inputs were generated from data collected via satellite imagery.

These inputs were was augmented with over 750k manual demographic and

environmental annotations, including land-use estimates. Annotations were

collected as part of the Dar Ramani Huria project (Eichleay et al., 2016) with

local community members creating highly accurate maps of Dar es Salaam. An

example of the images and annotations present in this dataset can be found

in (Torres et al., 2017) having been shared by the authors. The 24 features

extracted from this dataset included the total area (in km2) of the subward,

land-use measure (consisting of the residential area, slum, urban, industrial

and unused, with equivalent percentages of the subwards that each made), and

distances that the subward was from the coast, the central business district,

the port and predominant slum and industrial zones.

Ethics and Privacy

Ethical approval for this work has been obtained from the Nottingham

University Business School ethical review committee, application reference

No. 201819072. In addition, a variety of privacy and ethical limitations have

been considered and overcome as follows.Data Access There are privacy

and security implications involved in sharing CDR data. Raw mobile network

data sets are inherently proprietary and private. In order for this type of

work to continue, it has been essential to build trust and con�dence with

network providers. Providing clear research plans and understanding of the
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