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Abstract
The aim of the thesis is the development of a novel methodology for the characteri-

sation of a multi-view fringe projection system, comparing the developed methodology
with the conventional approach, and performing the verification tests on the multi-
view fringe projection system. In general, commercially available single-view fringe
projection systems struggle to acquire the full form/shape in one acquisition due to
multiple occlusions, complex freeform geometries, limited field of view and the line of
sight issues. Multi-view fringe projection systems are considered an effective solution
to overcome the limitations of existing single-view optical systems. However, charac-
terisation of a multi-view system is challenging due to the complexity involved, the
need for defining a global coordinate system for multiple cameras and projectors and
the fusion of the data from multiple perspectives.

In order to identify the constraints of the single-view systems, a fringe projection
system with a single camera and projector, similar to available commercial systems,
has been designed. The system is tested by measuring the three-dimensional shape of
different complex additive manufactured artefacts. Additionally, to investigate the er-
ror originating from gamma non-linearity, limited depth of field and the environmental
noise, commercially available low-cost pico digital light processing and laser projectors
are compared for use in fringe projection applications. The outcome reveals that the
eye-safe laser projector outperforms the pico digital light processing projector provid-
ing a higher quality of sinusoidal fringe patterns, has a much longer depth-of-focus
(×10 that of the pico digital light processing projector) and suitable for measuring
large objects. Another case study is performed on the uncertainty evaluation of the
form measurement of an industrial test case using contact and non-contact methods.

Multi-view fringe projection systems are considered an active research area. In
such systems, characterisation has a decisive influence on the system performance and
accurate three-dimensional surface reconstruction. The characterisation of a multi-
view fringe projection system relies on finding the intrinsic and extrinsic parameters
of the cameras and projectors and bringing them into the global frame of reference. A
generic approach is the extension of the methods for characterising the single camera-
projector systems, where each camera is characterised with an accurately manufactured
target whilst the projector is modelled as an inverse of the camera and needs additional
information to develop a one-to-one correspondence between the camera and projector
intensity pixels, which is provided in terms of absolute phase map. The relationship
between different views is obtained by global optimisation of the extrinsic parameters
of all the multiple perspectives.

Two approaches for characterising the multi-view fringe projection system are
demonstrated, a conventional one and a novel approach based on stereo rectification
of phase maps. In the conventional approach, an automated characterisation method
is used, which utilises a checkerboard to characterise the system and determine the
intrinsic and extrinsic parameters of all the cameras and projectors. The phase infor-
mation from the phase-stepped fringes is used to establish the global reference frame
by automated image processing and parameter optimisation. The three-dimensional
surface reconstructions have been shown to overcome the limitations of the single-view
system, mainly associated with occlusions, shading and high slope angles.

In the conventional approach, the transformation from the camera image pixels
to the projector image pixels is carried out by a phase-stepped fringe projection tech-
nique. However, mapping error induces if the camera pixels are not aligned with the
projector pixels, which affects the performance and accuracy of the fringe projection

i



system. To address this issue, a novel method to characterise a multi-view fringe pro-
jection system is introduced, which is independent of projector characterisation and
alleviates the influence of mapping error. The proposed method depends on the stereo
matching between rectified unwrapped stereo phase maps based on the epipolar con-
straint, and the matched phase points in the stereo phase maps are triangulated for
three-dimensional reconstructions. Furthermore, the developed methodology is used
to perform the verification tests on the multi-view fringe projection system.
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Chapter 1

Introduction

1.1 Motivation

Post-process coordinate metrology imposes a significant challenge due to the complex

freeform, occluded, and steep geometries of additively manufactured (AM) objects [4].

In general, coordinate metrology is the science and application of determining the

physical geometry/form of an object using a coordinate measuring system [5]. Essen-

tially, metrology is a fundamental tool in manufacturing as it establishes the necessary

framework for process and quality control of AM parts, assists in characterising and

optimising the AM processes, primarily when new geometries are evolved, and provides

guidance for post-process troubleshooting. In general, the inspection process for the

verification of geometric dimensions and tolerance (GD&T) specifications regarding

the design requirements is necessary for quality assurance. GD&T ensures that the

manufactured parts are within the specified tolerance regime, fulfil the functional de-

mands and easily fit within the designed assemblies, reduce the production cost, and

help AM manufacturers to optimise the AM processes [6].

Methodologies for the accurate dimensional characterisation of AM parts are pri-

marily categorised as contact and non-contact measurement methods. The field of

contact form metrology (coordinate measuring machines, CMMs) is highly accurate

(accuracy down to a micrometre [7–10]), well understood and has been used for many

years [7, 8, 11–13]. In principle, CMMs use a probe or stylus which comes in contact

1
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with the surface of the object and measures the 3D coordinates of each point. Sev-

eral discrete points around the object are measured to construct a 3D point cloud of

the measured object. However, contact systems are relatively slow, measure a limited

number of points, destructive compared to optical form measurement systems and not

suitable for in-process monitoring and inspection of the AM processes. In contrast to

contact systems, non-contact optical systems such as laser triangulation [14, 15], pho-

togrammetry [16–19], and structured light techniques [19–22] have the benefit of high

resolution, full-field acquisition, and fast data processing with a high signal-to-noise

ratio.

The digital fringe projection methods have been extensively used in the industrial

sector for the post-process characterisation of highly complex AM parts due to their

fast acquisition rate, non-contact and non-destructive nature, and cost-effectiveness

[20, 21, 23–25]. In practice, significant improvements have been made in the accuracy

and precision of commercially available systems which can achieve accuracies up to

10 µm [26] and used for post-process verification of AM parts. However, single-view

commercial systems require a rotation table to give the fringe projection system a 360◦

view for 3D surface reconstructions. In this context, the commercial systems have

some limitations due to the frequent existence of occlusions, freeform complex geome-

tries/form of AM parts, shiny surfaces, restricted field-of-view and the multiple views

for measuring the full form of the object. In order to overcome the fundamental lim-

itations, multi-view fringe projection systems are considered as a potential candidate,

and an active research area [27–30].

In general, multi-view fringe projection systems are highly complex, require char-

acterisation (intrinsic and extrinsic parameters) of all the optical components (cameras

and projectors) and a global coordinate system. The complexity involves understanding

the structural relationship between multiple sets of optical components, the interac-

tion of light with the object surface and its influence on the accuracy of the multi-view

fringe projection system, a key research area for the future of optical form metrology.
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1.2 Aims and objectives

This work aims to develop a novel methodology for the characterisation of a multi-view

fringe projection system that improves the measurement pipeline, starting from the

optics all the way to the algorithms used and to enable an easy and flexible assessment

of complex AM objects. The outcome of this work will be,

• Practical demonstration of the proposed novel method for the form measurement

of complex AM artefacts

• Manifestation of the multi-view fringe projection system for the conventional

characterisation approach

• Comparison between the developed novel and the conventional methods of char-

acterising the multi-view fringe projection system

• Address the practical concerns and limitations of existing single-view fringe pro-

jection systems, such as occlusions, limited depth of field, and environmental

noise, which generally affect the optical and image processing techniques

• Performance verification of the multi-view fringe projection system using existing

verification standards for the optical form measurement system

1.3 The novelty of research work

The novelty of this work relies on developing a methodology for the characterisation

of a multi-view fringe projection system that resides on stereo matching between rec-

tified unwrapped stereo phase maps based on the epipolar constraint. The advantage

of the method employs in alleviating the mapping error due to its non-reliance on

the projector characterisation; therefore, determining the correspondences between the

camera and the projector pixels is not required. In general, the dense disparity map

is achieved by combining the stereo vision and fringe projection methodologies which

further utilises the stereo-camera characterisation information for 3D surface recon-

struction [31–34]. In stereo vision, the matching points between multiple images are
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determined, and the approach works in the pixel domain. However, the method devel-

oped in this work relies on determining the correspondences in the phase domain.

Figure 1.1 depicts the pipeline of the measurement process. The first step, con-

sidered as a prerequisite, is the system characterisation which depends on finding the

intrinsic and extrinsic properties of all the cameras. Since the developed method does

not require projector characterisation, therefore this alleviates the need for multiple

characterisations. The camera characterisation is performed by capturing the images

of a standard artefact (checkerboard or a dot/circle pattern) which is placed in the

field of view of all the cameras. Images of the standard artefact at different orienta-

tions are captured by all cameras, and each camera is characterised based on a pinhole

camera model [35–38]. The image coordinates of the markers (corners of squares in a

Fringe projection Camera 
Characterisation 

Three dimensional 
reconstruction

Stereo rectification of 
phase maps followed by 

stereo matching

Phase maps from stereo 
camera pair

Figure 1.1: Schema of the measurement pipeline of the stereo matching based characterisation
method of the multi-view fringe projection system.

checkerboard or circles in a dot/circle pattern) are extracted from the captured cam-

era images, and the camera parameters (intrinsic and extrinsic) of each camera are

determined using an image processing algorithm [39]. A global coordinate system is

defined by considering the relative orientation and location in each stereo-camera pair

with respect to the first checkerboard position, which is in the common field of view of

all the cameras; therefore, it represents the same global coordinate system.
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The camera characterising follows the generation of the stereo-camera parameters

using the characterisation information of individual cameras [40–47]. In principle, the

generation of stereo-camera pairs is considered from the perspective of the common

field of view and the area illuminated by the structured light pattern (fringes); there-

fore, the adjacent camera pairs are regarded as stereo-camera pairs, which configures

multi-view system as two sets of stereo-camera pairs. After the prerequisite step of

system characterisation, phase maps are acquired using the fringe projection method.

In general, a fringe projection system can be mathematically modelled as a stereo-

camera system (one camera in the stereo pair is replaced with a projector) and utilises

common points between the projector and the camera based on the triangulation prin-

ciple. For that purpose, a set of phase-stepped sinusoidal and binary-encoded fringe

patterns [48] are projected onto the surface of the measuring object, and the distorted

fringes are captured at each step. The acquired phase has 2π modulation; therefore

requires the unwrapped algorithm (a temporal phase unwrapping is applied [49–52]),

which eliminates the 2π discontinuities and yields a continuous phase map.

The phase maps captured by the adjacent cameras are considered stereo phase

maps. A transformation, called rectification, is applied to stereo phase maps to project

them onto the same plane, which accounts for camera distortion and the non-coplanar

stereo-camera pair [53, 54]. The benefit of image rectification is that it transforms

each image such that the epipolar lines are parallel; therefore, the 2D search problem

reduces to a 1D search problem. The rectification follows the stereo matching in which

the search for correspondences is established by determining the points at which the

phase values match. The output of the stereo matching process is a disparity map.

An iterative approach for disparity computation is considered, in which the phase

value in the left camera phase image is compared with the corresponding epipolar

line of the right camera phase map using the nearest neighbour search. The matched

phase points between the rectified phase images are determined and combined with the

respective projection matrix of the adjacent cameras (configured as a stereo-camera

pair). Ultimately, the 3D world coordinates of the measuring object are determined

based on the triangulation principle.
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Additionally, a comparison of the developed novel method with the conventional

approach (mentioned in chapter 5) of characterising a multi-view fringe projection

system is performed. For this purpose, the multi-view fringe projection system is

demonstrated for the conventional approach, and the 3D surface reconstructions of

AM artefacts are acquired. Furthermore, as there are no specific calibration standards

for traceable measurements of 3D optical form measurement systems; therefore, the

results are compared with the contact CMM measurements which provide a reference

for dimensional measurements.

1.4 Overview of the work

Chapter 2 provides an overview of the existing state-of-the-art three-dimensional imag-

ing techniques with the main focus on the fringe projection method. Extensive back-

ground and current research on fringe projection method are presented, and various

steps of the fringe projection method such as; phase unwrapping methodologies, sys-

tem characterisation, especially the camera and projector characterisation methods,

stereo-camera system and associated epipolar geometry. Additionally, the factors that

affect the measurement accuracy of the fringe projection method are described.

Chapter 3 presents the design and development of a single-view fringe projection

system which helps to investigate the fundamental constraints of the existing fringe

projection systems. The identification of sources of error in the single-view fringe

projection system is established by comparing the commercially available low-cost laser

and digital light processing projectors in terms of the non-linear gamma effect and the

depth-of-focus. The performance of the two projectors is evaluated from the perspective

of their use in the fringe projection applications.

Chapter 4 is related to the uncertainty evaluation of the three-dimensional shape

measurement of complex AM metal parts using contact and non-contact instruments.

A complete pipeline for the uncertainty evaluation of different features of an AM indus-

trial test case is provided. The measurement uncertainty is determined by considering

all types of uncertainties associated with the measurand. Contact method such as
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coordinate measuring machine is used which provide a reference for the coordinate

measurements.

Chapter 5 covers the development of a multi-view fringe projection system with

potential application to address the existing constraints of single-view fringe projection

systems. The chapter describes two methods of characterising the multi-view system,

one as an extension of the conventional method of characterising a single camera pro-

jector systems with the inclusion of a global frame of reference. The second approach

is based on the stereo matching of the phase values between the unwrapped stereo

phase maps, which does not require projector characterisation. A comparison between

the two methods is made by three-dimensional surface reconstructions of complex AM

artefacts, which reveals that the second method has attained improved performance

by alleviating the mapping error.

Chapter 6 demonstrates the performance verification of the developed multi-view

fringe projection system based on the VDI/VDE 2634 part-3 verification standard and

evaluates the uncertainty associated with the measurements performed with the multi-

view system. The chapter also shed light on the systematic error and their influence

on the accuracy of the measurements.

Ultimately, chapter 7 concludes the effectiveness of the multi-view fringe projection

system for three-dimensional form measurement of complex AM artefacts, summarises

the contribution of the work done in this thesis and purposes future work for further

improvement and advancement in the form measurement technology.



Chapter 2

Background - State of the art

2.1 Introduction to three-dimensional imaging

Optical three-dimensional (3D) form measurement is the process of acquiring the in-

formation of surface topography by optical means (optical sensors or CCD arrays).

It is often referred to as 3D optical metrology, 3D scanning or 3D imaging. In gen-

eral, with the advent of modern fast computers and reliable image processing software,

the accuracy of the optical form measurement systems over the years has been im-

proved. Essentially, the accuracy achievable using optical metrology has made it a

useful tool across many engineering and scientific disciplines. The optical methods

are non-contact, non-destructive and non-invasive, therefore, highly relevant in var-

ious fields including medical science, manufacturing, computer-vision, aerospace and

automotive.

Over the last decades, a significant improvement in 3D scanning techniques has

been made and numerous methods have been developed including time of flight (TOF)

[55, 56], three-dimensional shape from focus and defocus [57, 58], laser triangulation

[14, 15], photogrammetry [16–19], Fourier transform profilometry [59–61], and digital

fringe projection (DFP) [19–22]. One of the most common and extensively used non-

contact measurement techniques is the DFP. In this method, the fringe patterns are

demodulated and projected onto the surface of the object to obtain height information.

A brief introduction to 3D shape measurement techniques is provided in the following

8
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sections to give a general idea of all the possible options, however the main focus relies

on the fringe projection method.

2.1.1 Time of flight

The time of flight (TOF) is a laser scanning method that does not require triangulation.

The method calculates the time difference of the round trip of light being emitted and

bounced back from the point surface to the sensor [55]. Since the light travels at high

speed of 3×108 m/s, therefore, in order to resolve a minimal depth change (1 mm), the

sensor’s resolution should be of the order of 10−9 s, which is very difficult to achieve.

Rather than directly measuring the time difference, the TOF technique measures the

Emitted signal

Reflected signal

Emitter

Receiver

Emitted

Reflected

∆∅

Figure 2.1: The basic principle of ToF.

phase changes for the round trip. A typical TOF assembly consists of a light source and

a light sensor, as shown in figure 2.1. A modulated light beam is emitted by the light

source, reflected back from the object surface and captured by a sensor. The phase

difference between the emitted and reflected light beam is calculated and the height

information of the object can be obtained using the speed of light [56], and given by

Z =
c∆φ

4πfm
, (2.1)
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where c depicts the speed of light (3× 108 m/s), fm is the modulation frequency, ∆φ

is the phase change, and Z is the depth.

Generally, the ToF sensor measures the intensity and phase information simulta-

neously. The compact design of the ToF laser scanning technology makes it suitable

for applications of buildings, robotics and automotive industry. However, the ToF

laser scanners are limited by spatial and depth resolution, which is associated with the

complexity of manufacturing a sensor.

2.1.2 Laser triangulation

The laser triangulation determines the distance between the laser and the object at

each specific point, as depicted in figure (2.2). A typical laser triangulation system

comprises a laser source, a detector, and a lens. The lens focuses the laser beam on the

photodetector. The laser light shines onto the surface of the object, and the reflected

light is sensed by the photodetector. The depth information can be retrieved by the

triangular geometry of the laser source point, the reflecting point, and the sensing point

on the detector. Mathematically, the distance between the object point and the image

point on the CCD is given by [62, 63]

h =
ax
′
sin η

b sin β − x′ sin(β + η)
, (2.2)

where x
′

is the image point displacement on the camera sensor, β is the angle between

the incident laser beam and the receiving lens, η is the angle between the camera sensor

and the optical axis of the lens, a is the distance of the object from the lens, and b is

the distance of the image from the lens.

A laser triangulation-based scanner is capable of achieving high spatial and depth

resolutions and measuring large objects, such as buildings or ships. However, this

method is not robust since a laser spot/line sweeps over the whole surface, which

makes the data acquisition process slow and time-consuming; also this technique is less

suitable for dynamic object [14]. Another drawback is that the laser light is coherent;

therefore, the speckle noise affects the system accuracy.
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Laser source
CCD array

Lens 

Measured

Reference

𝛽

O

𝜂

𝑎

𝑏

𝐵!

𝐴!𝑂!

𝑥 !

ℎ

𝐴

𝐵

Figure 2.2: Schema for the working principle of laser triangulation. A and B are the inter-
section points of the laser beam at the measured and the reference surface respectively, A

′

and B
′

are the intersection points at the camera sensor, O and O
′

are the intersection points
of the perpendicular lines from points B and B

′
respectively.

2.1.3 Photogrammetry

Photogrammetry is the science of making measurements from photographs. Pho-

togrammetry incorporates methods of image measurement to retrieve the 3D shape

of an object from two or more photographs [64]. In principle, the photogrammetric

measurement yields the 3D surface reconstruction of an object either in digital forms

such as coordinates and geometric parameters or graphical forms as images, maps,

and drawings. Photogrammetry is well-established in topographic mapping; however,

in recent years, it is extensively used in the areas of architecture, industrial sector,

engineering, medicine, and geology for the generation of precise 3D data.

Photogrammetry, based on the camera position, can be categorised as Ariel pho-

togrammetry and Terrestrial (or close-range) photogrammetry. In Ariel photogram-

metry, the camera is placed on the aeroplane and points vertically downward towards

the ground. Various overlapping images are taken along the flight path and processed

to track the precise path information. In contrast to Ariel photogrammetry, the close-

range photogrammetry relies on the camera mounted close to the object usually hand-

held or on a tripod stand, as shown in figure 2.3. Close-range photogrammetry is
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View-1 View-2
View-3

(𝑢! , 𝑣!)

𝑃" (𝑋" , 𝑌" , 𝑍")

Figure 2.3: Schema of close-range photogrammetry.

preferred for non-topographic purposes, like building measurement, forensic and acci-

dent scenes, engineering structures, mines, earthworks and film sets.

The fundamental principle of photogrammetry is based on triangulation, and the

typical photogrammetry methods employ the stereo technique [19, 65]. By capturing

photographs from different perspectives (at least two different locations) and measuring

the same target in each image, a line of sight is defined from each camera to the target.

By determining the camera location and orientation, the intersection of rays emerging

from the cameras is used to produce the three-dimensional coordinates of the point on

the object [17].

The advantages of photogrammetry are cost-effectiveness, achievable resolution,

fast acquisition times and suitability for measuring more surfaces using the benefits of

diffused light. However, the photogrammetry setups struggle with the low depth-of-field

and optics errors associated with camera lens distortion, shot noise, divergence and non-

linearities. Surface texture is another constraint, and especially the smooth surfaces

require an optical contrast to achieve the 3D information. The slow processing speed
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is also a drawback since the 3D reconstruction is dependent on the data processing,

which is significantly large for photogrammetry based systems.

2.1.4 Fourier transform profilometry

The Fourier transform profilometry is a well established and extensively used method

for obtaining the phase information. This method was first proposed by Takeda et al.

who utilised the Fourier transform for fringe pattern analysis and measuring the 3D

shape of the objects [59]. Takeda and Mutoh [60], who presented it as an alternative

to the Moire contouring method proposed by Idesawa et al. [66]. Takeda and Mutoh

aimed to improve the automatic measurement in computer processing by eliminating

the associated difficulties with Moire techniques and providing much higher sensitivity.

The method involves the projection of the Ronchi grating on the measured object,

and the reflected deformed pattern was captured. Takeda et al. also presented a

frequency-multiplex Fourier-transform profilometry which yields a single-shot 3D shape

measurement of complex discontinuous objects [61]. In general, the intensity of a fringe

𝐴(𝑓𝑥, 𝑦)

𝐶(𝑓𝑥− 𝑓0,𝑦)
𝐶(𝑓𝑥,𝑦)

𝑓0𝑓0 𝑦 𝑦𝑓𝑥 𝑓𝑥

(a) (b)

𝐶∗(𝑓𝑥+𝑓0,𝑦)

Figure 2.4: Fourier spectrum of a fringe pattern. (a) Separated spectrum and (b) a single
spectrum. Here A and C represent the Fourier spectra, f0 is the spatial carrier frequency,
and fx is the spatial frequency along the horizontal direction.

pattern can be represented as

Ig(x, y) = a(x, y) + b(x, y) cos[φ(x, y) + 2π f0x], (2.3)
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where a(x, y) and b(x, y) represents the object’s surface reflectivity, φ(x, y) is the phase,

and f0 is the spatial carrier frequency [59]. Equation (2.3) can be rewritten as

Ig(x, y) = a(x, y) + c(x, y) exp(2π i f0x) + c∗(x, y) exp(−2π i f0x), (2.4)

where

c(x, y) =
1

2
b(x, y)eiφ(x,y), (2.5)

c∗(x, y) =
1

2
b(x, y)e−iφ(x,y). (2.6)

Taking the fast Fourier transform of the equation (2.4)

G(f, y) = A(fx, y) + C(fx − f0, y) + C∗(fx + f0, y), (2.7)

where G,A,C represent the Fourier spectra, and fx is the spatial frequency along

the horizontal direction, as shown in figure 2.4. The Fourier spectra is separated by

the spatial frequency since the spatial variation of a(x, y), b(x, y) and c(x, y) is slow

compared to f0. Computing the inverse Fourier transform C(fx, y) yields the c(x, y),

therefore, the complex algorithm can be calculated as

log[c(x, y)] = log

[
1

2
b(x, y)

]
+ iφ(x, y). (2.8)

Finally, the phase can be obtained as

φ(x, y) = arctan

(
Im[c(x, y)]

Re[c(x, y)]

)
. (2.9)

The above equation is a trigonometric arctangent function and ranges between [−π, π],

and gives wrapped phase map; therefore, it requires the unwrapping algorithms to

retrieve the absolute phase information.

Fourier transform profilometry has been widely used for high-speed applications
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as it requires one (or maximum two) distorted fringe patterns to demodulate the phase

information and acquire the 3D shape of the objects. In general, the method is suitable

for smooth surfaces but struggles to achieve the correct phase value at the edges (or

slopes) of complex freeform objects with discontinuities. This is due to the reliance

of the frequency components (in the frequency domain) on the spatial resolution and

the existence of high-frequency components (at the edges) in the wrapped phase map

that causes ambiguities and inconsistencies in the phase unwrapping. Thus, in order to

demodulate the noisy fringe patterns, windowed Fourier transform or wavelet transform

are recommended [67, 68].

2.1.5 Fringe projection method

The 3D optical metrology using DFP is extensively used in various fields due to its non-

contact and non-destructive nature, fast data acquisition and high sampling density [20,

21]. The DFP system comprises a camera, a projector, and a computer for integration,

data acquisition and data processing, as depicted in figure 2.6. The computer-generated

fringe patterns (structured light patterns) are projected on the surface of the 3D object

through a projector, and a camera captures the distorted fringe patterns (deformed due

to the surface profile of the object).

In general, the phase contains the height information of the scanned object that

needs to be recovered from the captured fringe images. In the existing methods, phase-

shifting techniques are preferred due to their speed and measurement accuracy. Essen-

tially, three fringe images are required to uniquely solve the phase per pixel; therefore,

three phase-stepped fringe patterns (shown in figure 2.5) are required for high-speed

3D imaging applications. Mathematically, the three phase-shifted fringes with a phase

difference of (2π/3) can be expressed as

I1(x, y) = Ia(x, y) + Ib(x, y) cosφ(x, y)− α,

I2(x, y) = Ia(x, y) + Ib(x, y) cosφ(x, y) + 0,

I3(x, y) = Ia(x, y) + Ib(x, y) cosφ(x, y) + α, (2.10)
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(a) (b) (c)

Figure 2.5: Phase-shifted fringe patterns. (a) Fringe pattern with phase 0◦ (b) fringe pattern
with phase 120◦ and (c) fringe pattern with phase 240◦.

where Ia(x, y) is the average intensity while Ib(x, y) is the intensity modulation and

φ(x, y) is the phase. As it can be noticed that there are three unknowns in equation

(2.10); therefore at least three modulated images are required for acquiring the phase

information. Solving the above equations yields

φ(x, y) = tan−1

[
(1− cosα)(I1 − I3)

sinα(2I2 − I1 − I3)

]
, (2.11)

γ(x, y) =
Ib(x, y)

Ia(x, y)
=

[√
[(1− cosα)(I1 − I3)]2 + [sinα(2I2 − I1 − I3)]2

(I1 + I3 − 2I2 cosα) sinα

]
,(2.12)

where φ(x, y) is the phase and γ(x, y) is the data modulation that depicts the quality

of the fringe data in the range of [0, 1] with 1 indicates the best. For (α = 2π/3), the

above equations can be simplified as

φ(x, y) = tan−1

[ √
3(I1 − I3)

2I2 − I1 − I3

]
, (2.13)

γ(x, y) =
Ib
Ia

=

√
3(I1 − I3)2 + (2I2 − I1 − I3)2

I1 + I2 + I3

. (2.14)

The equation (2.13) indicates that the phase value lies in the range of [-π, π]. The

continuous phase map can be obtained by applying a phase unwrapping algorithm.

The phase unwrapping is a process of detecting and removing the 2π discontinuities

which can be accomplished by adding or subtracting 2π [69–74]. The phase-shifting

method (with three phase-step) is reliable for measurement speed and less prone to
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harmonic error (for α = 2π/3) [75, 76]. However, this method is sensitive to camera

sensor noise as the averaging effect is insignificant when only three images are used.

Camera
Projector

Reference plane

Object
x

y

z

Optical     
axisOptical     

axis

	𝑑!"

	𝐿!

	𝑂!𝑂"

	𝑍

	𝐷 	𝐶	𝐵

𝑃

Fringes

Figure 2.6: Schema of the fringe projection system.

For better measurement accuracy, more fringe images can be used, which help to

eliminate the error associated with the non-sinusoidal fringe patterns and the noise

effect. Mathematically, for N-step phase-shifted patterns, the intensity of the ith image

with a phase shift of δi can be represented as

Ii(x, y) = Ia(x, y) + Ib(x, y) cos[φ(x, y)− δi], (2.15)

where Ia(x, y) is the average background intensity, Ib(x, y) is the intensity modulation

which represents the surface reflectivity and fringe pattern contrast, δi = (2πi/N) is

the phase difference, i is the phase stepping index (i = 0, 1, 2...N − 1), and φ(x, y)

corresponds to the wrapped phase map and given by

φ(x, y) = tan−1

(∑N−1
i=0 Ii(x, y) sin(2πi/N)∑N−1
i=0 Ii(x, y) cos(2πi/N)

)
. (2.16)
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Figure 2.7: The pipeline of a DFP system.

The pipeline of the DFP system is depicted in figure 2.7. DFP method involves a

pre-requisite step, called system characterisation, which determines the relationship

between image coordinates and the real world 3D coordinates. The measurement

process comprises fringe generation and projection, image acquisition at each step,

analysis of the captured fringes, which yields the phase information. Since the phase-

shifting method encodes in terms of phase, the retrieved phase is usually wrapped

between [−π, π] and needs to be unwrapped to get the absolute phase. Furthermore, by

incorporating the system characterisation information and the triangulation principle,

the 3D point cloud is acquired.

A schematic diagram of a DFP is shown in figure (2.6). The points Op and

Oc denote the virtual aperture of the optical axis of the projector and camera axis,

respectively. A flat plane is measured, which provides a reference and the depth of the

object is measured relative to the reference plane. From the projector’s point of view,

point P on the object surface has the same phase value as the point D on the reference

plane (φP = φref
D ). Similarly, from the camera’s point of view, points D and C have the

same pixels for phase map (φC = φref
D ). By subtracting the reference phase map from

the measured object phase map, the phase difference at this specific pixel is acquired,
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and given by

∆φPC = φP − φref
C = φref

D − φref
C = ∆φref

DC . (2.17)

The triangles ∆OpOcP and ∆DCP are similar; therefore the height PB of point P

on the object surface relies on the distance between points C and D, and represented

as

Z(x, y) = PB =
CD · Lc
dcp + CD

. (2.18)

Combining Equations (2.17) and (2.18), and using the assumption dcp >> CD yields

the height information Z(x, y) of the object, given by

Z(x, y) =

(
Lc

2πfmdcp

)
∆φref

DC ≈ K0∆φref
DC , (2.19)

where fm is the spatial frequency of the fringes, Lc is the distance between the opti-

cal centre of the camera and the reference plane, K0 is a constant that can be deter-

mined through system characterisation (often called calibration in the fringe projection

method), and ∆φref
DC is the phase containing the depth information. Equation (2.19)

provides the depth Z(x, y) based on a relatively simple method called reference-plane-

based method. A more accurate, reliable and widely used method of converting the

phase information into depth is the system characterisation (details will be discussed

in section 2.3) which depends on computing the intrinsic and extrinsic parameters of

the camera and the projector.

2.2 Phase unwrapping in fringe projection

In the digital fringe projection system, phase-stepping techniques are highly demanding

due to their high speed, measurement accuracy, less sensitivity to surface reflectivity

and ambient light. In general, the phase of a signal is acquired through an arctangent

function. This mathematical function returns values between [−π, +π], and values near
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2π represent discontinuities in the phase distribution. Unwrapping is the method by

which these discontinuities are eliminated, and the desired continuous phase function

is achieved for 3D imaging applications.

The concept of phase unwrapping in one and two dimensions is shown in figures

2.8 and 2.9. The two-dimensional phase unwrapping is a well-established field with a

huge amount of literature available. Phase unwrapping is not just specific to the fringe

projection method; rather, it has been used in various applications. A few examples

include interferometry [77], magnetic resonance imaging [78], synthetic aperture radar

[79], acoustic imaging [80], and X-ray crystallography [81]. These applications need

phase unwrapping to get useful quantities from raw experimental data.

(a) (b) (c)

Figure 2.8: Phase unwrapping in 1D. (a) A sinusoidal signal whose amplitude exceeds the
range [−π, π] and has a continuous phase (b) wrapped phase, the 2π discontinuities in the
wrapped phase signal are represented by red circles and removed by adding/subtracting a
factor of 2π and (c) the unwrapped phase.

(a) (b) (c)

(d) (e) (f)

Figure 2.9: Phase unwrapping in 2D. (a) Original intensity image (b) wrapped phase image
(c) unwrapped phase image (d) row-150 of the intensity image shown in (a), (e) row-150 of
the wrapped image shown in (b) and (f) row-150 of the unwrapped image shown in (c).
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Numerous algorithms have been developed, but robustness is by no means as-

sured. In principle, the implementation of phase unwrapping on real images is the

most difficult and challenging task. Practical concerns related to discontinuities in the

phase wraps, system and environmental noise, variations in signal-to-noise ratio, under-

sampling and masked areas make this process complicated. Moreover, the cumulative

nature of phase unwrapping imposes very strict conditions on the phase unwrapping

algorithms.

Several phase unwrapping methods have been proposed to enhance the noise im-

munity, robustness and computational efficiency of the unwrapping process [69–74].

These methods can broadly be categorized as spatial and temporal phase unwrapping.

The fundamental difference between the two approaches is that the temporal phase

unwrapping does not rely on the neighbouring pixel phase information to perform

phase unwrapping, therefore appropriate for complex and arbitrarily shaped objects.

In comparison, the spatial phase-unwrapping algorithm depends on detecting and re-

moving 2π discontinuities from neighbouring pixels and limited to smooth surfaces.

The following sections will elaborate on these protocols in detail.

2.2.1 Spatial phase unwrapping

The spatial phase unwrapping can be further categorized as local and global methods.

The local phase unwrapping algorithms calculate the unwrapped phase by integrating

over a particular path. They usually follow a specific integration path which covers the

entire wrapped phase map [69]. The Schafer and Oppenheim proposed a simple and

robust path following the phase unwrapping algorithm. The main idea is to use spiral

and multiple scans to locate the sudden and abrupt phase discontinuity in an image

and determine the phase offsets. The path-dependent phase unwrapping process can

be classified into residue compensation and quality guided methods.

The residue compensation algorithms locate the residues in an image and connect

the positive and negative residues through branch cuts [70]. The unwrapping path is

identified by the pixels’ reliability [71–73]. These algorithms are fast but not robust. In

comparison, the quality guided algorithms target the highest-quality pixels and unwrap
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them first while the lowest quality pixels are processed at the end in order to avoid error

propagation. These algorithms are generally robust and efficient. In contrast to local

phase unwrapping algorithms, the global algorithms devise the minimization of a global

function. All algorithms that belong to this category are robust but computationally

rigorous [69, 74].

The local phase unwrapping algorithms are described as follows.

2.2.1.1 Goldstein branch-cut method

This algorithm detects the residues in the wrapped phase map and joins them through

branch-cuts. Residues can be positive or negative and appear in the phase map due to

noise or discontinuities. The quality of the unwrapped phase map strongly depends on

the choice of the branch-cut. A unique unwrapped solution corresponds to the selection

of a wrapped gradient integration path that eliminates discontinuities. The algorithm

works in three steps: detection of residues, generation of branch-cuts and a flood fill

algorithm.

The phase map has grayscale intensity values between [0-255] and scaled to [0-1].

The 2×2 sample-path integral is the smallest closed loop that helps localise the source

of each phase inconsistency [82]. Mathematically, the gradient of the wrapped phase

can be represented as

q =
4∑
i=1

∆i, (2.20)

where

∆1 = ξ[φ(i, j + 1)− φ(i, j)], (2.21)

∆2 = ξ[φ(i+ 1, j + 1)− φ(i, j + 1)], (2.22)

∆3 = ξ[φ(i+ 1, j)− φ(i+ 1, j + 1)], (2.23)

∆4 = ξ[φ(i, j)− φ(i+ 1, j)], (2.24)
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where ξ(.) is an unwrapping operator, φ is the wrapped phase, the non zero q value

indicates the inconsistency and considered as a residue, and it can be positive or neg-

ative with values 0, +1 or −1. Since the consistency check is a local test, it is not

possible for the 2 × 2 path consistency check to determine if the inconsistency is due

to aliasing or noise. This is because phase dislocation is a regional phenomenon. It is

assumed that there cannot be more than one half cycle jumps since the data is sampled

on Nyquist theorem.

In the Goldstein algorithm, the positive and negative residues are connected by

lines which act as barriers during the path integration. The algorithm starts by scan-

ning the phase map to find a residue. Then the residue is enclosed by a 3× 3 box and

search for another residue continues. When a residue of opposite sign is found, it is

connected by a branch-cut, and the scanning continues for finding another residue. If

a residue of the same sign appears, the centre of the box is moved to the new location,

and the search continues until a residue of opposite sign or no new residue is found.

When no residue is found, the box size is increased by (5×5), and the search continues.

Figure 2.10: Branch cuts. (a) Positive and negative residues marked by empty and filled
circles, respectively (b) the cuts isolate the portions of the image, hence not a good choice
and (c) a better option.

Principally, the algorithm scans over the entire phase map and finds the unbalanced

residues and balance them by placing branch-cuts. However, when border pixels appear

during the box search, the residues can be balanced by connecting them with the image

border. The branch cuts are based on the nearest-neighbour method that minimises the

sum of the cut lengths. Goldstein’s algorithm is very fast and effective for generating

optimum branch cuts. As a first step, an initial value is chosen at a known location
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within the model domain. The four neighbouring pixels are then unwrapped, and the

process continues around the location of branch-cut pixels. The unwrapping of the

border pixels is done in the end by using the unwrapped value of its adjacent pixels;

hence the error can not propagate to other regions of the phase map.

Local phase unwrapping algorithms are usually path-dependent and follow a cer-

tain unwrapping path in a specific direction. Algorithms like residue-balancing and

quality-guided generate branch cuts and minimise the error prorogation by defining

the unwrapping path around these branch cuts. In contrast, global phase unwrapping

algorithms formulate the phase unwrapping problem in the minimum norm perspec-

tive; therefore, referred to as minimum-norm algorithms [82]. Global phase unwrapping

algorithms determine the unwrapped phase by minimising the global error function.

The gradient of the unwrapped phase is defined as

∆ψ(x, y) = W [∆φ(x, y)], (2.25)

where ψ is the unwrapped phase and φ is the wrapped phase. The global phase

unwrapping method finds the unwrapped phase whose local x and y gradients matches,

therefore, we can write

εp = ΣM−2
i=0 ΣN−1

j=0

∣∣∣∣∆xψ(i, j)− ∆̂xφ(i, j)

∣∣∣∣p + ΣM−1
i=0 ΣN−2

j=0

∣∣∣∣∆yψ(i, j)− ∆̂yφ(i, j)

∣∣∣∣p,(2.26)

where ∆xψ(i, j) and ∆xψ(i, j) are the unwrapped gradients in the x and y respectively,

while ∆̂xφ(i, j) and ∆̂yφ(i, j) are the wrapped gradients defined as follows

∆xψ(i, j) = ψ(i+ 1, j)− ψ(i, j), (2.27)

∆yψ(i, j) = ψ(i, j + 1)− ψ(i, j), (2.28)

∆̂xφ(i, j) = W [φ(i+ 1, j)− φ(i, j)], (2.29)

∆̂yφ(i, j) = W [φ(i+ 1, j)− φ(i, j)]. (2.30)
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Global phase unwrapping algorithms can be categorized into unweighted least-squares,

weighted least-squares methods.

2.2.1.2 Quality guided maps

In general, phase-stepped fringe projection technique requires at least three fringe pat-

terns to uniquely determine the phase per pixel. Therefore, in DFP systems, the data

modulation value γ(x, y) is used to eliminate the background areas and perform the

background masking. After alleviating the low-quality phase points through back-

ground masking, the second quality map is introduced to unwrap the unmasked data

points. Therefore, the quality map is regarded as a maximum of the phase gradient

map [83] and can be expressed as

Qg(i, j) = max

{
∆x(i,j),∆y(i,j)

}
(2.31)

where Qg(i, j) ranges between [0, 1] and ∆x(i,j) and ∆y(i,j) indicate the maximum values

of the partial derivatives of the phase along the x and y directions and represented as

∆x(i,j) = max{|G{φ(i, j)− φ(i− 1, j)}|, |G{φ(i+ 1, j)− φ(i, j)}|}, (2.32)

∆y(i,j) = max{|G{φ(i, j)− φ(i, j − 1)}|, |G{φ(i, j + 1)− φ(i, j)}|}. (2.33)

The φ is the normalized wrapped phase, and G is the gradient operator. The large

quality map Qg(i, j) value in equation (2.31) corresponds to worse data quality.

2.2.1.3 Reliability based quality guided phase unwrapping

Bone first proposed the quality guided method of phase unwrapping [84]. Bone deter-

mined the quality of the phase map by calculating the second-order partial derivative

of the individual phase value. The matrix of the quality values is called a quality map.

In the unwrapping process, the pixel values with the highest qualities are unwrapped

first, while others are not treated until they exceed a specific threshold value. Conse-

quently, many quality guided and path-dependent algorithms were proposed to address
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the issue of phase unwrapping [50, 71, 85].

Quality guided algorithms are based on determining the reliability of a point by

finding the gradients between a pixel and its neighbours. The points with lowest mod-

ule 2π gradients with respect to their neighbours are classified as the best points, hence,

processed first. The absolute value of the gradient, sometimes, yields an inappropriate

measurement for the reliability; therefore, the second difference provides better detec-

tion of the potential inconsistencies in the phase map. The second difference is also

a measure of the degree of concavity or convexity of the phase map [50]. The second

difference Ds of a centre pixel (i, j) can be calculated as

Ds(i, j) =

[
H2(i, j) + V 2(i, j) +D2

1(i, j) +D2
2(i, j)

]1/2

, (2.34)

where

H(i, j) = ξ[φ(i− 1, j)− φ(i, j)]− ξ[φ(i, j)− φ(i+ 1, j)], (2.35)

V (i, j) = ξ[φ(i, j − 1)− φ(i, j)]− ξ[φ(i, j)− φ(i, j + 1)], (2.36)

D1(i, j) = ξ[φ(i− 1, j − 1)− φ(i, j)]− ξ[φ(i, j)− φ(i+ 1, j + 1)], (2.37)

D2(i, j) = ξ[φ(i− 1, j + 1)− φ(i, j)]− ξ[φ(i, j)− φ(i+ 1, j − 1)], (2.38)

where H(i, j), V (i, j), D1(i, j), and D2(i, j) are the horizontal, vertical, first and the

second diagonals of the ROI of the tested image, respectively. ξ(.) is an unwrapping

operator which removes the 2π discontinuities in the phase map. The reliability Rs of

a pixel is represented as

Rs =
1

Ds

. (2.39)

The reliability has an inverse relation with the second difference; therefore, the minimal

difference value corresponds to more reliable pixels [50].

The algorithm is very robust, fast, efficient and has been used in constructing a

fringe pattern analysis of a complex human body shape measurement. A drawback of
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this algorithm is that there is no guarantee that the path will not encircle an unbal-

anced residue and introduces a spurious discontinuity in the unwrapped solution. The

reliability function can be modified by ignoring the intersections with very low relia-

bility. Furthermore, Herraez et al. also proposed a discrete unwrapping path based on

finding the qualities of edges, whereby an edge is defined by connecting the adjacent

pixels [85]. The algorithm uses the divide and conquers method, such as Quick Sort

method which minimises the time of sorting an array of numbers by arranging them

either in increasing or decreasing order and yields acceptable results for different types

of images [85].

2.2.1.4 Unweighted least-squares method

The unweighted least-squares method was first proposed by Hunt [86]. This algorithm

minimises the difference between the unwrapped phase gradients and the wrapped

phase gradients based on least-squares mathod. Therefore,

ε2 = ΣM−2
i=0 ΣN−1

j=0

∣∣∣∣∆xψ(i, j)− ∆̂xφ(i, j)

∣∣∣∣2

+ ΣM−1
i=0 ΣN−2

j=0

∣∣∣∣∆yψ(i, j)− ∆̂yφ(i, j)

∣∣∣∣2, (2.40)

where ∆xψ(i, j) and ∆xψ(i, j) are the unwrapped gradients in the x and y respectively,

while ∆̂xφ(i, j) and ∆̂yφ(i, j) are the wrapped gradients (given in equations (2.27)-

(2.30)). Ghiglia et al. have simplified the above equation [69, 82], as follows

[
ψ(i+ 1, j)− 2ψ(i, j) + ψ(i− 1, j)

]
+

[
ψ(i, j + 1)− 2ψ(i, j) + ψ(i, j − 1)

]
= ρ(i, j), (2.41)

where ρ(i, j) is given by

ρ(i, j) =
[
∆̂xφ(i, j)− ∆̂xφ(i− 1, j)

]
(2.42)

+
[
∆̂yφ(i, j)− ∆̂yφ(i, j − 1)

]
. (2.43)
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Equation (2.43) is similar to the discrete Poisson’s equation and can be written as

P
−→
ψ = −→p , (2.44)

where P represents the discrete Laplacian operator and equivalent to the L.H.S of

equation (2.40),
−→
ψ and −→p contains the values of 2-D arrays of φ(i, j) and ρ(i, j).

In principle, the unweighted least-squares algorithm finds the solution of Poisson’s

equation. Ghiglia et al. proposed the Gauss-Seidel relaxation method, also shown that

this not a practical solution due to very slow convergence [69, 82]. Therefore, they also

suggested the technique of Fourier transform to solve Poisson’s equation.

2.2.1.5 Weighted least-squares method

In the unweighted least-squares method, all pixels are assigned equal weights in the

wrapped phase map. However, when the wrapped phase contains residues and cor-

rupted areas due to noise, the whole unwrapping process is affected, and the error

propagates through the rest of the phase map. Weighted least-squares algorithms as-

sign each pixel a certain weight in the wrapped phase map. Noisy pixels and residues

are assigned low weights to prevent error propagation. Mathematically, it can be rep-

resented as

ε2 = U(i, j)× ΣM−2
i=0 ΣN−1

j=0

∣∣∣∣∆xψ(i, j)− ∆̂xφ(i, j)

∣∣∣∣2

+ V (i, j)× ΣM−1
i=0 ΣN−2

j=0

∣∣∣∣∆yψ(i, j)− ∆̂yφ(i, j)

∣∣∣∣2, (2.45)

where ∆xψ(i, j) and ∆xψ(i, j) are the unwrapped gradients in the x and y respectively,

∆̂xφ(i, j) and ∆̂yφ(i, j) are the wrapped gradients (given in equations (2.27)-(2.30)),

U(i, j) and V (i, j) are the gradient weights in the x and y gradients, respectively and

defined as follows

U(i, j) = min(q2
i+1, j, q

2
i, j),
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V (i, j) = min(q2
i, j+1, q

2
i, j),

where qi, j is the quality of each pixel (i, j). Ghiglia [69, 82] suggested that equation

(2.45) can be written as

U(i, j)∆xψ(i, j)− U(i− 1, j)∆xψ(i− 1, j) +

V (i, j)∆yψ(i, j)− V (i, j − 1)∆yψ(i, j − 1) = µ(i, j), (2.46)

where µ(i, j) is given by

µ(i, j) =
[
U(i, j)∆̂xφ(i, j)− U(i− 1, j)∆̂xφ(i− 1, j)

]
+

[
V (i, j)∆̂yφ(i, j)− V (i, j − 1)∆̂yφ(i, j − 1)

]
. (2.47)

Equation (2.46) can be written in matrix form

Z
−→
ψ = −→µ , (2.48)

where Z is the discrete Laplacian operator equivalent to the L.H.S of equation (2.46),

µ is the one-dimensional vector that has the values of equation (2.47).

The weighted least-squares method can not be solved by Fourier transform but

relies on iterative methods. The Gauss-Seidel relaxation can be applied to the weighted

least-squares method, but it is not reliable due to the slow convergence; however, multi-

grid can resolve this issue and speeds up the process. Ghiglia et al. also proposed two

more methods to find the solution of the unwrapped phase, which are the Picard iter-

ation method and the preconditioned conjugate gradient method (PCG). The Picard

method is simple and convenient to apply, but convergence is not guaranteed, however,

the benefit of the PCG method is that it yields reasonable good convergence properties

[69, 82].
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2.2.2 Temporal phase unwrapping

In contrast to spatial phase unwrapping, temporal phase unwrapping methods unwrap

the phase of complex objects with large depth variations and discontinuities [87, 88]. In

general, this unwrapping process is applied in the temporal realm. The basic concept is

to use multiple phase maps or black and white encoded patterns to acquire the absolute

value of fringe order. The benefit of temporal phase unwrapping is that it is capable

of analysing eminently discontinuous objects because each individual spatial pixel is

unwrapped separately from its neighbouring pixels [52, 89] and the chances of error

propagation are minimised. Another remarkable feature is that noisy pixels remain

distinctive and effectively decreases the error propagation to less noisy areas [89].

In the DFP method, the fringe distortion is associated with phase distribution

which can be converted to depth profile of the object by incorporating the system

characterisation information. Many methods are used to extract the phase and height

information from distorted fringes, and among others, the phase-stepped fringe projec-

tion method provides the highest measurement accuracy as it alleviates the ambient

light interferences and object’s surface reflectivity. In general, sinusoidal fringe patterns

with some phase difference are projected on the surface of an object, and the distorted

fringes are captured by a camera. The distorted fringes and phase distributions are

given in equations (2.15) and (2.16).

The arctangent function in equation (2.16) lies in the range [-π, π] and depicts

discontinuities for the phase data lying outside this range. Therefore, the phase un-

wrapping procedure deals with adding or subtracting the integer multiple of 2π to

eliminate these discontinuities. Mathematically, the unwrapped phase is expressed as

ψ(x, y) = φ(x, y) + 2πk(x, y), (2.49)

where ψ(x, y) is the unwrapped phase, φ(x, y) is the wrapped phase (given in equation

(2.16)) and k is the unknown fringe order. The key to phase unwrapping algorithm is

to determine the fringe order efficiently and adding that (value of fringe order) to the

wrapped phase to determine the absolute phase.
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The theoretical description seems simple; however, in practical applications, the

phase is embedded with noise and other discontinuities which significantly affects the

phase unwrapping process. A simple approach to alleviating the phase discontinuities

is the grey code temporal phase unwrapping process [48, 49, 88]. The temporal phase

unwrapping methods can be implemented by introducing additional (one or more)

wrapped phase maps that differ in their fringe period [87, 90–92]. In general, methods

such as; multi-frequency [93–95], and number-theoretical approach [60, 96, 97] are

extensively used. These methods can effectively resolve the phase uncertainty, which

is associated with discontinuous and spatially isolated objects.

2.2.2.1 Multi-frequency phase unwrapping

The concept of multi-frequency phase unwrapping was first proposed by Huntley and

Saldner [89]. The method relied on 1D along the time axis by using a set of phase

maps and implemented for unwrapping the interferometric phase maps. The approach

was simple, which retains the phase error in the high-noise regions and unwraps the

global discontinuities. In contrast to Huntley and Saldner, Zhao et al. proposed a rel-

atively simple phase unwrapping algorithm that utilises two-phase maps with different

precisions, and the fringe orders are allocated to the low precision phase map [92]. The

unwrapping process for each point is performed separately by taking into account the

discontinuities. Kinell et al. developed a reduced temporal phase unwrapping as a

generalised formulation of the negative exponential sequence, which gives the benefit

of using any arbitrary fringe sequence [93]. Peng et al. proposed a modified phase

unwrapping algorithm that relies on establishing the initial conditions of the recursive

method [94].

Considerable improvements were made by other authors. Tian et al. presented a

generalised temporal phase unwrapping method and addressed the constraint on the

fringe sequence of the existing classical temporal phase unwrapping methods [95]. The

method (proposed by Tian et al.) was robust to noise. Zhang et al. proposed a

robust and effective method for the multi-frequency temporal phase unwrapping [98].

The method gives a framework to optimise the three important parameters, i.e., the
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highest fringe frequency, the phase-steps and the fringe pattern sequence which results

in acquiring the accurate, efficient and reliable measurement in the fringe projection

systems. Wan et al. recently developed a hybrid multi-frequency composite-pattern

temporal phase unwrapping method to reduce the number of patterns needed in the

conventional temporal phase unwrapping method [99]. The approach incorporates a

unit frequency ramp pattern with low-frequency phase-stepped patterns to acquire a

composite pattern, which is then used with the high-frequency patterns to achieve a

reliable and accurate phase map.

In principle, fringe patterns with different fringe frequencies (densities) are pro-

jected on the surface of the object and viewed through a different angle using a camera,

usually in a triangular geometry. The reference (coarsest) fringe pattern has a phase

map with phase values without any 2π discontinuities, which is further used to obtain

the useful information for further phase unwrapping. The additional phase maps are

unwrapped relying on their frequencies (fringe numbers) and rely on the information

the previous phase map contains. The basic idea is that the phase is unwrapped using

additional (either one or more) wrapped phase map with various fringe intervals. In

general, a large number (> 5) of relative phase maps is required for better measure-

ment accuracy; however, the number of phase maps can be reduced to two in order

to shorten the measurement time [51]. The relationship between the two continuous

phase maps is given by

ψh(x, y) =

[
λl
λh

ψl(x, y)

]
, (2.50)

where ψl(x, y) and ψh(x, y) are the phase maps for low and high frequency compo-

nents, respectively, and λl and λh are the fringe wavelengths [51]. According to equa-

tion (2.49), the relationship between the wrapped and unwrapped phase maps can be

described as

ψl(x, y) = φl(x, y) + 2πkl(x, y), (2.51)

ψh(x, y) = φh(x, y) + 2πkh(x, y), (2.52)
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where φl(x, y) and φh(x, y) are wrapped phase maps and kl and kh are the fringe orders

for low and high frequency components, respectively. The wrapped phase (φh(x, y)) in

equation (2.51) can be acquired through the phase-shifting method by using equations

(2.15) and (2.16). In two-frequency phase unwrapping method, the low frequency

phase map is obtained through a set of unit frequency fringe patterns, therefore no

phase unwrapping is needed for φl (and ψl = φl). Thus, the fringe order for each pixel

can be determined using equation (2.50) and (2.52)

kh(x, y) = Round

[
(λl/λh)φl(x, y)− φh(x, y)

2π

]
, (2.53)

where Round[ ] gives the closest integer value, and by using the above equations, the

high frequency phase φ can be unwrapped. In the multi-frequency approach, the phase

is unwrapped from the reference to the finer layer [51]; therefore, the method is called

hierarchical approach, and the two-frequency method is called the reduced hierarchical

approach due to the reduction in the number of captured images [100–102].

2.2.2.2 Number theoretical phase unwrapping

The number-theoretical method was first proposed by Gushov and Solodkin, who used

two phase maps with different fringe frequencies [103]. The frequencies of these fringes

were proportional to relative primes. Significant improvements were made by others.

Takeda et al. improved the performance of the Fourier transform profilometry by

combining the spatial frequency multiplexing with the Gushov and Solodkin phase

unwrapping algorithm [61]. A distinctive feature of the method was to use a single

fringe pattern and yielding a single-shot 3D reconstruction of discontinuous objects.

Towers et al. presented a modified algorithm for phase measurement in multi-frequency

interferometry. The approach was robust to phase error [97]. Zhong also contributed

by introducing a convenient look-up-table (LUTs) for fast phase unwrapping using two

phase maps [104]. Furthermore, the LUTs based methods were investigated by others

[105–108].

The fundamental concept of the number-theoretical method is that for an appro-
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priate pair of wavelengths λl and λh (as relative primes), a unique set of phase pairs

(φh, φl) can be obtained along the phase axis. Generally, this algorithm unwraps the

phase value equals to least-common multiple (LCM) of wavelengths (λl, λh). The

LCM() denotes a function whose output is the least common multiple of input values,

precisely a minimum number which is divisible by the wavelengths. The fringe order

for the two unwrapped phase maps can be determined as

fh ψl(x, y) = fl ψh(x, y), (2.54)

where, fh and fl are the total number of fringes in the high and low-frequency fringe

patterns, respectively [51], and given by

fh = LCM(λh, λl)/λh, (2.55)

and

fl = LCM(λh, λl)/λl (2.56)

Combining equations (2.54), (2.52) and (2.51) gives

(fh φl − fl φh)
2π

= khfl − klfh. (2.57)

The wavelength is in pixels (integers); therefore both sides of equation (2.57) should be

an integer, and the left-hand side determines the fringe order pair (kh, kl). This process

continues unless the entire area of the projected pattern is covered. In general, a look-

up-table (LUT) stores all the unique pairs (kh, kl) and the fringe order is determined

by using the following expression

(kh, kl) = LUT

[
Round

(
(fh φl − fl φh)

2π

)]
. (2.58)

Finally, the absolute phase can be determined using equations (2.52) and (2.51). Fur-

thermore, when the low frequency phase map has a unit frequency fringe, the number-
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theoretical approach reduces to two-frequency temporal phase unwrapping and can be

considered as a generalised version of the two-frequency phase unwrapping [51].

2.2.2.3 Binary coding

Posdamer and Altschular first proposed the method of projecting a sequence of n

patterns to encode 2n stripes using a binary code [109]. The binary coding relies on

using two illumination levels (black and white stripes coded as 0 and 1, respectively)

to form a series of projection patterns in such a way that each point on the object

surface has a unique code (consisting of a sequence of 0s and 1s) that differs from the

codes of any other different point. In general, the number of unique codewords depends

on 2n, where n is the number of binary patterns. Specifically, the maximum number

of projected patterns depends on the resolution of the projector, and it is preferred

to restrict below the maximum number as the camera cannot always see the narrow

stripes. For example, we need 6 binary-coded patterns to encode 64 (26, n = 6) unique

areas. The code words lie between 0 to 63 and correspond to the 2π coefficients of

phase discontinuities and incorporated to unwrap the phase map.

Figure 2.11: Binary coded patterns.

Essentially, it is imperative to use one black and one white pattern to binarize the
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grey images. Thus, based on the grey value norm, a threshold value is defined, which

plays a decisive role to create unique codewords. In practice, with the inclusion of one

black and one white pattern, the total number of binary patterns required will become

eight. Figure 2.11 shows the 6 binary-coded patterns. The binary coding method

is simple, less susceptible to surface contrast (texture), background light and camera

noise, however achieving high spatial resolution is a constraint as a large number of

patterns are required, which also affects the speed of the 3D measurement process.

2.2.2.4 Phase unwrapping by adding a stair pattern

Another approach towards temporal phase unwrapping is to add stair image to the

phase-shifted patterns. By aligning the stair changes with the 2π phase discontinuities,

the fringe order can be calculated from the stair images [110]. For a set of vertical

fringes, a stair image can be generated as

Is = Floor

[
(x+ Pf/2)

Pf

]
× St, (2.59)

where Pf is the fringe pitch value which is defined by the number of pixels per fringe

period, St corresponds to the intensity of each stair and Floor[ ] rounds off the integer

value. Since the object surface reflectivity is not uniform, therefore, accurately de-

termining the fringe order requires the normalization. The captured normalized stair

image (Ins ) can be represented as

Ins =

[
Is(x, y)− Imin(x, y)

Imax(x, y)− Imin(x, y)

]
. (2.60)

After normalisation, the wrapped phase is segmented into regions through Canny edge-

detection and Wiener filtering. This step helps to identify the 2π discontinuities accu-

rately. The fringe order can be determined as

k(x, y) = Round

[
Ins ×

Rc

St

]
, (2.61)
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where Rc is the computer-generated fringe intensity range. Once the fringe order is

determined, the phase can be unwrapped point by point using equation (2.50).

The algorithm performs well in an ideal situation (absence of ambient light and

uniform surface reflectivity), however in practice, the captured images are influenced by

noise, the surface reflectivity varies over the surface, and the lens defocussing makes the

problem complex and challenging, and requires a rigorous computational framework to

retrieve the absolute phase information.

2.3 System characterisation in fringe projection

In DFP systems, system characterisation is substantial and significantly affects the

performance of 3D optical measurement systems. The system characterisation involves

estimating the intrinsic and extrinsic properties of all the optical components (cameras

and projectors). In general, the imaging systems accomplish the transformation of the

3D world space to the 2D local space and determining the parameters of such kind of

transformation is essential to depicting the imaging system. The camera characterisa-

tion explains the transformation of the 3D space to the 2D imaging plane based on a

model which relies on the parallel projections or the central perspective projections.

The parallel projection is a simple linear method; however, it imposes a constraint

that the observed object should be in close proximity of the camera, and approximates

what we see in actual cameras. A more appropriate approach to describe the optical

systems is using the perspective projective transformation, which is represented by a

linear equation in the homogeneous coordinates.

2.3.1 Camera characterisation

A camera is represented by the pinhole model, which encompasses a central projection

point (pinhole) and an imaging plane [111–115], as illustrated in figure (2.12). Precisely,

the imaging plane is placed in front of the pinhole, which helps to simplify the concept

of projection. In order to find the correlation between points in the real world and

points on the imaging plane, two coordinate systems are used; the world coordinate
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system which is independent of the parameters and the orientation of the camera, and

the camera coordinate system. The two coordinate systems are interconnected by the

translational and rotational matrices.
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Figure 2.12: Schema of the pinhole model of the camera.

Consider a 3D point Pw in the real world with coordinates (Xw, Yw, Zw) and its

projection onto the image plane is denoted as qi with coordinates (ui, vi), as shown in

figure (2.12). The point Cc, a central or a focal point along-with the axes (xc, yc, zc)

define the camera coordinate system. The projection of camera’s central point Cc on

to the image plane in the zc direction estimates the principal points (us0, vs0), and the

distance from the image plane to the principal point (us0, vs0) is called the focal length.

2.3.1.1 Intrinsic parameters

The intrinsic parameters transform the camera coordinate system to the image coordi-

nate system and rely on the internal properties of the camera. Consider the projection

of the 3D point Pw = (Xw, Yw, Zw) on the image plane qi = (ui, vi). The image
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coordinates ui and vi, based on the similar triangles method, can be represented as

ui = f

(
Xw

Zw

)
, vi = f

(
Yw
Zw

)
, (2.62)

where f is the focal length which corresponds to the distance between the image sensor

and the lens. Using equation (2.62) and the homogeneous coordinates, the relationship

of the pinhole camera model can be described as

S


ui

vi

1

 =


fui 0 0 0

0 fvi 0 0

0 0 1 0





Xw

Yw

Zw

1


. (2.63)

Rearranging the projection matrix

=


fui 0 0

0 fvi 0

0 0 1




1 0 0 0

0 1 0 0

0 0 1 0





Xw

Yw

Zw

1


. (2.64)

Thus

= Kint

[
I 0

]


Xw

Yw

Zw

1


, (2.65)

where S is the scaling factor whilst Kint is the intrinsic matrix which comprises only

one parameter, fui and fvi are the focal lengths (in pixels) along the ui and vi axes.

The form of Kint in the above equation is assumed as an approximation of the real
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situation. Practically, the Kint comprises of five parameters, and given by

Kint =


fui γ us0

0 fvi vs0

0 0 1

 , (2.66)

where us0 and vs0 represent the coordinates of the principal point which is the intersec-

tion between the optical axis (principal axis) and the image plane, and γ corresponds

to the skewness which represents the distortion when pixels along the image axes do

not have a perfect square shape.

2.3.1.2 Extrinsic parameters

The mathematical depiction of a scene relies on the defined coordinate system. For

3D points to be described in another coordinate system, a transformation between the

desired coordinate system and the coordinate of the camera needs to be accomplished in

terms of the rotation and translation, called the extrinsic parameters. The translation

denotes the change in the location of the camera and world coordinate centres, while the

rotation indicates the difference in the corresponding axes of each coordinate system,

represented as an orthogonal matrix of 3× 3 dimensions.

The point in the camera and the world coordinate systems are correlated by the

following mathematical expression

qc = R(Pw − T ), (2.67)

where qc is the point in the camera coordinate system, and Pw is the point in the world

coordinate system, R and T are the rotational and translational matrices and given by

R =


R11 R12 R13

R21 R22 R23

R31 R32 R33

 , T =


T1

T2

T3

 . (2.68)
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Therefore, the extrinsic parameters are all the geometric parameters that trans-

form one coordinate system to the other and play a vital role in determining the

accuracy of the system characterisation; therefore, has a significant impact on the

performance of optical form measurement systems.

2.3.1.3 Camera projection model

The camera projective model illustrates the mapping of the points from the 3D world

space to the points in the 2D imaging plane of an ideal pinhole camera, whereby the

camera aperture is considered as a point and does not incorporate a lens and associated

geometric distortions. Therefore, the model is regarded as a first-order approximation

of the mapping from 3D world coordinate system to the 2D image coordinate system.

However, for practical purposes, the geometric distortions are considered in the pinhole

camera model and compensated afterwards.

In general, for any arbitrary 3D point Pw, the relationship between a point and

its projection on the imaging plane can be represented as

Sqi = Kint[R, T ]Pw,

= KintKextPw,

= MprojPw, (2.69)

where S is the scaling factor, qi = [ui, vi, 1]T is the image point homogeneous coordi-

nate, Pw = [Xw, Yw, Zw, 1]T is the homogeneous point coordinate in the world coor-

dinate system, R and T are extrinsic rotational and translational matrices (given in

equation (2.68)) respectively, Kext = [R, T ] is the extrinsic parameter which describes

the transformational relationship between the world and camera coordinate systems,

and Kint is the intrinsic parameter matrix as given in equation (2.66). Mproj is the cam-

era projection matrix (3× 4 dimensions) which comprises of two parameters; intrinsic
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and extrinsic and represented as

Mproj =


fui γ us0

0 fvi vs0

0 0 1




R1 −R1T

R2 −R2T

R3 −R3T

 , (2.70)

where Ri indicates the i-th row of the rotation matrix R (given in equation 2.68) such

as Ri=[Ri1, Ri2, Ri1] with i = 1, 2, 3.

2.3.1.4 Geometric distortion

Equation (2.69) describes the linear model of the camera and assumes that the optical

centre, world and image points are collinear. However, in real optical systems, there

are imperfections and distortions due to lenses which need to be taken into account

in the image acquisitions being acquired under the assumption of the linear camera

model. These distortions appear due to non-linearity of the optical components, and

reliance of the optical parameters on the properties (wavelength) of the incident light.

In practice, these distortions are introduced in the pinhole model to illustrate the non-

linear response.

The lens distortion comprises of two components; a radial component which is the

predominant deviation, depends on the shape of the lens and becomes more prominent

as the focal length of the lens reduces, and a tangential component which is associated

with the assembling procedure of the camera where the lens is not parallel to the

imaging plane.

A vector representing the distortion components can be written as

ddistort =

[
mr1 mr2 nt1 nt2 mr3

]T
, (2.71)

where mr1,mr2 and mr3 are the radial distortion coefficients whilst nt1 and nt2 are the

tangential distortion coefficients. The radial distortion is computed by the first few

terms of the Taylor expansion at r = 0, and the camera coordinates are corrected as
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Figure 2.13: Schema of geometric distortion. (a) Linear image with no radial distortion (b)
image with radial distortion (c) lens and sensor are parallel and (d) the scenario of tangential
distortion.

follows

xcorr = xc(1 +mr1r
2 +mr2r

4 +mr3r
6),

ycorr = yc(1 +mr1r
2 +mr2r

4 +mr3r
6), (2.72)

where xcorr and ycorr are the camera coordinates after the correction, and xc and yc

are the camera coordinates before the correction (for a linear camera model) while

r =
√
x2
c + y2

c indicates the absolute distance between the camera point and the optical

centre. Likewise, the tangential distortion coefficients are corrected as

xcorr = xc + [2nt1xcyc + nt2(r2 + 2x2
c)],

ycorr = yc + [nt1(r2 + 2y2
c ) + 2nt2xcyc]. (2.73)
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2.3.2 Stereo-camera system

A stereo-camera system comprises of two static cameras which are displaced horizon-

tally and observe the scene from two different perspectives. The depth information

is retrieved using stereo disparity which relies on determining the relative positions of

the object in the two camera images [54, 116, 117]. Specifically, the depth is acquired

based on a geometric approach called triangulation. In general, the working princi-

ple of the stereo-camera system is analogous to the human binocular system, rather a

complex system, in which the brain uses the binocular disparity to compute the depth

information from 2D retinal images, as seen by two eyes.

2.3.2.1 Epipolar geometry

The fundamental geometry of a stereo-camera system is described as epipolar geometry.

In general, this geometry relies on the two pinhole camera model, epipoles and epipolar

lines. We assume a pair of two pinhole cameras with optical centres CL and CR in 3D

space, as shown in figure 2.14. A line CLCR that connects the optical centres is the

baseline whilst ΨL and ΨR represent the projective planes with respect to the optical

centres CL and CR. Points at which the baseline CLCR crosses the projective planes

refer as the epipolar points (eL, eR). In a particular case, when the z-coordinate is

zero, the epipolar points lie at infinity as the baseline does not cross the image planes.

A plane associated with a 3D point and the optical centres CL and CR is called the

epipolar plane Ψe, and the intersection of the epipolar plane with the image planes ΨL

and ΨR determines the epipolar lines [54, 116, 117].

For a stereo-camera system, the camera projection matrix transforms a 3D point

Pw from the world coordinate system to the camera coordinate system. Each camera in

the stereo-camera system has a local coordinate system, and it is possible to transform

from one coordinate system to the other by determining the translational and rotational

matrices [54, 116, 117]. Let qLi = (uLi , v
L
i , 1)T and qRi = (uRi , v

R
i , 1)T are the projections

of a 3D point Pw in the left and right camera images, while PL
w = (XL

w , Y
L
w , Z

L
w)T and

PR
w = (XR

w , Y
R
w , Z

R
w )T indicate the 3D point Pw in two separate coordinate systems in

which the centre coincides with the camera’s optical centre. Assuming the coordinate
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is centred on CL of the left camera, the location of the observed point is PL
w and the

centre of the right camera is at T = CR − CL [116, 117]. The two views of a point Pw

are related by

PR
w = R (PL

w − T ), (2.74)

where PR
w denotes the point Pw as viewed by the right camera, R and T are the rotation

and the translation matrices that bring the right camera coordinate system into the

left camera coordinate system and are given by

R = RR (RL)T , (2.75)

T = TR −RTL. (2.76)

The epipolar plane Ψe in the left camera coordinate system comprises of PL
w , T and a

vector (T ×PL
w ) which is perpendicular to both vectors PL

w and T , therefore all possible

points PL
w passing through the point T would be

(PL
w − T )T · (T × PL

w ) = 0, (2.77)

According to equation (2.74), we can write (PL
w − T ) = R−1PR

w , and the cross product

in equation (2.77) can be described as

(T × PL
w ) =

∣∣∣∣∣∣∣∣∣∣∣
i j k

T1 T2 T3

P11 P12 P13

∣∣∣∣∣∣∣∣∣∣∣
,

=


0 −T3 T2

T3 0 −T1

−T2 T1 0




P11

P12

P13

 = AsP
L
w , (2.78)
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Figure 2.14: Schema of the epipolar geometry of a stereo-camera system. pL and pR are the
projections of 3D point P onto the left and right camera images, respectively. LL and LR
are the epipolar lines, and eL and eR epipolar points of the left and right camera images,
respectively. OL and OR are the left and right cameras centres respectively.

where As is a skew symmetric matrix. Substituting equation (2.78) into equation (2.77)

yields

(R−1PR
w )TAsP

L
w = 0,

and

(PR
w )TEPL

w = 0, (2.79)

where E = RAs is the essential matrix comprising of the rotation and translation and

provide information between two cameras in real space. Using equation (2.62), points

qLi and PL
w , also qRi and PR

w are correlated, therefore equation (2.79) written as

(qRi )TEqLi = 0, (2.80)

where qRi and qLi are image point coordinates in the respective image planes. The term

EqLi denotes the epipolar line on the right image plane (ΨR) that passes through the
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image point qRi [116, 117]. Thus the epipolar lines can be represented as

L
′

R = EqLi , (2.81)

and

L
′

L = ET qRi . (2.82)

In general, the essential matrix (E) describes the geometry of the two cameras with re-

spect to each other but no information regarding the cameras. Therefore, to determine

the relationship in the pixel domain, one needs to find the correlation between a point

(in pixel) on one image and the corresponding epipolar line on the other image and to

incorporate the intrinsic parameter information. For this purpose, we will substitute

pi = Kintqi in equation (2.80)

(pRi )T (K
R(−1)
int )TEK

L(−1)
int pLi = 0.

Substituting (K
R(−1)
int )TEK

L(−1)
int = F yields

(pRi )TFpLi = 0, (2.83)

where [F = (K
R(−1)
int )TEK

L(−1)
int ] denotes the fundamental matrix (algebraic illustration

of the epipolar geometry) and comprises of camera’s intrinsic parameters information

along with the extrinsic parameters [116, 117].

Equation (2.83) refers to the epipolar constraint, which is the geometric property

of the stereo-camera system and allows to determine the corresponding points between

the two images acquired from two different perspectives. The epipolar constraint relies

on the coplanarity of the cameras’ optical centres (from two-views for a stereo-camera

system), 2D image points and the point in the 3D world space. Therefore, for a given

fundamental matrix, the corresponding points (pLi and pRi are the image points of the

same 3D point) must satisfy the condition given in equation (2.83). Based on the
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fundamental matrix information [54, 116, 117], the epipolar lines (given in equations

(2.81) and (2.82)) can be written as

LR = FqLi , (2.84)

and

LL = F T qRi . (2.85)

Figure 2.14 depicts that one common line (called baseline) exists for all epipolar planes

and a common point (called epipole) for all epipolar lines from a specific image plane.

As equation (2.83) is true for all the image points on the image plane, thus the left

image point is considered the left epipole. Therefore equation (2.83) can be written as

(pRi )TFeL = 0. (2.86)

Equation (2.86) satisfies for all image points in the right image plane that exists on

the baseline. Therefore, the following must be true

FeL = 0. (2.87)

Likewise,

F T eR = 0. (2.88)

The fundamental matrix can also be represented in the form of the camera projection

matrices [54, 116, 117] and given by

F = [eR]xM
R
proj(M

L
proj)

+, (2.89)

where eR is the epipole of the right camera image and can be expressed as eR = MR
projCL

and CL is the optical centre of the reference camera (left camera), and (ML
proj)

+ is
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the pseudo-inverse of the projection matrix of the reference camera (left camera) and

satisfies ML
proj(M

L
proj)

+ = I. Thus, the fundamental matrix represents the projective

mapping from points to epipolar lines which forms the basics of epipolar geometry and

yields several methods of determining the camera properties.

2.3.2.2 Stereo rectification

In real stereo-camera systems, the two cameras are not precisely coplanar, and the

imaging planes are not row-aligned in the horizontal direction. In practice, for stereo

images acquired from two perspectives, an image transformation, called rectification

in which the image planes are reprojected, is applied that aligns the epipolar lines so

that they are parallel with the image rows [42–44, 53]. The purpose of this transforma-

tion is to virtually align the cameras of the stereo-camera system which simplifies the

computation of stereo disparity as the 2D search problem reduces to 1D search; there-

fore the process of stereo correspondence becomes well-grounded and computationally

identifiable.
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Figure 2.15: Schema of the stereo rectification process.

The first step of the rectification is to remove the distortion by including the radial
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and tangential distortion coefficients. This process ensures that the pinhole camera

model can be utilised when virtually aligning the cameras. Afterwards, the rectification

of the undistorted stereo cameras is performed which is a process of remapping the

points from the image planes of unaligned cameras on to the new image planes where

a transformation is applied in such a way that the epipoles go to infinity and the

epipolar lines are aligned along the image rows (in the horizontal direction). For this

purpose, the rotation matrix that rotates the right camera’s image plane to the left

camera’s image plane is equally divided in between the two cameras and represented

as rL, rR. This rotation brings the two cameras into coplanar (virtual) configuration

but not explicitly in the row alignment.

A rotation matrix Rrect is computed by taking the epipole of the left camera to

infinity and aligning the epipolar lines horizontally [116, 117]. This matrix rotates the

reference camera (left camera) about the centre of projection. Furthermore, we take

the principal point to be on the reference (left) camera’s image origin, the direction of

the epipole is along the translation vector T between the two cameras and represented

as

e1 =
T

||T ||
. (2.90)

The second vector must be orthogonal to e1 and can be computed as a normalised cross

product of e1 with the direction of the optical axis (principal ray), and given by

e2 =
[−T2 T1 0]T√
T 2

1 + T 2
2

. (2.91)

The third vector is perpendicular to both e1 and e2 and can be written as

e3 = (e1 × e2). (2.92)
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The rotation matrix Rrect can be represented as

Rrect =


eT1

eT2

eT3

 . (2.93)

The row alignment between the left and right cameras is given by

RL = RrectrL, (2.94)

RR = RrectrR. (2.95)

By incorporating the rectified camera matrices for the stereo pair, the camera projection

matrices can be written as

ML
proj = Krect-L

int Krect-L
ext =


fuLi γL uLs0

0 fvLi vLs0

0 0 1




1 0 0 0

0 1 0 0

0 0 1 0

 , (2.96)

MR
proj = Krect-R

int Krect-R
ext =


fuRi γR uRs0

0 fvRi vRs0

0 0 1




1 0 0 T1

0 1 0 0

0 0 1 0

 . (2.97)

The projection matrix projects the 3D point from the world coordinates (homogeneous

coordinates) to the 2D point in the image coordinate and given by equation (2.69).

Likewise, 2D point can also be reprojected onto the 3D point by determining the

reprojection matrix. Furthermore, if the disparity is known then the 2D point can be
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projected into the 3D space and represented as

Nreproj



ui

vi

d

1


=



Xw

Yw

Zw

S


, (2.98)

where Nreproj is the reprojection matrix which relies on the parameters from the ref-

erence camera (left camera) image except for uRs0 which is the principal point in the

right camera image. In case when the principal rays (optical axis) intersect at infinity

(uRs0=uLs0) then the term associated with uRs0 becomes zero. The reprojection matrix

[116, 117] is given by

Nreproj =



1 0 0 −uLs0

0 1 0 −vLs0

0 0 0 f

0 0 −1/T1 (uLs0 − uRs0)/T1


. (2.99)

Whilst the 3D coordinates can be obtained as (Xw/S, Yw/S, Zw/S).

2.3.2.3 Disparity

After rectification (described in the above section), the image planes of the two cam-

eras are coplanar with their optical axis being parallel, and the corresponding rows

are aligned in the horizontal direction (shown in figure 2.15). A 3D point from the

world coordinate system is projected onto the image planes with respective image co-

ordinates qLi and qRi and the corresponding horizontal coordinates are denoted as xLi

and xRi , respectively. Therefore, in a simple case (shown in figure 2.16), the horizontal

points in the stereo camera images are correlated with the depth estimation. Using the

characteristics of similar triangles in figure 2.16, we can write
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Figure 2.16: Standard stereo-camera system whereby the two cameras are separated by a
distance called baseline b. The difference between the horizontal coordinates (xLi , x

R
i ) of the

image points (qLi , q
R
i ) corresponds to disparity.

b

Zw
=

b− (xLi − xRi )

Zw − f
,

Zw =
fb

(xLi − xRi )
, (2.100)

where b is the baseline (separation between the cameras’ optical centres), f is the focal

length which is assumed to be equal for both cameras, (xLi − xRi ) is the disparity, and

Zw is the depth which is inversely proportional to the disparity.

The inverse relationship of depth with disparity generally have non-linear be-

haviour. Therefore, small disparity (nearly zero) induces large depth variation; how-

ever, when the disparity is large, a small difference in the disparity does not affect

the depth. Thus, the outcome of this inverse correlation is that the stereo-camera

systems have high depth resolution for objects relatively closer to the stereo-camera

assembly. The significance of disparity is associated with the stereo correspondence

problem, where each pixel in the reference camera (left camera) image is matched with
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the corresponding pixel in the right camera image.

2.3.3 Projector characterisation

Digital light processing projectors are an essential part of the fringe projection systems

and used to project the structured light patterns onto the surface of the measured

object. The benefit of digital light processing projectors is that they are cost-effective

and adaptable to programming. In practice, the performance of a fringe projection

system depends on the accurate characterisation of the individual components (cam-

era and projector). In general, the camera characterisation (often termed as camera

calibration) relies on the pinhole model and a well-studied research area [111–115].

However, the projector characterisation is not simple. A projector can be considered

as an inverse of a camera and described as a simple pinhole model. However, a pro-

jector cannot see the images projected onto the characterisation board and can be

characterised by finding the corresponding relationship between the projected image

and its projection onto the characterisation board by using a camera [37] which yields

one-to-one mapping and provides the measurement accuracy up to pixel level.

The mapping accuracy of the projector characterisation can be improved by ex-

tracting the image coordinates at a sub-pixel level. Huang et al. developed a method

to improve the mapping accuracy up to sub-pixel level, and the method applies to a

characterisation board with circle patterns [38]. In this method, the circle edges are

extracted from the captured images of the characterisation board and then mapped

to the projector’s pixel; also the locations of the circle centres on the projector are

determined by the least-squares fitting technique to acquire the sub-pixel accuracy.

Nonetheless, there is considerable eccentricity error related to the projection of circle

patterns [118, 119]. Zhang et al. proposed a sub-pixel projector calibration method

based on projective geometry and incorporating the projective invariance of the cross-

ratio [120]. The method is not limited to any specific pattern type of the calibration

target and independent of the camera calibration as a prerequisite of the projector

calibration.

Chen et al. proposed a method to improve the characterisation accuracy of the
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camera and the projector simultaneously [121]. This approach relies on a sub-pixel

edge detection method to improve the detection accuracy of the reference features for

coarse characterisation and simultaneously implementing an iterative compensation al-

gorithm for fine characterisation. Gonzales et al. developed a characterisation method

for fringe projection system by projecting an adaptive fringe pattern, and the method

takes into account the lens distortion effects and eliminates the possible distortions by

incorporating an adaptive fringe pattern [122]. Huang et al. also proposed a method

for accurately characterising the projector by introducing a coaxial camera, and imple-

mented this method by using a plate beam splitter which helps to treat projector as a

true inverse of the camera [123]. The method uses a plate with discrete marked points

and utilises the concept of the phase-stepping method of characterising the projector.

Furthermore, the effects of lens distortion and projector’s non-linearity were also con-

sidered to improve the accuracy of projector characterisation in the fringe projection

system [124–126].

The methods for projector characterisation can be categorised into two main kinds,

such as; characterised camera-based method [124, 127, 128], and phase-stepped method

[36–38, 83, 129]. The details of the two methods are given in the following sections.

2.3.3.1 Characterised camera-based method

This method requires a characterised camera as a prerequisite, and the projector param-

eters are computed by utilising the characterised camera information. In this method,

the projector generates an image pattern (a set of circles or checkerboard squares)

with their coordinates known (a priori on the projector). The image pattern is then

projected onto a flat vacant area and captured by a camera. The image coordinates

of the markers (squares in a checkerboard or circles in a dot/circle pattern, as shown

in figure 2.17), are extracted from the captured camera images and combined with

the camera parameters to determine the marker’s coordinates on the characterisation

board. Thus, a set of corresponding points are known on the projector image and the

characterisation board, which are then used to characterise the projector based on a

pinhole model.
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(a) (b) (c)

Figure 2.17: Standard targets for camera characterisation. (a) Checkerboard with black and
white squares (b) circle pattern with black circles and white background and (c) asymmetric
circle pattern with black circles and white background.

A projector (analogous to camera) can also be expressed with a pinhole model

based on a non-linear model (including the radial and tangential lens distortion). The

pinhole models of the camera (given in section 2.3.1) and the projector with their

coordinate systems are depicted in figure 2.18. Let Pw = [Xw, Yw, Zw, 1]T is a corner

point of a square of the characterisation board and represents the 3D homogeneous

coordinate of the corner point in the world coordinate system, qpi = [upi , v
p
i , 1]T indicate

the corresponding 2D homogeneous coordinate of the point in the projector image

coordinate system, and qci = [uci , v
c
i , 1]T denote the corresponding 2D homogeneous

coordinate of the point in the camera image coordinate system. The transformational

relationship between Pw and qpi , also between Pw and qci can be expressed as

Sp


upi

vpi

1

 =


fpui γp ups0

0 fpvi vps0

0 0 1

 [Rp, T p]



Xw

Yw

Zw

1


, (2.101)

Sc


uci

vci

1

 =


f cui γc ucs0

0 f cvi vcs0

0 0 1

 [Rc, T c]



Xw

Yw

Zw

1


, (2.102)

where Sp and Sc are the scaling factors for the projector and the camera, respectively,

(fpui , f
p
vi

) are the focal lengths corresponding to the width and height of the projector
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Figure 2.18: Schema of the characterised camera-based method which relies on the pinhole
model of the camera and the projector.

pixels, (f cui , f
c
vi

) are the camera focal lengths (in pixels) along the (uci , v
c
i ) axes, (ups0, v

p
s0)

and (ucs0, v
c
s0) are the coordinates of the principal point of the projector and the cam-

era, respectively, (Rp, T p) and (Rc, T c) denote the extrinsic parameters (rotation and

translation matrices) for the projector and the camera, respectively.

As the projector is characterised using a pinhole model, therefore it is impor-

tant to take into account the geometric distortions. By incorporating the radial and

tangential distortion coefficients [120], the coordinates of the distorted projector pixel

qpd = [upd, v
p
d, 1]T can be computed as

qpd = qpi (1 +mr1r
2 +mr2r

4 +mr3r
6) +

 2nt1u
p
i v
p
i + nt2(r2

p + 2(upi )
2)

2nt2u
p
i v
p
i + nt1(r2

p + 2(upi )
2)

 ,(2.103)

where mr1,mr2 and mr3 are the radial distortion coefficients, and nt1 and nt2 are the

tangential distortion coefficients whilst r2
p = (upi )

2 +(vpi )
2. The accuracy of this method
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is associated with the accuracy of the camera characterisation and the extraction of

the image coordinates of the markers. Particularly, the error becomes significant if the

camera is not characterised well, and this error is inferred to the projector characteri-

sation, affecting the overall measurement accuracy of the fringe projection system.

2.3.3.2 Phase-stepping method

A projector cannot capture images analogous to a camera. Zhang et al. [37] showed

that a camera can be used to capture images for the projector by transforming the

camera image pixel coordinates into projector image pixel coordinates. The basic idea

is to determine a precise one-to-one correspondence between the camera pixels and

the projector pixels by phase-stepping fringe projection technique. The absolute phase

unwrapping methods, defined as global methods, determine the absolute phase value,

which does not change between the fringe pattern projected and the distorted fringes

captured, assuming the noise is insignificant. If only horizontal fringes are projected,

the absolute phase value can lie anywhere on a line rather than yielding a specific point.

This leads to one-to-many mapping, and one camera pixel represents many points on

the projector. In order to establish the one-to-one correspondence, the second set of

fringe patterns (orthogonal to the horizontal fringes) are used to get another phase

line. The two lines intersect at a point which represents the corresponding point of

the projector coordinate [83]. The method establishes the one-to-one (pixel-to-pixel)

mapping between the camera and the projector, as shown in figure 2.19.

In the phase-stepping method, a set of horizontal and vertical phase-stepped si-

nusoidally varying fringes are projected onto the surface of the characterisation board

(checkerboard, dot/circles pattern), and the images are captured using a camera which

are further decoded to acquire the phase map. The intensity of the captured horizontal

and vertical fringes is given by

Ihi (uci , v
c
i ) = Iha (uci , v

c
i ) + Ihb (uci , v

c
i ) cos

[
φh(uci , v

c
i )−

(
2πi

N

)]
, (2.104)
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Vertical fringes

Horizontal fringes

Horizontal phase map

Vertical phase map

Camera image Projector image

Figure 2.19: The process of generating the projector image coordinate.

Ivi (uci , v
c
i ) = Iva(uci , v

c
i ) + Ivb (uci , v

c
i ) cos

[
φv(uci , v

c
i )−

(
2πi

N

)]
, (2.105)

where Iha (uci , v
c
i ) and Iva(uci , v

c
i ) represent the average background intensity for the hor-

izontal and the vertical fringes, respectively, Ihb (uci , v
c
i ) and Ihb (uci , v

c
i ) is the intensity

modulation for the horizontal and vertical fringes which represent the surface reflec-

tivity and fringe pattern contrast, i is the phase stepping index (i = 0, 1, 2...N − 1),

φh(uci , v
c
i ) and φv(uci , v

c
i ) correspond to the horizontal and vertical wrapped phase maps

and given by

φh(uci , v
c
i ) = − tan−1

(∑N−1
i=0 Ihi (uci , v

c
i ) sin(2πi/N)∑N−1

i=0 Ihi (uci , v
c
i ) cos(2πi/N)

)
, (2.106)

φv(uci , v
c
i ) = − tan−1

(∑N−1
i=0 Ivi (uci , v

c
i ) sin(2πi/N)∑N−1

i=0 Ivi (uci , v
c
i ) cos(2πi/N)

)
. (2.107)

Furthermore, an unwrapped phase map is acquired (using a temporal phase unwrap-

ping approach), and a unique one-to-one mapping is established between the camera

and projector intensity pixels. The camera characterisation information is retrieved by

detecting the specific points (corners of squares of checkerboard or the circle centres in
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case of dot/circle pattern) which are further incorporated to map the projector intensity

pixels by utilising the established relationship. For this purpose, a set of corresponding

points are determined between the projector image and the characterisation board and

can further be implemented to characterise the projector similar to the camera char-

acterisation. The accuracy of this method relies on the mapping relationship between

the camera and projector intensity pixels.

Figure 2.19 depicts the system for the projector’s characterisation based on phase-

stepping approach. The world coordinate system is set by considering the XY-plane

on the surface of the characterisation board, and thus the coordinates of the markers

(squares in a checkerboard or circles in a dot/circle pattern) are known. In practice, a

camera is used to capture the images of the characterisation board, and the marker’s

coordinates are extracted. In general, the mapping relationship between the 2D points

(either on the camera and the projector) and 3D points on the characterisation board

can be expressed by defining coordinate systems, which in this case, comprises of

the camera and projector coordinate system, camera and projector image coordinate

system and the world coordinate system.

Let Pw(Xw, Yw, Zw) indicate a point in the world coordinate system associated with

a 3D point on the characterisation board whilst qc(uci , v
c
i ) and qp(upi , v

p
i ) represent points

on the camera and projector image coordinate system, respectively. The relationship

between a point on the characterisation board and the camera image coordinate system

can be represented by a pinhole camera model; likewise, the pinhole model is used to

determine the relationship between the points on the characterisation board and the

projector image coordinate system. The image coordinates of the markers (corners

of squares in a checkerboard or circle centres in a dot/circle pattern) are determined

from the images of the characterisation board (checkerboard, dot/circles pattern). By

incorporating the extracted image coordinates information, the absolute phases of the

markers can be acquired from the phase maps φh(uci , v
c
i ) and φv(uci , v

c
i ). Thus, the

projector pixel coordinates of the markers can be computed by the transformation
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relationship and given by

upi = φh(u
c
i , v

c
i )

(
Pf
2π

)
, (2.108)

vpi = φv(u
c
i , v

c
i )

(
Pf
2π

)
, (2.109)

where (upi , v
p
i ) are the image coordinates of the projector, (uci , v

c
i ) are the image coordi-

nates of the camera, (φh(u
c
i , v

c
i ), φv(u

c
i , v

c
i )) are the horizontal and vertical phase values,

Pf is the fringe pitch which corresponds to the number of pixels per fringe period.

Equations (2.108) and (2.109) yield the projector coordinates using the absolute

phase map information and establishing the one-to-one mapping between the camera

and the projector pixels. As the camera and projector utilise the same characterisation

board (squares in a checkerboard or circles in a dot/circle pattern), the relationship

between the points on the characterisation board and their position on the projector

can be established. As the projector pixel coordinates (given in equation (2.108) and

(2.109)) are established based on the absolute phase values which rely on the integer

pixel values of the captured camera image, thus the projector pixel coordinates are

computed with pixel-to-pixel accuracy level. This induces mapping error which affects

the accuracy of the projector characterisation and ultimately influences the system

characterisation of a fringe projection system.

2.4 Sources of error in fringe projection

In general, optical systems perform the coordinate measurement of the object through

the information captured by the optical system, which is processed further to acquire

the geometry (form) of the measured object. In principle, the fringe projection methods

have been considered one of the most reliable approaches for 3D shape measurement

due to the benefits of high-speed and high measurement accuracy. However, like other

optical techniques (mentioned in section 2.1), there are some constraints and sources of

error associated with the fringe projection method; therefore, it is imperative to take
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into account the fundamental limitations. Generally, the fringe projection systems use

optical components (camera and projector) to project and capture the fringe patterns,

a mechanical assembly to mount the optical components, a computer for integrating the

hardware, data acquisition and further data processing. The fringe projection systems

have limitations due to the error being inferred from the optical components, such as

the optical resolution, camera sensor noise, camera’s intensity saturation due to shiny

surfaces, mechanical vibration, background illumination, non-linearities, and noise in

the phase domain. These factors are significantly important, and extensive research

has been going on to address these issues. The fundamental constraints are elaborated

here.

2.4.1 Optical resolution of the imaging system

The fringe projection systems comprise a camera and a projector; therefore, the prop-

erties of the individual optical components play an essential role in determining the

accuracy and the optical resolution of the measurement systems. Optical resolution

of an imaging system corresponds to its ability to distinguish the small details of the

object, which is imaged, and influenced by many factors such as diffraction limit, aber-

ration and sensor’s pixel size. In general, the feedback of an imaging system towards

a point source is illustrated as a point-spread function (PSF), also called the impulse

response of the system. Precisely, the PSF corresponds to the degree of spreading or

blurriness and considered a qualitative measure of the imaging system.

In general, if all parts of the imaging system are assumed to be ideal, then the

only constraint on the resolution of the imaging system is diffraction. For a lens,

the incoming light from a point source diffracts through the lens aperture and forms

a diffraction pattern (Airy pattern). The central region of the diffraction pattern is

known as the Airy disk, which indicates the limit of the achievable resolution of an

optical system. Generally, two points are considered to be resolved when the angular

separation between them is equal to the Airy disk radius (Rayleigh criterion [130]) and
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given by

θr = 1.22

(
λ

D

)
, (2.110)

where θr represents the angular resolution (in radians), λ is the wavelength of the

incident light, and D is the diameter of the lens aperture. The factor 1.22 is derived

by computing the location of the first dark circular shaped ring which encompasses the

Airy disk of the diffraction pattern. The capability of a system to resolve the details

of the object being imaged depends on the ratio of (λ/D), therefore, for a specific

wavelength, a large diameter of the lens aperture yields the fine details in the image.

The angular resolution (given in equation (2.110)) can be expressed in terms of spatial

resolution by multiplying the angle (radians) value with the distance from the object

(focal length) and expressed as

Rr = 1.22

(
λf

D

)
= 1.22 λKf , (2.111)

where Kf = (f/D) is the f-number of the lens and represented as the ratio of the focal

length to the aperture diameter [131]. Thus, the optical resolution of an imaging system

can be enhanced by minimizing the Rr (Rayleigh criterion) which can be achieved by

decreasing the f-number. For example, for incident light with a wavelength of 550 nm,

the minimum spatial resolution of 671 nm can possibly be obtained with a (Kf = 1)

lens configuration. However, it is not feasible to make the f-number very small as

reducing the f-number affects the depth of field and image contrast.

2.4.2 Error in the phase domain

In the phase-stepping fringe projection method, the information is encoded in the phase

domain, and phase unwrapping algorithms are applied to acquire the absolute phase

information. The phase error introduced by the unwrapping algorithms is regarded as

the predominant error source. Specifically, spatial phase unwrapping algorithms are

liable to error as the unwrapping is performed based on the neighbouring pixels infor-
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mation, and the process is considered cumulative [70–73]. Essentially, the cumulative

behaviour of phase unwrapping imposes stringent conditions on the phase unwrapping

algorithms. Figure 2.20 depicts the phase unwrapping error of a pyramid-shaped arte-

fact. In addition, the phase unwrapping is established through the captured images,

and factors such as ambiguities in the phase wraps, noise (camera and background),

spiking effect due to the sampling of the camera, and masked areas make this pro-

cess challenging and complicated. Many phase unwrapping algorithms (spatial and

temporal) have been developed to alleviate the potential sources of phase error.

(a) (b) (c)

Figure 2.20: Phase unwrapping error. (a) Original image (b) wrapped image and (c) the
unwrapped image depicting the error accumulation whereby the high noise area (shadowed)
has introduced discontinuities in the unwrapped regions.

Ideally, the projected phase-stepped pattern should have a perfectly sinusoidal

waveform, which seems unrealistic as the optical components (camera and projector)

have non-linear behaviour. Generally, the non-linear intensity relationship of the digital

video projector distorts the projected pattern and deviates them from the sinusoidal

pattern (called gamma effect) which induces error in the phase domain. Therefore,

it is vital to eliminate the non-linearity. Yao et al. proposed a method to alleviate

the phase error caused by gamma non-linearity [132]. Their methodology is based on

using four-step phase-shifted patterns four times with an initial offset of 22.5◦, and

then averaging the four phase maps to obtain the real phase. Song Zhang made a

comparative study on the active and passive gamma calibration, which arises due to

projector non-linearity. Both approaches are equally efficient and help to eliminate the

phase error.
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2.4.3 System characterisation error

System characterisation is an essential step which influences the accuracy and perfor-

mance of the optical system. The process involves the computation of the intrinsic and

extrinsic parameters of the camera and projector and establishes the transformational

relationship between the 3D world coordinates and the image coordinates. In order

to quantify the system’s characterisation accuracy, a common approach is determining

the reprojection error - a geometric error which denotes the distance between a point

detected in the characterisation image (such as checkerboard image) and the respective

world point projected onto the same image. In general, the 3D coordinates of a point
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Figure 2.21: Reprojection error. (a) Pinhole camera model depicting the difference between
the projected 3D point on the image plane and the point reprojected using camera parameters
and (b) a checkerboard pattern illustrating the reprojection error.

are calculated by using the camera parameters (internal and external) and the loca-

tion of the point in multiple images. After computing the 3D coordinates, the point

is reprojected on all the captured images and deviation between the detected and the

reprojected point corresponds to the reprojection error. Furthermore, the error relies

on the quality of the detected point on the images and the camera characterisation
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parameters.

In addition to determining the camera parameters, the system characterisation also

involves computing the projector parameters. Generally, the projector works contrary

to a camera as it projects images rather than capturing them. Therefore, the projector

characterisation needs some additional information (absolute phase) to develop a one-

to-one mapping between the camera coordinates and the projector coordinates [36,

37, 129]. The process of establishing the one-to-one correspondences induces mapping

error and affects the accuracy of the 3D form measurement optical system.

2.4.4 Background illumination

The background illumination causes interferences and induces biases in the 3D recon-

structed results; therefore, it is essential to eliminate the ambient light for achieving

high accuracy measurements. In the commercially available systems such as GOM

fringe projection system, narrow-band blue light is used to filter out the obstructing

ambient light in the image acquisition process [26]. These systems generally use a blue

light equaliser which enhances the luminosity of the light source and projects uniform

and speckle-free light on the measuring object. In general, different methods have been

proposed to reduce the effect of the ambient light, which otherwise affects the accuracy

of the 3D form measurements.

Deng et al. proposed an intensity-based fringe projection method which is not

influenced by global illumination (such as subsurface scattering and background) and

reliable 3D surface reconstructions can be achieved in different environmental condi-

tions [133]. Gupta et al. presented a method of structured light 3D scanning, which is

resistive to global illumination [134]. The method utilises a modified structured light

coded pattern by using simple logical and mathematical operations. Explicitly, the

process does not separate the direct and global components of the target illumina-

tion, therefore suitable in situations where the direct component is not strong, and the

separation is not feasible.
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2.4.5 Noise

In digital imaging systems, such as fringe projection systems, the output signal is the

amount of light reflected off the object surface and captured by the camera, in the form

of images. In practice, the digital images are discretised (as pixels) and influenced by

the noise factor, which usually appears in the image acquisition and processing stages.

In general, noise is the undesired information which degrades the image quality, reduces

the image contrast and subsequently affects the signal-to-noise ratio (SNR). Therefore,

it is necessary to investigate the noise through proper mathematical models and im-

plement the image denoising technique during the characterisation and 3D surface

reconstructions in fringe projection systems.

In general, the digital images are distorted due to different types of noise, for

instance, Gaussian noise, Brownian noise, salt and pepper noise, speckle noise and

Poisson noise. Gaussian noise is considered to one of the most dominant sources of

noise and arises during the image acquisition process [135, 136]. This is due to the

electrical components (amplifiers and detectors), thermal radiations and vibrations of

the camera sensor, which contribute to the noise present in an image. The Gaussian

noise is statistical in nature and can be described by a Gaussian distribution (normal

distribution) [136], and given by

PG(g) =
1

σ
√

2π
e
−(g−µ)2

2σ2 (2.112)

where g indicates the grey values (usually ranging from 0-255), σ is the standard

deviation, and µ is the mean value. Gaussian noise generally perturbs the grey values in

the captured digital image, and the Gaussian distribution model is considered as a good

approximation of the real-world practices. Generally, image denoising is performed for

reconstructing the original signal, and Gaussian noise is reduced by applying spatial

filters (mean/convolution filter, Gaussian smoothing and median filter) in the digital

image processing. Figure 2.22 shows the effect of applying a Gaussian smoothing kernel

with different standard deviations.

The digital images are also affected by salt and pepper noise (called impulse noise
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(a) (b) (c)

Figure 2.22: Checkerboard image with Gaussian smoothing filter of increasing standard de-
viations is applied (a) Original image (b) image with σ = 4 and (c) image with σ = 6.

or spike noise) which appears due to variations in the image data, the quality of the

camera sensor and error in the data transmission. This type of noise degrades the

image by introducing bright pixels into dark areas and dark pixels in the bright areas,

thus the appearance resembles salt and pepper. For 8-bit images, the colour values

range from 0 to 255 and correspond to black and white, respectively on the grey level.

The salt and pepper noise perturbs the pixels with bright pixels replaced by 0 and dark

pixels by 255.

The salt and pepper noise can be alleviated by using a median filter. Images are

affected by shot noise (also called photon noise or Poisson noise) which occurs due to

statistical quantum fluctuation and when the number of photons captured by the image

sensor changes at specific exposure settings [135, 136]. Images are also influenced by

a structured or periodic noise which emerges due to the interference with the camera

electronics and appears as a repeating pattern periodically and can be eliminated by

applying a notch filter.

Apart from camera noise, there is mechanical noise associated with the vibration of

the mechanical parts used to mount the optical components; also the vibration present

in the surrounding affects the performance of the optical measurement systems. Boin-

ton et al. investigated the impact of vibration on the measurement accuracy and the

repeatability of the fringe projection system [137]. The approach relied both on the

theoretical assessment through computational simulation and the experimental inves-

tigation and helped to identify the necessary vibration performance parameters of the
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fringe projection system. Yu Fu performed the low-frequency vibration measurement

by analysing the projected fringe pattern in the temporal domain [138]. The method

projects a grating on a vibrating object (vibrating with low-frequency), captures the

images with a high-speed camera and analysing them in the time domain. Thus, it

is vital to take into account mechanical vibration effects while designing an optical

system.



Chapter 3

Single-view fringe projection

system

Digital fringe projection (DFP) systems using a projector and camera are popular tools

for high-speed 3D form measurement [20, 21, 23–25]. However, commercially available

projectors are susceptible to gamma non-linearity, restricted depth of field, system

vibration and optical noise, which distort the fringe patterns and introduces significant

error in the phase measurement. Any noise or distortion in the phase map during

the measurement cycle is manifested as an error to the final 3D measurement. In

commercially available DFP systems, one of the main sources of error is the non-linear

response of the digital video projector. The deviation of the projected input intensity

to the detected output intensity is called the non-linear gamma effect.

Various attempts have been made to eliminate the non-linear errors. Pan et al.

investigated that the Fourier analysis is beneficial to decompose the captured images

into their harmonics, and the iterative phase compensation algorithm helps to overcome

the non-linearity of projected values [139]. Hoang et al. first used the phase-shifting

technique to measure the gamma value and pre-encoded it in the fringes before their

projection [140]. In principle, the phase error can be alleviated by using more fringe

patterns, which could reduce certain harmonics; however, increasing the number of

fringes reduces the measurement speed, which is not ideal for high-speed applications

[141].

70
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The binary defocusing technique helps to remove the gamma non-linearity, but

it certainly has the disadvantage of yielding a lower signal-to-noise ratio [142]. Zhou

et al. investigated that the phase error depends both on the non-linear gamma effect

and the ratio of intensity modulation; therefore, the ambient light also contributes to

the non-linear effects [143]. Zhang et al. proposed a method based on a three-step

phase-shifting technique to compensate the phase error using a convenient look-up

table approach [144]. This method extracts the full-field error distributions, and it is

considered to be a generic approach for any arbitrary phase-stepping technique. Zhang

also compared the error compensation methods, mainly active versus passive methods

and concluded that both are equally effective and significantly contribute to removing

the phase error in DFP systems [145].

Recently, digital light processing (DLP) projection technology has become in-

creasingly popular in the scientific and industrial sectors. In general, projectors are

designed with large apertures to reduce the loss of light from the light-emitting source

[146, 147]. However, this optical design restricts and narrows down the depth-of-focus

(DOF) of commercially available projectors as the large numerical aperture of a lens is

inversely related to the focal length (NA = n sin[arctan(D/2f)] ≈ (nD/2f)) [148]. As

a consequence, the projected image on the surface of an object with high slopes and

large depth variation becomes blurred at short distances and affects the measurement

accuracy of the optical systems.

Many methods have been proposed to address the issue of short DOF in optical

devices. Kim et al. proposed a novel method of ’Highlighted-depth-of-field (HDOF)’

that decreases the brightness of out-of-focus regions in an image by introducing an

intensity grid in the z-direction [149]. The method utilises a projector to project

the feature pattern onto a specific scene and merges images to acquire the necessary

intensity change. Brown et al. introduced a technique that determines a spatially

varying point-spread function across the projector image, and then applies the Wiener

filter to acquire the desired pre-processed image to be projected [150]. The technique

reduces the image blurriness caused by the out-of-focus regions in the projected image.

Nonetheless, the technique uses an off-axis projector and can be applied to any surface



Chapter 3. Development of a single-view fringe projection system 72

form if the captured camera image of the displayed constituents is rectified back into

the projector coordinate system.

Zhang et al. proposed an approach to enhance the DOF by reducing the spot

size on the marginal depth plane and acquired by utilising a negative lens array that

does not have a diffuser [151]. Daisuke et al. suggested and practically implemented

the method of the fast focal sweep, which can extend the DOF of DLP projectors

[152]. Grosse et al. suggested the concept of the coded aperture to sustain the high-

frequency components in the image correction process [153]. Cossairt and others utilise

the concept of the coded aperture to extend the depth of field in the photography

domain [154–156]. In recent years, the miniaturisation of projector display technology

has led to small and powerful light sources, and significant efforts have been made to

improve the resolution, and colour replication of projectors [157].

The aim of this chapter is to understand how fringe projection systems work and

what are the limitations associated with the optical components used. The chapter is

divided into two parts. The first part (section 3.1) addresses the design and develop-

ment of a single-view fringe projection system. A complete pipeline with the inclusion

of non-linear gamma correction, system characterisation and the 3D form measurement

is presented. In the second part (section 3.2), the sources of error are investigated, and

two projectors (a miniaturised mobile laser projector and commercially available cost-

effective pico DLP projector) are compared. Their performance will be assessed with

regards to their suitability to fringe projection applications by comparing the non-linear

gamma response and the DOF.

3.1 Development of a single-view fringe projection

system

An in-house cost-effective single-view fringe projection system using a single camera

and projector is designed. The system utilises the basic principle of the fringe projection

method and helps to investigate the limitations associated with the single-view fringe

projection systems. The details are provided in the following sections.
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3.1.1 System design and specifications

The experimental setup comprises of a machine vision camera (Basler Ace acA4024-

29 um USB 3.0 monochrome camera with 12 mm C series fixed focal length lens, 4024×

3036 pixels) and a digital light processing projector (DLP LightCrafter 4500 Texas

Instruments, 912×1140 pixels). In the single-view fringe projection system, the camera

and projector are mounted on a rectangular aluminium plate, which is fixed on a

tripod stand with a 1/4′′ threaded screw. The tested object is placed on a rotation

plate (20 mm diameter) which is mounted on a rotation stage (8MR151- Motorized

Rotation Stages).

Figure 3.1: The CAD design of the fringe projection system. (a) Camera and projector
mounted on a baseplate and (b) rotation plate mounted on a rotation stage.

Tripod quick release plate

Figure 3.2: The CAD design of the projector and camera assembly and support to mount
the baseplate on a tripod stand.
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The projector’s HDMI interface is used to project images onto the object. Specif-

ically, the distance between the optical centres of the camera and the projector is

161 mm and the distance between the object and the projector’s optical centre is

500 mm. The camera is lifted up by an angle of 17.28◦ so that its optical axis aligns

with the centre of the chosen field of view (400 mm × 400 mm). The computer-aided

design (CAD) of the fringe projection system is shown in figures 3.1-3.4.

(a)

(b)

Figure 3.3: The CAD design of the single-view fringe projection system. (a) Top view and
(b) side view.

The developed fringe projection system is capable of acquiring the form of complex

AM parts of < (200 mm × 200 mm × 100 mm). Figure 3.5 shows the individual
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Figure 3.4: The CAD design of the fringe projection system in the assembled form.

components of the developed fringe projection system and the assembled system in the

operational mode is shown in figure 3.6. The specifications are,

• Cost-effective 3D shape measurement optical system

• Designed for post-process characterisation of complex AM parts

• Measurement field of view: (200 mm× 200 mm)

• Measuring points per scan: > 12 million

• Acquisition per scan: Within a few seconds (< 30 s)

• Maximum permissible error target: (30 µm to 70 µm) - In case when a standard

checkerboard and a flat reference plane (where the measuring object is placed) is

used

• Good tolerance to environmental noise
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stage

Controller for 
rotation stage

Checkerboard

Camera
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plate

Figure 3.5: Individual components used in the development of a fringe projection system.

Projector

Projector

Camera

Camera

Rotation stage with 
AM artefacts

Rotation stage with 
AM artefacts

(a)
(b)

Figure 3.6: Fringe projection system in the acquisition mode. (a) The side view of the
developed system when the projector projects fringes on the object and (b) the front view.

3.1.2 Methodology for the single-view fringe projection sys-

tem

The methodology of the developed single-view fringe projection system relies on three

main steps: Gamma correction, system characterisation and measurement - 3D recon-

struction. The detail of these steps is given in the following sections.



Chapter 3. Development of a single-view fringe projection system 77

3.1.2.1 Gamma correction

The fundamental principle of the fringe projection method is to project periodic fringe

patterns onto the surface of the object and capturing the distorted fringe patterns

which are yielded by the depth change of the measured surface. In practice, the peri-

odic fringes are acquired by projecting a grating slide. However, the main limitation

associated with the fabrication of the sinusoidal grating is the inconvenience of varying

the phase and frequency of the fringe patterns.

Generally, in order to overcome these constraints, the digital fringe projection

method is used, which utilises a digital video projector (digital light processing or

liquid crystal display) as an enlightening device. The upside is its high speed for the

phase-stepping method, which yields variable grating frequency and less affected by

the surrounding disturbance. However, the downside is the non-linear illuminance of

the video projector, which significantly affects the measurement accuracy. In general,

the projector’s gamma response [145] can be mathematically represented as

Iout = a (Iin)γ + b, (3.1)

where Iout is the output intensity in grayscale while Iin is the given input intensity

value, a and b are the constants that can be optimized effectively by altering the

camera settings. The γ value can be estimated through harmonic analysis [158–160],

statistical models [161], and least-squares fitting methods [162–164].

The non-linear gamma response of a projector varies from one projector to another

for the same model, also from one model to another. The gamma correction requires to

pre-distort the sinusoidal fringe patterns before their projection so that the final output

is sinusoidal fringe patterns. For this purpose, the inverse gamma curve is acquired

and fitted with the seventh order polynomial function [145], given by

Iin = a0 + a1(Iout) + ......+ a6(Iout)
6 + a7(Iout)

7, (3.2)

where ak, [k = 0, 1, 2, 3, ...7] are the constants which can be determined from the
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experimental data.

3.1.2.2 System characterisation

The system characterisation is the foremost important step on which the system perfor-

mance relies. The process involves determining the intrinsic and extrinsic parameters

of the optical components by establishing the transformational relationship between

the 3D world coordinates to the camera and projector coordinates. A camera is de-

scribed as a pinhole model, and the intrinsic parameters (given in equation (2.66), see

section 2.3.1) including focal length, principal point, pixel skew factor, and pixel size

are determined by taking multiple images of a high-precision characterisation artefact

(checkerboard) from different orientations, and then extracting the image coordinates

of the specific features (square corners of the checkerboard) using the Matlab based

image processing algorithm.

For a 3D point with coordinates (Xw, Yw, Zw) and (xc, yc, zc) in the real world

coordinate system and the camera coordinate system, respectively, the relationship

between a point on the object and its projection on the imaging plane can be determined

based on the camera projection model (mentioned in section 2.3.1 and equation (2.69)).

The extrinsic parameters (given in equation (2.68)) include the rotation and translation

matrices and describe the transformation of a 3D point from the real world coordinate

system to the camera coordinate system. The extrinsic parameters of the camera and

projector are determined by projecting periodic phase-stepped fringes and acquiring

the absolute phase map information.

A phase map for the fringe projection system can be obtained by different methods;

however, we have utilised a set of sinusoidal phase-stepped (10 phase-shifted patterns

with a phase shift of δi = (2πi/N), where, the phase stepping index is i = 0, 1, 2...N−1,

and given in equations (2.15) and (2.16)) and binary fringe patterns. The images are

captured at each step and analysed in the phase domain to retrieve the continuous

phase information acquired using a temporal phase unwrapping method. For that

purpose, the binary fringes are used to evaluate the fringe order. If the fringe order for

each fringe stripe/line is uniquely determined, the phase is considered as an absolute
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phase, and this a key parameter in the temporal phase unwrapping process [88].

In order to determine the projector coordinates, a set of horizontal and vertical

phase-stepped patterns (10 phase-shifted patterns for each direction) are projected

onto the checkerboard and images are captured at several different orientations by

moving the checkerboard manually in the measurement volume (mentioned in section

2.3.3). For each characterisation pose, the projector coordinates are established from

the camera coordinates using the one-to-one correspondence accomplished through the

absolute phase maps [37, 83, 114]. The transformational relationship for establishing

the projector coordinates is provided in equations (2.108) and (2.109). Furthermore,

the absolute phase maps are retrieved for the measured object and further utilised in 3D

surface reconstruction using the geometrically characterised parameters for coordinate

calculations.

3.1.2.3 Measurement - 3D reconstruction

The system characterisation (mentioned in section 3.1.2.2) establishes the intrinsic

and extrinsic parameters for the optical components (camera and the projector). The

transformation from the image coordinates to the three-dimensional world coordinates

can be acquired based on the triangulation principle. For this purpose, the camera and

the projector pair is considered a stereo pair, and the relationship is given by

Scqci = Kc
int [Rc, T c]Pw, (3.3)

Spqpi = Kp
int [Rp, T p]Pw, (3.4)

where qci and qpi are the homogeneous coordinates of the image point in the image

coordinate system of the camera and projector respectively, Pw is the homogeneous

point coordinate in the world coordinate system, (Kc
int, K

p
int) are the intrinsic parame-

ters, (Rc, Rp) are the rotational and (T c, T p) are the translational parameters for the

camera and the projector, respectively. The homography matrices (Hc and Hp for the

camera and projector [83]) correspond to the projection matrices given in equations
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(3.3) and (3.4) and represented as

Hc = Kc
int [Rc, T c] =


hc11 hc12 hc13 hc14

hc21 hc22 hc23 hc24

hc31 hc32 hc33 hc34

 , (3.5)

Hp = Kp
int [Rp, T p] =


hp11 hp12 hp13 hp14

hp21 hp22 hp23 hp24

hp31 hp32 hp33 hp34

 , (3.6)

where hcij and hpij are the homography matrix elements for the camera and the projec-

tor, respectively, while the indexes {i = 1, 2, 3} and {j = 1, 2, 3, 4}. The real world

coordinates can be acquired based on the triangulation equation [83] and given by


Xw

Yw

Zw

 =


hc11 − ucihc31 hc12 − ucihc32 hc13 − ucihc33

hc21 − vcihc31 hc22 − vcihc32 hc23 − vcihc33

hp11 − u
p
ih

p
31 hp12 − u

p
ih

p
32 hp13 − u

p
ih

p
33


−1

ucih
c
34 − hc14

vcih
c
34 − hc24

upih
c
34 − h

p
14

.

(3.7)

The above equation holds when the horizontal fringes (upi is the projector image coor-

dinate in the x-direction) are projected onto the surface of the measured object.

3.1.3 Experimental results of the single-view fringe projection

system

3.1.3.1 Gamma correction results

The experimental assembly of a single projector-camera is depicted in figure 3.6(a-b).

The gamma curve of the projector can be acquired by projecting multiple grayscale

images (0−255) onto a flat surface and then capturing the images by a camera. Matlab

software is used to generate an image with a resolution of (912 × 1140) pixels which

is sent to the digital projector (DLP LightCrafter 4500 Texas Instruments, 1280× 800
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Figure 3.7: The non-linear gamma curve of the DLP projector. The data is shown as blue
dotted points and the red line corresponds to the polynomial fitting.

pixels) for projection. A machine vision camera (Basler Ace acA4024-29, 4024× 3036

pixels) is used to capture the images. The pixel intensities from a specific region-

of-interest ROI (100 × 100 pixels) is averaged in the captured image and the output

intensity value is acquired. The gamma curve is obtained and fitted with a polynomial,

as shown in figure 3.7.

3.1.3.2 System characterisation results

The geometric characterisation of the fringe projection system is performed by using a

printed checkerboard (checker size 4 mm) and capturing images at 20 different orien-

tations as discussed in section 3.1.2.2. The schematic of the geometric characterisation

is shown in figure 3.8. The camera is characterised using a pinhole model and the

intrinsic parameters of the camera are listed in table 3.1.

For the projector characterisation, additional information is provided in terms of

the phase maps to determine the one-to-one correspondence between the projector and

the camera intensity pixels. Figure 3.9 shows the fringes projected onto the checker-

board pattern and the corresponding phase maps with square corners detected for one

orientation of the checkerboard.
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Figure 3.8: Schema of the system characterisation of the fringe projection system.

(a) (b)

Figure 3.9: Fringes projected on the checkerboard and captured by a camera. (a) Original
image and (b) the corresponding phase map with the detected checkerboard points.

(a) (b)

Figure 3.10: Reprojection error per image. (a) Camera and (b) projector.

To evaluate the accuracy of the system characterisation quantitatively, the repro-

jection error for the camera and the projector are determined as shown in figure 3.10.
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Table 3.1: System characterisation results for the camera and projector.

Optical component Intrinsic parameter

Camera

 6838.0 0 2370.0
0 7116.3 1529.1
0 0 1



Projector

 2618.9 0 557.2
0 8732.2 1439.3
0 0 1


The mean reprojection error per image is less than half a pixel which can further be

improved by using a high-precision checkerboard. The 3D visualisation of the extrinsic

parameters of the camera and projector is another measure of the system accuracy.

Figure 3.11 shows the extrinsic parameters in 3D space which displays the orientation

of the detected checkerboard patterns relative to the camera and the projector.

(a) (b)

Figure 3.11: Extrinsic parameters. (a) Camera and (b) projector.

3.1.3.3 3D reconstruction results

The system’s characterisation accuracy is further evaluated by the 3D form/shape mea-

surement of complex AM artefacts of different materials (polymer, metal and plaster)

with certain depth variations. A set of phase-stepped sinusoidal fringes (equation 2.15)

and binary coded fringes are projected onto the surface of the measured object and

the distorted images are captured by the camera. In this experiment, we have used 20

phase-stepped sinusoidal fringes with the fringe period of 20 pixels and 8 binary codes

patterns. Figure 3.12(a) shows the image of the AM artefacts with sinusoidally varying
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fringes projected onto the objects.

65 mm

(b)

(c)

(a)

Figure 3.12: 3D reconstructed results for AM artefacts. (a) Original image with fringes
projected (b) unwrapped phase map and (c) a point cloud representing the 3D shape.

The phase map is acquired using equation (2.16). Since the acquired phase map

has 2π modulation and trapped between [-π, π], therefore it needs the removal of the

2π discontinuities in order to obtain a continuous phase map. For this purpose, the

temporal phase unwrapping [49–52] is used to produce an absolute phase map. In the

temporal unwrapping, the fringe order is encoded into binary fringes and projected

onto the object, and an absolute unwrapped phase map is acquired.

A modification to the binary fringes is introduced by converting the binary values

to greyscale values, which simplifies the search for 2π discontinuities in the phase map

with respect to the neighbouring pixels. The unwrapping errors in the acquired phase

maps are corrected using a filtering algorithm that convolves the unwrapped phase map

with a Sobel edge kernel and removes the random spikes and dips in the phase map.

The unwrapped phase map is depicted in figure 3.12(b). By incorporating the system

characterisation information and triangulating the common points between the camera

and the projector, the 3D reconstructed results for AM complex parts are acquired as
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(a) (b)

55 mm 20 mm

(c) (d)

Figure 3.13: 3D reconstructed results of a Nylon-12 artefact. (a) Original image with fringes
projected (b) unwrapped phase map (c) 3D reconstructed point cloud and (d) zoomed-in
view of the data shown in (c).

(a) (b)

Figure 3.14: 3D reconstructed results of a jaw shaped artefact. (a) Original image with
sinusoidal fringes projected and (b) the unwrapped phase map.

shown in figure 3.12(c).

Another Nylon-12 calibration artefact is measured using the methodology in sec-

tion 3.1.2. Figure 3.13(a) shows the artefact with fringes projected whilst figure 3.13(b)

depicts the unwrapped phase map. A small region is zoomed-in which shows the spatial

resolution of the 3D reconstructed results of the calibration box and depicted in figure

3.13(c-d). The reconstructed results do not represent any non-linearities which usually
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70 mm 70 mm 70 mm

70 mm 70 mm

(a) (b) (c)

(d) (e)

Figure 3.15: Different views of the 3D reconstructed results of a jaw shaped artefact. (a-d)
Single-view data acquired from different perspectives and (e) the combined point cloud which
is obtained by registering the single-views shown in (a-d).

mm mm mm

mm mm

/mm

/mm /mm

(a) (b) (c)

(d) (e)

/mm /mm

Figure 3.16: Flatness deviation of a flat surface measured by the fringe projection sys-
tem. A colour map for repeat (a) measurement-1 (b) measurement-2 (c) measurement-3
(d) measurement-4 and (e) measurement-5.

create waviness or structured pattern in the acquired point clouds.

A jaw shaped plaster artefact is also measured as shown in figures 3.14 and 3.15.

Figure 3.14(a) displays the image of the measured artefact with phase-stepped sinu-

soidally varying fringes projected onto the object and figure 3.14(b) depicts the un-
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wrapped phase map. Figure 3.15(a-d) shows the different views of the acquired 3D

shape. The single-views (figure 3.15(a-d)) are registered together using an iterative-

closest-point (ICP) approach. The combined point cloud which is a combination of all

the single-views is depicted in figure 3.15(e). There are some registration errors seen

in figure 3.15(e) which are the outcome of the manual registration. This error can be

reduced by introducing marker (circles or dots) detection approach, automating and

optimising the point cloud registration ICP algorithm.

(a) (b) (c)

(d) (e)

Figure 3.17: The statistical distribution of the data shown in figure 3.16. A histogram
showing the signed point-to-point distance between the measured data and fitted flat plane,
for repeat (a) measurement-1 (b) measurement-2 (c) measurement-3 (d) measurement-4 and
(e) measurement-5.

In order to evaluate the flatness deviation, a region of interest of (119 mm×99 mm)

is chosen and fitted with a primitive feature of a flat plane. The colour map shows the

signed point-to-point distances between the measured data and the primitive feature,

the measurement was repeated five times and the results are shown in figure 3.16(a-e).

Figure 3.17(a-e) shows the statistical distribution for flatness deviation of the data

shown in figure 3.16(a-e). The histograms depict the statistics of the signed point-to-

point distance of the scanned data from the fitted primitive feature of a flat plane. The

flatness deviation for a region of (119 mm× 99 mm) is around 63 µm and displayed in

the inset of the histograms, shown in figure 3.17(a-e).
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3.2 Investigation of sources of error in the single-

view fringe projection system

In commercially available DFP systems, the nonlinear response of the digital video

projector causes deviation of the projected input intensity from the detected output

intensity (called the non-linear gamma effect). Therefore, to understand the nature

of the sources of error, we compared a low-cost DLP and a laser pico projector in

terms of non-linear gamma effect and DOF performance for use in fringe projection

applications.

3.2.1 Principle of gamma effect and DOF

3.2.1.1 Non-linear gamma effect in fringe projection systems

Optical sources of error such as lens distortion, defocus, and the non-linear outcome

of the projector’s projected intensity manifest as phase measurement error in fringe

projection systems [143–145]. The non-linear gamma response is not only due to the

camera and projector’s gamma effect but is also influenced by the object surface re-

flectivity and the measurement environment [132]. The projector’s gamma response is

given in equation (3.1).

State-of-the-art research relies on determining the non-linear response of digital

fringe projection systems and compensating the phase measurement error. Numerous

gamma correction and error compensation methodologies have been proposed, which

can broadly be categorized as active and passive approaches. Both methods are equally

reliable [145]. The active methods rely on pre-distorting the sinusoidal fringes and

projecting linear grayscale intensity values [140, 145, 159, 160]. In contrast to the active

method, the passive methods determine the phase error from the acquired gamma

curve, and then compensate the error in the phase domain by subtracting the distorted

phase from the ideal phase value [139, 144, 161].

we will use the active error compensation approach to account for the phase map

error. Zhang also recommended the active method for 3D digital fringe projection sys-
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tems due to the vulnerability of the passive approach to the measurement conditions

[145]. We will use a convenient look-up-table to alleviate the non-linearity through ac-

tive error compensation due to the ease of implementation. Moreover, the limited DOF

of digital video projectors will be investigated by designing a prototype experimental

setup.

3.2.1.2 Look-up-table approach

A look-up-table (LUT) approach is used to eliminate the non-linear effect being intro-

duced by digital video projectors. The desired linear curve (to be projected) can be

determined by fitting the gamma curve with least-squares curve-fitting which yields the

same straight line for an inverse gamma curve, as shown in figure 3.18(a). A Matlab

algorithm is developed to interpolate and relocate all the values from the non-linear

gamma curve to the desired linear curve using a 1012-element LUT approach, as de-

picted in figure 3.18(b). Since the input intensity values in the simulated images are

generated by the computer in the range of (0-255) grayscale; therefore, all values in the

input grayscale image are required to be replaced by their inverse gamma values. This

approach will pre-distort the input grayscale images and eliminate the non-sinusoidal

behaviour, which is the active gamma correction approach.

Figure 3.18: Gamma correction approach (a) Schema of the relationship between projected
and captured intensity and (b) implementation of the LUT approach.
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3.2.1.3 DOF

Commercially available digital video projectors are designed with a large numerical

aperture to prevent the loss of light from the light source which significantly limits

the DOF of the projector, and introduces blurriness in the projected image [146, 147].

The small DOF can be addressed by extending the DOF of video projectors using the

liquid lens technology and modulating the focal length of the projector at a frequency

higher than critical flicker fusion CFF, a method proposed by Daisuke et al. [152]. In

general, the numerical aperture of a lens and the focal length are related by

NA = n sin

[
tan−1 D

2f

]
≈
(
nD

2f

)
, (3.8)

Where n is the refractive index of the medium (n = 1 for air), D represents the diameter

of the entrance pupil and f is the focal length. For pico DLP projector (ICODIS G-1

Mini projector), the focus is the manual focus and the specifications provided by the

manufacturer do not include information about the NA and D of the lens, which makes

it difficult to compare the DOF at various distances for the pico DLP projector. In

contrast, the laser projector (LaserBeam Pro, C200) is a focus-free (class 1, eye safe

laser) projector, and the projected image stays in focus for about 200 cm. Therefore, in

order to compare the two projectors (laser and pico DLP) based on a similar approach,

the 2D fast Fourier Transform (FFT) of the ROI of projected pattern (checkerboard)

is utilised (Den et al. [163]) as a quantitative measure of the DOF.

In order to determine the DOF of digital video projectors, we have performed sim-

ulations of a checkerboard pattern and used a checkerboard sample to verify the exper-

imental results afterwards. A number of checkerboard patterns were created in Matlab

with different amount of Gaussian noise and pitch sizes (number of pixels/square).

The purpose of varying the pitch number and Gaussian filter is to approximate the ex-

perimental setup in which the distance between the projector and the imaging target

(screen) is varied which introduces blurriness (similar to Gaussian smoothing) and the

pitch number changes slightly. Simulations for the same pitch value are also performed.

The checkerboard points are detected by which the pitch value is determined and the
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ROI is defined. The 2D fast Fourier transform (FFT) of the ROI, as a quantitative

measure of DOF is determined, as shown in figure 3.19(b-c). We used a metric which

Figure 3.19: Checkerboard pattern. (a) ROI of 4× 4 squares area, (b) FFT spectrum of the
ROI and (c) FFT spectrum (2-D view) whereby the red circle denotes the periodicity in 45◦

axis.

uses the maximum of the Fourier transform in the 45◦ direction, loosely based on the

method used by De et al. [165].

This approach is practically implemented on the experimental data where the

distance between the imaging target (checkerboard pattern) and the screen is varied at

about ≈ 164 cm. The distance variation adds blurriness to the imaging target similar

to different Gaussian filters being applied to our simulations. The DOF is determined

by finding the maximum value of one the quadrants of 2D FFT of the ROI of imaging

target (checkerboard pattern).

3.2.2 Experiments on gamma correction and DOF

For the comparative study, we have used a laser (LaserBeam Pro, C-200) and a pico

DLP (ICODIS G-1 Mini projector) projector. A laser projector combines three laser

beams of red, green and blue (RGB) colours utilising an optical arrangement. The

laser beam creates an image by scanning the area projected pixel by pixel at a fast

rate (> 60 Hz). In contrast, the DLP projector uses high power LEDs as a source

of illumination. An array of red, green and blue LEDs generates the light that is

reflected off the tiny mirrors (digital micro-mirror device, DMD). These tiny mirrors

control the brightness of each pixel value by varying the time the mirror is ON within

a single frame cycle. The use of LED has also eliminated the use of the colour wheel.
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Furthermore, LED projectors consume less energy, run cooler and have a long life as

compared to the conventional lamp-based projectors.

3.2.2.1 Non-linear gamma correction

The gamma curve of the projector can be obtained by projecting multiple grayscale

images Iin onto a flat whiteboard and then capturing the camera response. The ex-

perimental assembly consisting of a single projector-camera is depicted in figure 3.20.

Matlab software is used to generate an image with a resolution of (600 × 900) pixels

which is sent to the digital video projector (Laser Beam Pro (C-200), ICODIS G1

Mini projector) for projection. A Raspberry-Pi (Module-v1) camera is used to cap-

ture the images. The resolution of the projector and camera are (1280 × 800) pixels,

(2592× 1944) pixels, respectively. The pixel intensities from a specific ROI (100× 100

pixels) is averaged in the captured image, from which we get the output intensity value

Iout.

Figure 3.20: Experimental setup. (a) Schema of the setup to acquire the gamma curve and
(b) a photograph of the experimental assembly.

Once the gamma curve of the video projector is acquired, then the desired linear

curve (to be projected) is determined using a LUT approach. The frequency spectrum

of the non-sinusoidal waveform generates higher harmonics, which interrupt the phase

distribution and associated with the fundamental frequency component of the frequency

spectrum [139, 142]. The Fourier spectrum is obtained by applying Fourier transform to

column-1000 of the sinusoidal component of the modulated sinusoidal fringes. Since the

gamma correction eliminates the higher harmonics in the frequency spectrum, therefore
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it enhances the accuracy of the phase stepping fringe projection system [166, 167].

In order to verify the gamma correction methodology, the three phase-shifted

patterns are projected onto a flat whiteboard and the wrapped phase map is obtained.

The wrapped phase map is then unwrapped using the differential phase unwrapping

algorithm and the root-mean-square values of the gamma correction results for the

laser and pico DLP projectors are compared.

3.2.2.2 Experimental results: Gamma correction

The gamma curves of a laser and a pico DLP projector are shown in figure 3.21(a)

and figure 3.21(b), respectively. The gamma curve predominantly shows deviation

from the ideal linear behaviour. Figures 3.21(a) and 3.21(b) show that the captured

intensity covers only a small range of the projected input intensity (0-255 grayscale).

The active correction method relies on pre-distortion of the computer-generated fringe

patterns and projection of the inverse gamma curve. To incorporate that, we used a

1012-element LUT approach to compensate for the projector’s non-linearity.

Figure 3.21: Experimental results. (a) The non-linear gamma curve of a laser projector and
(b) gamma curve of a pico DLP projector.

Figure 3.22(a) represents the process of linearising the gamma curve of a laser

projector. The blue curve represents the real experimental data while the red curve

represents the least-square fitted curve. A LUT is used to get the desired linear (red)

curve that needs to be projected. The green curve represents the projected range

covered by the input grayscale sinusoidal fringe patterns, therefore it is required to
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bring down all the input grayscale values (0-255) to the desired range. Likewise, we

conducted experiments on a cost-effective pico DLP projector and results are shown in

figure 3.22(b).

Figure 3.22: Elimination of non-linear gamma distortion by LUT approach. (a) Laser pro-
jector and (b) pico DLP projector.

Figure 3.23: Non-linear gamma correction. (a) The original intensity image in grayscale for
a laser projector (b) cross-section of column-1000 in (a); blue curve (before correction) and
red curve (after correction) for a laser projector (c) the frequency spectrum of the centre of
the image column-1000 in (a); blue (before correction) and red curve (after correction) (d)
the original intensity image for a pico DLP projector (e) cross-section of column-1000 in (d)
blue curve (without correction) and red curve (after correction) for a pico DLP projector and
(f) FFT spectrum for a pico DLP projector.
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Figure 3.24: Implementation of non-linear gamma correction on laser and pico DLP projec-
tors. (a) Original image as a surface plot (laser projector) (b) original image as a surface plot
(pico DLP projector) (c) unwrapped phase image after gamma correction (laser projector)
and (d) unwrapped phase image after gamma correction (pico projector).

3.2.2.3 Effect on quality of projected sinusoidal patterns

Figure 3.23(b) depicts the non-sinusoidal waveform (blue) corresponding to column-

1000 of the original intensity image in figure 3.23(a). The red curve represents the

desired sinusoidal wave which is achieved after gamma correction. The sinusoidal

waveform that is achieved after gamma correction shows more sinusoidal behaviour

than the waveform (blue curve) without gamma correction and is closer to the projected

pattern. The Fourier transform of the projected and corrected sinusoidal waveforms

for both projectors was determined and shown in figure 3.23. The red curve indicates

the Fourier transform after gamma correction.

Figures 3.24(a-b) indicate the same results for the whole field of view on a flat

plane being illuminated by a laser and a pico DLP projector before gamma correction,

while figures 3.24(c-d) represent the outcome after implementing the gamma correction.

It is worth noticing that the waviness for a laser projector in figure 3.24(a) has been
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significantly reduced (with root mean square (RMS) of 0.087 rad) after applying the

gamma correction and shown in figure 3.24(c). The gamma-corrected results for a pico

DLP projector in figure 3.24 indicate a similar trend of reduction in the waviness error

with an RMS of 0.19 rad. The root mean square difference error of the phase value of

column-1000 before and after gamma correction for both projectors is shown in figure

3.25.

Figure 3.25: The RMS phase difference error of column-1000. (a) Laser projector (RMS=
0.087 rad) and (b) pico DLP projector (RMS= 0.19 rad).

3.2.2.4 DOF: Simulations

In order to test an effective metric to measure the DOF of the projector, we developed

a Matlab algorithm to simulate the acquisition of images of a checkerboard pattern

projected by the projector onto a flat plane at different distances from the projector by

varying the checkerboard pitch (number of pixels/square) and the Gaussian smoothing

parameter. The pitch value was varied to simulate the effect of the projected pattern

which gets bigger the further away the projector is from the plane. The variation of

the Gaussian smoothing parameters introduces different amounts of blurriness in the

images. The Gaussian smoothing is a type of image blurring filter that utilizes the

Gaussian function and determines the transformation that applies to each individual

pixel in the image. The 2D Gaussian function is a product of two Gaussian functions

and mathematically represented as

G(x, y) =

(
1

2πσ2

)
exp

(
−x

2 + y2

2σ2

)
, (3.9)
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where x is the distance from origin to the horizontal direction, y is the distance from

origin to the vertical direction, σ is the standard deviation. In our simulations, we

have changed the σ value to introduce different amount of blurriness.

Figure 3.26: The pipeline of the DOF experiment.

Figure 3.27: Simulated results for DOF. (a) FFT of the ROI (6 × 6 square) by varying the
Gaussian smoothing. The pitch value (14 pixels) remains the same (b) FFT of the ROI (6×6
square) for a very small variation in the Gaussian smoothing (σ = 0.6-0.85) and (c) FFT of
the ROI (6× 6 square) when the Gaussian smoothing varies randomly.

The Matlab algorithm detects points on the checkerboard pattern to determine the

pitch value. The pitch value is calculated by the difference between the two detected

checkerboard points. Once, the pitch value is defined, a ROI is chosen for further image

processing. The 2D FFT is performed on the ROI and the normalised maximum value

of the Fourier transform is chosen as a quantitative measure of focus [165, 168–170].

The whole pipeline of the process is shown in figure 3.26.

Following the pipeline in figure 3.26, the acquired results are depicted in figure 3.27.

Figure 3.27 illustrates the simulated results for the DOF. Eleven different pitch values

are used and the different amount of Gaussian filters are introduced. It is obvious that

for the same pitch value, the maximum of the FFT follows a Gaussian-like distribution
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with the focused image at the centre, whilst, the varying pitch value affects the shape

of the Gaussian distribution.

3.2.2.5 DOF: Experiments

The experimental assembly designed to compare the DOF of a cost-effective laser

(LaserBeam Pro, C-200) and a pico DLP (ICODIS G-1 Mini projector) projector and

it consists of a dolly stand (Hague MCD Micro Camera Dolly), a rail, a projector and

a DSLR camera, as depicted in figure 3.28.

Figure 3.28: Schematic illustration of the DOF setup.

The projector is mounted on top of the camera which is placed on a dolly tripod stand.

The projector-camera assembly is then translated on a rail. The wall is used as an

imaging target and a checkerboard pattern is projected onto the wall. In total, twelve

images were captured by varying the distance (54 cm to 164 cm) between the screen

(wall) and the projector-camera assembly [152].

The laser projector is eye-safe class-1 which is harmless to the human eye. It is

focus-free, consumes less power, small-sized, has higher projection and contrast ratios

(1.3921 : 1, 2000 : 1) as compared to DLP projector (1.19 : 1, 1000 : 1). Figure

3.29(a) shows the results of measuring the focus at 12 distances between a projector

(laser/pico DLP) and the screen (wall). The focus value is determined by finding the

normalised maximum value of the FFT in the 45◦ direction. The pico DLP projector

has a significant variation between focused and the defocused images, whilst the laser

projector’s focus remains more stable for the whole distance range measured (200 cm),

as shown in figures 3.29(a) and 3.29(b-e).



Chapter 3. Conclusions 99

Figure 3.29: DOF results. (a) Comparison of DOF of the pico DLP and laser projectors
(b) laser projector’s focused image (c) laser projector’s defocused image and (d) pico DLP
projector’s focused image, and (e) pico DLP projector’s defocused image.

The deviation of the experimentally acquired results from the simulated results

(Gaussian-like distribution in figure 3.27(a) corresponds to the randomly varying Gaus-

sian smoothing as shown in figure 3.27(c). The random variation of Gaussian smoothing

is related to the uncertainty in the distance measurement while moving the projector-

camera assembly towards the wall, also affected by the camera/projector optics and

the ambient conditions. Since the projector is mounted on top of the camera and the

whole assembly is translated together, therefore, the pitch number of the projected

checkerboard pattern remains the same (pitch = 14 pixels). However, the Gaussian

smoothing depends on the DOF of the projector which varies by changing the distance

between the projector and the screen (wall).

3.3 Conclusions

The first part of the chapter (section 3.1) presents the development of a single-view

fringe projection system using a camera and a projector. All components (optical,

electronic, mechanical) are assembled and the system is implemented through a number

of steps, mainly by performing the gamma correction, system characterisation and 3D

shape measurement of complex geometries of different materials. The second part

(section 3.2) takes into account the sources of error in the fringe projection system
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by comparing the commercially available cost-effective laser and pico DLP projectors.

The comparison is made in terms of the non-linear gamma effect and the DOF.

Experimental results have demonstrated that for the laser projector, the gamma

curve is much closer to the linear equation and requires less gamma correction, there-

fore, it would be more suitable for less critical fringe projection applications where it

is impractical to apply the gamma correction. Regarding the DOF, the laser projector

outperforms the pico DLP projector as the projected pattern remains in focus for a

large distance (≈ 164 cm), also it maximises the signal to noise ratio in the whole mea-

surement volume (for medium to large objects, ≈ 200 cm long) of the fringe projection

system.



Chapter 4

Uncertainty evaluation of the form

measurement of additively

manufactured parts

4.1 Outline

3D shape measurement of complex AM parts has been extensively used in the in-

dustrial sector. In general, the inspection process is applied for quality assurance in

industrial manufacturing. Before manufacturing, the part is subjected to verification

for geometric dimensions and tolerance (GD&T) specifications regarding the design

requirements. For this purpose, trustworthy measurement methods with justified un-

certainty estimates are essential. The Guide to the Expression of Uncertainty in Mea-

surement (GUM) provides generic rules for establishing and expressing the uncertainty

in the measurement [171], ranging from quality control, quality assurance, research

and development, science and technology, calibration standards, and the performance

verification tests to accomplish traceability according to national standards.

Measurement alone is considered incomplete; therefore, a correspondence between

the model and the measurement is essential for the evaluation of measurement uncer-

tainty. Distinctive measurement uncertainty is associated with each individual mea-

surement depending on the measurement environment and practices in the laboratory.

101
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This chapter presents the methodology for the uncertainty evaluation of different fea-

tures of an industrial test case and a complex shaped artefact (utilised in chapter 5),

which are measured by the fringe projection method. An uncertainty budget in ac-

cordance with the GUM is specified for the measured features of the AM artefacts.

The method incorporates the contribution from different factors which affect the mea-

surement and determines a measurement uncertainty associated with each particular

measurement.

4.2 AM artefacts

4.2.1 Mould insert

A mould insert used for the injection moulding of the ABS parts is shown in figure

4.1. The mould insert is supplied by a manufacturer of consumer goods and has been

used for the uncertainty evaluation of optical form measurements. The insert has been

manufactured by laser powder bed fusion (LPBF) method with maraging steel grade

300 material. The design has been optimised by introducing the conformal cooling

channel flowing underneath the mould cavities. The mounting holes and centring holes

are the primary features that are designed for the insert with the mould box; therefore,

regarded as pivotal features from the perspective of optimisation [1].

The mould insert is designed to minimise the mass of the injection mould and

acquiring sufficient thermal transfer simultaneously. The following parameters are con-

sidered while formulating the design problem;

• Material: Maraging steel grade 300

• Surface texture inside the cooling channel: as built (as low as possible)

• Injection pressure: 62 MPa to 76 MPa

• Holding pressure: 10 MPa

• Water pressure: 0.3 MPa to 0.6 MPa

• Clamping force: 393 kN
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• Cooling medium: Water

Figure 4.1 shows the injection mould part manufactured with maraging steel (grade

300). The dimensions of the sample are 107.50 mm× 109.99 mm× 27.60 mm (length

× width × height). The channels present at the top surface help facilitate the flow of

liquid polymer to the moulded elements. There are cooling channels with one inlet and

one outlet. Moreover, the design has multiple holes for the ejector pin movement.

(a)

(b)

Figure 4.1: Topology optimised mould insert [1]. (a) Top view and (b) bottom view.

4.2.2 Complex shaped artefact

Figure 4.2 shows a complex shaped object (110 mm× 110 mm× 50 mm). The artefact

is manufactured using the selective laser sintering method with Nylon-12. Various

features of interest, such as a hemisphere, spheres, ball bar, and inclination of wedges

are chosen for the uncertainty evaluation of optical form measurements.
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Ball bar

Hemisphere

Wedge-1

Sphere-1

Sphere-2

Wedge-2

Figure 4.2: Photograph of the complex artefact with labelled features measured by CMM.

4.3 Measurements

The post-process characterisation of different features of an industrial test case and a

complex shaped artefact has been performed using contact (CMM) and non-contact

(fringe projection) measurement instruments.

4.3.1 Non-contact measurement: Fringe projection

A fringe projection system (GOM ATOS Core 300 [172]) is used for the 3D shape mea-

surement of the AM artefacts. The artefacts are measured in the ambient conditions

and each measurement is repeated five times.

4.3.1.1 Methodology for fringe projection

Different features (feature-1, two cooling channels and two supports for the cooling

channels shown in figure 4.3) for the industrial test case and features (spheres, sphere-

to-sphere spacing, hemisphere and inclined wedge) for the complex shaped artefact

are selected. The primitive features (plane, angle between two planes, plane-to-plane

distance and cylinder) are fitted in Polyworks [173].
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Cylinder-1

Semi cylinder-1

Semi cylinder-4
Feature-1

Figure 4.3: Features of interest of the mould insert [1] given in figure 4.1.

4.3.1.2 Uncertainty budget

The GUM explains the method of evaluating the uncertainty in the measurement which

is associated with the variance of each component that could possibly contribute to

the measurand [171]. Determination of such a variance by statistical methods is cat-

egorised as Type-A evaluation, while assessment by any other means is called the

Type-B evaluation. Both of these evaluations reside on probability distributions, and

the uncertainty contributions acquired from either type are computed from variances

or standard deviations.

The uncertainty evaluation comprises many components and, it is performed as

follows,

Type-A evaluation: Type-A evaluation is a method of calculating the uncer-

tainty by the statistical evaluation of a sequence of several measurements [174, 175].

For the N number of measurements, the standard uncertainty is calculated as

um =
s√
N
, (4.1)

where um is the standard uncertainty in the mean value of repeat measurements, and

s is the standard deviation. For the injection mould, we have scanned the artefact five

times and all features of interest have five repeats.

Type-B evaluation: The type-B evaluation incorporates the method of uncer-
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tainty evaluation aside from the statistical methods. This includes uncertainty related

to the calibration of a physical reference, uncertainty in a physical constant, and the

uncertainties in the equations which establish certain quantities [174, 175].

The GOM system (ATOS Core 300 [172]) uses the following parameters for (300×

230) mm field of view;

• Probing form error (sigma) 0.006 mm

• Probing size error 0.027 mm

• Sphere spacing error 0.020 mm

• Length measurement error 0.047 mm

The uMPE is the type-B uncertainty which is calculated using the maximum permissible

error (MPE) value of 0.027 mm (since the probing form error 0.006 mm is 3 times higher

than the value provided by GOM system, therefore we will consider the probing size

error) as follows

uMPE =
MPE√

3
. (4.2)

Uncertainty associated with fitting of features: The fitting features include plane-to-

plane distance, fitting of a cylinder and angle measurement between two planes. For

plane-plane distance, the sphere spacing error is also incorporated.

• Cylinder: probing size error, 0.027 mm (with a rectangular distribution)

• Plane-to-plane distance: probing size error, 0.027 mm (with a rectangular distri-

bution)

• Plane-to-plane distance: sphere spacing error, 0.020 mm (with a rectangular

distribution)

Since the angle is measured between two planes, and considering the centre point of

the two planes [176], the angle between two points is calculated as

cosα =
(x2 − x1)√

(x2 − x1)2 + (y2 − y1)2 + (z2 − z1)2
, (4.3)



Chapter 4. Measurements 107

cos β =
(y2 − y1)√

(x2 − x1)2 + (y2 − y1)2 + (z2 − z1)2
, (4.4)

cos γ =
(z2 − z1)√

(x2 − x1)2 + (y2 − y1)2 + (z2 − z1)2
, (4.5)

where α, β and γ correspond to the angle between the centre point of the two planes

along the x, y and z directions, respectively. The uncertainty in the angle measurement

is found by determining the sensitivity coefficient [176] which is defined by

d(cosα)

dx
,
d(cosα)

dy
,
d(cosα)

dz
. (4.6)

Uncertainty associated with temperature fluctuations: The length of the

object depends on temperature. In general, when an object is heated or cooled, the

length varies by an amount which is proportional to the original length of the object

and the temperature variation, and given by

∆L = αL∆T, (4.7)

where L is the original length, ∆T is the temperature variation, α is the coefficient of

linear expansion, which depends on the material. For maraging steel, the coefficient of

linear expansion is 10.3×10−6 K−1, whilst for Nylon-12 is 100×10−6 K−1. The ambient

temperature in the lab was (19.5 ± 0.5)◦C; and we assume the temperature fluctua-

tion in the surroundings is ∆T = 1◦C; therefore, the uncertainty (with a rectangular

distribution) associated with the length change can be expressed as

u(∆L) = αL∆T. (4.8)

The uncertainty in the length measurement with temperature fluctuation is incorpo-

rated when the distance between the two planes is measured and provided in table

4.1-4.4.

Effective degrees of freedom: The Welch-Satterthwaite expression determines
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the effective degrees of freedom for a linear combination of the independent measurand

variances [175, 177]. It verifies if the expanded uncertainty with the coverage factor

(k = 2) truly lies within 95% confidence interval or a larger value is required. In general,

when type-A and type-B uncertainties are evaluated, one constraint in combining these

uncertainties is how to determine the degrees of freedom, which is calculated from the

Welch-Satterthwaite formula.

For type-A evaluation, the standard uncertainty in the mean value is evaluated

by equation 4.1, and the associated number of degrees of freedom are (v = N − 1). In

practice, for type-B uncertainties, the degrees of freedom are provided by the scientific

instrument, and for practical purposes, they are considered as an infinite number of

degrees of freedom. The mathematical expression for Welch-Satterthwaite [175, 177] is

given by

veff =
u4(y)∑N
i=1

u4i (y)

vi

, (4.9)

where u is associated with type-B evaluation, ui is the standard deviation in the ith

value and depicts the uncertainty associated with type-A evaluation, vi = Ni− 1 is the

degrees of freedom of type-A evaluation.

Combined uncertainty: The uncertainty mentioned in table 4.1-4.4 is the com-

bined uncertainty, which is calculated by taking the quadrature sum of the uncertainty

due to measurement repetitions (type-A evaluation, equation 4.1), type-B evaluation

which is probing size error, equation 4.2), uncertainty related to the fitting features

provided in equations 4.3-4.5, 4.6, and the uncertainty due to temperature fluctuations,

given in equation 4.7. The uncertainty equations for the features of interest would be;

• Cylinder: Quadrature sum of the uncertainty of repeat measurements and prob-

ing size error

• Plane-to-plane distance: Quadrature sum of the uncertainty of repeat measure-

ments, probing size error and sphere spacing error

The combined uncertainty for fringe projection is calculated by using the following
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expression [16, 178]

ucomb =
√
u2

Meas + u2
MPE + u2

Fitting + u2
α, (4.10)

where uMeas is the uncertainty in the measurement repetitions, uMPE is the maximum

permissible error of the fringe projection instrument (we will take the probing size error

of 0.027 mm), uFitting is the uncertainty related to the fitting of features and uα is the

uncertainty associated with the temperature fluctuations in the length measurement.

Expanded uncertainty: The expanded uncertainty is computed by multiplying

the combined uncertainty by a coverage factor, and given by

U = k × ucomb, (4.11)

where U is the expanded uncertainty, k is the coverage factor and ucomb is the combined

uncertainty (given in equation 4.10). The aim of expanded uncertainty is to provide

an interval within which the outcome of a measurement lies, and that is expected to

comprise a large proportion of the allocation of values that can possibly be attributed

to the measurand.

Normalised error: The normalised error compares the measurement result along

with the uncertainty (within 95% coverage interval) to the reference measurement along

with the uncertainty (within 95% coverage interval) and determines the correlation

between the two measurements. Mathematically, the normalised error EN can be

described as

EN =
Xmeas −Xref√
u2

meas + u2
ref

, (4.12)

where Xmeas is the measurement result, Xref is the reference measurement result, umeas

is the expanded uncertainty of the measurement result and uref is the expanded uncer-

tainty of the reference measurement result.

The comparison to the CAD model and the colourmap for one of the fringe pro-

jection data is shown in figure 4.4. CloudCompare is used to analyse the measured
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Table 4.1: Features at the front side (top face). FP = Fringe projection, Prob = Probability,
dist = distribution, Rect = Rectangular, Norm = Normal, Div = Divisor.

FP Source Value Prob Div Standard dof ucomb Expanded
mean dist uncertainty uncertainty

u± units U(k = 2)
Feature-1 uMeas 0.0106 Norm 1 0.0106 mm 4

length uMPE 0.027 Rect
√

3 0.0156 mm ∞ 0.022 mm 0.044 mm

uFitting 0.020 Rect
√

3 0.0115 mm ∞ (Normal) (Normal)

4.844 mm uα 4.966 Rect
√

3 2.885× ∞
×10−5 10−5 mm

Feature-1 uMeas 0.0083 Norm 1 0.0083 mm 4

width uMPE 0.027 Rect
√

3 0.0156 mm ∞ 0.021 mm 0.042 mm

uFitting 0.020 Rect
√

3 0.0115 mm ∞ (Normal) (Normal)

4.794 mm uα 4.938 Rect
√

3 2.851× ∞
×10−5 10−5 mm

Feature-1 uMeas 0.3948 Norm 1 0.3948◦ 4

angle uMPE 0.027 Rect
√

3 0.0156 ∞ 0.395◦ 0.790◦

(usens (Normal) (Normal)
151.074◦ 0.151◦ ∞

/mm)
Diameter uMeas 0.0027 Norm 1 0.0027 mm 4

cylinder-1 uMPE 0.027 Rect
√

3 0.0156 mm ∞ 0.022 mm 0.044 mm

uFitting 0.027 Rect
√

3 0.0156 mm ∞ (Normal) (Normal)

6.627 mm uα 6.798 Rect
√

3 3.925× ∞
×10−5 10−5 mm

Diameter uMeas 0.001 Norm 1 0.001 mm 4

cylinder-4 uMPE 0.027 Rect
√

3 0.0156 mm ∞ 0.022 mm 0.044 mm

uFitting 0.027 Rect
√

3 0.0156 mm ∞ (Normal) (Normal)

7.637 mm uα 7.828 Rect
√

3 4.519× ∞
×10−5 10−5 mm

Diameter uMeas 0.009 Norm 1 0.009 mm 4

semi uMPE 0.027 Rect
√

3 0.0156 mm ∞ 0.024 mm 0.048 mm

cylinder-1 uFitting 0.027 Rect
√

3 0.0156 mm ∞ (Normal) (Normal)

12.02 mm uα 12.36 Rect
√

3 7.136× ∞
×10−5 10−5 mm

Diameter uMeas 0.005 Norm 1 0.005 mm 4

semi uMPE 0.027 Rect
√

3 0.0156 mm ∞ 0.023 mm 0.046 mm

cylinder-4 uFitting 0.027 Rect
√

3 0.0156 mm ∞ (Normal) (Normal)

12.02 mm uα 12.3 Rect
√

3 7.136× ∞
×10−5 10−5 mm

data of the bottom face of the injection mould artefact (depicted in figure 4.1(b)) with

reference to the CAD model [173]. The colourmap in figure 4.4 (a) corresponds to the

signed point-to-point distance between the CAD model and the scanned data. Fig-

ure 4.4 (b) shows the statistical distribution with the mean and standard deviation of
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Table 4.2: Features at the rear side (bottom face). FP = Fringe projection, Prob = Proba-
bility, dist = distribution, Rect = Rectangular, Norm = Normal, Div = Divisor.

FP Source Value Prob Div Standard dof ucomb Expanded
mean dist uncertainty uncertainty
/mm u± units U(k = 2)

Diameter uMeas 0.0014 Norm 1 0.0014 mm 4

cylinder-1 uMPE 0.027 Rect
√

3 0.0156 mm ∞ 0.022 mm 0.044 mm

uFitting 0.027 Rect
√

3 0.0156 mm ∞ (Normal) (Normal)

6.627 uα 6.79 Rect
√

3 3.925× ∞
×10−5 10−5 mm

Diameter uMeas 0.005 Norm 1 0.005 mm 4

cylinder-4 uMPE 0.027 Rect
√

3 0.0156 mm ∞ 0.022 mm 0.044 mm

uFitting 0.027 Rect
√

3 0.0156 mm ∞ (Normal) (Normal)

7.613 uα 7.82 Rect
√

3 4.519× ∞
×10−5 10−5 mm

Table 4.3: Dimensions of the sample. FP = Fringe projection, Prob = Probability, dist =
distribution, Rect = Rectangular, Norm = Normal, Div = Divisor.

FP Source Value Prob Div Standard dof ucomb Expanded
mean dist -sor uncertainty uncertainty
/mm u± units U(k = 2)

Length uMeas 0.0107 Norm 1 0.0107 mm 4

uMPE 0.027 Rect
√

3 0.0156 mm ∞ 0.022 mm 0.044 mm

uFitting 0.020 Rect
√

3 0.0115 mm ∞ (Normal) (Normal)

107.85 uα 0.0011 Rect
√

3 6.351× ∞
10−4 mm

Width uMeas 0.0043 Norm 1 0.0043 mm 4

uMPE 0.027 Rect
√

3 0.0156 mm ∞ 0.020 mm 0.040 mm

uFitting 0.027 Rect
√

3 0.0156 mm ∞ (Normal) (Normal)

109.99 uα 0.0011 Rect
√

3 4.519× ∞
10−4 mm

Height uMeas 0.048 Norm 1 0.048 mm 4

uMPE 0.027 Rect
√

3 0.0156 mm ∞ 0.052 mm 0.104 mm

uFitting 0.027 Rect
√

3 0.0156 mm ∞ (Normal) (Normal)

27.615 uα 2.844 Rect
√

3 1.642× ∞
×10−4 10−4 mm

-0.11 mm and 0.15 mm, respectively.

Figure 4.5 shows the comparison of the CAD model to the scanned fringe projec-

tion data using CloudCompare [173]. Figure 4.5 (a) corresponds to the signed point-to-

point distance between the CAD model and the scanned fringe projection data, whilst

figure 4.5 (b) depicts the statistics with the mean and standard deviation of 0.02 mm

and 0.09 mm, respectively.
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mm

(a)

(b)

/mm

/mm

Figure 4.4: A comparison between the fringe projection data of the injection mould and the
CAD model. The bottom face of the injection mould (shown in figure 4.1(b)) is chosen to
perform the analysis.

/ mm

mm

(a)
(b)

Figure 4.5: Comparison of the fringe projection data of the complex artefact and the CAD
model. (a) The difference map and (b) a histogram representing the statistical distribution.

4.3.2 Contact measurement: CMM

A CMM has been used for the dimensional characterisation of the injection mould

and the complex shaped artefact, following the National Physical Laboratory (NPL)’s

Measurement Good Practice Guide Number 41 on CMM measurement strategies [179].

• Top face of the injection mould was measured which has different complex fea-

tures (features at an angle, inlet channels for the liquid polymer flow, cooling

channels, and multiple holes), whilst for the complex shaped artefact, the fea-

tures of interest (spheres, sphere spacing between two spheres, hemisphere and
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Table 4.4: Complex shaped artefact. FP = Fringe projection, Prob = Probability, dist =
distribution, Rect = Rectangular, Norm = Normal, Div = Divisor.

FP Source Value Prob Div Standard dof ucomb Expanded
mean dist uncertainty uncertainty

u± units U(k = 2)
Sphere 1 uMeas 0.012 Norm 1 0.012 mm 4

diameter uMPE 0.027 Rect
√

3 0.0156 mm ∞ 0.025 mm 0.050 mm

uFitting 0.027 Rect
√

3 0.0156 mm ∞ (Normal) (Normal)

22.530 mm uα 2.3 Rect
√

3 1.3× ∞
×10−3 10−3 mm

Sphere 2 uMeas 0.005 Norm 1 0.005 mm 4

diameter uMPE 0.027 Rect
√

3 0.0156 mm ∞ 0.023 mm 0.046 mm

uFitting 0.027 Rect
√

3 0.0156 mm ∞ (Normal) (Normal)

22.369 mm uα 2.2 Rect
√

3 1.3× ∞
×10−3 10−3 mm

Sphere 1 uMeas 0.005 Norm 1 0.005 mm 4

-sphere 2 uMPE 0.027 Rect
√

3 0.0156 mm ∞ 0.021 mm 0.042 mm

centre uFitting 0.020 Rect
√

3 0.0115 mm ∞ (Normal) (Normal)

distance uα 11.2 Rect
√

3 6.5× ∞
112.467 mm ×10−3 10−3 mm
Hemisphere uMeas 0.003 Norm 1 0.003 mm 4

diameter uMPE 0.027 Rect
√

3 0.0156 mm ∞ 0.023 mm 0.046 mm

uFitting 0.027 Rect
√

3 0.0156 mm ∞ (Normal) (Normal)

59.943 mm uα 6.0 Rect
√

3 3.5× ∞
×10−3 10−3 mm

Wedge 1 uMeas 0.009 Norm 1 0.009 mm 4

inclination uMPE 0.027 Rect
√

3 0.0156 mm ∞ 0.009 mm 0.018 mm
(usens (Normal) (Normal)

44.986◦ 0.001◦ ∞
/mm)

Wedge 2 uMeas 0.007 Norm 1 0.007 mm 4

inclination uMPE 0.027 Rect
√

3 0.0156 mm ∞ 0.007 mm 0.014 mm
(usens (Normal) (Normal)

134.780◦ 0.001◦ ∞
/mm)

wedge inclination) were measured.

• The flat top surface and the two lateral walls were used to establish a coordinate

system as shown in figure 4.6 [179]; the corner is occupied by one of the four

cooling channels (in case of the injection mould) and the approach is that the

probe will avoid these areas.

• More than minimum/recommended number of points (9) were taken for the flat
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surface, cylinder, circle, sphere, and straight line following the guidance provided

in the good practice guide [179].

Once the minimum (or recommended) number of points for the different features

is known for each case, the location of these point needs to be identified. There are

two approaches to select the location of the measurement points: an ad hoc approach

and a scientific approach that relies on a priori knowledge (CAD data) of the object

being measured. Due to the lack of a priori information, this measurement process has

followed the ad hoc approach.

𝑥

𝑦

𝑧

Approach vector

Stylus

Figure 4.6: CMM coordinate system.

For the top face of the injection mould, shown in figure 4.1, the following features

were measured: the feature-1, the length and the width of the feature-1, feature-1 angle,

cooling channels (two cylinders) and support channels (two semi-cylinders), whilst for

the complex shaped artefact, two spheres, the sphere spacing, hemisphere, and wedge

inclination was measured. The measurement of the flat planes and the vertical faces

was achieved by obtaining a uniform distribution of N points on the surface [179].

To obtain a quasi-normal distribution, the plane being measured was divided into

a grid of N squares (as square as possible), and a point was randomly taken in each
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square. A plane was then defined based on a least-squares fit to those points to provide

information about the printers ability to produce parallel planes, an important feature

in many manufactured parts.

For the injection mould artefact, cylindrical holes were measured by acquiring

several points at different heights, whilst for the complex shaped artefact, hemisphere

and spheres are measured by taking numerous points. A common problem related to

traditional manufacturing is lobing, and more points than the number of lobes are rec-

ommended to avoid the loss of information. However, the manufacturing process used

in this case does not present lobing; therefore, more than the minimum/recommended

approach was followed both for the injection mould and the complex shaped artefact.

In order to achieve a normal distribution using the ad hoc approach, the number

of planes np, and the number of points distributed in the planes nc for a cylinder of

radius r and height h are given by [179]

nc =

√
Nh

2πr
, (4.13)

np =
N

nc
. (4.14)

Thus, a normal distribution can be obtained using the above equations and the infor-

mation provided in the good practice guide [179].

4.3.2.1 Comparison of fringe projection and CMM measurements

Table 4.5 depicts different features of the injection mould (shown in figure 4.1) which

are measured using a fringe projection system (given in Table 4.1-4.3) and compared

with the CMM measurements which serve as a reference. The deviations of the fringe

projection measurements from the CMM measurements are listed in column 4 of Table

4.5. The normalised error EN (given in equation (4.12)) is calculated for all features

which lies between -1 to 1.

Likewise, a comparison between the features of interest of the complex artefact

(shown in figure 4.2) measured with the fringe projection technique (GOM system,

ATOS Core 300 [172]) and CMM is established, as shown in Table 4.6. There are
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Table 4.5: Comparison of FP and CMM data for the industrial test case.

Feature CMM FP Deviation Normalised
measurement measurement of FP data error, En

from CMM
Feature 1 (4.836± 0.056) (4.844± 0.044) (0.039± 0.071) 0.112

length
/mm

Feature 1 (4.805± 0.084) (4.794± 0.042) (-0.011± 0.094) -0.117
width
/mm

Feature 1 (150.451± 0.232)◦ (151.074± 0.790)◦ (−0.377± 0.823)◦ 0.757
angle

Diameter (6.600± 0.046) (6.627± 0.044) (0.027± 0.064) 0.424
cylinder-1

/mm

Diameter (7.592± 0.073) (7.637± 0.044) (0.045± 0.085) 0.528
cylinder-4

/mm

Diameter (12.009± 0.047) (12.02± 0.048) (0.011± 0.067) 0.164
semi

cylinder-1
/mm

Diameter (11.977± 0.014) (12.02± 0.046) (0.043± 0.048) 0.894
semi

cylinder-4
/mm

some anomalies present in the EN value, specifically to sphere 1 diameter and wedge

2 inclination, which corresponds to the measurement uncertainty (type-A and type-B

evaluations, uncertainty due to fitting of a feature and ambient conditions). This would

be the focus of future work.

4.4 Conclusions

This chapter presents the uncertainty evaluation of the different features of an industrial

test case and a complex shaped artefact. The artefacts are measured using contact

and non-contact instruments. Since there is no specific standard for fringe projection
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Table 4.6: Comparison of FP and CMM data for the complex artefact.

Feature CMM FP Deviation Normalised
measurement measurement of FP data error, En

from CMM
Sphere 1 (22.462± 0.022) (22.530± 0.050) (0.068± 0.055) 1.245
diameter

/mm

Sphere 2 (22.367± 0.028) (22.369± 0.046) (0.002± 0.054) 0.037
diamter

/mm

Sphere 1 (112.447± 0.020) (112.467± 0.042) (0.020± 0.047) 0.430
to sphere 2

distance
/mm

Hemisphere (60.194± 0.346) (59.943± 0.046) (-0.251± 0.349) -0.719
diameter

/mm

Wedge 1 (44.964± 0.034)◦ (44.986± 0.018)◦ (0.022± 0.039)◦ 0.572◦

inclination

Wedge 2 (135.191± 0.036)◦ (134.780± 0.014)◦ (-0.411± 0.039)◦ -10.640◦

inclination

systems, therefore to provide a reference for the dimensional measurements, contact

CMM measurements were performed. An uncertainty budget which provides step-by-

step guidelines for the uncertainty evaluation of different features of AM artefacts is

presented. The process takes into account all types of uncertainties associated with the

measurand and the measurement uncertainty is determined. A comparison between

the fringe projection and the CMM measurements has been made, and normalised error

is computed both for the injection mould and the complex shaped artefacts.
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Multi-view fringe projection system

5.1 Introduction to multi-view fringe projection sys-

tems

Commercially available fringe projection systems based on a single camera and pro-

jector have restrictions when acquiring the 3D form/shape in one acquisition due to

the inadequate field of view of the camera, the frequent presence of occlusions and

potentially high slope angles, especially for the freeform geometries of AM parts [6].

A possible solution to overcome these limitations is to introduce multiple cameras and

projectors to acquire multiple views. Specifically, multi-view systems have become an

emerging research area in 3D form measurement. However, multi-view fringe projec-

tion systems are intricate and rely not only on the characterisation of the individual

components but also require the global relationship between the cameras and projec-

tors and registering the data from multiple perspectives. In multi-view systems, the

characterisation (often called calibration in practice) has a decisive influence on the

system performance and for accurate 3D surface reconstruction.

Abedi et al. proposed a method of geometric calibration and rectification of a

circular multi-camera system using a pyramid object with symmetric triangles and

opposite colours. The method processes all the cameras simultaneously and solved

the issue of error accumulation [180]. Liu et al. used a 3D target to characterise

a multiple depth camera system using lidar scanning. The method determines the

118
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relative orientation between the cameras with limited overlapping fields of view and

unifies the multi-camera coordinates in the same coordinate system [181]. Sun et al.

developed a method of global characterisation of a multi-camera system using a group

of spherical targets. This one-time operation can globally characterise all the cameras

with non-overlapping fields of view and avoids extensive workloads and accuracy loss

caused by repeated processes [182]. A flexible method of global characterisation of

multiple cameras using a transparent glass checkerboard was proposed by Feng et al.

[183]. The method utilises the refractive projection model and the concept of ray

tracing to eliminate the error of refraction and to achieve high accuracy.

The characterisation of a multi-view fringe projection system is based on deter-

mining both the intrinsic and extrinsic properties of the cameras and projectors and

bringing them into the global frame of reference. A common approach to multi-view

system characterisation is the extension of the methods for characterising single camera-

projector systems, proposed by Tsai, Zhang, and Huang [35–38], where each camera is

characterised with an accurately manufactured target (for example, a checkerboard or

circle board) and the relationship between the multiple views is obtained by global op-

timisation of the extrinsic parameters of all the views. Albers et al. presented a flexible

characterisation method for a multi-sensor fringe projection system by incorporating

the Scheimpflug optics for the cameras and defining a common world coordinate sys-

tem using a planar target [27]. Gai et al. proposed an easy-to-use characterisation of

a multi-view fringe projection system, where the digital fringe projection and phase

maps are used to acquire global characterisation [28].

Gdeisat et al. [29] and Deetjen et al. [30] developed the global characterisa-

tion methods for multiple camera-projection systems, whereby the cross-talk between

multiple camera-projector pairs is avoided by using a particular light bandwidth (RGB

optical colour filters). Deejtan et al. also demonstrated the technique for high-speed 3D

reconstruction of a flying bird. Servin et al. combined the two techniques: co-phased

profilometry and 2-step temporal phase unwrapping, and measured an industrial metal-

lic discontinuous object which is coated with white-matte paint to reduce the specular

reflection [184, 185]. A co-phased 2-projector and 1-camera based 360-degree profilome-
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ter was proposed which can measure highly discontinuous objects [186]. A plastic skull

is measured by rotating it with φ rotation steps. In typical fringe projection systems,

the projector is modelled as an inverse camera, the camera is used to capture images

for the projector and the transformation from the camera image pixels to the projector

image pixels is performed by a phase-stepped fringe projection technique [88, 187–189].

However, if the camera pixels are not aligned with the projector pixels, this can lead

to mapping error. In general, any error in the camera characterisation is transferred

to the projector characterisation, which can significantly affect the performance and

accuracy of the fringe projection system.

In this chapter, two different approaches for the characterisation of a multi-view

fringe projection system are used. The first method relies on finding the correspon-

dences between the camera and projector pairs. For this purpose, a characterisation

target (checkerboard), automated image acquisition and image processing technique

are used. The geometric characterisation technique is demonstrated by determining

the global world coordinate system and combining the 3D reconstruction results from

different perspectives. The characterisation results are implemented, and the multi-

view fringe projection system is tested to acquire the three-dimensional shape of a

(60 mm×60 mm×20 mm, Nylon-12) AM part. The 3D reconstructions from different

perspectives are aligned with the CAD model and finely registered with an iterative

closest point (ICP) algorithm [190].

In the second approach, a novel method to characterise a multi-view fringe projec-

tion system is presented which does not require projector characterisation, therefore,

the influence of mapping error is removed. The proposed method depends on the stereo

matching between rectified unwrapped stereo phase maps based on the epipolar con-

straint. In general, the stereo vision and fringe projection methodologies are combined

to acquire the dense disparity map which is incorporated with the stereo-camera char-

acterisation information for 3D surface reconstruction [31–34]. However, the proposed

method relies on determining the correspondences in the phase domain. The absolute

phase maps are acquired through the fringe projection method and the matched phase

points in the stereo phase maps are triangulated for 3D reconstruction. The effec-
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tiveness of the proposed method is determined by finding the point-to-point distance

deviations between the point clouds, which are acquired from different views. The

results are compared with the contact CMM measurements which serve as a reference

for the dimensional measurements. A comparison of the proposed method with the

conventional method of characterising the multi-view fringe projection system is also

presented.

5.2 Characterisation approach-1: Triangulation

5.2.1 Methods and materials

The multi-view fringe projection system is comprised of multiple sets of cameras and

projectors, as shown in figure 5.1 (a). Figure 5.1 (b) depicts the schematic of the multi-

view system with eight sets of cameras, however, for experimental purpose, two sets

of cameras and projectors are used. The system characterisation is carried out using

a checkerboard which is placed at several different orientation in the measurement

volume and the images are captured. These images are then used to determine the

intrinsic and extrinsic parameters of the cameras. Sinusoidally varying phase-stepped

Figure 5.1: Multi-view fringe projection system. (a) A photograph of the multi-view fringe
projection system with two sets of cameras and projectors and (b) schematic of the Multi-view
fringe projection system.

fringe patterns (10 phase-shifted patterns with a phase shift of δi = (2πi/N), where,

the phase stepping index is i = 0, 1, 2...N−1, and given in equations (2.15) and (2.16))

are generated using a computer and projected onto the checkerboard. The absolute



Chapter 5. Characterisation approach-1: Triangulation 122

Table 5.1: Geometric characterisation results for the cameras and projectors.

Intrinsic parameter Outcome

Camera 1 (Ac1)

 9326 0 2282
0 9234 1524
0 0 1


Camera 2 (Ac2)

 10545 0 2240
0 10833 1358
0 0 1


Projector 1 (Ap1)

 1509 0 314
0 4856 613
0 0 1


Projector 2 (Ap2)

 863 0 359
0 1479 457
0 0 1



phase maps are acquired through temporal phase unwrapping method that relies on a

combined phase-stepped and binary coded method, described in section 3.1.2.2. The

retrieved phase maps are used to determine the parameters of the projectors. The detail

of the geometric characterisation procedure is discussed in the following sections.

5.2.1.1 Geometric characterisation

Camera characterisation is a well-developed field [111–115]. A camera is described

by the pinhole model [113]. For an arbitrary point in the 3D space, the relationship

between a point on the object and its projection on the image sensor is given by equation

(2.69). The camera characterisation is performed using a standard checkerboard

(checker size, 4 mm) which is placed at several different positions in the measurement

volume, and images are captured by projecting a plain white image pattern onto the

checkerboard. The intrinsic (Ac1, A
c
2) parameters for both the cameras are determined

using an image processing algorithm. The measured parameters are listed in table (5.1).

The extrinsic parameters of the cameras and projectors are determined by projecting

fringes and the absolute phase map information (see section 3.1.2.2).

Figure 5.2 shows the fringes projected onto the checkerboard pattern and the

corresponding phase maps with square corners detected for one orientation. Figure 5.3

shows the three-dimensional visualisation of the extrinsic parameters for the projectors

and cameras. The characterisation patterns (checkerboard) are plotted corresponding
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Figure 5.2: Fringes projected on the checkerboard and captured by two different cameras
from different perspectives. (a-b) Original images and (c-d) corresponding phase maps with
the detected checkerboard points being projected back.

Figure 5.3: Extrinsic parameters. (a) Camera 1 (b) camera 2 (c) projector 1 and (d) projector
2.
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Figure 5.4: Reprojection error per image. (a) Camera 1 (b) camera 2 (c) projector 1 and (d)
projector.

to the camera/projector. Figure 5.4 depicts the reprojection error for the cameras and

projectors for six different positions. The reprojection error are less than half a pixel,

showing that the geometric characterisation was successful.

5.2.1.2 Global frame of reference

The initial steps (mentioned in section 5.2.1.1) determine the intrinsic and extrinsic

parameters for each individual camera and projector. The location and orientation

of each camera and projector are automatically defined in the same global reference

frame. The transformation from the image coordinates to the three-dimensional world

coordinates can be achieved through triangulation. Each combination of camera and

projector is considered as a stereo pair, with the transformation relationship given by

equations (3.3) and (3.4). The global relationship between the camera and projector

views is obtained by a plane in the common field-of-view of both the cameras and

projectors. The world coordinates can be acquired based on the triangulation (equation
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3.7).

5.2.2 Experiments on approach-1

5.2.2.1 Experimental setup

The experimental setup for the multi-view fringe projection system (figure 5.1(a)) is

comprised of two DSLR cameras (Nikon D3500, 4496× 3000 pixels), two digital light

processing projectors (DLPC300 Texas Instruments) with a digital micromirror device

(608× 680 pixels). In the multi-view fringe projection system, the two sets of cameras

and projectors are mounted on a rigid metal mount to reduce mechanical vibration.

The tested object is placed approximately 50 cm from the projectors. The projector’s

digital micromirror device chip is used to project the images onto the tested object.

The overlap between the projectors is overcome by only displaying fringes through a

single projector at any one time.

60mm 60mm

60mm 60mm

(a) (b)

(c) (d)

Figure 5.5: 3D reconstruction results from different perspectives. (a) Projector 1-camera 1
(b) projector 1-camera 2 (c) projector 2-camera 1 and (d) projector 2-camera 2.
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5.2.2.2 Results of the multi-view system

The geometric characterisation of the multi-view fringe projection system is carried out

by using a checkerboard and capturing images at different orientations, as discussed

in section 5.2.1.1. To further estimate the system’s characterisation accuracy, the 3D

measurement of an AM artefact is performed using a set of phase-stepped sinusoidal

fringes and binary coded fringes. The multi-view system with two sets of cameras and

projectors share the same frame of reference, four individual point clouds have been

acquired for two different projections and from two separate perspectives, as shown in

figure 5.5 (a-d). Furthermore, figure 5.6 depicts the point clouds for four cameras and

three projectors.

60 mm 60 mm 60 mm 60 mm

60 mm 60 mm 60 mm 60 mm

60 mm 60 mm 60 mm 60 mm
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Figure 5.6: 3D reconstruction results for a multi-view fringe projection system with four
cameras and three projectors.

Figure 5.7 (a) shows the 3D reconstructed results of a hemisphere artefact (Nylon-

12, 60 mm× 60 mm× 20 mm) with a single camera-projector based fringe projection

system. Figures 5.7 (b) and (c) depict the point cloud by combining the reconstruction

results from different perspectives. Compared to the single view system, the multi-view

system provides better performance and overcome the self-occlusion and shadowing

effect of the AM part. The reconstruction results in figure 5.7 (c) is more complete as
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60mm60mm

(a) (b)

60mm

(c)

Figure 5.7: 3D reconstruction results for a hemisphere (60 mm× 60 mm× 20 mm, Nylon-12)
artefact. (a) Point cloud from a single-camera projector (b) point cloud from two sets of
cameras and projectors and (c) point cloud from four cameras and three projectors.

there is no gap on the sides of the artefact. There is also no obvious offset between the

two views which shows the consistency of the measurement data.

However, the full 3D form of the measured AM artefact requires projections from

more positions. The multi-view system fringe projection system is tested with two sets

of cameras and projectors and can be generalised for N cameras and projectors using

the same algorithmic solution. Future work will focus on the global optimisation of the

geometric characterisation for the multi-view fringe projection system and improving

its speed and accuracy.

5.3 Characterisation approach-2: Stereo rectifica-

tion of phase maps

5.3.1 Methodology of approach-2

The methodology of this work falls into five main stages: Step A - Camera characteri-

sation, Step B - Phase map by fringe projection, Step C - Rectification of the unwrapped

phase maps, Step D - Stereo matching of the rectified unwrapped phase maps and Step

E - Three-dimensional reconstruction. The schematic is shown in figure (5.8).

Step A - Camera characterisation: The camera characterisation is performed by

placing a checkerboard in the field of view of all the cameras (there are four in our

example set up - see section 5.3.2). Images of the checkerboard at different orientations

are captured by all cameras. Each camera is characterised separately using a pinhole

camera model [35–38]. The intrinsic and extrinsic parameters of each camera are
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B. Fringe projection 

D. Stereo matching 
of phase maps

A. Camera 
Characterisation 

E. Three dimensional 
reconstruction

Checkerboard 
images

Camera intrinsic and 
extrinsic parameters

Phase stepped 
and binary fringes

Transformation 
applied to phase maps

𝑥 map (𝑥1!…#,𝑥2!…#)
𝑦 map (𝑦1!…#,𝑦2!…#)

Stereo-camera pairs

Triangulate the matched 
phase points using step A 

Absolute unwrapped 
phase map

Matched phase 
points

Point clouds in 
global frame 

Step

C. Stereo rectification 
of phase maps

Rectified phase 
maps

Figure 5.8: Schema of the characterisation method of the multi-view fringe projection system.

determined using a developed image processing algorithm in MATLAB [39].

After characterising each camera individually, the stereo-camera parameters are

generated using the camera characterisation information [40–47]. In general, any num-

ber of pairs could be used; however, due to the lack of a common field of view and

the area illuminated by the structured light, we have considered the adjacent cam-

era pairs and treated the multi-view system as two sets of stereo-camera pairs. The

transformation between the stereo-camera pairs is given by [117]

R2→1 = R2(R1)T , T2→1 = T2 − (R2→1T1), (5.1)

R4→3 = R4(R3)T , T4→3 = T4 − (R4→3T3), (5.2)

where R and T are the rotation and translation matrices respectively and correspond

to the extrinsic parameters that describe the transformation from the world coordinate

system to the camera coordinate system. The superscript T in (R1)T and (R3)T rep-

resents the transpose. The relative orientation and location in each stereo-camera pair
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are defined with respect to the first checkerboard position, which is in the common

field of view of the cameras and corresponds to the same global coordinate system.

The first dataset has the checkerboard in the field of view of all cameras, therefore, it

removes the need for the checkerboard to be visible to all cameras at all times.

Step B - Phase map by fringe projection: A fringe projection system can be math-

ematically modelled as a stereo-camera system and relies on triangulation of common

points between the projector and the camera. Essentially, one camera in the stereo

pair is replaced with a projector and the correspondence is determined by the charac-

teristics of the projected structured light. In this work, the method of phase encoding

is based on the phase-stepped fringe projection method [88]. A set of phase-stepped

sinusoidal and binary encoded fringe patterns [48] are projected onto the surface of the

object being measured. Different phase offsets are applied to the sinusoidal pattern

and an image is captured at each step. The phase value at any particular pixel can be

determined from the captured N phase-stepped sinusoidal images [88, 187–189]. The

retrieved phase has 2π modulation and is unwrapped by removing the 2π discontinuities

and acquiring a continuous phase map.

We have used temporal phase unwrapping [49–52] to produce an absolute phase

map. In temporal unwrapping, the fringe order is encoded into binary fringes and

projected onto the object, and an absolute unwrapped phase map is acquired. A

modification to the binary fringes is introduced by converting the binary values to

greyscale values, which simplifies the search for 2π discontinuities in the phase map

with respect to the neighbouring pixels. The unwrapping errors in the retrieved phase

maps are corrected using a filtering algorithm that convolves the unwrapped phase

map with a Sobel edge kernel and removes the random spikes and dips in the phase

map.

Step C - Rectification of the unwrapped phase maps: One approach to triangulate

a large number of points is to rectify the stereo images and estimate the disparity map.

Rectification is a transformation applied to the images to project them onto the same

plane and can account for camera distortion and the non-coplanar stereo-camera pair

[53, 54]. A schematic of the rectification process is shown in figure 5.9, which shows
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that the image rectification transforms each image such that the epipolar lines (shown

as dotted lines in figure 5.9) are parallel. The epipolar lines are given by

lL = F TφR, (5.3)

lR = FφL, (5.4)

where F is the fundamental matrix [54]). The corresponding values on the epipolar lines

have the same coordinates in both the phase images based on the epipolar constraint

φTRFφL = 0. (5.5)

The advantage of the rectification process is that the search for 2D correspondences

reduces to a single line (1D search problem) [117]. The phase maps captured by the
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Figure 5.9: Schema of the rectification of the stereo-camera phase images. φL and φR are
the projections of a 3D point P onto the left and right camera phase images, respectively. lL
and lR are the epipolar lines of the left and right camera phase images, respectively. OL and
OR are the left and right cameras’ optical centres, respectively.

adjacent cameras (Step B - Phase map by fringe projection) are treated as stereo phase

maps (φL, φR), as shown in figure 5.9. An automated algorithm pre-processes the phase

maps for denoising (via Gaussian smoothing, a low-pass filter which attenuates the
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high frequency components), undistorts the phase maps which accounts for radial and

tangential lens distortion and by utilising the stereo parameters information, acquires

the rectified version of the left and right phase maps φL and φR, respectively (shown

as blue coloured phase images in figure 5.9).

Step D - Stereo matching of the rectified unwrapped phase maps: For the stereo

matching of the rectified unwrapped phase maps, an automated image processing algo-

rithm was developed. The rectification of the phase images limits the search for corre-

spondences to a single line (epipolar line). By taking the same line in both the rectified

unwrapped phase images, the search for correspondences is accomplished by determin-

ing the points at which the phase values match. The output of this process is a disparity

map. An iterative approach for disparity estimation is used by taking the phase value

in the left camera phase image φL−rect(x11...N , y11...N) and comparing it with the cor-

responding line (epipolar line) of the right camera phase map φR−rect(x21...N , y21...N)

using a nearest neighbour search. For k-nearest neighbour (k = 2), the search for the

nearest neighbour (row/line) in the right phase image to each point in the query data

(point in the left phase image) is accomplished using an exhaustive search method.

This method finds the distance from each query point to every point in the right phase

image, arranges them in ascending order, and yields the k points with the smallest

distances. The nearest neighbour search returns a numerical matrix representing the

indices of the nearest neighbours.

The absolute phase differences in the row coordinate of the rectified phase maps,

for the same phase value viewed in the left and right camera phase images, are the

disparity values. The disparities are prefiltered to discard phase values outside the

expected disparity range. To account for sub-pixel disparity values, the two lowest

phase differences from the epipolar line are extracted, and a linear fit between the

two phase points and the intercept is determined. In order to access the same phase

values in the rectified unwrapped stereo phase maps, location maps x(x11N , x21...N) and

y(y11...N , y21...N) for N phase values are generated. By incorporating the location map

and sub-pixel disparity information, the matched phase points between the rectified

images are determined.
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Step E - Three-dimensional reconstruction: After determining the correspondences

between the rectified stereo phase maps, the 3D points can be obtained based on the

triangulation principle. The computation of the scene structure depends on finding the

3D point, which is estimated by the intersection of rays back-projected from the corre-

sponding phase image point pairs (φL, φR) through their associated camera projection

matrices [54]. For this purpose, the camera projection matrix (3 × 4), which maps

3D world points in the homogeneous coordinates to the corresponding points in the

camera phase image, is retrieved using the camera characterisation information, and

the rotation and translation of the camera. The matched phase points in the rectified

stereo phase maps are combined with the respective projection matrix of the adjacent

cameras (as a stereo-camera pair), and the 3D world coordinates of the object are

determined.

5.3.2 Experiments on approach-2

In order to evaluate the effectiveness of the proposed method, a multi-view fringe

projection system has been set up, as shown in figure 5.10. The system comprises four

DSLR cameras (Nikon D3500, 4496 × 3000 pixels), and two digital light processing

(DLP) projectors (DLPC300 Texas Instruments) with a digital micromirror device

(608× 680 pixels). All cameras and projectors are mounted on a rigid metal frame to

reduce mechanical vibration [137]. The projector’s digital micromirror device chip is

used to project a series of computer-generated fringe patterns onto the surface of the

object, and the cameras capture the distorted fringes. In this set-up, the two cameras

and a projector yield one stereo pair, and the multi-view fringe projection system

is configured as two sets of stereo pairs. The details of the system characterisation

procedure are discussed in the following sections.

5.3.2.1 Camera characterisation results

The camera characterisation is performed using a checkerboard (checker size: 4 mm).

The calibration steps are as follows.

1. The position of the cameras is adjusted so that each camera is in the field of view
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Proj-1

Cam-1

Cam-2 Cam-3 Proj-2

Cam-4

Object

Figure 5.10: Photograph of the multi-view fringe projection system. The system is comprised
of four DSLR cameras and two projectors.

and covers the measurement volume.

2. The checkerboard is placed in several positions (46 in our case) in the field of

view of the cameras (1 to 4). In each position, images of the checkerboard are

captured.

3. The captured images are processed to extract the coordinates of the checker-

board corners - an automated image processing algorithm was developed for this

purpose.

4. From the corner information, the intrinsic and extrinsic parameters for each in-

dividual camera are determined.

5. After characterising each camera individually, the stereo-camera pairs are gen-

erated using the camera characterisation information. The relative orientation

and location of each stereo-pair are determined with respect to the first checker-

board position. Figure 5.12(c-d) shows the extrinsic parameter visualisation of

the stereo-camera pairs.
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(a) (b)

(c) (d)

Figure 5.11: Mean reprojection error per image for the camera characterisation. (a) Camera
1 (b) camera 2 (c) camera 3 and (d) camera 4.

We have estimated the quantitative accuracy of the characterisation by determin-

ing the reprojection error, which corresponds to the distance between the checkerboard

point detected on the characterisation image (checkerboard image) and the correspond-

ing world point projected onto the same image. The mean reprojection errors for in-

dividual camera characterisation are 0.052 pixels, 0.059 pixels, 0.062 pixels and 0.051

pixels for camera 1 to 4, respectively. For stereo-camera pairs, the mean reprojection

errors are 0.055 pixels and 0.056 pixels, for stereo-camera pairs 1 to 2, respectively.

Figures 5.11(a-d) and 5.12(a-b) show the mean reprojection error per image for the

individual camera characterisation and the stereo-camera pairs.

5.3.2.2 Rectification of the unwrapped stereo phase maps

Figure 5.13 (a-b) show the captured images of a Nylon-12 complex shaped object

(110 mm × 110 mm × 50 mm) acquired with the fringe projection method. A set

of ten phase-shifted fringe patterns and binary encoded fringes are used. The binary

fringes provide the information regarding the fringe order and are used to retrieve
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(b)(a)

(c) (d)

Figure 5.12: Reprojection error per image for stereo-camera pairs (a) stereo-camera pair 1,
(b) stereo-camera pair 2, and (c) extrinsic parameter visualisation of stereo-camera pair 1.
The region with coloured squares corresponds to the checkerboard patterns detected by the
stereo-camera pair 1, and (d) extrinsic parameter visualisation of stereo-camera pair 2.

the absolute unwrapped phase maps from the distorted fringe images. The acquired

absolute unwrapped phase maps, after applying the filtering algorithm for one of the

stereo-camera pairs are shown in figure 5.13 (c-d).

The image transformation is applied to the filtered phase maps (shown in figure

5.13 (c-d)) and the rectified unwrapped phase maps are shown in figure 5.14 (a-b). The

rectification process follows stereo matching in which the phase value in the left phase

image is compared with the corresponding row (epipolar line) of the right phase image.

The matched phase points in the stereo phase images are triangulated to acquire the

3D coordinates of the object.

5.3.2.3 3D reconstruction results

We validated the proposed method by implementing the characterisation method on

the multi-view fringe projection system and acquiring the 3D reconstruction results
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(a) (b)

(c) (d)

Figure 5.13: Images of a complex shaped object (110 mm× 110 mm× 50 mm) with fringes
projected. The images are captured by two cameras in a stereo configuration (a) Camera-1
and (b) camera-2. Filtered unwrapped phase maps of the object for (c) data shown in (a)
and (d) data shown in (b).

(a) (b)

Figure 5.14: Rectified unwrapped phase maps. (a) Rectified phase image for the phase map
in figure 5.13 (c) and (b) rectified phase image for the phase map in figure 5.13 (d).

for a complex shaped object (110 mm × 110 mm × 50 mm, Nylon-12). Following the

steps in section 5.3.1 and using the stereo matching of the rectified unwrapped phase

maps, the 3D reconstruction results for the complex artefact were acquired, shown in

figure 5.15 (a-c). The point clouds from two views are in the global coordinate system,

and do not require any further registration. By combining the point clouds (shown in
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figure 5.15 (a-b)), a dense point cloud is retrieved, as shown in figure 5.15 (c).

mm

mm

mm

(a)

(b)

(c)

Figure 5.15: 3D reconstruction results for a complex artefact (110 mm × 110 mm × 50 mm).
On the left side, two point clouds acquired from stereo-camera (a) pair 1 (b) pair 2, respec-
tively and on the right side (c) a consolidated point cloud after combining the two views
(a-b).

We determined the signed point-to-point distance of the two-point clouds in the

overlapping region between them using the CloudCompare [173], and the distances are

determined between a point cloud regarded as a reference and a target point cloud [2].

A small region-of-interest (ROI) is chosen between the point clouds from two sets of

stereo-camera pairs, and a comparison of the point cloud from stereo-pair 1 (reference

point cloud) was made against the other stereo-pair 2 (target point cloud), shown in

figure 5.16. Based on the least-squares fitting methods in CloudCompare [173] which

relies on nearest-neighbour distances, the distribution of the distance deviations is

shown in figure 5.16 (b-c). The colour map corresponds to the Euclidean distance

between each point in the reference point cloud (stereo-camera pair-1) and its closest

point located in the compared point cloud (stereo-camera pair 2). The statistics for

the pairs are shown in figure 5.16 (c). The standard deviation of the ROI of the two
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point clouds is 48 µm and the point clouds acquired from two orthogonal perspectives

are in the global frame.

mm

Signed distances/ mm

(a)

(b)

(c)

mm

Figure 5.16: Results for the deviation of two point clouds for the complex artefact. (a) Point
cloud showing the ROI as a red box, (b) a colour map indicating the signed point-to-point
distance of the two point clouds from stereo-camera pairs 1 and 2, and the distances are
determined between a reference point cloud (stereo-camera pair 1) and a target point cloud
(stereo-camera pair 2) [2], and (c) a histogram depicting the statistics of the signed point-to-
point distance of the two point clouds shown in (b), the standard deviation (St.Dev) of the
distribution is 48 µm.

The structured pattern and waviness seen in figure 5.16 (a-b) are associated with

systematic effects (offsets in the intrinsic and extrinsic parameters which exhibits com-

plex distortions in the triangulated point clouds) in the measurement process, noise in

the phase maps and the accuracy of the system characterisation. These deviations may

be considered as a combined effect of projector’s non-linear gamma effects (in case the

system is not perfectly characterised), non-linear offsets between the DSLR cameras

(as four cameras were used), vibration due to the mechanical shutter of DSLRs, and

the camera’s internal sensor noise.

A Mitutoyo Crysta Apex S7106 CMM (available at University of Nottingham)

was used to perform the dimensional measurements which are used as a reference

[191]. Specific features were measured using the CMM (21 mm long, 3 mm diameter

ball-tipped stylus with SP25 Probe, Φ4 mm × 50 mm) according to the National

Physical Laboratory (NPL) good practice guide No. 41 [192]. As per the manufacturer

specification, the CMM has a volumetric length measurement accuracy E0 = (1.7 +

3L/1000) µm (L is the length of the measured object in millimetres) and maximum

permissible probing error PFTU = 1.7 µm. The features compared with CMM (four
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repeat measurements) are shown in figure 4.2 and listed in table 5.2. The value after

the ± sign in table 5.2 is the standard deviation of the repeat measurements. Each

measurement from multi-view system has three repeats. Commercial software (GOM

Inspect [172]) was used for inspection of the 3D reconstruction results acquired from

the multi-view fringe projection system (shown in figure 5.15).

Table 5.2: Dimensional measurements of the complex artefact.

Feature CMM Multi-view Deviation of Normaised
measured measurement measurement multi-view data error,En

from CMM
Sphere-1 (22.462± 0.022) (22.580± 0.121) (0.118± 0.123) 0.960
diameter umeas = 0.007

/mm PF = 0.104

Sphere-2 (22.367± 0.028) (22.386± 0.120) (0.019± 0.123) 0.151
diameter umeas = 0.001

/mm PF = 0.104

Sphere-1 to (112.447± 0.020) (112.534± 0.121) (0.087± 0.123) 0.698
sphere-2 umeas = 0.005
centre PF = 0.104

distance
/mm

Hemisphere (60.194± 0.346) (60.063± 0.120) (-0.131± 0.366) -0.358
diameter umeas = 0.003

/mm PF = 0.104

Wedge-1 (44.964± 0.034)◦ (45.052± 0.008)◦ (0.088± 0.035)◦ 2.519◦

inclination umeas = 0.004◦

PF = 0.104 mm
usens = (3.6249
×10−4)◦/mm

Wedge-2 (135.191± 0.036)◦ (135.317± 0.006)◦ (0.126± 0.037)◦ 3.452◦

inclination umeas = 0.003◦

PF = 0.104 mm
usens = (3.4249
×10−4)◦/mm

Table 5.2 shows the deviation of the specific features measured by the multi-view

fringe projection system and compared them with CMM data. The probing form er-

ror (PF ) of the multi-view fringe projection system is incorporated in the uncertainty

computation, and the normalised error (described in chapter 4, section 4.3.1.2) is de-
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termined (given in Table 5.2). From the table, we can see a deviation between the

multi-view fringe projection data and that from the CMM between 19 µm and 131 µm.

The influence factors causing the deviations between the features of interest in (table

5.2) can be summarised as follows. Firstly, the scanned data from the multi-view sys-

tem contains information only on the two visible sides. Generally, in a stereo-camera

system, the origin is at the optical centre of camera-1 and the 3D reconstructed points

are generated with the origin at the optical centre of camera-1. In our multi-view fringe

projection system, camera-1 and camera-3 are considered as the origin for stereo-camera

pair 1 and stereo-camera pair 2, respectively and 3D reconstructions are made accord-

ingly. Secondly, the other two sides have voids that affect the comparison analysis.

This limitation can be overcome by adding two more stereo-camera pairs in the other

two quadrants. Essentially, one stereo-camera pair is needed in each quadrant to re-

construct the full form. Furthermore, to make an impartial comparison with CMM

results, it is better to take less points with the CMM and measure features partially,

so that results from the two systems can be compared. Thirdly, the systematic errors

causing the waviness and structured pattern, shown in figure 5.16 (a-b), contribute to

the deviation of the measured features from the CMM data as shown in table 5.2. The

above mentioned factors contribute towards the larger deviation of sphere-1 and the

higher values of the normalised error for Wedge-1 and Wedge-2 inclinations.

The multi-view stereo-camera fringe projection system provides higher point den-

sities and addresses the issues of occlusions and shadowing effects with the object,

which are typically seen in a single view fringe projection systems. The reconstructed

point clouds from multiple perspectives are in the same coordinate system and do not

depend on point cloud course/fine registration methods. The point cloud in figure

5.15(c) contains more information and have a higher number of data points compared

to the acquisition from a single-view, as shown in figure 5.15 (a-b). The point-to-

point distances for a small ROI between the two-point clouds of the measured object is

around 24 µm (see figure 5.16 (a-c)) which will further be optimised in the future work

to achieve a higher accuracy of the system characterisation. The future work will focus

on introducing more robust optical components (high-speed machine vision cameras
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and projectors with high frame rates), investigating the dependence of the structured

pattern on the system characterisation accuracy and the correspondence method, and

incorporating the information rich metrology (IRM) to make it smart optical form

measurement system.

5.4 Comparison with the conventional method

We compared our proposed method with a conventional method. The multi-view

fringe projection system consists of two projectors (DLPC300 Texas Instruments) and

two cameras (Nikon D3500, 4496 × 3000 pixels), the arrangement is shown in figure

5.17 (a). The conventional method of characterising a multi-view fringe projection

system relies on capturing several positions of a standard checkerboard (checker width

is 4 mm) in the measurement volume and determining the intrinsic parameters of the

cameras [193]. The projector is incapable of capturing images, therefore, the camera

captures the images for the projector and the one-to-one correspondences between

the camera and the projector image pixel coordinates are determined using a phase-

stepped fringe projection method. The absolute phase is obtained through temporal

phase unwrapping that utilises a combined phase-stepped and binary coded method

[48, 88]. The retrieved phase maps are used to determine the extrinsic parameters and

the global frame of reference.

(b)

Cam-1
Proj-1 Cam-2

Proj-2

Object

(a)

Figure 5.17: Conventional method. (a) Photograph of the multi-view fringe projector system
with two cameras and projectors considered for the conventional approach, (b) schematic
diagram of the characterisation of the multi-view fringe projection system.

Following the pipeline shown in figure 5.17 (b), a set of horizontal and verti-

cal phase-stepped fringe patterns are projected onto the checkerboard and images are
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captured at different positions. The checkerboard was moved manually in the measure-

ment volume. By incorporating the absolute phase maps, the projector coordinates are

determined from the camera coordinates using the one-to-one correspondence estab-

lished through the phase maps [88, 187–189]. The transformation relation is given in

equations (2.108) and (2.109).

(a) (b)

(c) (d)

Figure 5.18: Mean reprojection error per image for the camera characterisation. (a) Camera
1 (b) camera 2 (c) projector 1 and (d) projector 2.

The coordinates of the checkerboard corners were detected using a developed im-

age processing algorithm[39]. The intrinsic and extrinsic parameters of all the cameras

were determined based on a pinhole camera model as explained in section 5.3.1 (Step

A - Camera characterisation). The absolute phase maps are used to find the one-to-

one correspondence between the camera and projector intensity pixels and to estimate

the projector parameters. Figure 5.18 shows the reprojection errors for the cameras

and projectors. The mean reprojection error per image for the cameras is 0.04 pixels,

however, the error in the projector characterisation is around 0.20 pixels. The accu-

racy of the system characterisation is highly dependent on the characterisation of the

individual optical components (cameras and projectors) and has a significant influence

on the system performance.
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Figure 5.19: 3D reconstruction results of a hemisphere shaped AM artefact (60 mm×60 mm×
20 mm). Top row: Conventional method. (a-b) Point clouds acquired from camera-projector
pair 1 and 2, respectively (c) combined point cloud of the data shown in (a-b). Bottom
row: Proposed method. (d-e) Point clouds from two sets of stereo-camera pairs and (f) the
combination of two point clouds shown in (d-e).

Each camera and projector is regarded as a stereo pair and the transformation

relationship is given in equations (3.3) and (3.4). The global frame is defined by taking

a plane in the common field of view of all the cameras and projectors. The world

coordinates between each camera-projector pair are established by triangulation given

in equation (3.7).

Using the triangulation principle (equation 3.7), the correspondences between each

camera-projector pair are generated and 3D point clouds are acquired. Figure 5.19

shows the 3D reconstructions results of a hemisphere shaped AM artefact. The top row

(figure 5.19 (a-c)) depicts the results for the conventional method acquired using two

sets of cameras and projectors. The correspondences between each camera-projector

pair are established based on the triangulation principle, and the outcome is two sep-

arate point clouds from orthogonal perspectives. Figure 5.19 (c) corresponds to the

combined point cloud of figure 5.19 (a-b) based on the conventional approach. The
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Figure 5.20: Results for the deviation of two point clouds of a hemisphere shaped AM artefact.
Top row: Conventional method. (a) Point cloud showing the ROI as a red box, (b) colour map
indicating the signed point-to-point distance of the two point clouds from camera-projector
pairs 1 and 2, and the distances are determined between a reference point cloud (stereo-camera
pair 1) and a target point cloud (stereo-camera pair 2) [2] and (c) histogram depicting the
statistics of the signed point-to-point distance of the two point clouds shown in (b). Bottom
row: Proposed method. (d) ROI shown as a red box, (e) signed point-to-point distance
between the two point clouds from stereo-pair 1 and 2 and (f) statistical distribution of the
data shown in (e).

bottom row (figure 5.19 (d-f)) shows the results of the same hemisphere shaped AM

artefact but 3D surface reconstruction is achieved based on the stereo rectification ap-

proach (explained in sections 5.3.1 and 5.3.2). The CMM measurements (four repeats)

and the deviations of the multi-view results from the CMM are listed in table 5.3.

In contrast to the proposed method, the hemisphere height measurement has larger

deviations (134 µm) for the conventional method (table 5.3).

In order to evaluate the effectiveness of the two approaches, a small ROI was

chosen in the overlapping region between the two point clouds. The signed point-to-

point distances are determined and shown as a deviation map in figure 5.20 (b) for

the conventional method and figure 5.20 (e) for the proposed approach. The statisti-

cal distributions of the deviation map are depicted in figure 5.20 (c) and figure 5.20
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Table 5.3: Dimensional measurements of a hemisphere shaped AM artefact. Each measure-
ment has three repeats. The hemisphere height measured by CMM (four repeat measure-
ments) is (9.6830± 0.0004) mm.

Hemisphere height Multi-view Deviation of multi-view data
(Ref: Top plane of the base) measurement /mm from CMM data /mm

Proposed method (9.671± 0.009) (0.012± 0.009)

Conventional method (9.549± 0.015) (0.134± 0.015)

(f) for the conventional and the proposed approaches, respectively. The conventional

method has a mean value of −133 µm and a standard deviation of 311 µm. The

conventional method struggles with mapping errors; the point clouds comprise more

noise and require further registration using iterative-closest-point and fine registration

algorithms. However, with our proposed method, the mean (figure 5.20 (f)) is 3 µm

and the deviation for the overlapping ROI is 48 µm.

5.5 Conclusions

This chapter presents two approaches to characterise a multi-view fringe projection

system. In the first method, an automated geometric characterisation has been used

which uses a checkerboard to characterise the system and determine the intrinsic and

extrinsic parameters of all the cameras and projectors. The phase information from

the phase-stepped fringes is used to establish the global reference frame by automated

image processing algorithm. The multi-view system has been used to measure an AM

artefact. The 3D reconstruction results from the different views are registered with

the ICP algorithm. The reconstructed results for a multi-view system have alleviated

the limitations of a single view system, mainly associated with occlusions, shading and

high slope angles.

In the second approach, a novel characterisation method for a multi-view fringe

projection system is presented. The method relies on finding the correspondences

between the rectified unwrapped stereo phase maps, and the matched phase values

between the stereo phase images are triangulated to acquire 3D form. In contrast to the

existing methods of determining the correspondences between the camera and projector
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in multi-view fringe projection systems, the benefit of this method is that it does not

depend on the projector’s characterisation (does not require multiple characterisations,

presented in approach-1) as the stereo cameras would have the same phase value for the

same point, irrespective of the projector. However, the effectiveness of this method is

highly depended on the system’s characterisation, and any offset in the stereo-camera

pairs will affect the robustness of the method.

The characterisation method has been implemented, and the system has been

used for the form measurement of complex AM artefacts. The 3D reconstruction re-

sults from multiple perspectives are effectively in a global frame and do not require

further registration. Furthermore, the reconstructed results have addressed some of

the limitations of a single view system, primarily associated with occlusions, shadow-

ing and complex freeform geometries. The proposed method is also compared with a

conventional method and achieved improved performance. The future work will focus

on introducing machine vision cameras and to investigate the relationship of the struc-

tured deviations with the characterisation accuracy and the proposed correspondence

method. This investigation will help to address the current issues with the DSLR’s

camera (camera’s internal sensor noise, vibration due to mechanical shutter), and to

achieve improved accuracy of the extrinsic properties of the stereo-camera pairs.



Chapter 6

Performance verification of a

multi-view fringe projection system

6.1 Introduction to performance verification

A conventional way of establishing the precise dimensional characterisation of AM parts

is to use the contact CMM which can yield the most accurate measurement results

with accuracy down to a micrometre [7–10]. However, such systems strive to measure

objects with complex freeform geometries. Therefore, non-contact 3D imaging systems,

such as fringe projection systems are more often used due to the inherent benefits of

fast reconstruction of complex shaped objects with high resolution, generating highly

dense data, avoiding any damage to the part due to non-contact and non-destructive

in nature [20, 21, 23–25]. Regardless of significant advantages and substantial use

in the industrial sector, the metrological characterisation of optical systems poses a

challenge as there is no specific calibration standard for traceable measurements of

optical imaging systems. The lack of international standards for the calibration of

optical form measurement systems has governed various guidelines and to date, there

is no specific reference standard for evaluating the accuracy and traceability of optical

imaging systems.

In general, German standard VDI/VDE 2634 have been actively used in the ac-

ceptance and performance verification of optical coordinate measuring systems. The

147
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standard VDI/VDE 2634 is categorised into three main parts: part-1 is mainly de-

signed for optical 3D imaging systems that require point-by-point probing [194]. How-

ever, the verification standards VDI/VDE 2634 part-2 and part-3 are employed for

evaluating the precision and accuracy of the optical coordinate measurement systems

based on structured light (fringe projection system) or triangulation (photogramme-

try [16]) [3, 195]. Specifically, VDI/VDE 2634 part-2 is based on area scanning of a

single-view while VDI/VDE 2634 part-3 is suitable for multi-view systems in which

the object is scanned from multiple perspectives. Essentially, the quality parameters,

such as probing error and sphere spacing error defined in VDI/VDE 2634 parts-2 and

part-3 are adapted from ISO 10360 part-8 with an additional quality parameter of flat-

ness measurement error which evaluates the flatness deviation of the optical system.

In general, ISO 10360 part-8 summarises the verification tests for CMMs with optical

sensors based on a single-view [196].

With the ever-increasing demand and utilisation of 3D imaging systems, the metro-

logical characteristics of optical systems have become an active research area. Radomir

evaluated the measurement accuracy of 3D optical scanner based on the verification

standard VDI/VDE 2634 part-3 [197]. A calibration etalon was designed, manufac-

tured and used to inspect the key quality parameters, and the accuracy of the 3D

scanner has been determined. Thomas et al. conducted a comparative investigation

by determining the geometrical accuracy of different handheld scanners and comparing

against a reference data acquired by two structured light systems [198]. The guide-

lines of VDI/VDE 2634 part-3 have been followed and geometrically stable reference

objects were used. Michaela et al. developed a new methodology for the metrological

characterisation for 3D multi-camera systems [199]. For this purpose, an adaptable

artefact with several geometrical shapes has been used. The method is flexible, easily

adjustable with respect to the tested device by incorporating some necessary modifi-

cations. Tiscareno et al. developed a distinct measurement procedure for a white light

scanner [200]. The method depends on the parameters mentioned in VDI/VDE 2634

parts-3 and ISO 10360 part-8.

This chapter addresses the metrological characterisation of the developed multi-
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view fringe projection system based on the verification standard VDI/VDE 2634 parts-3

[3]. The novel methodology developed in chapter 5 (section 5.3.2) has been utilised for

evaluating the accuracy of the multi-view fringe projection system.

6.2 Multiple view system verification

Optical 3D instruments require standard acceptance criteria to evaluate the accuracy of

the system and to ensure the maximum permissible error should not be exceeded. The

verification tests are performed using some standard calibrated artefacts and comparing

the manufacturer provided values against the experimental results of the verification.

In practice, quality parameters such as probing form error, probing size error and

sphere spacing error are used to quantitatively evaluate the accuracy of the optical

form measurement systems. The following sections will provide more details on the

quality parameters.

6.2.1 Probing form error

The probing error represents the distinctive error of the optical form measurement

system based on area scanning in the measurement volume. The probing error is

described in two different parameters; probing form error (PF ) and probing size error

(PS). The probing error is measured using spheres of various sizes. The probing form

error is defined as a range of radial distance between the measured data and the best-fit

sphere, which is determined by the least-squares method with free radius. The probing

error is influenced by a number of factors, such as phase error, pixel error, digitising

error, and spatial resolution; therefore, it is necessary to state the operating mode when

determining the probing error.

Figure 6.1 shows the required positions of the sphere in the measurement volume.

There is a specific requirement for the calibrated sphere for measuring the probing

error, and the diameter should be

(0.02L0 ≤ DP ≤ 0.2L0), (6.1)
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(a)
(b)

Figure 6.1: Probing error according to VDI/VDE 2634 part-3 [3]. (a) Sensor position for
capturing the form of the calibrated test sphere and (b) different orientations of the calibrated
test sphere in the measurement volume.

where L0 is the body diagonal of the measurement volume and DP is the diameter of

the sphere. Therefore, the diameter of the calibrated tested sphere should be between

0.02 and 0.2 of the body diagonal of the measurement volume, hence for L0 = 217.5 mm

(body diagonal of the measurement volume of the multi-view fringe projection system)

it is given by

(4.35 mm ≤ Dp ≤ 43.5 mm). (6.2)

In VDI/VDE 2634 part-2, the probing error is calculated by measuring ten arbitrary

positions of the calibrated artefact in the measurement volume [195]. However, in

VDI/VDE 2634 part-3, the quality parameter is determined by measuring the cali-

brated sphere from three arbitrary positions in the measurement volume [3]. Each

sphere position should be captured from five different views which can be done either

repositioning the sensor or the tested object (calibrated sphere). It is important that

the calibrated sphere surface must be measured completely by acquiring data from

different sides. After measuring the calibrated test artefact, a least-squares sphere is

implemented on each measured point cloud, and it is recommended that a maximum

of 3% of the measured points may be excluded. In general, the probing error is affected

by two key factors: error in a single measurement of the measuring instrument and



Chapter 6. Multiple view system verification 151

error due to the registration of many single views.

6.2.2 Probing size error

The quality parameter probing size error is the difference between the measured diam-

eter and the calibrated diameter of the sphere and given by

PS = DM −DP , (6.3)

where DM is the measured diameter of the tested artefact. The requirements for the

sphere diameter is the same as given in equations 6.1 and 6.3.

6.2.3 Sphere spacing error

The sphere spacing error (SD) represents the capacity of the measuring system to

accurately accomplish the length measurement. The sphere spacing error is determined

by measuring the centre-to-centre distance between two spheres of a ball bar. The ball

bar must be measured in seven different positions in the measurement volume according

to VDI/VDE 2634 part-3 as shown in figure 6.2. The arrangement of the ball bar is

equivalent to VDI/VDE 2634 part-2 [195]. In order to determine the sphere spacing

1 2

3

4
5

6
7

Figure 6.2: Different orientations of the ball bar in the measurement volume for sphere
spacing error as recommended in VDI/VDE 2634 part-3.

error, the greatest length of the ball bar must be 2/3 the length of the body diagonal
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of the measurement volume and the smallest length should not be smaller than the

shortest length of the measurement volume and given by

Lmax ≥ (2/3)L0, (6.4)

Lmin ≥ (2/3)Lmin, (6.5)

where Lmin is the shortest side length of the measurement volume. Therefore, Lmax

should be greater or equal 145 mm, while the Lmin should be greater or equal to 60 mm.

The sphere spacing error can be calculated

SD = LM − LS, (6.6)

where LM is the measured length and LS is the calibrated centre-to-centre length

between the two spheres. The measured length is determined by fitting each sphere

with a least-squares fit and maximum 3% measured points can be excluded when

performing the fitting on the sphere.

6.3 The methodology of performance verification

As described in section 5.3.2 of chapter 5, the methodology of stereo matching of the

unwrapped phase maps is used for 3D surface reconstructions.

6.3.1 Artefacts for verification test

A number of key aspects need to be taken into account while choosing the artefact.

Specifically, the deviation of the measured features from the nominal values must be

negligibly small, the material should be opaque so that sub-surface reflections can be

avoided and the measured features should not touch the mounting fixtures to keep the

stress level minimal. Two calibrated standard artefacts are used for the metrological

characteristics of the multi-view fringe projection system. Further detail of the artefacts

is provided in the following sections.
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(a)

(b)

Figure 6.3: Artefacts used for the verification test. (a) A ball bar and (b) a ball beam.

6.3.1.1 Ball bar

A ball bar shaped (two spheres at the end of a rod, shown in figure 6.3(a)) artefact

is used for measuring the probing form error and probing size error. The material

chosen for the rod is unidirectional carbon fibre in order to maximise stiffness and

minimise the thermal expansion. The spheres have a matte finish as fringe projection

systems struggle to measure the polished surfaces which restrict the material choice.

The spheres have small sphericity (deviation from the mathematical sphere). The

spheres are measured by probing 26 equally distributed points of a hemisphere using a

CMM. The diameter of sphere-1 is 20.00137 mm (provided in the calibration certificate)

with the deviation from the ideal (Gaussian) sphere surface [-0.00088, 0.00107] mm,

whilst sphere-2 has a dimeter value 20.00146 mm (given in the calibration certificate)

with deviations [-0.00077, 0.00103] mm. The sphere spacing (a centre-to-centre distance

of the spheres) is 200.10380 mm (according to calibration certificate). Only sphere-1

is used for determining the probing error form and size.

6.3.1.2 Ball beam

A ball beam shown in figure 6.3(b) is used for sphere spacing error. Unidirectional

carbon fibre is used for the rod to limit the thermal expansion and enhancing the

stiffness. The ball beam has six spheres with a matte finish. The rod has two metallic
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fixtures at either end to prevent slipping when placed on the surface. The spheres

are measured by CMM and probing each sphere with 18 points which are uniformly

distributed over the hemisphere. Two spheres (next from a sphere close to the fixture)

are used for determining the sphere spacing error. The length in the x-direction and

the diameter of sphere-1 are 480.39842 mm and 20.00073 mm with the deviation [-

0.46, 0.25] µm, while for sphere-2 the values are 360.34333 mm, 20.00130 mm with

deviation [-0.36, 0.41] µm. Therefore, the centre-to-centre sphere spacing is 120.05509.

Furthermore, the length and the diameter values along with their deviations are listed

as mentioned in the calibration certificate.

6.4 Experiments on performance verification

A multi-view fringe projection system (shown in figure 5.10) with four DSLR (Nikon

D3500, 4496× 3000 pixels) cameras and two DLP projectors (DLPC300 Texas Instru-

ments with a digital micromirror device, 608×680 pixels) are used for the performance

verification. The measurement volume of the multi-view fringe projection is calculated

by considering it as a parallelepiped (square cuboid) and given by

Measurement volume = (140 mm× 140 mm× 90 mm).

The body diagonal and the length of the shortest side are given by

Body diagonal (L0) =
√

(1402 + 1402 + 902) = 217.5 mm, (6.7)

Shortest length of the measurement volume (Lmin) = 90 mm. (6.8)

Using the methodology explained in section 5.3.2 and following the guidelines

provided in VDI/VDE 2634 part-3 [3], the quality parameters are determined. For

probing form and size errors, a sphere of the calibrated ball bar (shown in figure 6.3

(a)) is measured for three different heights in the measurement volume. Each position
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(a) (b)

(c) (d)

Figure 6.4: A dumbbell shaped ball bar with fringes projected. The orientation for one of
the measured positions as seen by (a) camera-1 (b) camera-2 (c) camera-3 and camera-4.

(a) (b)

(c) (d)

Figure 6.5: Unwrapped phase map for the data shown in figure 6.4 for (a) camera-1 (b)
camera-2 (c) camera-3 and camera-4.

is measured from five different perspectives (VDI/VDE 2634 part-3 says three different

positions and each position should have five different views [3]), which is achieved by

moving the tested object in the measurement volume. The measurement for each view
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mm mm mm

(a) (b) (c)

Figure 6.6: 3D surface reconstructions for one of the spheres of a ball bar using the stereo
matching of unwrapped phase maps approach as mentioned in section 5.3.2. (a) Stereo-
camera pair 1 (b) stereo-camera pair 2 and (c) combined point cloud of the data shown in
(a) and (b).

Figure 6.7: Reconstructed point cloud for one of the measured spheres of ball bar. Measured
data is fitted with a primitive feature of a sphere.

is repeated three times.

Figure 6.4(a-d) shows one of the measured positions of the tested sphere which is

seen by all four cameras whilst figure 6.5(a-d) depicts the corresponding phase maps for

the data shown in figure 6.4. The 3D reconstructed results are acquired by considering

one projector and two cameras as one stereo pair, and the system is configured as two

sets of stereo-camera pairs. Figure 6.6(a-b) shows the individual point clouds obtained

from the two stereo-camera pairs while figure 6.6(c) depicts a point cloud which is a

combination of the two-point clouds displayed in figure 6.6(a-b).

In order to acquire the probing form and size errors, the measured sphere’s data

is fitted with a primitive feature using the least-squares method and commercial soft-

ware (GOM Inspect [172]) is used for this purpose. Figures 6.7 shows the fitting of

a measured sphere for the determination of the probing form and size errors. Table
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Table 6.1: Probing form and size errors for a calibrated tested sphere. The diameter of the
sphere is 20.00137 mm.

Position number Fitted diameter of the Fitting deviation
measured sphere /mm /mm

1 [20.117, 20.054, 20.058] [0.0365, 0.0414, 0.0384]

2 [19.988, 19.970, 19.923] [0.1166, 0.0998, 0.1018]

3 [20.043, 20.007, 20.094] [0.0246, 0.0348, 0.0156]

4 [20.091, 20.078, 20.056] [0.0656, 0.0603, 0.0622]

5 [20.083, 20.064, 20.082] [0.0210, 0.0150, 0.0250]

6 [20.009, 19.985, 20.019] [0.0520, 0.0504, 0.0518]

7 [20.037, 20.044, 20.056] [0.0413, 0.0469, 0.0417]

8 [20.016, 19.993, 20.059] [0.0195, 0.0274, 0.0326]

9 [19.987, 20.000, 19.914] [0.0906, 0.0975, 0.0940]

10 [19.953, 19.990, 19.997] [0.0218, 0.0139, 0.0126]

11 [19.996, 20.009, 19.991] [0.0771, 0.0777, 0.0793]

12 [20.029, 20.024, 19.997] [0.0263, 0.0277, 0.0255]

13 [19.926, 19.935, 19.867] [0.0473, 0.0546, 0.0579]

14 [20.068, 19.988, 20.042] [0.0286, 0.0213, 0.0236]

15 [19.822, 19.772, 19.802] [0.1137, 0.1099, 0.1104]
Mean /mm 20.001 0.052

Standard deviation /mm 0.076 0.032

6.1 shows the fitted diameter of the measured sphere and the standard deviation of

the fitting Gaussian distribution. The mean value, standard deviation and standard

uncertainty is also shown in the table 6.1.

As depicted in table 6.1, the system is capable to produce a point cloud with the

probing form uncertainty of around 52 µm whilst the probing size error of around 76 µm

on a calibrated tested sphere of diameter 20.00137 mm. The expanded uncertainty

within 95% coverage interval is calculated by using a coverage factor of two, therefore

the probing form and size expanded uncertainties are 104 µm and 152 µm, respectively.

Likewise, a ball beam is used to determine the sphere spacing error as described

in the VDI/VDE 2634 part-3 [3]. Figure 6.8(a-d) shows one orientation of ball beam

which is captured by four cameras for one position and figure 6.9(a-d) represents the

unwrapped phase maps which are further utilised for acquiring the 3D reconstructed

results. The retrieved point clouds for the ball beam (depicted in figure 6.8) from
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(a) (b)

(c) (d)

Figure 6.8: A ball beam with fringes projected. The orientation for one of the measured
positions as seen by (a) camera-1 (b) camera-2 (c) camera-3 and camera-4.

(a) (b)

(c) (d)

Figure 6.9: Unwrapped phase map for the data shown in figure 6.8 for (a) camera-1 (b)
camera-2 (c) camera-3 and camera-4.

single-views and the merged form are shown in figure 6.10(a-c).

Figure 6.11 depicts the fitting of two spheres and an illustration of the sphere
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(a)

(b)

(c)

Figure 6.10: 3D surface reconstructions for ball beam using the stereo matching of unwrapped
phase maps approach as mentioned in section 5.3.2. (a) Stereo-camera pair 1 (b) stereo-
camera pair 2 and (c) combined results of the data shown in (a) and (b).

Figure 6.11: Reconstructed point cloud for ball beam. Measured sphere points are fitted
with a primitive feature of a sphere and the distance between the centres of two spheres is
measured.

centre-to-centre distance which indicates the sphere spacing error. The sphere fitting

is performed using the least-squares method. The fitting of the data shown in figure

6.11 is only for the point clouds shown in figures 6.6 and 6.10, respectively. Table 6.2

shows the fitted sphere’s diameters and the sphere centre-to-centre distance for the
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Table 6.2: Sphere spacing error using a ball beam. The nominal values of sphere-1, sphere-2
and centre-to-centre spacing error are 20.00073, 20.00130 and 120.05509, respectively.

Position number Sphere-1 diameter Sphere-2 diameter Sphere spacing
/mm /mm /mm

1 19.871 19.588 119.799

19.932 19.707 119.826

19.941 19.716 119.830

2 19.995 19.936 120.332

19.994 19.920 120.334

19.954 19.998 120.298

3 19.956 19.809 119.939

19.877 19.875 119.871

19.917 19.826 119.921

4 20.029 19.896 120.206

20.024 19.907 120.206

20.051 19.896 120.226

5 20.023 19.851 120.100

20.039 19.821 120.103

20.048 19.835 120.109

6 20.007 19.976 119.850

20.057 20.034 119.862

20.038 20.060 119.884

7 20.043 19.878 120.484

20.050 19.899 120.474

20.050 19.858 120.486
Mean /mm 19.995 19.871 120.102

Standard deviation /mm 0.059 0.110 0.238

seven different orientations of the ball beam as given in figure 6.2. The sphere spacing

uncertainty is around 238 µm and an expanded uncertainty within 95% of coverage

interval is around 476 µm.

6.5 Conclusions

In this chapter, the performance verification of a multi-view fringe projection system

has been established based on the verification standard VDI/VDE 2634 part-3. The

methodology of the novel approach (discussed in section 5.3.2) of stereo matching of the

unwrapped phase maps have been used. A set of calibrated artefacts have been utilised

for performing the verification tests and quality parameters such as probing error form,
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probing error size and sppere spacing error have been determined. The results have

shown that the expanded uncertainties (within 95% confidence of interval) for the

probing form, probing size and spere spacing error were found 104 µm, 152 µm and

476 µm, respectively. The large uncertainties observed are effectively associated with

the systematic errors which are influenced by non-linear offsets between the multiple

cameras, ambient noise, vibration, and camera sensor noise. These errors will be

addressed by using machine vision cameras in the proposed future work and improving

the characterisation method.



Chapter 7

Conclusions and future work

7.1 Conclusions

The work presented in this thesis is based on the development of a multi-view fringe

projection system for coordinate metrology. A novel methodology is developed for the

characterisation of the multi-view fringe projection system, and the developed method

is compared with the conventional approach. The accuracy of the multi-view fringe

projection is evaluated by performing the metrological characterisation based on the

existing verification standards for optical form measurement systems. In general, multi-

view fringe projection systems are considered as a potential and effective solution to

existing single-view fringe projection systems; therefore, the research is conducted to

improve the measurement pipeline. In practice, single-view fringe projection systems

are extensively used in the industrial sector for high-speed 3D form measurement;

however, such systems encounter issues associated with the line of sight, restricted

depth of field, shadowing and occlusions due to complex freeform geometry of AM

objects. Additionally, the commercially available systems require a rotation table that

rotates the object up to 360◦ for acquiring the full form/shape of the measuring object,

and the entire process consumes time.

The constraints of the existing fringe projection systems are investigated by de-

signing and featuring a single-view fringe projection system (presented in chapter 3).

The first part of the chapter 3 (section 3.1) deals with the development of a single-view

162
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fringe projection system using a camera and a digital video projector. The princi-

ple of the system is based on the digital fringe projection (DFP) method, which has

the benefit of high resolution, fast data acquisition and high measurement accuracy.

All optical, electrical, and mechanical components are assembled, and the system is

demonstrated by performing the gamma correction, system characterisation and 3D

shape measurement of complex geometries. In principle, the gamma correction al-

leviates the non-linearity of the digital video projector. System characterisation is

an important step that determines the transformational relationship between the 3D

world coordinate system and the image coordinate system. Specifically, the system

characterisation determines the intrinsic and extrinsic properties of the camera and

the projector. The developed fringe projection system is demonstrated by measuring

complex AM parts of different materials (mentioned in section 3.1.3.3).

The flatness deviation is evaluated by measuring a flat surface five times and fitting

a primitive feature of a flat plane on the chosen ROI (119 mm × 99 mm); the outcome

is around 63 µm (given in figure 3.17(a-e)). Nevertheless, the accuracy of the system

characterisation can further be improved by using a standard checkerboard and placing

the measuring object on a flat surface. Another study, based on the sources of error

in the single-view fringe projection system (section 3.2), is performed by comparing

the commercially available cost-effective laser and pico DLP projectors in terms of the

non-linear gamma effect and the DOF. The experimental results have shown that the

gamma curve for the laser projector follows a linear behaviour (figure 3.21); therefore,

it needs less gamma correction and recommended for less critical fringe projection

applications where it is not feasible to employ the gamma correction. In terms of

DOF, the projected pattern of the laser projector stays in focus for a relatively large

distance (≈ 164 cm, shown in figure 3.29), and increases the signal to noise ratio in the

measurement volume (medium to large objects, ≈ 200 cm long) of the fringe projection

system. Thus, the laser projector outperforms the pico DLP projector.

In general, a measurement alone is regarded as incomplete and requires comparison

with the model, which can be provided through the uncertainty evaluation. Chapter

4 provides a complete guideline for the uncertainty evaluation of different features of
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an industrial AM artefact. The contact (CMM) and non-contact (fringe projection)

methods were used to measure the key features of the metal AM artefact (maraging steel

grade 300). An uncertainty budget, based on GUM, is established for the measured

features of the AM artefact (features on the front side in table 4.1 and the rear side

in table 4.2, and the dimensions in table 4.3). The method resides on incorporating

the key factors (type-A, type-B, uncertainty associated with temperature fluctuations)

affecting the measurement accuracy and establishes a measurement uncertainty related

to each specific measurement. In practice, the optical form measurements do not have

a specific standard for traceable measurements; therefore, contact CMM measurements

were performed to provide a reference for the dimensional measurements.

Chapter 5 presents the development of the multi-view fringe projection system and

the methodologies developed in this project. In principle, multi-view fringe projection

systems are complex and require to characterise each individual optical component

(camera and projector), the structural and global relationship between all cameras

and projectors and strategies to combine data from different views. The first part

of the chapter (section 5.2) describes the conventional method of system characteri-

sation where each camera and projector is characterised separately and bring in the

global frame following the 3D form measurement process, and further improvised by

introducing the registration using ICP algorithm. The approach utilises a standard

checkerboard to determine the intrinsic and extrinsic parameters of all the cameras

and projectors (given in section 5.2.1.1), and accomplishes the transformational rela-

tionship between the 3D real-world coordinate system and the image coordinate system.

The system characterisation follows the measurement process, in which each camera

and projector is considered as a stereo pair, and the correspondences between the cam-

era and the projector coordinates are determined based on the triangulation principle

and utilising the system characterisation information. The point clouds for a hemi-

sphere shaped AM artefact (Nylon-12, 60 mm × 60 mm × 20 mm) are achieved by

configuring the multi-view fringe projection system as two sets of stereo pairs, and by

increasing the number of cameras and projectors (given in section 5.2.2). A comparison

of the same artefact from a single-view and multiple-views shows that the multi-view
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fringe projection system is capable of acquiring a dense point cloud and has addressed

some of the limitations of the single-view fringe projection system. Nevertheless, the

mapping and triangulation errors affect the 3D surface reconstructions, which can be

improved by introducing high-speed cameras and projectors and enclosing the system

into a black box to prevent interferences from background light.

The second method (given in section 5.3) resides on a novel approach for the sys-

tem characterisation of a multi-view fringe projection system. The method relies on

establishing the correspondences between the rectified unwrapped stereo phase maps,

and the matched phase values between the stereo phase images are triangulated for 3D

form measurement. In contrast to the conventional approach that determines the corre-

spondences between the camera and projector (configured as a stereo pair), the benefit

of this method is that it does not require the projector’s characterisation; therefore, it

does not need multiple characterisations (section 5.2). Additionally, the stereo cameras

would have the same phase value for the same point, regardless of the projector. Like-

wise the conventional approach, the first and foremost important step in the developed

approach is the system characterisation, which is performed by characterising each

camera individually, and then generating the stereo-camera pairs. A continuous phase

map is obtained using a set of phase-stepped sinusoidal and binary-encoded fringe pat-

terns [48], and removing the 2π discontinuities using the temporal phase unwrapping

algorithm. The acquired phase maps are further rectified followed by stereo matching,

and by incorporating the system characterisation information, the 3D reconstructed

results of the complex object are acquired (Nylon-12, 110 mm × 110 mm × 50 mm,

figure 5.15). As the system is configured into two sets of stereo-camera pairs; therefore,

two individual point clouds from two different perspectives are obtained, which are al-

ready in a global coordinate system. The standard deviation between the two point

clouds is 24 µm (figure 5.16), which is computed by considering a small overlapping

ROI between the two point clouds.

As mentioned in chapter 4, the optical form measurement systems lack specific

standards of calibration; therefore, to provide a reference to the measured data, CMM

measurements for different features were carried out. The deviation of the specific fea-



Chapter 7. Conclusions 166

tures measured by the multi-view fringe projection system and compared with CMM

data ranges between 19 µm and 131 µm (provided in table 5.2). The factors contribut-

ing to these deviations are associated with the scanned data being visible from the

two sides and having voids on the other two sides. This limitation can be resolved by

introducing more stereo-camera pairs. The systematic error triggering the waviness

and structured pattern affect the measurement accuracy. The structured pattern and

waviness arise due to offsets in the intrinsic and extrinsic parameters yielding complex

distortions in the triangulated point clouds, noise in the phase maps and the accuracy

of the system characterisation. These deviations may be regarded as a combined effect

of the non-linearities originating due to offsets between multiple cameras and the pro-

jector’s gamma effect, vibration and the camera’s internal sensor noise. In conclusion,

the 3D reconstructed results from the multi-view fringe projection system (using the

novel approach) have addressed some of the limitations of a single-view fringe projec-

tion system, such as complex freeform geometries, multiple occlusions and shadowing

effects. Additionally, the developed method is compared with a conventional method,

and enhanced performance has been achieved (figure 5.20).

In general, the metrological characterisation of optical imaging systems is chal-

lenging due to the lack of a specific calibration standard for estimating the accuracy

and traceability. In practice, German standard VDI/VDE 2634 have been used for the

performance verification of optical coordinate measuring systems. Chapter 6 describes

the metrological characteristics of the multi-view fringe projection system based on

the verification standard VDI/VDE 2634 part-3. The developed novel approach (de-

scribed in section 5.3) of stereo matching of the rectified unwrapped phase maps has

been utilised for the performance verification. The quality parameters such as prob-

ing form error, probing size error and spere spacing error have been determined using

calibrated artefacts. The computed expanded uncertainties (within 95% confidence of

interval) for the probing form, probing size and spere spacing error were determined

104 µm, 152 µm and 476 µm, respectively (given in table 6.1 and table 6.2). The rea-

son for large uncertainties is thought to be associated with the systematic error which

arise due to non-linear offsets between the multiple cameras, ambient noise, interfer-
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ence from the background light, vibration, and camera sensor noise. These issues will

be addressed in the proposed future work using machine vision cameras and improving

the characterisation method.

7.2 Future work

The future work will focus on addressing the practical issues of waviness and investigat-

ing the dependence of the structured pattern on the system characterisation accuracy

and the correspondence approach. The observed waviness and structured patterns in

the 3D reconstructed results are considered to be related to systematic effects, unwrap-

ping error in the phase maps, and the accuracy of the system characterisation, which

needs further investigation. Therefore, by introducing more robust optical components

such as high-speed machine vision cameras and projectors with high frame rates, the

potential cause of waviness modulation and the periodic structured pattern can be

investigated. In addition, the preliminary phase of the developed method occasionally

require the position of the cameras and projectors to be altered; therefore, the man-

ual adjustment of the orientations of the mounted optical components was adequate

for the scope of the research work. Essentially, the main emphasis resided on getting

the basic system working for the proposed method using suitable and cost-effective

hardware, software for interfacing the optical components, and a flexible, easy-to-use

system characterisation strategy. However, there is room for introducing the automa-

tion of the positioning of the mounted cameras and projectors according to the a-priori

information such as the CAD data.

The current system with the developed methodology signifies a vital step towards

advancing the multi-view fringe projection system. Whilst primarily developed for

proof-of-concept and configured as two sets of stereo-camera pairs in the two quad-

rants, which yielded a 180◦ coverage of the measured AM objects. However, with the

increasing demand of the manufacturing industry to measure the full-form, the need for

measuring the complete 360◦ form of the AM objects arises and is possible by introduc-

ing more cameras and projectors in all four quadrants. A potential solution to acquire
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the complete form is incorporating the information-rich metrology, pose estimation,

shadow prediction, and machine learning to make it an intelligent optical form mea-

surement system that is capable of measuring the 3D shape of complex geometries in

one shot. In general, the background/global illumination introduces strong biases in the

3D reconstructed results; therefore, methods that are resistant to global illumination

need to be incorporated, and the modified version of the multi-view fringe projection

system would be enclosed in a box to prevent interference from the background light.

Furthermore, an imperative area of work is towards accomplishing the complete trace-

ability of the multi-view form measurement system using calibrated traceable reference

artefacts and verification standards. A traceable calibration method with a rigorous

uncertainty budget would account for all the sources of error, thus enhancing the mea-

surement accuracy.

The ultimate regime of future work relies on the fusion of different methodologies,

which provides a way of developing a hybrid form measurement system. Thus, by com-

bining the fringe projection method with photogrammetry and deflectometry, a variety

of complex surfaces with various surface textures can be measured. However, hybrid

systems are complex and require a global coordinate system that can be achieved by

using specific targets (checkerboard, dot/circles) being visible and in the field-of-view

of all the optical components. An improved and automated method for better estima-

tion of the camera properties will improve the measurement accuracy. Additionally,

the introduction of machine learning will further aid to predict the shadowing and

occlusions, estimate the pose of the cameras and projectors beforehand, and trigger

them in reliance on the measured object. Thus, a potential outcome will be a one shot

intelligent optical form measurement system for coordinate metrology.
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