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Abstract

Thin unidirectional-tape and woven fabric-reinforced composites are widely

utilized in the aerospace and automotive industries due to their enhanced fa-

tigue life and impact damage resistance. The increasing industrial applications

of such composites warrants a need for high-fidelity computational models to

assess their structural integrity and ensure robust and reliable designs. Dam-

age detection and modelling is an important aspect of overall design and man-

ufacturing lifecycle of composite structures.

In particular, in thin-ply composites, the damage evolves as a result of cou-

pled in-plane (membrane) and out-of-plane (bending) deformations that often

arise during critical events, e.g., bird strike/ hail impact or under in-flight

service loads. Contrary to metallic structures, failure in composites involves

complex and mutually interacting damage patterns, e.g., fibre breakage/ pull-

out/ bridging, matrix cracking, debonding and delamination. Providing high-

fidelity simulations of intra-laminar damage is a challenging task both from

a physics and a computational perspective, due to their complex and largely

quasi-brittle fracture response. This is manifested by matrix cracking and fibre

breakage, which result in a sudden loss of strength with minimum crack open-

ings; subsequent fibre pull-outs result in a further, although gradual, strength

loss. To effectively model this response, it is necessary to account for the co-

hesive forces evolving within the fracture process zone. Furthermore, the in-
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teraction of the failure mechanisms pertinent to both the fibres and the matrix

necessitate the definition of anisotropic damage models.

In addition, the failure in composites extends across multiple scales; it

initiates at the fibre/ matrix-level (micro-scale) and accumulates into larger

cracks at the component/ structural level (macro-scale). From a simulation

standpoint, accurate prediction of the structure’s critical load bearing capacity

and its associated damage thresholds becomes a challenging task; accuracy ne-

cessitates a fine level of resolution, which renders the corresponding numerical

model computationally expensive. To this point, most damage models are ap-

plied at the meso-scale based on local stress-strain estimates, and considering

material heterogeneity. Such damage models are often computationally ex-

pensive and practically inefficient to simulate the failure behaviour in real-life

composite structures. Moreover at the macro-scale, the effect of local stresses

is largely minimised, which necessitates definition of a homogenised failure

criterion based on global macro-scale stresses.

This thesis presents a phase field based MITC4+ (Mixed Interpolation of

Tensorial Components) shell element formulation to simulate fracture propa-

gation in thin shell structures under coupled membrane and bending defor-

mations. The employed MITC4+ approach renders the element shear- and

membrane- locking free, hence providing high-fidelity fracture simulations

in planar and curved topologies. To capture the mechanical response un-

der bending-dominated fracture, a crack-driving force description based on

the maximum strain energy density through the shell-thickness is considered.

Several numerical examples simulating fracture in flat and curved shell struc-

tures which display significant transverse shear and membrane locking are

presented. The accuracy of the proposed formulation is examined by compar-

ing the predicted critical fracture loads against analytical estimates.

To simulate diverse intra-laminar fracture modes in fibre reinforced com-

posites, an anisotropic cohesive phase field model is proposed. The damage

anisotropy is captured via distinct energetic crack driving forces, which are

defined for each pertinent composite damage mode together with a structural
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tensor that accounts for material orientation dependent fracture properties.

Distinct 3-parameter quasi-quadratic degradation functions based on fracture

properties pertinent to each failure mode are used, which result in delaying

or suppressing pre-mature failure initiation in all modes simultaneously. The

degradation functions can be calibrated to experimentally derived strain soft-

ening curves corresponding to relevant failure modes. The proposed damage

model is implemented in Abaqus and is validated against experimental results

for woven fabric-reinforced and unidirectional composite laminates. Further-

more, a dynamic explicit cohesive phase field model is proposed to capture

the significantly nonlinear damage evolution behaviour pertinent to impact

scenarios. A strategy is presented to combine the phase field and the cohesive

zone models to perform full composite-laminate simulations involving both

intra-laminar and inter-laminar damage modes.

Finally, the developed phase field model is employed within the frame-

work of a multiscale surrogate modelling technique. The latter is proposed

to perform fast and efficient damage simulation involving different inherent

scales in composites. The technique is based on a multiscale FE2 (Finite Ele-

ment squared) homogenisation approach, however the computationally expen-

sive procedure of solving the meso- and macro-scale models simultaneously is

avoided by using a robust surrogate model. The meso-scale is defined as a

unit-cell representative volume element (RVE) model, which is analysed under

a large number of statistically randomised mixed-mode macro-strains, applied

with periodic boundary conditions. The complex damage mechanisms occur-

ring at the meso-scale are captured using the anisotropic cohesive phase field

model, and the homogenised stress-strain responses post-damage evolution

are obtained. These anisotropic meso-scale fracture responses are used to train

the Polynomial Chaos Expansion (PCE) and Artificial Neural Network (ANN)

based surrogate models, which are interrogated at the macro-scale using arbi-

trary macro-strain combinations. The accuracy of the surrogate model is vali-

dated against high-fidelity phase field simulations for a set of benchmarks.
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1
Introduction

Modelling of damage initiation and propagation plays an important role in

assessing the structural integrity and the load-bearing capacity of composite

structures. This chapter highlights the context and motivation of the current

work performed on multiscale damage modelling of composites, and outlines

the key research objectives and original contributions of this PhD thesis.

1.1 Motivation and Problem Statement

The demand for lighter, stronger, and durable structures has led to the widespread

application of fibre-reinforced composites, especially in the aerospace and the

automobile industries. Driven by an ever-increasing requirement for resilient

and more sustainable structures, composites are nowadays extensively used

in manufacturing various aircraft parts. Composites provide a compatible so-

lution, which demonstrates favourable strength to weight, stiffness to weight

and damping to weight ratios as compared to standard aluminium and in gen-

eral metallic alloys [30, 31]. However, the inherent complex microstructure of

composites significantly affects and largely determines their performance and

resilience. This however poses important challenges both in terms of manufac-

turing as well as material characterization and numerical simulation.

Amongst the various types of advanced composites, e.g. laminated, sand-

wich, braided, auxetic, ceramic, metal matrix and nano composites, laminated

1
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composites are the most frequently used in the aerospace industry [32], as their

layups can be conveniently tailored for specific applications. These composites

are fabricated using multiple stacked plies, each comprising fibres reinforced

within matrix materials, and bonded with adhesive layers. However, a princi-

ple drawback with conventional thick-ply laminated composites is their poor

through-thickness performance especially during impact scenarios [33]. This

has particularly steered the focus of aerospace industry since past 15 years

towards thin-ply laminated composites, which provide remarkably improved

transverse strength under static, fatigue and impact loadings along with sig-

nificant reduction in laminate weight [33]. Based on the fibre reinforcement

direction, the thin-ply composites can be broadly classified into two types, i.e.

unidirectional or woven fabric-reinforced composites, in which the fibres are

aligned either in single or multiple directions respectively, within each ply of

the laminate.

Compared to unidirectional composites, traditional woven fabric-reinforced

composites exhibit lower in-plane stiffness and critical strength due to the

waviness effect of the fibres [5, 34]. However, woven fabric-reinforced com-

posites possess higher through-thickness damage resistance and are capable of

dissipating higher energy during critical impact events. These properties ren-

der them an ideal solution for improving the crash-worthiness of composite

structures. Amongst these, thin uni-directional (UD) tapes and woven-fabric

reinforced composites manufactured using the spread-tow technology [35] are

a special class of advanced composites that have been of significant research in-

terest in the past few years. In spread tow technology, the fibres are spread into

thinner, wider and flatter reinforcements thereby producing ultra lightweight

composites with improved stiffness, strength and impact resistance [2]. In par-

ticular, spread-tow textile fabrics are known to possess a significantly lower

fibre-waviness, reduced resin-rich pockets, lower crimp angles and crimp fre-

quencies [36]. As a result, a higher number of thin plies with smaller relative

fibre angles can be stacked within the same laminate width, resulting in com-

posites with increased toughness against interfacial fracture between the plies
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[37, 38]. Spread-tow fabrics (STF) provide a similar mechanical performance

as that of a cross plied unidirectional ply, but with improved drapability and

delamination resistance [39].

To ensure increased strength and resilience of the manufactured parts,

the possibility of defects should be detected in the early stages of the design

cycle so that preventive measures could be taken. Materials have inherent

discontinuities at the micro-mechanical level, which accumulate to cracks and

evolve across multiple scales before the part is completely fractured. Hence,

it is important to evaluate the failure and damage characteristics, and subse-

quently load carrying capacity, of composite laminate structures to create an

economic and reliable design [40–42]. Depending upon the loading condi-

tions and micro-structure, various failure modes may emerge and lead to the

complete damage of laminates; numerical simulation can provide an improved

fundamental understanding of this process, which is crucial for the practical

design of composite structures [42, 43].

In the aerospace industry, damage modelling is often performed to as-

sess structural integrity of different aircraft composite structures and their ca-

pability in sustaining critical bird-strike and hail-impact events. An effective

damage modelling approach must predict not only the critical fracture loads,

but also capture the post damage-initiation and progressive crack propagation

behaviour accurately. Damage modelling in composites is a challenging task

due to the variety of the mutually interacting damage mechanisms involved.

Furthermore, the damage in composites extends across multiple scales, which

necessitates implementation of efficient multiscale modelling techniques that

effectively characterise the material behaviour and failure characteristics at all

inherent size scales.

Spread-tow composite laminates typically contain a large number of sig-

nificantly flatter and thinner plies stacked over each other. Modelling such thin

plies with conventional hexahedral elements becomes a challenging task as it

requires multiple element layers through each ply’s thickness to accurately

capture its bending response. This results in excessive computational over-
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head due to significantly increased number of elements and system degrees-

of-freedom (DOFs). In such case, shell elements provide advantage vis-à-vis

numerical modelling of composite plies, as they reduce the kinematics to their

mid-surface and simulate the complete 3-D mechanical response, whilst requir-

ing much lesser computational efforts. Both membrane and bending response

of thin plies can be accurately modelled using shell elements, provided their

locking effects are alleviated.

The multiscale damage modelling of composite structures involves analysing

the failure behaviour at both macro-scale and micro/meso-scales simultane-

ously. The macro-scale (structural level) analysis is often performed using

effective or homogenized material and fracture properties, however, localized

stress-strain estimates are required to effectively characterise the anisotropic

damage evolution at meso-scale (ply-level) [44]. In particular, damage mod-

elling at the meso-scale involves predicting diverse families of complex intra-

laminar and inter-laminar composite damage mechanisms. This necessitates

development of robust damage modelling methods that can simulate these

failure modes and resulting crack patterns in an automated and physically-

consistent way. Since past 10 years, phase field method (PFM) has emerged as a

powerful approach backed by consistent variational framework, for accurately

characterising the fracture behaviour in solid materials. PFM does not require

crack-paths to be pre-defined and naturally models crack branching and merg-

ing, which renders it highly beneficial vis-à-vis modelling of anisotropic and

mutually-interacting intra-laminar damage modes. However, a downside of

PFM is that it requires finer mesh-size and smaller time-increments to resolve

the crack-paths accurately. This presents a notable challenge in effectively us-

ing them to analyse large macro-scale composite structures.

1.2 Research Scope

The current work focuses on developing a novel damage modelling method

for thin-ply composites, specifically focusing on the spread-tow unidirectional
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and spread-tow woven-fabric reinforced variants. The diverse anisotropic com-

posite failure modes, e.g. fibre cracking, fibre pullouts, fibre bridging, plastic

shear deformation of the matrix and its cracking under tensile and in-plane

shear loads are considered. However, the effects of transverse matrix cracking

and subsequent triggering of delamination are ignored as they are negligible

and practically suppressed in the case of thin-ply spread-tow composites [45].

The numerical modelling of thin composite plies is performed using degen-

erated Reissner-Mindlin shell elements based on MITC4+ approach. The im-

plementation assumes small strain deformations, and the damage evolution in

flat and curved shell plies subjected to in-plane and out-of-plane deformations

is modelled using phase field method. A 3-parameter anisotropic cohesive

phase field model is implemented to capture the complex anisotropic intra-

laminar composite failure modes. The approach is further extended to full

composite laminate analysis, by combining it with cohesive zone method to

model inter-laminar failure at the interface. To enable fast and efficient macro-

scale simulation of large composite structures, a multiscale technique using

machine-learning based surrogate models is applied to minimize the compu-

tational costs incurred during composite damage modelling.

1.3 Research objectives

The overarching aim of this project is to propose a novel multiscale damage

modelling framework that predicts the vast variety of anisotropic failure modes

in thin-ply composites, pertinent to the aerospace industry, in a computation-

ally inexpensive manner. Within this context, the following key research objec-

tives are identified.

1.3.1 Research Objective I

To develop a robust damage modelling approach that simulates damage evolu-

tion in thin plies subjected to combined membrane and bending deformations.
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The implementation needs to be computationally robust and efficient, and the

transverse shear and membrane locking effects must be alleviated for accurate

fracture predictions. The accuracy of the numerical model must be established

against analytically predicted critical fracture loads. The model should predict

realistic crack paths and post-fracture behavior for planar and curved 3-D shell

geometries, which display significant transverse shear and membrane locking.

1.3.2 Research Objective II

To deliver a numerical model for high-fidelity intra-laminar damage simu-

lations involving all pertinent failure mechanisms in thin-ply unidirectional

tapes and woven fabric-reinforced composites. The model must predict both

critical fracture loads and the crack propagation paths accurately, and capture

different anisotropic fibre and matrix based damage mechanisms that evolve

under mixed-mode stress states. The quasi-brittle fracture behaviour under

fibre-dominated failure scenarios must be accurately captured, accounting for

the cohesive forces evolving within fracture process zone, which is formed due

to fibre pullouts and bridging. The damage model must be flexible enough to

control the shape of cohesive softening law, so that the numerical fracture re-

sponse can be effectively calibrated against experimental results.

1.3.3 Research Objective III

To validate the anisotropic fracture response obtained from numerical damage

model against experimental results with a set of benchmark tests. The damage

behaviour under different loading scenarios must be analysed, and the pre-

dicted crack path, critical fracture loads and the post-fracture response must

be compared against experiments.
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1.3.4 Research Objective IV

To effectively extend the numerical damage model to perform full composite-

laminate analysis involving both intra-laminar and inter-laminar fractures. The

extended model must be robust and efficient to simulate the significantly non-

linear and dynamic damage evolution behaviour pertinent to impact scenarios.

1.3.5 Research Objective V

To develop a multiscale damage modelling workflow, which facilitates faster

and efficient prediction of failure behaviour in large macro-scale composite

structures and simulates wide variety of composite failure modes with min-

imal computational efforts. The multiscale approach must effectively bridge

the gap between different inherent scales of composites, i.e. it must be able to

capture complex physics of damage evolution at micro/meso scale, and pro-

vide fast and efficient failure predictions in large macro-scale structures. The

approach should also be easy to implement in commercial software Abaqus for

it to be readily implemented for industrial practice, and must involve minimal

modifications to the model geometry and mesh.

1.4 Methodology

The scientific methodology employed to accomplish the research objectives

listed in Sec. (1.3.1)-(1.3.5) is described as individual work-packages (W.P.)

listed below (see also Fig. 1.1).

• WP1 : A phase field modelling framework to simulate brittle fracture in

thin-plies using MITC4+ based Reissner-Mindlin shell elements is de-

veloped, wherein damage initiates and evolves due to coupled mem-

brane/bending deformations. The employed MITC4+ approach renders

the element free of transverse-shear and membrane locking effects, hence

providing high-fidelity fracture simulations in planar and curved topolo-
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gies. To capture the mechanical response under bending-dominated frac-

ture, a crack-driving force description based on the maximum strain en-

ergy density through the shell-thickness is considered. The plane stress

assumptions are imposed directly on the tangent constitutive matrix,

which results in optimum convergence rates. Several numerical examples

providing realistic and accurate fracture predictions in flat and curved

shell structures are presented, which display significant membrane and

transverse shear locking due to the coupling of membrane and bending

deformations. The accuracy of the proposed formulation is examined

by comparing the predicted critical fracture loads against analytical esti-

mates both in the isotropic and anisotropic phase field case. The imple-

mentation was initially performed in MATLAB, but was later translated

into in-house FORTRAN code to improve the computational efficiency.

• WP2 : A novel anisotropic cohesive phase field model that can accurately

model the vast variety of intra-laminar composite damage modes in thin

unidirectional (UD) and woven fabric-reinforced composite laminates is

proposed. The model effectively captures the quasi-brittle behaviour ex-

hibited by most thin-ply composites due to fibre-dominated failure mech-

anisms, and accounts for cohesive forces evolving within the fracture

process-zone. The formulation relies on the definition of a single phase

field variable that describes each composite failure mode. However, the

stresses and elastic properties in each direction are degraded using dis-

tinct degradation functions that depend on the critical energy release rate

and the fracture stress along that direction. The crack driving state func-

tions and stress-degradation functions corresponding to each individual

damage mechanism, e.g., in-plane longitudinal/transverse cracks in the

fibres and shear cracks in the matrix, are determined separately. This

provides a robust and versatile simulation tool custom fit for materials

with strong anisotropies both in their elastic and fracture properties. An

anisotropic structural tensor is defined to orient the crack-path in the di-

rection associated with the lower fracture strength and critical energy
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release rate. The cohesive phase field model incorporates 3 parame-

ters to provide higher flexibility in controlling the shape of the cohesive

softening law and post-peak fracture behaviour. This is important be-

cause the damage models in which the initial and the final stages of the

cohesive softening curve cannot be controlled independently have only

limited capability in accurately predicting the post-fracture material re-

sponse. The anisotropic cohesive phase field formulations are modified

to incorporate elasto-plasticity with isotropic hardening for the in-plane

shear behaviour. The implementation is performed in commercial soft-

ware Abaqus via a user-material (UMAT) subroutine coupled with paral-

lel direct solver (PARDISO) available within Intel’s Math Kernel Library

(MKL) to solve phase field equations.

• WP3 : The numerical damage model in WP2 is validated against bench-

mark experiments to demonstrate its effectiveness in accurately capturing

damage evolution due to diverse intra-laminar composite damage mech-

anisms, namely fibre fracture, fibre pull-outs/bridging, and matrix shear

cracking. The proposed method is validated for woven carbon and glass

fabric-reinforced composites, as well as unidirectional flax-ply compos-

ites. The accuracy of predicted crack-paths and overall load deflection re-

sponse from the numerical model are compared against the experiments.

• WP4 : The phase field damage model is further extended to perform full

composite-laminate simulations using a stacked shell approach with mul-

tiple shell and surface element layers. The inter-laminar fracture (delam-

ination) is modelled using the cohesive zone surface interaction model

available in Abaqus. A dynamic explicit cohesive phase field model is

implemented in Abaqus using a VUMAT subroutine to alleviate conver-

gence issues pertinent to highly nonlinear impact-driven damage evolu-

tion. The combined damage model is used to perform dynamic explicit

simulations for quasi-static indentation and low-velocity impact on a full

composite laminate comprising thin woven fabric-reinforced plies.
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• WP5 : A multiscale modelling technique based on surrogate models is

proposed to perform simultaneous meso- and macro-scale damage sim-

ulations in composites. The approach uses concurrent FE2 multiscale

approach as its foundation, but replaces the computationally inefficient

procedure of simulating unit-cell representative volume element (RVE)

under periodic boundary conditions at each time-step, with a surro-

gate model. The surrogate model defines an equivalent constitutive law

for the macro-scale simulations, and provides homogenized macro-stress

components as outputs for different imposed macro-strain combinations.

Two different types of surrogate models based on Polynomial Chaos Ex-

pansion (PCE) and Artificial Neural Network (ANN) have been imple-

mented and the predicted fracture responses are compared. A database

is first populated by solving large number of meso-scale unit cell RVEs,

subjected to averaged macro-strains applied at their boundary under pe-

riodic boundary conditions. Damage modelling of fibre and matrix-based

failure modes at the meso-scale is performed using the anisotropic cohe-

sive phase field model described in WP2. The homogenized post-fracture

stress components are extracted as equivalent macro-scale stresses in re-

sponse to applied macro-strains. The surrogate models based on ANN

and PCE algorithms are then trained with macro-strains and stresses

as inputs and outputs respectively; these are used to replace the FE-

RVE feedback loop in macro-scale FE2 analysis, which requires meso-

scale RVEs to be solved at each time-increment. The proposed surrogate

model is validated against the high-fidelity phase field model using a

set of benchmark tests. The multiscale framework is implemented using

Abaqus UMAT and Python scripting interface.

1.5 Original contributions

The original contributions of this PhD thesis are

• The phase field modelling approach is applied within the context of
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Figure 1.1: Project overview and methodology

MITC4+ based Reissner Mindlin shell elements. Brittle fractures are sim-

ulated under coupled membrane and bending deformations for the first

time in the literature using phase field method. The method is validated

using a set of benchmark tests involving brittle fracture in both flat and

curved shell-geometries which display significant transverse shear and

membrane locking.

• A novel maximum through-the-thickness crack driving force definition is

proposed to obtain accurate fracture predictions for thin-shells in bending-

dominated deformations scenarios. The results obtained with the pro-

posed formulation are shown to be highly accurate demonstrating excel-

lent agreement with the analytical estimates.

• A strategy to obtain improved and optimal convergence rates during

damage evolution in Mindlin shell elements is provided by imposing the

plane-stress assumptions directly on the tangent constitutive matrix.

• A novel anisotropic cohesive phase field damage model is developed to

simulate quasi-brittle fractures in composites, and model complex intra-
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laminar failure modes in thin-ply composites like fibre cracking, fibre

pullouts, fibre bridging and matrix cracking under tensile/ shear loads.

• The anisotropic crack driving forces and degradation functions are de-

fined based on critical fracture stresses and energy release rates corre-

sponding to each composite failure mode. This enables the accurate

intra-laminar fracture predictions for plies with arbitrary fibre orienta-

tions when these are subjected to mixed loading conditions.

• The plastic deformation of the matrix under shear stresses in woven

fabric-reinforced composites, and their subsequent fracture is captured

for the first time using an elastic-plastic cohesive phase field model in

shear mode.

• Extensive validations are performed against a set of benchmark experi-

ments for intra-laminar damage simulations in woven fabric-reinforced

(carbon-fibre/glass-fibre), and unidirectional composite laminates.

• A strategy to calibrate the phase field model with experimental response

corresponding to each composite failure mode is suggested. The length-

scale independence of the results obtained from the proposed cohesive

phase field model is established.

• A new strategy to implement a staggered scheme for phase field fractures

in Abaqus is proposed, by coupling the Abaqus user-material (UMAT)

subroutine with an external MKL-PARDISO solver to rapidly solve the

phase field equations.

• A novel approach to extend the intra-laminar phase field model for per-

forming full-laminate analysis is suggested. A dynamic explicit cohe-

sive phase field model is proposed, which is used to simulate damage

evolution in composite laminates subjected to low-velocity impact and

quasi-static indentation for the first time.

• The proposed cohesive phase field model is applied in conjunction with a

fast and computationally efficient multiscale surrogate modelling method
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to accelerate composite damage simulations at different inherent scales.

• A consistent and automated workflow is developed employing PCE and

ANN based surrogate models for macro-scale damage simulations. The

surrogates are trained using the high-fidelity constitutive response ob-

tained from robust phase field simulations at the meso-scale.

1.6 Publications

The outcomes of this research have been disseminated in a variety of formats

as per the list below
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1.7 Thesis layout

The thesis is structured as follows: In Chapter 2, a comprehensive literature

survey for the numerical modelling of thin-ply composites, damage modelling

approaches and multiscale methods is provided. Chapter 3 discusses the brittle

phase field damage model for MITC4+ based Reissner-Mindlin shell elements.

In Chapter 4, the anisotropic cohesive phase field model for quasi-brittle intra-

laminar damage in thin-ply composites is introduced. Experimental valida-

tions for unidirectional and woven-fabric reinforced composites are performed,

and the model is subsequently extended to perform full laminate analysis in-

volving both intra and inter-laminar fractures. Chapter 5 proposes the novel

multiscale damage modelling approach for fibre-reinforced composites using

PCE and ANN surrogate models, followed by final conclusions and discussion

on future work in Chapter 6.



2
Literature review

Numerical simulation of damage evolution in thin-ply composite laminates,

which are widely used in aerospace structures, involves several challenges.

First, thin-ply composites often fail due to combined in-plane (membrane)

and out-of-plane (bending) deformations that may occur during day-to-day in-

flight operations or critical events, e.g, bird strike and hail impact (Fig. 2.1). To

provide a sound assessment of the overall structural integrity of such compos-

ites, it is important that the damage model accurately captures such coupled

effects and also predict diverse composite failure modes, e.g., ply-cracking and

delamination. Second, the damage modelling method must capture the com-

plex anisotropic damage patterns that arise as a result of mutually interacting

intra-laminar failure mechanisms in composites. Finally, failure in composites

extends across multiple scales; it initiates at the fibre/matrix-level (micro-scale)

and accumulates into larger cracks at the component/structural level (macro-

scale).

Modelling of damage in fibre-reinforced composite laminates involves two

stages at a broader level: 1) Implementation of a robust meso-scale damage

model that predicts the diverse failure modes in composites 2) Incorporating

a multiscale model to capture the composite damage behaviour based on the

global macro-scale stresses. The primary requirement for the meso-scale dam-

age model is that it must be able to accurately predict the diverse intra-laminar

and inter-laminar crack propagation patterns, as well as the subsequent re-

16
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Figure 2.1: Damage evolution in composite laminates due to combined membrane
and bending deformations (image reproduced from Soto et al. [2], with permission
from Elsevier)

duction in overall laminate strength and load-bearing capacity. Intra-laminar

damage occurs due to complex and often interacting failure mechanisms such

as fibre fracture, fibre pullouts, fibre bridging, shear and tensile matrix cracks,

and debonding, whereas the inter-laminar damage occurs in the form of de-

lamination of composite plies, caused due to failure of adjoining adhesive lay-

ers. The interaction between diverse intra-laminar damage modes pertaining

to fibre and matrix further necessitates the definition of anisotropic damage

models.

This literature survey presents the current state-of-the-art in numerical

methods available for damage modelling of materials, specifically fibre-reinforced

composites. The advantages and drawbacks/limitations for each method are

highlighted and their suitability with regards to the prediction of composite

intra-laminar and inter-laminar failure modes is discussed. The review crafts

a way to select an appropriate damage modelling approach which is capa-

ble of predicting realistic estimates for crack initiation and evolution includ-

ing precise crack paths and critical stress estimates, across different scales in

composites. In addition, different multiscale modelling approaches vis-à-vis

composites that incorporate both macro- and meso-scale effects in a unified

numerical framework are comprehensively reviewed.

This chapter is organised as follows: Sec. 2.1 reviews the different dis-

cretization methods available for damage modelling in solid materials. Sec.

2.2 provides a general overview of numerical modelling of damage in com-
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posite laminates and the challenges associated with capturing intra-laminar

damage modes in composites. In Sec. 2.2.1, different finite shell element im-

plementations vis-à-vis modelling of thin composite plies are reviewed. Sec.

2.3 provides an overview of different damage modelling approaches, which

are reviewed in detail based on discrete and smooth representation of cracks

in Sec. 2.4 and 2.5, respectively. Their applicability with regards to mod-

elling intra- and inter-laminar fracture in composites is also discussed. Sec. 2.6

reviews the different multi-scale strategies that are used for numerical mod-

elling of layered composite laminates. The emphasis throughout this survey

is on thin-ply composites used in aerospace structures that pose significant

challenges with regards to ensuring their structural integrity.

2.1 An overview of discretization methods for dam-

age simulation

Within the different discretization methods proposed till date, the finite ele-

ment method (FEM) has become the industry standard to solve variety of nu-

merical problems pertinent to computational mechanics. However, FEM faces

challenges when characterizing sharp numerical singularities that arise as a re-

sult of crack propagation in solid materials. Typically, numerical modelling of

damage in solids involves introduction of discontinuities in the displacement

fields, which results in a challenging mathematical treatment to achieve auto-

matic initiation, propagation and growth of cracks. In particular, the following

select challenges in FEM need to be addressed [17].

• The accurate representation of the crack contour requires the mesh topol-

ogy to conform with the crack path

• The standard polynomial based FEM shape functions cannot reproduce

singular stresses and discontinuous solution fields at the crack tip

• Crack nucleation, branching, merging and modelling of curvillinear crack
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paths are algorithmically challenging tasks, and are difficult to treat in a

uniform and theoretically sound manner

• Calculation of stress-intensity factors (SIFs) need to be performed using

additional post-processing methods

Numerous techniques have been proposed to tackle the issue of singular

stress fields around the sharp crack-tip, e.g. remeshing algorithms [46, 47], the

introduction of quarter point elements [48], and the evaluation of fracture pa-

rameters like SIFs [49, 50]. However, such methods are highly mesh-dependent

and computationally expensive, with significant efforts resulting due to re-

peated remeshing of the structure [17].

To address the issue of mesh-dependency, Zhou and Molinari [51] pro-

posed an enrichment to cohesive element theories in the form of their strength

distribution based on modified weakest link Weibull distribution. Meshless

methods (MM) were also proposed with an objective of eliminating mesh-

dependent problems; they rely on distributed set of nodes and hence, overcome

the FEM issues associated with mesh-distortion and remeshing [17]. How-

ever, meshless methods require higher-order shape functions and rely on an

intricate treatment of essential boundary conditions that leads to increased

computational costs in comparison to FEM [52]. The material point method

(MPM) offers computational advantage over purely meshless methods as it

avoids time-consuming neighbour searching algorithms. In MPM, the solution

to governing partial differential equations (PDEs) is performed over a set of

material points that move within a non-deformable (Eulerian) computational

grid. The crack can be modelled by introducing multiple velocity fields [53] or

phase fields [54].

The boundary element method (BEM) [55] was introduced to reduce the

mesh-generation complexity by discretizing only the boundary and the crack-

front, and solving initial value problems described as boundary integral equa-

tions. The method is more accurate as compared to FEM, however, it requires

specially tailored numerical methods to solve the resulting discrete equations
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[56, 57].

To effectively resolve mesh dependency and treat stress singlarities, the

extended finite element method (XFEM) [50, 58] was introduced, which relies

on partition of unity to enrich the standard finite element shape functions.

Such singular enrichment functions are employed locally in the vicinity of the

crack-tip, thereby allowing the representation of cracks independent of under-

lying mesh and improving the accuracy of asymptotic stress fields. Instead of

applying additional enrichment techniques, the scaled boundary finite element

method (SBFEM) [59] naturally resolves the singular stress fields by extracting

the generalized stress-intensity factors at negligible computational cost [17].

SBFEM requires discretization only along the tangential boundary, whereas

it retains analytical solution in the radial direction. Such damage modelling

methods are reviewed in detail in Sec. 2.3-2.5.

Despite the select shortcomings of FEM with regards to damage mod-

elling in solids, it has reached a highly matured development status in terms

of element technology and is readily available in most commercial software.

This motivates its further development to enhance its capability in modelling

complex damage scenarios pertinent to large-scale industrial applications.

2.2 Finite element modelling of 3-dimensional com-

posite laminates

Typically, the simulation of thin composite laminates is performed on the basis

of the classical lamination theory (CLT), which originated in the 1960s [60].

The underlying assumption made in CLT is that each composite lamina/ply

is composed of fibres that are oriented in arbitrary directions and embedded

in a binding matrix (Fig. 2.2). The plies exhibit anisotropic material behaviour

due to different fibre-orientations and variable stiffness associated with the fi-

bre and matrix phases. The thickness of the plies is considered very smaller

in comparison to the other characteristic dimensions and plane-stress assump-
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tions hold for each ply. The plies are further considered to be stacked and

bonded with a thin adhesive layer to form a laminate structure (Fig. 2.2). These

assumptions lay the foundation of the CLT and allow for the analysis of the

entire composite laminate.
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y

Figure 2.2: Stacked thin plies with different fibre orientations, and configuration of
unidirectional (UD) and woven-fabric reinforced composite laminate plies based on
classical lamination theory (CLT)

Numerical modelling of thick-ply composites has extensively been per-

formed over the past using conventional 3-D hexahedral elements [61, 62], as

they are capable of incorporating the complete 3-D deformation behaviour of

composite plies, whilst considering through-thickness variation of the induced

stresses. In laminates, hex elements are used in a layer-wise modelling of the

plies, which are comprised of different fibre lay-ups; in this way the explicit

modelling of the bonding adhesive layers between the plies is also feasible.

However, when used in thin-ply laminates, hex elements suffer from trans-

verse shear locking and fail to capture accurate out-of-plane bending response

of plies.

To circumvent shear locking effects and calculate the bending stresses ac-

curately, the mesh must be substantially refined with at-least 3-4 element layers

along the ply-thickness, or higher-order elements must be used [63]. This leads
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to significant computational overhead, as the number of degrees of freedom

(DOFs) to solve for increase considerably. In such cases, plies are often mod-

elled using Reissner- Mindlin shell elements, which offer convenient choice for

modelling both membrane and bending deformations accurately at a reduced

computational cost [64].

2.2.1 Shell element implementations

Mindlin shell elements, see, e.g. [65–68], offer a better alternative for mod-

elling composite plies. Compared to 3-D models, shell elements rely on a set

of kinematical assumptions stemming from shell theory [8, 69], hence reduc-

ing the order of the finite element problem. Furthermore, Mindlin shell ele-

ments explicitly treat shear locking, and hence they are computationally ideal

candidates for modelling even complex fracture problems, e.g., impact driven

damage scenarios.

Significant computational gains can be achieved especially when using an

explicit time-integration scheme, as Reissner-Mindlin shell elements do not pe-

nalize the stable time increment [2]. A basic requirement of any shell element

formulation is that it passes all basic tests, e.g., the patch test, isotropy, and

zero energy mode conditions [8]. In addition, it must display an optimal con-

vergence behaviour for membrane-dominated, bending-dominated and mixed

shell deformation behaviours on both uniform and distorted meshes [23]. Shell

elements can be categorized into the following types based on their underlying

numerical formulations [70].

• Curved shell elements based on general shell theory

• Degenerated shell elements with their kinematics derived from the 3-D

solid element formulation

• Flat shell elements that combine the kinematics of plane-stress and plate

elements individually to define membrane and bending behaviour re-

spectively
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Figure 2.3: Reissner-Mindlin shell element with translational and rotational degrees
of freedom, degenerated from the mid-surface of 3-D hexahedral solid element [8]

Shell elements can also be classified based on their thickness as: Thin

shells based on Kirchhoff-Love theory that neglects the effect of transverse

shear strains, and Thick shell elements based on Reissner-Mindlin shell theory

that considers these effects [70]. Amongst these, the degenerated shell ele-

ments based on Mindlin theory (Fig. 2.3) have garnered much attention in the

past as they are suitable for both thin and thick shell applications, and real-

istically represent the coupled membrane and bending behaviour of shells at

considerably lower computational cost.

An inherent issue with Mindlin shell elements is that they display mem-

brane and transverse shear locking [23] when they are too thin. This can signif-

icantly affect the evolution of the simulated crack path and may provide erro-

neous fracture predictions. Transverse shear locking occurs purely because the

linear displacement based interpolation used in the calculation of transverse

shear strains in Mindlin shells do not accurately reflect the Kirchhoff-Love thin-

shell assumptions. Hence, the shell element predicts an artificial or parasitic

shear stress even when a constant bending moment is applied. This leads to a
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significant over-prediction of the bending stiffness and an under-prediction of

the transverse deformations which are lower than the analytical estimates by

orders of magnitude [22].

In addition, spurious coupling may occur between the membrane and

transverse shear strains when the shell elements are curved or become overly

distorted due to nonlinear deformation, e.g., during out-of-plane bending. This

also results in increased element stiffness and subsequent membrane locking

[23]. The membrane stiffness can be significantly larger than the bending stiff-

ness in thin shells, and hence, membrane locking leads to the exclusion of the

desired bending modes from the overall element response [8].

Locking is typically observed in beam, plate and shell element formula-

tions that are based on a linear interpolation scheme. An illustration of trans-

verse shear locking in simple cantilever beam subjected to bending loads is

shown in Fig. 2.4 [9]. The numerical solution obtained from linear (1st order)

and quadratic (2nd order) elements are compared against the exact analytical

solution. It can be clearly seen in Fig. 2.4 that the 2nd order elements perform

well, but the 1st order elements severely under-predict the tip displacements

due to shear locking [9].

To this point, several approaches have been proposed to alleviate locking

in shell elements. Reduced/ selective integration schemes have been employed

in the past that has been greatly successful in alleviating membrane and trans-

verse shear locking effects [71–73]. In reduced integration, the order of the,

typically Gauss, integration rule is lower than the one required for optimum

accuracy. This results in a less stiffer shell element and improves the com-

putational efficiency. However, reduced integration introduces an additional

zero-energy mode that results in spurious hourglass deformations and neces-

sitates implementation of hourglass stabilization techniques [73, 74]. Moreover,

shell elements based on reduced integration suffer from rank deficiency; hence

they do not represent the rigid body modes properly and require additional

projection techniques [23].

A popular remedy is also to use selective reduced integration technique
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Figure 2.4: Illustration of transverse shear locking in linear (1st order) elements (image
reproduced from Harish [9])

[75, 76], in which an exact integration is performed for the shear deformation

components whereas a reduced integration is preformed for the volumetric

components. In general, using reduced integration elements with damage or

strain softening models negatively affects the accuracy and stability of sim-

ulations [77]. Especially for nonlinear phenomena like damage, the precise

prediction of crack paths using elements based on selective/reduced integra-

tion necessitates an even finer mesh discretisation in the critical regions which

adds up to the computational complexity.

An alternative to alleviate shell locking effects is to use the assumed strain

approach based on the Mixed Interpolation of Tensorial Components (MITC)

formulation proposed in the works of Dvorkin and Bathe [22], Bathe [74], Bathe

and Dvorkin [78]. The idea is to use the standard displacement-based approach

to calculate the transverse shear strains only at a set of discrete tying points

within the shell element. The strain values at all other points in the element are

then assumed based on these tying point strains using a different interpolation

technique [22]. The MITC formulations were originally proposed to reduce

transverse shear locking in 4-noded continuum mechanics based shell element
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(referred as MITC4). MITC4 elements have been dominantly used in the engi-

neering practice as they provide much better locking alleviation and hence su-

perior performance over the 3-noded triangular shell elements MITC3 [79, 80].

Later, the MITC4 formulations were extended to treat both membrane and

transverse shear locking in higher-order and initially curved shell elements,

see e.g. MITC9, MITC16 elements in [69, 81]. Membrane locking was not ad-

dressed in the original MITC4 formulations as they are relatively flat in their

initial geometry. However, some membrane locking occurs when the MITC4

elements are used to model curved geometries or when it gets significantly

distorted due to nonlinear deformations during the analysis [23, 82]. In such

cases, membrane locking becomes dominant and may cause solution accuracy

to deteriorate, especially in damage prediction scenarios. Several attempts

have been made to treat membrane locking in MITC4 shell elements [23, 82–

86]. Choi and Paik [83] proposed an assumed strain field based approach

that efficiently treats membrane locking in MITC4 shells, however it fails the

membrane patch test. Other efforts include implementation of 4-noded ex-

act geometry shell elements with assumed membrane strains [84, 85] which

relies on exact representation of shell mid-surface and subsequent treatment

of membrane locking. The recently proposed MITC4+ continuum mechanics

based shell formulation by Ko et al. [23, 82] provides a more general approach

and has been successful in alleviating both transverse and shear locking. More

importantly, the MITC4+ shell element does not depend on any adjustable

numerical factor and passes all basic patch tests in an optimal convergence

behaviour for both uniform as well as significantly distorted meshes [23].

Carrera et al. [10] performed a comparison between reduced/selective in-

tegration and MITC methods, with regards to their effectiveness in treating

transverse shear locking, using a cantilever beam bending test (Fig. 2.5). It

can be seen in Fig. 2.5b that the fully integrated linear element display signifi-

cant shear locking, resulting in significantly lower displacements (relative error

97.5%) than the analytical estimate for the single element case. The reduced

integration method displays slightly better predictions (error 24.9%) and con-
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vergence rates for the displacement solution, than the selective reduced and

MITC methods (error 32.8%). However, the reduced integration method per-

forms poorly in predicting the transverse shear stresses accurately, whereas the

predictions from MITC and solid hexahedral elements match closely with each

other (see Fig. 2.5c). Hence, the MITC method provides an accurate descrip-

tion of the complete 3-D state of stresses, rendering it ideal for the purpose

of damage simulations [10]. Furthermore, Laulusa et al. [11] evaluated the

performance of different shell elements in alleviating membrane locking using

several benchmarks, and compared their results against the deep shell solu-

tion. Fig. 2.6 illustrates that MITC performs significantly better than other

methods in treating membrane locking, and provides less stiff response with

more accurate membrane strains [11].

(a)

(b)

(c)

Analytical solution
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Figure 2.5: (a) Schematic for 1-D beam subjected to vertical bending load. Com-
parison of its (b) maximum vertical tip deflection uz against analytical solution
(uz = −5.369 × 10−5) m, and (c) transverse shear stresses σyz against solid hexa-
hedral elements, predicted by full-integration/ reduced/ selective/ MITC methods.
All images reproduced from Carrera et al. [10] with permission from Wiley, refer to
[10] for more details.
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Figure 2.6: (a) Schematic for Scordelis-Lo barrel roof under distributed load used to
test membrane locking (b) Comparison of normalised displacement of barrel roof at
point C, for different types of shell elements with respect to increasing number of
DOFs. All images reproduced from Laulusa et al. [11] with permission from Elsevier,
refer to [11] for more details.

2.3 Damage Modelling - an Overview

An appropriate shell element formulation as discussed in the previous sec-

tion is necessary to model the 3-D deformation of thin plies accurately. From

a computational perspective, shell elements are more efficient than a full 3-

D discretization scheme using hexahedral elements. Furthermore, employing

Mindlin shell elements ensures that the damage in composite plies initiates and

evolves due to coupled membrane/bending deformations. However, it is also

important that the constitutive damage model itself captures the diverse com-

posite failure modes accurately. In contrast to ductile metal materials, compos-

ites fail due to wide range of complex anisotropic failure modes that interact

with each other. Typical failure modes in layered composite laminates can be

primary classified into two types, i.e. intra-laminar and inter-laminar damage

as shown in Fig. 2.7. The former, e.g., delamination, involves separation of

composite plies due to failure of adjoining adhesive layers. Delamination is

one of the primary modes of failure in composite laminates that is often barely

visible, but causes significant degradation of the structural strength. The latter

involves evolution of damage within individual plies due to fibre cracking un-
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der tensile loads, matrix cracking under tensile/shear loads, fibre microbuck-

ling, fibre pullout, fibre bridging and debonding, or a combination of these

modes. Intra-laminar failure in thick-ply composites initiates within resin rich

Figure 2.7: Illustration of diverse inter-laminar and intra-laminar damage modes in
composite laminates (image reproduced from Noels [12])

matrix pockets which further evolve to cause delamination, and also fibre fail-

ure in some cases. However in thin-ply spread-tow composites (Fig. 2.8), the

fibre bundles are flatter and wider, and the resin rich areas are considerably

reduced. As a result, sub-critical damage mechanisms like transverse matrix

cracking and delamination are practically suppressed leading to an improved

fatigue life and damage resistance [2, 38, 87–90]. In such cases, fibre failure

Figure 2.8: Regular-tow vs Spread-tow woven fabric reinforced composite (image
reproduced from Olsson et al. [13])

becomes more relevant and acts as the primary mode of intra-laminar failure

[45]. Modelling of fibre-based failures has been difficult as fibre cracks are

often accompanied by subsequent fibre-pullout events, which leads to fibre-

bridging between crack faces. This renders the intra-laminar damage response
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quasi-brittle, which is characterized with a gradual degradation of induced

stresses as the crack evolves. This is in contrast to brittle fractures which are

manifested by a sudden drop in the induced stresses and subsequent structural

collapse. Both intra- and inter-laminar damage can occur simultaneously; how-

ever in thin-ply composites, they are largely uncoupled due to the suppression

of transverse shear cracking [45]. This warrants the need for a robust meso-

scale damage modelling framework that:

• Is computationally cheaper, efficient and provides accurate predictions

of composite fracture behaviour both in terms of curvillinear crack-paths

and strength degradation

• Captures damage initiation and evolution due to coupled membrane and

bending deformations

• Models diverse anisotropic intra-laminar failure modes and facilitates re-

liable assessment of the overall strength of composite laminate structures

• Simulates both intra-laminar and inter-laminar composite damage modes

accurately

In Linear Elastic Fracture Mechanics (LEFM) methods, damage initiation

and propagation are described within the remit of brittle and quasi-brittle

fracture [17]. LEFM methods can be classified broadly under two distinct

theoretical frameworks, i.e. methods that rely on discrete (sharp) or diffuse

(smooth) representation of damage based on Computational Fracture Mechan-

ics (CFM) (see, e.g., [91]) and Continuum Damage Mechanics (CDM) (e.g., [92])

approaches respectively, wherein the latter is also applied vis-à-vis nonlinear

ductile damage. In the former, the crack is introduced as an explicit geomet-

rical discontinuity in the finite-element mesh, whereas the latter relies on a

smooth representation of damage that is homogenized over a representative

volumetric domain. In CDM approaches, the damage variable is embedded

directly into the constitutive model, and thus facilitates implicit modelling of

stiffness degradation effects. The smeared/diffused crack approaches, e.g.,
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gradient enhanced damage and phase field approach, lie effectively at the

boundary of CFM and CDM methods [17]. The phase field method (PFM)

[93, 94], that falls under the realm of diffused crack methods [95], performs

implicit treatment of strain localization by replacing the sharp crack interface

with a scalar damage variable. The damage variable, also known as the phase

field, is diffused into the crack surrounding domains, with the diffusion zone

width controlled by a length-scale parameter.

To this point, several theories and criteria pertaining to numerical predic-

tion of damage in isotropic and orthotropic materials such as composites have

been proposed. Some of the early versions of discrete crack models based on

CFM originated from the works of Ngo and Scordelis [96], which predicted

crack paths via the splitting of mesh nodes, thus constraining the crack-paths

to coincide with the element edges. This made the discrete models highly mesh

dependent and improvements were needed to reduce the mesh-bias problem.

Constraining the crack propagation to lie only over the element edges leads to

over-estimation of fracture energy unless an additional correction is applied.

This results in predicted crack-path to diverge significantly from the actual

crack-path, especially when a coarser mesh is used [97]. One way to alleviate

the mesh-bias problems is by using automatic remeshing techniques during

crack propagation [98]. Several techniques incorporating sophisticated remesh-

ing algorithms [47, 99] have been introduced to model singular stress fields. In

addition, diverse methods based on calculation of the fracture parameters, e.g.,

stress-intensity factors (SIFs) have been proposed, see e.g. path-independent

integrals [100, 101], virtual crack closure technique [102, 103], hybrid element

approach [104] and Irwin’s crack closure integral [105]. The computational ef-

ficiency of such methods is low, primarily due to the requirement of remeshing

algorithm for maintaining fine mesh in the vicinity of crack tip.

The extended finite-element methods (XFEM) [49, 50] was introduced to

efficiently and accurately treat LEFM and cohesive fractures, which allows for

automatic propagation of crack independently of the underlying mesh and is

highly flexible, resolving crack-tip stress singularities with a much coarser dis-
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cretization compared to the standard FEM. However, to define the crack topol-

ogy, XFEM requires additional DOFs and individual crack segments, which

increase significantly as the problem size grows and makes XFEM computa-

tionally expensive. In addition, the extension of XFEM for 3-D applications is

not straightforward, as the crack-propagation increment in 3-D becomes diffi-

cult to specify [17]. XFEM models are primarily based on the assumption of

LEFM, and uses crack-tip stress intensity factors (SIFs) to evaluate crack prop-

agation. A direct disadvantage is that standard XFEM fails to predict the exact

crack behaviour for ductile damages, where significant plastic deformations

and non-linearities are involved. There have been attempts to model ductile

damage by combining XFEM with continuum mechanical models [106–108]

which takes the softening and damage effects into account, arising due to mi-

croscopic voids initiated at inclusions in the material matrix [109].

Cohesive zone modelling (CZM) [110, 111] is an alternative discrete method

based on the partition of unity framework, which predicts the crack topol-

ogy with the help of discrete, overlapping segments. CZM effectively over-

comes numerical stress singularities by considering a small fracture process

zone (FPZ) ahead of the crack tip that exhibits some ductility. As a result,

the fracture energy is gradually released at the crack-tip based on the length

of FPZ and the crack opening displacement, as opposed to sudden release of

energy that is witnessed during pure brittle fractures. CZM is a highly effi-

cient and flexible approach that has become the industry standard for realistic

prediction of structure’s critical strength and load bearing capacity. A down-

side, however is that it requires the crack-propagation path to be pre-defined

before the analysis. This limits it’s applicability to problems where crack-paths

are already known, e.g., delamination of composite plies. A variant of CZM

is the Cohesive Segments Method (CSM) [112] that introduces cohesive seg-

ments arbitrarily within the finite-element mesh to incorporate discontinuity

in the displacement field. CSM utilizes a set of overlapping cohesive segments

to model a continuous crack-path, and has been used in various partition-

of-unity methods that use cohesive theories within a meshless discretization
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approach, see e.g. [113, 114].

Discrete models are useful in describing the crack behaviour at finer scales,

starting from crack initiation to propagation and ultimately coalescence. The

approaches based on fracture mechanics and micro-damage mechanics attempt

to model each individual crack and their interaction with other defects. This

requires high amount of computational resources and are practically inefficient

for large-scale industrial problems. The discrete models are also inefficient for

analyzing problems with high-strain rates, wherein a fine scale spatial dis-

cretization is used to model complex crack patterns.

In such cases, methods based on either a continuum representation of

damage, e.g., continuum damage modelling [115, 116], diffused crack ap-

proaches, e.g., the phase field method [93, 94] or the thick level set methods

[117], provide higher advantage as they do not rely on explicit representation

of crack, and hence overcome the numerical issues associated with the pres-

ence of sharp discontinuity in the domain. Rather, they represent crack using

a damage variable whose evolution causes the degradation of material stiff-

ness. Such methods have proved to be highly successful in predicting complex

crack patterns and failure characteristics in wide range of materials, including

composites [118–122].

CDM provides an efficient alternative to formulate constitutive models for

damaged composites by representing the complete damage effect by means of

a homogeneous damage field. However, CDM models when considered at a

purely local level are ill-posed and mesh-dependent within a finite element

setting. Hence, regularization [123, 124] or continuum homogenization tech-

niques [125] are often required to prevent the spurious localization of damage.

To circumvent these deficiencies, an integral-type non-local model is defined

to provide non-local strain measures by using a weighted mean of local strain

values considered over a small volume. Traditional approaches relied on pre-

dicting the crack evolution based on a strength criteria, but they suffered from

presence of stress singularities at the crack tip producing incorrect results [126].

This can be overcome by replacing strength based approach with energy based
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fracture criteria, refer [127], in which the fracture energy is utilized as a mate-

rial parameter in addition to the fracture strength. This causes another mesh

bias problem of the energy rate being dependent on element size, which can

be addressed with a crack band model [128].

Diffused crack approaches resolve the issue of mesh-dependence during

crack propagation by replacing the sharp discontinuous crack with a continu-

ous damage field that is smeared/diffused into the crack surrounding domains

within a length-scale. Diffused crack approaches, in particular the phase field

method (PFM), have displayed a highly promising behaviour in predicting lo-

calized and complex crack patterns without needing to keep track of sharp

crack interfaces and discontinuities [24, 129]. In particular, the damage model

incorporates the effects associated with crack formation such as stress release

or stiffness degradation into the constitutive model rather than attempting to

model the actual crack topology [97]. Started with the work of Rashid [95],

which defined a cracking criterion for pre-stressed concrete pressure vessels,

a smeared approach works on the principle of loss of material stiffness in the

direction normal to crack (plane of degradation), as crack evolves and propa-

gates through the structure. Phase field methods (PFM), proposed by Franc-

fort and Marigo [93], Bourdin et al. [94], are based on the variational theory of

fracture that helps overcoming certain limitations of the Griffith’s theory and

enabling automatic crack initiation, branching, merging and handling curved

crack paths without any modification of the underlying finite-element mesh.

The main advantage of PFM is that the crack-path does not need to be pre-

defined; rather it emerges as a solution to a physical energy-based partial dif-

ferential equation that is solved over the entire computational domain. How-

ever a minimum length scale parameter is needed for the accurate resolution

of crack which results in extremely fine mesh sizes in the regions where crack

is expected to propagate.

In the subsequent Sec. 2.4-2.5, different discrete and diffuse damage mod-

elling approaches are comprehensively reviewed and their advantages/limitations

with regards to applicability for modelling composite damage is discussed.
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2.4 Discrete Damage Modelling

2.4.1 Remeshing

Figure 2.9: Damage modelling using an automatic evolutionary remeshing algorithm
(image reproduced from Bouchard et al. [14], with permission from Elsevier)

In the 70s, remeshing was introduced as a necessary component to predict

discrete fracture propagation using FEM, particularly in elastic and elastic-

plastic materials (Fig. 2.9). Remeshing approaches can be of two types, i.e.

one which involves remeshing of the entire model in each time-increment, and

another that involves modification of only certain number of elements in the

vicinity of the crack tip and locally remeshing them, thus minimally impacting

the original model. The former approach has been reported in [130, 131] and

allows generation of elements with better aspect ratios. However, it poses com-

putational challenges in transferring a large number of state variables from the

old mesh and interpolating them for the new mesh, especially for elastic-plastic

materials. For the latter approach, since only a small number of elements close

to the crack tip need to be remeshed, the number of variables that need to be

transferred decrease, thus involving lesser computational overheads. However,

this leads to other challenges as the already existent mesh in far-away regions

restricts creation of new well-shaped elements, which need to fit into the small

confined region that is being remeshed.

Some of the earlier endeavours in CFM, see e.g. [96, 132, 133], were

based on the principle of nodal release, wherein the crack propagation was

constrained along predefined mesh lines. Several remeshing techniques, in

particular the h-adaptive remeshing [134], have been proposed till date, see

e.g. [135–141]. H-adaptive remeshing modifies only the element geometry,
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shape and sizes based on a posteriori error estimator, but keeps the element

formulations unchanged [142]. Such methods are highly mesh dependent as

the cracks propagate only along element edges, and over-estimate the frac-

ture energy especially when the predicted crack-path deviates from the actual

crack-path.

Trädegård et al. [143] used a combination of nodal relaxation and auto-

matic remeshing algorithms to model crack propagation in elastic-plastic ma-

terials using Abaqus, and was able to enhance the accuracy of solution with

lesser DOFs and computational time as compared to conventional methods.

Extending the concept in [143], Bouchard et al. [14] proposed an advanced

fully-automatic remesher to deal with multiple boundaries and multiple ma-

terials in discrete crack approaches (Fig. 2.9). Radial concentric meshes along

with evolving refinement were introduced in order to improve the accuracy of

computations at each crack tip. Bouchard et al. [47] further utilized the au-

tomatic remesher to compare and highlight advantages/disadvantages of dif-

ferent crack growth criteria and their corresponding predictions of crack-path.

Rethore et al. [144] and Shahani and Fasakhodi [145] worked on analyzing dy-

namic crack propagation using remeshing techniques. However, Rethore et al.

[144] focused more on developing an appropriate numerically stable strategy

for dynamic crack propagation problems, and used varying mesh-sizes to ex-

amine the stability of the scheme. The aim of this work, in fact, was not to de-

velop an efficient remeshing procedure with accurate projections, but to deal

with the numerical stability of the scheme and the uncontrolled transfer of

energy while using projections via so-called balance recovery method. On the

other hand, the focus of Shahani and Fasakhodi [145] was to perform an FE

simulation based on remeshing technique compatible with the actual dynamic

fracture process. In [145], a dynamic fracture toughness criterion was used to

predict the crack-tip velocity, and a remeshing procedure using ANSYS Para-

metric Design Language (APDL) was employed at each crack extension step to

model the crack-tip singularity.

Since failure in composites involve a large-number of micro-cracking mech-
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anisms, modifying the model geometry and mesh to track these micro-cracks

becomes a challenging task even for the simplest analyses. As a consequence,

remeshing has found very limited application within the context of progressive

damage and failure modelling in composites. Rather, the continuum damage

approaches that are capable of modelling multiple cracking, crack branching

and merging phenomena in a computationally less expensive manner are pre-

ferred [142].

2.4.2 Cohesive zone modelling (CZM) and cohesive element

(CE) method

Figure 2.10: Concept of fracture process zone and modelling of damage using cohe-
sive zone method (image reproduced from Jousset and Rachik [15], with permission
from Elsevier)

Cohesive zone modelling (CZM) is a class of discrete fracture mechanics

approach in which the stress state is redistributed over a finite domain termed

as the fracture process zone (FPZ), and involves gradual fracture formation

(Fig. 2.10). Many materials such as composites or concrete are not perfectly

brittle in the Griffith [146] sense; rather they exhibit some ductility after attain-

ing their critical stress. This is due to the presence of the FPZ in the vicinity of

the crack-tip, which is accompanied by small-scale yielding and the initiation

and coalescence of micro-cracks. The crack in CZM spreads across extended

crack tips and is resisted by cohesive tractions that vary as a function of the

crack opening. In particular, the cohesive model defines the strength degra-
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dation behaviour starting from the point when the critical fracture strength

is reached until the interface stiffness becomes zero, and the substructure is

completely separated [42].

The concept of cohesive zone models was originally proposed in the works

of [110, 111, 127], which introduced a traction-separation law that governed

the material separation across adjoining interfaces. As the crack tip is ex-

tended over FPZ, CZM tends to reduce the mesh sensitivity as compared to

purely stress based discrete approaches, although marginally. CZM has sev-

eral advantages over other fracture mechanics approach such as the virtual

crack closure technique (VCCT) or other LEFM approaches [147].

In VCCT, the fracture energy released during crack propagation is as-

sumed equal to the energy required to close the crack back to it’s original

position, and computes the energy release rate based on nodal forces and

displacements [148]. VCCT requires the nodal information from the nodes

ahead and behind the crack-tip to calculate fracture parameters, which is often

cumbersome and requires remeshing. Cohesive zone models overcomes these

issues and also predict accurate crack behaviour of uncracked structures, in-

cluding those with blunt notches [149]. To this point, CZM has been employed

within the frameworks of the Finite Element Method [150], Boundary Element

Method [151], Partition of Unity approach [152], Smoothed Particle Hydrody-

namics [153], Kernel particles [154] and Element-Free Galerkin method [155].

2.4.2.1 Application to composites

The ease of implementing CZM within a discretization scheme, e.g., FEM or

BEM and its capability to avoid singularities makes it a preferable method

for analyzing composite fracture problems [156]. Both delamination initiation

and propagation can be modelled using CZM without the need of pre-existing

cracks [157, 158]. Cohesive zone theories have been extensively used to model

delamination failures in composites [148, 159–165]. Camacho and Ortiz [166]

applied CZM to model discrete crack nucleation and propagation enabling de-
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tailed predictions of dynamic fracture and fragmentation progression in brittle

materials subjected to impact. This has been successfully used for delamina-

tion modelling in both static [167–170] and dynamic [171–175] loading and

impact conditions. CZM has also been successfully used to predict anisotropic

damage initiation, evolution, prediction of strength and damage zone size in

orthotropic composite layups [176, 177].

CZM can be implemented in the form of cohesive elements or cohesive

interactions between the adjoining surfaces. Cohesive elements are used when

the interface adhesive layer has finite thickness and macroscopic properties,

such as the stiffness and strength of adhesive material are available [178].

However, when the thickness of the adhesive layer is negligibly small, it is

more appropriate and computationally efficient to use cohesive surface inter-

actions, especially in explicit analysis as it does not penalize the stable time

increment. In the cohesive element approach, fictitious elements, also termed

as interface elements, are introduced between the finite element mesh at the

interface and traction separation laws are defined as their constitutive rela-

tions. Cohesive elements are a class of continuum finite elements, added in

between the connected substructures as a means of adding a damageable layer

for delamination modelling [179].

Cohesive elements combine principles from CFM and CDM and model

both delamination and debonding in composite materials [147]. They do not

require an a-priori assumption of initial damage size and computationally ex-

pensive re-meshing algorithms, which renders it a highly beneficial method

over classical fracture mechanics theory [159]. A drawback of using cohesive

elements is that they cannot account for an arbitrary crack front shape, which

makes it difficult to differentiate between shear damage mode II and III dur-

ing delamination [180]. This also limits its application primarily to scenarios

where the fracture takes place along well-defined interfaces and the placement

of cohesive surface is clear, e.g. delamination [112].

For intra-laminar fracture propagation within composite plies or any other

bulk material, the crack paths are arbitrary and often unknown, which makes



2.4. Discrete Damage Modelling 40

it difficult to mark clear interfaces. A variant of CZM is the Cohesive Segment

Method (CSM) first introduced in [112], in which the crack is modelled as a col-

lection of overlapping cohesive segments that incorporates displacement jumps

within partition of unity framework. The method allows for the insertion of

these cohesive segments at arbitrary locations and orientations, which facili-

tates convenient modelling of complex crack initiation and growth at multiple

locations. CSM has been effectively used in modelling intra-laminar as well as

inter-laminar cracks in composites [181–184].

2.4.3 eXtended finite-element method (XFEM)

Figure 2.11: Schematic description of damage modelling with eXtended finite-element
method (XFEM) (image reproduced from Wu et al. [16]), with permission from
Springer Nature)

The main challenge in conventional FEM approaches lies in the fact that

the mesh needs to be updated at each crack propagation step [17]. The de-

velopment of extended [50] and generalized [58] finite element methods based

on the concept of the partition of unity (PU) [152, 185, 186] has managed to

solve this issue to a great extent. The extended finite element method (XFEM),

first developed by Belytschko and Black [49] and Moës et al. [50], models crack

propagation by enriching the solution space with a set of additional degrees

of freedom and adding discontinuous basis functions to the standard polyno-

mial basis. XFEM disassociates the crack topology from the underlying finite
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element mesh and hence, does not rely on expensive mesh-update algorithms

to track the crack paths (Fig. 2.11). This makes XFEM highly flexible in re-

solving crack-tip stress singularities with a much coarser discretization. In

contrast to standard FEM, the mesh for XFEM model is completely indepen-

dent of the location of the grain boundaries [187]. Furthermore, it mitigates

the reduced accuracy of the FEM due to the introduction of mesh dependent

projection errors. Belytschko et al. [187] presented a thorough review on appli-

cations of extended/generalized finite element methods (XFEM/GFEM) to ma-

terial modelling problems with reference to fracture, dislocations, grain bound-

aries and phase interfaces. XFEM was further extended to three-dimensional

crack modelling by Sukumar et al. [188] using the notion of partition of unity.

This was achieved by adding discontinuous functions and functions from two-

dimensional asymptotic crack-tip displacement fields to model the interior of

crack surface and crack front enrichment respectively.

2.4.3.1 Application to composites

Some of the early works of extending the application of XFEM for fractures in

orthotropic media, e.g., composites, can be traced to [189, 190]. The XFEM so-

lutions, applicable for the static case, were extended to analyze dynamic stress

intensity factors for fixed cracks [191] and later for the dynamic analysis of

moving cracks using time-independent enrichment functions [192] in compos-

ites. Several attempts have been made to numerically study matrix cracking,

interface debonding and crack propagation in bi-material composite systems

with XFEM [193–196].

Dimitri et al. [195] combined the level set method with XFEM to predict

the direction of propagation and near crack-tip stress intensity factors for com-

posite fractures under different loading conditions. XFEM has been increas-

ingly used in performing fatigue crack growth simulations and predicting fa-

tigue life of metallic, super-alloys, composite and plastically graded materials,

see e.g. [197–202]. The eXtended Iso-Geometric Analysis (XIGA) combines

the numerical advantages of XFEM and the meshing flexibility of Isogeomet-
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ric Analysis (IGA) and has been used in solving a range of crack disconti-

nuity problems in different materials [203–207]. Very recently, Egger et al.

[17] presented a critical review comparing crack-path and strength prediction

capabilities of different discrete (XFEM/SBFEM) and diffused (PFM) damage

modelling approaches.

As compared to cohesive zone and cohesive element techniques, XFEM

does not require the crack to align with the interface between two elements,

which makes it highly suitable for analysing complex intra-laminar crack pat-

terns in composites. XFEM has also been increasingly applied in conjunction

with Cohesive zone models to study delamination and matrix crack growths

in composites. Originally proposed by Moës and Belytschko [208], the com-

bined method results in representation of crack independent of underlying

mesh and crack propagation based on CZM. This has been applied to sev-

eral damage simulations of composite structures including delamination, see

e.g. [209–211]. However, XFEM is also prone to some disadvantages that limit

its applicability. As the number of crack segments increase, the pair of level

set functions required for the definition of their topology also increase, and

so does the computational complexity and problem size due to the incorpo-

ration of additional DOFs [97]. The numeric implementations of XFEM are

not generic and involves significant algorithmic changes to the code to ex-

tend them to further types of analysis. Extension of XFEM to simulate 3-D

problems is not straightforward and involves complexities in specifying the

crack-propagation increment in 3-D. Furthermore, it is not intuitive and re-

quires expert knowledge to assess if a crack has arrested near the obstacles or

it’s further propagation is limited by XFEM itself, see e.g. [17].

2.4.4 Scaled boundary finite-element method (SBFEM)

SBFEM belongs to the class of semi-analytical methods [55, 59, 212–215], and

has been a useful method in providing numerical solutions to diverse phys-

ical problems [42], including discrete fracture propagation [216]. The main
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Figure 2.12: Schematic description of damage modelling with scaled-boundary finite-
element method (SBFEM) (image reproduced from Egger et al. [17])

advantage of SBFEM over standard FEM approaches is that it only requires

the domain boundary to be discretized, and approximates the solution in the

interior domains based on the boundary values (Fig. 2.12). The method is an

extension to the classical boundary element method, which derives the kernel

solution numerically on the basis of finite element approximations. It allows

for more accurate quantification of stress intensity factors (SIFs) at material

interfaces, and is efficient in modelling singular stress fields in the vicinity of

cracks. Yang [217] developed a mixed-mode crack propagation model based

on LEFM by exploiting the direct SIF calculation capability of SBFEM, owing

to its analytic representation of stress-singularities at crack tips.

SBFEM was originally developed for unbounded domains, but it was later

realized that it is more effective in modelling bounded domains, especially

within the context of LEFM [218]. This is corroborated by the SBFEM’s capabil-

ity of straightforward extraction of fracture parameters like stress-intensity fac-

tors, T-stress and higher order term coefficients from the singular components

of stress-field [219, 220]. Wolf and Song [221] adopted a consistent infinitesimal

finite-element cell method which they later standardized into SBFEM, by using

weighted residual method [215, 222]. Deeks and Wolf [223] further provided a

virtual work based formulation that led to broader adoption of SBFEM.

To this point, the method has been effectively used in modelling nonlinear

cohesive and dynamic fractures [216, 224–226], crack propagation [227, 228]

in concrete, SIFs and singularity order computations in multi-material plates

under both static and dynamic loading [218, 229], crack direction prediction
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in bi-material notches [230], free-edge stress determination in laminated com-

posites [231], functionally graded materials [232, 233] and non-local damage

[234, 235]. Initial attempts to use SBFEM for crack propagation, see e.g. [217]

required manual specification of initial meshes [17]. To overcome the issues of

laborious meshing procedure, automated meshers were proposed for polygo-

nal elements [236, 237]. Recently, Ooi et al. [238] proposed the use of quad-

tree decomposition with polygon clipping for accurately discretizing curved

geometries with coarse meshes. The primary advantage of this approach is

that the computational efficiency can be enhanced significantly, as it results in

a limited number of possible element realizations that can be pre-computed

[17].

The SBFEM has also been applied within a multiscale setting, see e.g.

[239–241] with the aim to improve the computational efficiency of damage

simulations. Recently, the principles of SBFEM were combined with Isogeo-

metric Analysis (SBIGA) that reduces error norms per degree of freedom in

displacements and energy, providing exact treatment of curved boundaries

and delivering additional refinement and continuity adjustment possibilities

[242, 243]. SBIGA leads to slightly higher computational costs due to the Non-

Uniform Rational B-Splines (NURBS) based integration procedures associated

with IGA [244, 245], however the drawback is effectively overcome as only the

domain boundary needs to be discretized [17].

2.4.4.1 Application to composites

There have been few attempts to apply SBFEM for numerical modelling of

composites [246–251]. Bek et al. [246] applied SBFEM to investigate the elas-

tic properties of Polymer Nano-composite (PNC) materials using an adaptive

meshing algorithm. A semi-analytical technique based on SBFEM was pre-

sented in [247, 252] to analyze cracks and notches in piezoelectric composites,

evaluating the generalized stress and electric displacement intensity factors

directly from the semi-analytical solution.
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Li et al. [248] evaluated the dynamic stress and electric displacement in-

tensity factors of impermeable and interface cracks in piezoelectric homoge-

neous and bi-materials respectively. Hell and Becker [249] studied the influ-

ence of laminate free-edge effect and 3-D crack configurations in composite

laminates involving inter-fiber cracks using SBFEM. Saputra et al. [253] used

SBFEM to analyse cement-based piezoelectric ceramic composites and deter-

mining its mechanical properties based on actual distribution of piezoelectric

particles in cement matrix. Very recently, SBFEM has been applied to analyze

interface cracks emanating from the free edges of composite laminates [250]

and weakly bonded laminated composite plates including unidirectional and

symmetric/anti-symmetric cross ply laminates, subjected to cylindrical bend-

ing [251]. However, the method is still in its premature stage to be actually

utilized in practical composite damage applications, and the robustness of the

method is greatly determined by the numerical stability of underlying eigen-

value problem [254].

Contrary to XFEM that permits the crack propagation analysis using con-

stant mesh, the quadtree mesh in SBFEM needs to updated frequently with

each time-increment. Furthermore, the polygon clipping introduces displace-

ment discontinuities in the form of double nodes, which increase the overall

number of system DOFs. In some cases, the clipping results in non star-convex

elements which cannot be effectively treated by SBFEM, or elements with poor

aspect ratios in FEM sense which may lead to erroneous numerical integration

[17].

2.5 Smooth Representations of Damage

2.5.1 Continuum Damage Modelling (CDM)

Instead of representing a crack as a discrete geometrical entity, CDM repre-

sents damage with an appropriately defined damage variable whose evolu-

tion is governed by a phenomenological constitutive relation [115]. CDM fa-
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Figure 2.13: Illustration of continuum damage modelling (CDM) using principle of
homogenisation (image reproduced from Talreja [18], with permission from Taylor &
Francis)

cilitates the modelling of progressive failure in structures and the prediction

of their failure strength by characterizing the distributed macroscopic defects

and incorporating stiffness degradation effects using the damage variables.

Kachanov [115], see also [255], developed the first CDM model for creep rup-

ture of metals popularly known as the Rabotnov-Kachanov equations, which

involved the evolution of a creep-strain (εc) and a damage parameter (ω) as

shown in Eq. (2.1)-(2.2). The variable ω defines the damaged state of the ma-

terial and ranges from 0 (no damage) to 1 (failure).

ε̇c = C1
σn

(1−ω)m (2.1)

ω̇ = C2
σν

(1−ω)µ (2.2)

where C1, C2, n, m, ν, µ are material constants that depend on the temperature.

The Rabotnov-Kachanov creep damage model posed problems pertaining to

the damage rate becoming excessively large near material failure, i.e., when

ω approached unity. Liu and Murakami [116] proposed an improved model

involving the constitutive and evolution Eqs. (2.3)-(2.4) of creep and creep-
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damage from the micro-mechanical point of view.

ε̇c = Cσn2 exp
(

2(n2 + 1)
π
√

1 + 3/n2
·ω3/2

)
(2.3)

ω̇ = D
(

1− e−q2

q2

)
σ

p
r eq2ω (2.4)

with {C, n2, D, q2, p} representing material constants and σr denoting the rup-

ture stress.

2.5.1.1 Application to composites

The prime difference in the fracture mechanism of monolithic metallic struc-

tures and composites is that in the former a single dominant crack contributes

to the overall material degradation and failure, whereas in the latter, a large

number of micro-cracks can be evenly distributed within the overall structure

[256] (Fig. 2.13). Due to the uniform distribution of micro-cracks within the

material volume, damage in composites is regarded as a homogeneous phe-

nomenon and renders itself naturally for the application of CDM models. Frac-

ture mechanics and micro-damage mechanics approaches model each individ-

ual crack and their interaction with other defects which require high amount

of computational resources and are practically inefficient for large-scale indus-

trial problems. CDM provides an efficient alternative to model constitutive

models for damaged composites by representing the complete damage effect

by means of a homogeneous damage field.

Over the past five decades, CDM has proven to be an effective tool for

predicting damage initiation and evolution in composite laminates and subse-

quently the load-bearing capacity. In CDM theory, the damage evolution laws

for fibre-reinforced plastics (FRP) are established based on damage tensors

and internal state variables, that relate to mechanical aspects of damage mech-

anisms and the dissipation energy required for damage evolution [42]. To this

point, several theories and failure criteria have been established that predict

progressive damage and ultimate failure strength of composites based on di-
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verse failure mechanisms, e.g. fibre breakage, fibre pullouts/bridging, debond-

ing, matrix cracks, shear failure etc. The most prominent amongst these are

the Hashin [257], LaRC [258–261], Rotem [262–264], Puck [265, 266], Tsai-Wu

[267], Tsai-Hill [268], maximum stress [269], Hoffman [270], and Yamada-Sun

[271] failure criteria. With an exception of the LaRC, a large number of these

continuum-based criteria are empirical in nature, and are derived as a relation

between the internal stresses and experimental material strength measures at

the onset of failure [258].

Chaboche [272] incorporated CDM into a generic thermodynamical frame-

work by accounting for the irreversible nature of damage, and developed it

into a systematic branch of mechanics by introducing damage as a state vari-

able. CDM has proved its robustness in variety of cases where computational

fracture mechanics becomes difficult to apply, e.g. ductile damage scenar-

ios under large deformations [273] or in composites with brittle matrices and

relatively weak inter-facial bond that display extensive debonding behaviour,

which makes it difficult to identify the exact point of crack initiation [274].

One of the earliest attempts to apply CDM to composites can be traced back

to Talreja [275], who characterized the damage response using a set of vector

fields representing different damage modes. This was later extended to predict

damage evolution in cross-ply laminates [276], see also [277] for overview of

developments in fatigue and damage of composites.

The fundamental assumption of CDM theory is to treat the damaged ma-

terial as a statically homogeneous continuum so that a macro-scale material

constitutive relationship involving elasticity and damage can be used to de-

scribe the overall material behaviour. As a result, the concept central to CDM

is the homogenization of damage for a representative volume element (RVE)

inside the damaged material. For this concept to be legitimate, the size of RVE

has to be sufficiently large so that the effective material properties of dam-

aged material do not depend on the locations of micro-cracks [92, 256]. Allix

et al. [278] implemented inner failure and delamination initiation of composite

laminates accounting for their nonlinear behaviour.
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Ladevèze et al. [279] proposed a damage meso-model for composite lam-

inates capable of computing damage mechanism intensities inside the plies as

well as interfaces. Maimı́ et al. [118, 119] introduced a continuum damage

model based on anisotropic damage tensor and damage activation function

based on LaRC04 failure criteria to predict diverse ply-level failure mecha-

nisms. Camanho et al. [280] compared the strength and size-effect prediction

capabilities of CDM model and established its robustness and accuracy over

other damage modelling approaches. Thermodynamic models to describe pro-

gressive failure and stiffness degradation properties in composite laminates

were established for plane-structures in [280–282] and for cylindrical lami-

nates in [283, 284]. Pinho et al. [120, 285] developed a combined 3-D fail-

ure criteria for laminated fibre-reinforced composites that derived all damage

model properties from physics-backed models. The model was successfully

applied to reproduce key failure aspects observed in composites like the in-

clined fracture plane in matrix compression, ±45o shear failure patterns, kink

band formations, crushing of composite column etc [120, 285]. CDM has been

extensively used in modelling progressive damage based on anisotropic in-

tralaminar ply-failure mechanisms including fibre/inter-fibre failures, matrix

cracks, debonding etc [286–289], fatigue failure [290–295], damage evolution

under low-velocity, high-energy and ballistic impact scenarios [2, 296–301]. A

detailed review of CDM models has been previously reported in [42, 180].

A downside of CDM models is that they are phenomenological rather

than being derived from a robust mathematical/ physics-based framework.

Also, when the strain softening behaviour is included within the CDM, the

corresponding boundary value problem becomes ill-posed often resulting in

numerical instabilities [281, 302, 303]. Consequently, the finite-element so-

lution becomes mesh-dependent and additional energy-based regularization

techniques, e.g., the crack-band model, must be employed to prevent spu-

rious damage localization and ensure an admissible mesh-objective solution

[118, 128]. Although CDM models have reached at a matured stage and pro-

vide good estimate of overall reduction in material strength, using them to
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model multiple localized crack paths such as the one observed during crack

branching and merging phenomena is a difficult and challenging task.

2.5.2 Phase field modelling (PFM)

Figure 2.14: Modelling of crack branching/merging using Phase field modelling
(PFM) (image reproduced from Kakouris and Triantafyllou [19], with permission from
Elsevier)

PFM falls under the broader category of diffused crack approaches and

uses the variational theory of fracture [93] as point of departure. In PFM, the

crack is diffused into the surrounding domains instead of being modelled as

a discrete geometrical entity, and the width of this diffusion zone is controlled

via a length-scale parameter lo.

Contrary to CDM, the damage description in PFM is obtained in terms of

a phase field that naturally emerges as the solution of a physics-driven partial

differential equation, which minimizes the total potential energy over the entire

computational domain. This enables accurate representation of cracks without

requiring crack-paths to be defined a priori. Furthermore, the crack nucleation,

growth, coalescence and crack-arrest are natural byproducts of PFM [304, 305],

which renders it with enormous flexibility to model curvillinear crack patterns

involving crack merging and branching without any modification of the under-

lying finite-element mesh [17]. PFM does not require numerical tracking of the

evolving discrete crack topologies, and naturally resolves complex problems

like 3-D cracking [see, e.g., 129, 306–308] and dynamic fragmentation [309].
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In the regularized phase field model, the sharp crack surface is replaced

by a diffusive crack interface that is represented by the scalar phase field vari-

able. The phase field variable φ ∈ [0, 1] indicates the cracked (φ = 1) and

intact (φ = 0) states of the material [24]. However, φ can also be represented

conversely with φ = 1 and φ = 0 indicating the intact and cracked states re-

spectively, see e.g. [129]. Both formulations are physically equivalent, and the

correct formulation can be chosen based on the representation of φ. Phase field

method has garnered much attention during the past 10 years due to its highly

generalized crack modelling framework which can be adapted to diverse phys-

ical applications. Fig. 2.15 depicts the rise in number of PFM-related publica-

tions made over recent few years. In the variational theory of brittle fracture,

the total energy potential is expressed as the sum of elastic strain energy and

the fracture energy as shown in Eq. (2.5) with Gc as the crack resistance. The

path integral in Eq. (2.5) can be regularized via a length-scale lo dependent do-

main integral (Eq. (2.6)), and the total potential energy can be minimized with

respect to the displacement and phase field (or damage) variables to obtain

their corresponding evolution equations in Eq. (2.7).

Ψ(ε, Γc) =
∫

Ω\Γc
Ψel(ε)dΩ +

∫
Γc
Gc dΓc (2.5)∫

Γc

GcdΓc ≈
∫
Ω

GcFΓc (φ,∇φ) dΩ (2.6)

∇ · σ = 0 ;
(Gc

l0
+ 2ψ+

e

)
φ− Gcl0∆φ = 2ψ+

e (2.7)

where ψ+
e being the maximum tensile strain energy density, see [24, 310]

for more details.

Bourdin et al. [94] extended the variational formulations in [93] to pro-

vide a general regularised formulation based on the length-scale parameter,

that was considered more suitable for numerical approximations. Signifi-

cant work was performed by Miehe et al. [307] in the context of establishing

the thermodynamic consistency of phase field models and extending them to

multi-dimensional, mixed-mode, multi-physics and dynamic brittle fractures
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Figure 2.15: An indicative illustration showing rise in the number of articles/ docu-
ments related to phase field method published on SCOPUS over the past few years

[24, 311, 312]. Miehe et al. [24] related crack propagation only to tensile strain

energy (ψ+
e ) and introduced a local history variable as the crack driving force

that controls the evolution of crack phase field. The phase field evolution

Eq. (2.7) may yield both homogeneous and non-homogeneous solutions for

the phase field parameter.

The extensions of PFM to model ductile fracture were proposed in [129,

313–317] that also included finite strain applications. PFM has been applied to

model hydraulic [318–320], chemo-mechanical [321–323], thermo-mechanical

[324, 325] and fatigue fracture problems [326–328]. In addition to FEM, phase

field method has been incorporated within Material Point Method (MPM) [19,

54, 329], Virtual Element Method (VEM) [330, 331] and Isogeometric Analysis

(IGA) [129, 332] frameworks. The PFM has been used in modelling thin-shell

fractures based on the Kirchoff-Love (KL) shell theory [333–335]. Kiendl et al.

[335] and Ambati and De Lorenzis [314] adopted higher order smooth basis

functions (NURBS) for KL and solid-shell elements respectively, whereas Amiri

et al. [333] employed maximum entropy meshfree approximations based on C1

continuous basis functions. Reinoso et al. [336] extended the PFM for brittle

fracture in large-deformation solid shell elements based on enhanced assumed

strain (EAS) formulations. However, despite significant computational gains

offered by shell elements in simulating three dimensional surfaces, there have

been very limited efforts to apply PFM in shell damage problems [337].
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PFM has been implemented in Abaqus via User element (UEL) [97, 338,

339] and User material (UMAT) [306] subroutines. Liu et al. [306] compared

the monolithic and sequentially staggered schemes for coupled phase field

models using Abaqus on the basis of their efficiency, accuracy, and sensitiv-

ity to mesh sizes. Although the conventional monolithic algorithm provides

accurate fracture predictions, it suffers from poor convergence issues due to

the non-convexity of the underlying energy functional with respect to both

displacement and crack phase field variables [337]. Efforts have been made to

alleviate this issue, see e.g., line search assisted monolithic techniques [340],

and the more efficient Broyden–Fletcher–Goldfarb–Shanno (BFGS) monolithic

algorithm [339, 341] that involves fewer iterations and reformulations of the

system matrix in each increment.

It is of interest to note that due to the non-convexity of energy functional

that needs to be minimised in the phase field models, the necessary stationarity

conditions may admit multiple solutions, see e.g. [342–344]. There doesn’t

exist a general numerical algorithm that can guarantee global minimisation of

such non-convex functionals. Hence, the solution obtained from the coupled

phase field equations is non-unique in the sense that it is one of the several

local minimisers. Gerasimov et al. [344] proposed a stochastic solution based

on random fields, which allows capturing several non-unique crack solutions

along with their probability of occurrence.

One of the demerits of conventional phase field models for brittle frac-

ture is that the fracture response and the critical fracture stresses depended

on the chosen value of the length-scale parameter lo which is considered as

a numerical parameter [24, 345]. This poses limitations on the fracture pre-

diction capabilities of PFM in real-life scenarios and makes experimental ver-

ification of PFM difficult. Borden et al. [129] analytically derived the critical

values of stresses, strains and phase field variable for the homogeneous 1-D

case Eq. (2.8), and suggested that lo should not only be considered as a numer-

ical parameter, but as a material property since it influences the critical stress
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σc.

σc =
9

16

√
EGc

6lo
; εc =

√
Gc

6loE
; φc =

3
4

(2.8)

Tanné et al. [304], see also [346], showed based on 1-D tension problem that lo

must be linked to material’s characteristic length and peak strength to make

quantitative predictions of crack nucleation; this was verified on 3-point and 4-

point bending of geometries containing different types of notches and different

brittle materials including steel, Polyvinyl chloride (PVC) foams, Polymethyl

methacrylate (PMMA) etc. To this point, many successful attempts have been

made to quantitatively validate experimental brittle fracture response of dif-

ferent materials by appropriately choosing lo based on critical stress [304, 347–

350].

The vast majority of PFM related works have focused on the regularization

of Griffith [146] type brittle fractures, that consider stress fields at the crack-tip

to be singular. However, most materials are not perfectly brittle in the Grif-

fith sense; rather, they exhibit some ductility after reaching the peak fracture

stress. This is due to the formation of a fracture process zone (FPZ) ahead of

the crack-tip that is characterized by small-scale yielding and micro-crack ini-

tiations [351]. The assumption of pure-brittle fracture is valid only as long as

the size of the FPZ is considerably small in comparison to the entire structure.

However in the general case, the fracture is quasi-brittle with Griffith’s

theory being no longer valid, and hence the effect of cohesive forces in the

FPZ must be accounted [351]. Wu [352] first implemented a generalized co-

hesive description of phase field method for treating quasi-brittle fracture sce-

narios, which could be adapted to calibrate different cohesive softening laws.

The primary advantage of the cohesive phase field model is that the critical

stresses are inherently independent of the length-scale parameter lo [353], and

the model can be effectively calibrated using the cohesive softening parameters

that renders it with enormous flexibility in accurately predicting experimen-

tal fracture response [352]. The cohesive PFM has been successfully applied

within the context of hydrogen assisted cracking [354], fatigue damage mod-
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elling in rubber [355], dynamic fractures [351], macro-meso damage modelling

of quasi-brittle materials [356], multi-phase materials [357] and quasi-brittle

fractures in concrete [358].

2.5.2.1 Application to composites

Some efforts have been made to apply PFM model for cohesive fractures that

were particularly aimed towards modelling composite interface delamination

problems, see e.g. [359–361]. In these works, the cohesive zone approach

[111] was adapted into an energetic framework and an auxiliary field variable

was introduced to represent crack opening across the localization band. The

motivation to use an auxiliary field was to define the crack openings as prop-

erly defined kinematic quantity, instead of an internal discontinuity as usually

done for brittle fracture. However, these approaches require tracking of crack

propagation paths similar to the discrete crack methods and lead to spurious

numerical oscillations due to the mismatch between cohesive traction and bulk

stresses, thereby limiting its application to simpler loading scenarios [352].

Contrary to [359], Nguyen et al. [361] incorporated level-sets to describe

diffuse displacement jump at the interfaces and used the phase field variable

directly to model both bulk brittle fracture and interface cracking. Roy et al.

[362] presented a general phase field augmented peridynamics damage model

to model delamination in composite structures, that inherently models cohe-

sive damage evolution and eliminates the need of a traction separation law.

It must be highlighted that the application of PFM to model delamination in

composites has currently been limited, except few other recent works, see e.g.

[121, 363–365].

Despite the significant advantages offered by PFM, there have been only

limited applications vis-à-vis the simulation of intra-laminar fracture problems

in composites [27, 347, 350, 364]. The primary reason is that the composite

intra-laminar fractures are highly anisotropic in not only their elastic but also

fracture regime. Although there have been a wide variety of anisotropic phase
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field models developed till-date, see, e.g., [25, 366, 367], most of them are based

on a unique fracture toughness distribution defined with respect to the crack

orientation. This is not in line with the actual fracture behaviour of composites,

wherein each intra-laminar failure mode, i.e., fibre breakage under tension,

matrix cracking under tension/shear, has different critical stresses and en-

ergy release rates associated with them [347]. Moreover, most currently avail-

able anisotropic phase field models assume material properties to be isotropic

which is in contrast to composites which display highly anisotropic material

behaviour corresponding to matrix and fibre directions.

Bleyer and Alessi [27] modelled anisotropic brittle fracture in compos-

ites considering distinct phase fields for longitudinal and transverse damage

mechanisms. Reinoso et al. [368] predicted the strength of notched thin-ply

laminates using a homogeneous isotropic phase field model and compared it

to a finite fracture mechanics (FFM) approach. Dean et al. [350] coupled phase

field method with a pressure-dependent phenomenological elasto-plastic ma-

terial model for ductile fracture in short fibre reinforced composites. Natarajan

et al. [369] studied the role of fiber-orientations and the inter-fiber spacing on

the fracture characteristics of constant/variable stiffness composite laminates

using a brittle phase field model.

Reinoso et al. [370], Guillén-Hernández et al. [371] combined phase field

and cohesive zone models to investigate failure initiation at composite micro-

scales. There have been some efforts to model the interaction between intra-

laminar and inter-laminar failures in composites by coupling the brittle phase

field model and cohesive zone method in a physically consistent manner, see

for e.g. [364, 365, 372]. Quintanas-Corominas et al. [347] developed a novel

and robust strategy to simulate intra-laminar and trans-laminar brittle fracture

in long-fibre composites by incorporating anisotropy in both the elastic and

fracture properties. Their implementation relied on an additive split of the

crack-driving forces associated with each individual damage mechanism, and

the same phase field variable was associated with all driving forces. It was also

highlighted that this approach results in a single stress-degradation function
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that triggers the degradation of all elastic properties simultaneously and by the

same amount, which eventually may lead to premature triggering of failure

in a full laminate analysis. Zhang et al. [373] combined the phase field and

cohesive element models to capture complicated progressive mechanisms in

composites. Recently, significant efforts have been made in analyzing intra-

laminar fractures of long fibre-reinforced (LFRC) [371, 374, 375], short fibre-

reinforced (SFRC) [350] and curved fibre [28] composites.

The major advantage of diffuse crack methods such as the PFM specifi-

cally lies in their generality. On the contrary, discrete crack methods involve

significant algorithmic changes when extended to exhibit similar crack mod-

elling capabilities, as the codes are often custom and not readily extendable

to further types of analysis [17]. PFM facilitates use of a robust physics-based

fracture modelling framework that is backed by rigorous variational structure.

A downside of PFM is that a fine mesh is often required for accurate reso-

lution of the crack-paths that leads to high computational costs. However,

this computational burden can be effectively addressed using straightforward

utilization of parallel solvers, adaptive mesh refinement [129, 376], multiscale

methods [377, 378] and local/global solution technique [379]. In addition, the

ease of extending PFM to simulate 3-D fractures, curvillinear crack patterns

and multi-physics problems, and their robust connection to both finite fracture

and continuum damage mechanics effectively renders them to be worthy of

further investigation [337].

2.6 Multiscale Modelling of Composites

Characterization of defects and damage within a multiscale framework and

modelling them as a single unified criteria has consistently been a difficult and

challenging task. A typical large scale composite structure can be modelled on

(at least) three different scales, Fig. 2.16:

• Macro-scale (level of structures)
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• Meso-scale (level of plies)

• Micro-scale (level of fibres/matrix)

Figure 2.16: Schematic description of different scales of resolution within composite
materials (image reproduced from Wang and Huang [20])

When the modelling of composites is performed solely at a macroscopic

scale (e.g. in conventional finite element methods), the physics at the micro-

scopic scale is often accounted in the form of empirical constitutive relations.

On the contrary, the modelling approaches operating at microscopic levels (like

quantum mechanics or molecular dynamics) assume macroscopic material be-

haviour to be homogeneous at larger scales. This renders macroscopic models

not being accurate enough to capture material’s physical behaviour, whereas

microscopic models are computationally inefficient for solving large-scale in-

dustrial problems [380]. In composites, experimental evidence suggests that

defects and damage often initiate at the micro-scale (fibre/matrix level) lead-

ing to a nonlinear material behaviour. Composites can be categorized as ma-

terials exhibiting heterogeneous microstructure, whose specific morphology

affects the mechanical behaviour of the final product [44]. They can hence

be regarded as multiscale materials which have much lower order scale for its

constituents than the scale of the resulting material, and subsequently the com-

plete structure which is an assemblage of mesoscale laminates (Fig. 2.16). From

a simulation standpoint, accounting for the nonlinear mechanical behaviour of

composites at macro-scale (component/structural level) and accurately pre-

dicting the structure’s critical load bearing capacity and associated damage

thresholds requires significantly fine mesh, rendering the method inefficient.
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Multi-scale methods couple the physical models at different scales and offer a

reasonable compromise between the overall accuracy and efficiency.

Multiscale modelling has emerged as a robust method for the analysis of

structures and characterising their material behaviour at multiple scales. Multi-

scale methods incorporate different constitutive relations for describing differ-

ent scales of resolution, and helps achieving efficiency of macroscopic models

with the accuracy of microscopic models [381]. Such an approach promises to

make the analysis efficient by significantly reducing the computational over-

heads as compared to standard simulation methods [382]. Multiscale methods

extract analysis information from a finer scale and solve an equivalent prob-

lem on a coarser scale, often with the aid of finite element methods [383].

The micro-scale in composites usually corresponds to the fibre/matrix level,

whereas in metals it corresponds to the atomistic level [384]. Most of the phys-

ical phenomena observed at the structural level are a direct consequence of

microscale properties, for e.g. the fibre length and orientations in the case of

composites or grain sizes/shapes in the case of metals.

Physical problems involving multiple scales can be categorized into two

types, i.e., Type A in which multiscale modelling is used to resolve local de-

fects and stress singularities, and Type B in which the multiscale model sup-

plies equivalent constitutive relations at the macro-scale [385, 386] (Fig. 2.17).

In type A problems, the computational domain is decomposed into intercon-

nected regions that can be solved using different modelling techniques by in-

corporating a global-local coupling at their interfaces. The more expensive

nonlinear microscopic model is employed only in the region of interest, e.g.

near the cracks, dislocations, shocks contact lines etc., whereas a macroscopic

model is used in regions far-away from these defects, see e.g. [387–389].

On the other hand, type B problems are solved with homogenization

based approaches wherein the meso-scale models are solved independently

of the macro-scale simulations, and an equivalent constitutive law is defined

at the macro-scale. The meso-scale simulations are performed on a represen-

tative volume element (RVE) subjected to macro-scale strains under periodic
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boundary conditions. In the case of damage evolution at meso-scale, the final

degraded stresses are supplied back to the macro-scale model, thus establish-

ing a direct coupling between the meso- and macro-models.

Figure 2.17: Illustration of Type-A and Type-B multiscale physical problems (image
reproduced from [21])

One of the important examples of global-local multiscale approach is the

Finite Element Tearing and Interconnecting (FETI) [390]. In FETI, the domain is

decomposed into disconnected domains that are meshed separately with non-

conforming meshes, and Lagrange multipliers are introduced to iteratively en-

force the displacement field continuity between different sub-domains [390].

However, FETI relies on stiffness matrices decomposition to uncouple differ-

ent sub-domains, which poses implementation challenges for problems with

nonlinear material behaviour [389].

Another useful technique is to apply non-intrusive global-local formula-

tions iteratively to achieve force and displacement equilibrium at the interface

[387]. The advantage of this technique is that the domain could be discretized

with a relatively coarse mesh and solved using a linear elastic material model,

whereas the nonlinearity can be handled in a separate local model with a

fine discretization. The method is non-intrusive in the sense that no modi-

fications or remeshing are required in the original global model; rather the
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local model can be analysed independently of the global model. Several works

have adopted the global-local technique for damage modelling in composites

[389, 391–393]. A limitation of this method is that compatible sub-domain

meshes need to be defined with a clear interface between the global and local

models, so that the force and displacement equilibrium can be achieved be-

tween them. This becomes challenging especially in materials with complex

micro-structure where compatible meshes are difficult to define.

Other multiscale techniques used within the context of damage modelling

include domain decomposition approaches with interlocked sub-domains and

interfaces [394, 395] and model reduction techniques [396, 397] wherein the

damage is modelled in the meso-scale model. Multi-scale methods for hetero-

geneous materials including composites have been reviewed in [44, 398, 399].

Homogenization based techniques are another class of multiscale approaches,

in which the homogenized stress response is extracted from the meso-scale

model and provided to the macro-scale as a response to applied macro-strains

[400, 401]. Meso-scale models comprising RVE that denote the smallest repeat-

ing unit of composite material are solved under periodic boundary conditions

(PBC) [402, 403]. The averaged RVE stress-strain response can be obtained us-

ing asymptotic [404–406], numerical [407, 408] or computational [401, 409, 410]

homogenization.

The fundamental assumption in homogenization theory is that the prin-

ciple of scale separation must hold, i.e. the size of RVE must be considerably

smaller than the size of macro-scale structure [411]. Homogenization based

methods have been widely used within the FE2 approach for concurrent anal-

ysis of macro and micro/meso models [411–415]. In FE2 models, each integra-

tion point in the macro-mesh comprises an underlying RVE, that is represen-

tative of the complex internal structure of composites. During the macro-scale

simulations, the macro strain tensor at each of these integration points is trans-

ferred on to the RVE as boundary values, which is then analysed under pe-

riodic boundary conditions (PBCs). The homogenized stresses obtained from

the RVE simulations are transferred back as equivalent constitutive response
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to the macro-model.

Overall FE2 is a robust multiscale technique that models both linear and

nonlinear problems accurately. However, due to the need of solving both

macro and micro-scale simulations concurrently, it is associated with high

computational costs. To alleviate the computational burden, FE2 analysis has

been used in conjunction with surrogate modelling techniques. This elimi-

nates the inefficient procedure of concurrently analysing RVE at each time-

increment, and rather provides the homogenized stress-strain response from

the micro/meso scale directly using a robust surrogate model [61, 416]. El Said

et al. [389] employed a Polynomial Chaos Expansion (PCE) based surrogate

model to analyse the multiscale elastic response of thick composites contain-

ing internal defects and features. Yan et al. [416] introduced an efficient multi-

scale framework to model progressive damage behaviour in composites using

surrogate model based on Artificial Neural Networks (ANN).

Several other surrogate and reduced order modelling approaches have

been used to perform multiscale damage and reliability analysis of composites

[417–420]. Multiscale damage modelling in composites has traditionally been

performed using CDM models with homogenization based approaches [406,

421, 422]. Significant efforts have also been directed towards applying mean-

field homogenization method with gradient enhanced damage models [423,

424], multiscale finite element method (MsFEM) with PFM [377, 378, 425] and

XFEM [426, 427], and variationally consistent computational homogenisation

(VCH) framework for phase field damage [428]. Surrogate models present

a promising alternative to replace computationally expensive RVE feedback

loop in FE2 approaches, however, their usage within the context of multiscale

modelling has been fairly limited till date.

2.7 Conclusions from state-of-the art

Based on the literature survey, the main limitations/challenges of different

damage modelling methods that are currently applicable for composites have
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been identified. Some of these challenges and potential contributions towards

overcoming them are highlighted below:

• Most discrete damage modelling approaches face challenges in modelling

vast number of mutually interacting intra-laminar composite damage

mechanisms. The approaches based on smooth representation of damage

(CDM/PFM) display a promising behaviour vis-à-vis composite dam-

age modelling. However, CDM relies on a phenomenological description

of damage and cannot accurately reproduce localized curvillinear crack

paths. On the other hand, PFM is backed by robust variational frame-

work, and has displayed excellent capabilities in predicting accurate ma-

terial fracture behaviour as well as modelling complex crack patterns

including crack branching and merging. This renders PFM worthy of

further investigation for modelling diverse intra-laminar failure modes

in composites.

• Thin composite plies are often numerically modelled using Reissner-

Mindlin shell elements due to their high computational efficiency. Dam-

age in composite plies occurs under the influence of coupled membrane

(in-plane) and bending (out-of-plane) deformations. However, a robust

phase field modelling framework that simulates damage evolution in thin

plies, whilst simultaneously alleviating both transverse shear and mem-

brane locking effects observed in Mindlin shell elements, is missing in

the literature. This is addressed in Chapter 3 by proposing a brittle phase

field damage model for thin Mindlin shell elements based on MITC4+

approach.

• Damage in thin-ply composites is accompanied with fibre pullouts that

leads to fibre-bridging between crack faces and subsequent formation of

fracture process zone. The damage behaviour in such cases is quasi-

brittle and is characterized by gradual degradation of material strength

post damage-initiation. This effect becomes more prominent in thin-

ply composites, where fibre-based failures are influential, and transverse
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matrix cracks and subsequent delamination are practically delayed or

suppressed. To this end, an anisotropic cohesive phase field model has

been proposed in Chapter 4, which simulates the quasi-brittle fracture be-

haviour and accurately captures the diverse intra-laminar failure modes

of composites, e.g. fibre cracking/ pullouts/ bridging and matrix shear

cracking. The proposed damage model is validated against experimental

results and subsequently extended to simulate damage evolution in full

composite laminates.

• Composite damage initiates at the micro-scale (fibre/matrix level) and

propagates onto the macro-scale (component level). This progressive

damage is manifested at the component and structural level as loss of

stiffness, loss of strength and may eventually lead to structural collapse.

A multiscale approach is required to efficiently simulate these physics.

FE2 relies on simultaneous numerical modelling of different composites

scales, and provides reliable fracture estimates for both linear and non-

linear analyses, however, it is associated with high computational costs.

A multiscale modelling approach based on PFM and involving surrogate

models based on Polynomial Chaos Expansion (PCE) and Artificial Neu-

ral Networks (ANN) is proposed in Chapter 5. The approach provides

equivalent stress response at the macro-scale corresponding to applied

macro-strains using a surrogate model, and avoids simultaneous solving

of meso-scale RVE models at each time increment.



3
Phase field modelling of brittle

fracture in MITC4+ shell elements

In this chapter, a phase field modelling framework to simulate brittle fracture

using MITC4+ Reissner-Mindlin shell elements is developed. These are widely

used in numerical modelling of thin-ply composites. As the MITC4+ formu-

lation alleviates the effects of membrane and shear locking, the formulation

renders itself naturally to the analysis of not only planar but also curved ge-

ometries.

The overall objective is to model damage initiation and evolution in thin-

plies under the effect of coupled membrane and bending deformations, that

occur in aerospace composites during impact damage scenarios. Mindlin-shell

elements suffer from membrane and transverse shear locking issues when they

are thin, i.e. they over-predict the membrane/bending stiffness and hence,

under-predict the displacements by orders of magnitude lesser than their an-

alytical estimates. In conventional shell element formulations, locking occurs

purely as a result of the interpolation scheme chosen to calculate the membrane

and transverse shear strains. In particular, the standard displacement-based

interpolation functions result in non-zero (parasitic) transverse shear strains

within the element, even when a constant bending moment is applied. Hence,

although the shell kinematics contain Kirchhoff shell assumptions, the numer-

ical discretization procedure does not well-represent these assumptions [22].

65
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This renders Mindlin shells incapable of modelling thin ply-like structures un-

less locking alleviation techniques are applied [22]. Similarly, membrane lock-

ing may occur when flat shell elements are used in a curved geometry, when

the shell element geometry itself is curved (e.g. higher order shell elements),

or when nonlinear deformations lead to out of plane distortions in the shell

element [23]. Membrane locking leads to spurious coupling between the mem-

brane and transverse shear strains, and hence exclusion of desired bending

modes from the element’s kinematic response [8].

In the current implementation, locking issues are alleviated using the

MITC4+ approach [22, 23], which treats both membrane and transverse shear

locking. The implementation is restricted to 4-noded shell elements subjected

to small strain deformations; however, the approach is general and can be

straight-forwardly extended to higher order MITC shell elements. The pro-

posed formulation is used to examine the post-fracture response of 3-D sur-

faces. The proposed scheme is validated by comparing against analytically

predicted critical fracture loads. The proposed approach forms the foundation

of anisotropic intra-laminar damage model for thin-ply composites presented

in the subsequent Chapter 4. The research outcomes described in this chapter

have been published in [64].

The chapter is structured as follows: In Sec. 3.1, the geometrical and

kinematic considerations for the Mindlin shell element are discussed on the

basis of the small-strain theory and coupled bending/membrane deformations.

This is followed by a brief review of MITC4/MITC4+ formulations in Sec.

3.1.3. In Sec. 3.2 the combined constitutive relations extending brittle phase

field theory to MITC4+ shells are proposed, followed by numerical validations

in Sec. 3.3.
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3.1 The MITC4+ Reissner-Mindlin shell element

3.1.1 Geometrical considerations

Point of departure for the formulation presented herein is the Reissner-Mindlin

degenerated 4-node shell element [8]. The element comprises 6 local degrees

of freedom (DOF), i.e., 3 translations and 3 rotations, as shown in Fig. 3.1.

The vector of the local nodal DOF at each node i is di = [ui, vi, wi, αi, βi, γi]

(Fig. 3.1b). The translational DOF, i.e., [ui, vi, wi] are defined with respect to

the global coordinate system xyz. However, the rotational DOF, i.e., [αi, βi, γi]

are aligned with the local shell vectors, i.e., V1i, V2i, and V3i, respectively. The

vector V3i is normal to the shell midsurface; the coplanar vectors V1i, and V2i

are perpendicular to V3i (see also Fig. 3.1).

The coordinates of any arbitrary point x within the shell element are ex-

pressed in terms of the mid-surface nodal coordinates according to Eq. (3.1)

x =
4

∑
i=1

Nixi +
4

∑
i=1

Niζ
ti

2
V3i (3.1)

where, ti is the shell thickness, and Ni, and xi = [xi, yi, zi]
T are the shape func-

tions and coordinate vectors for the mid-surface nodes, respectively. Further-

more, ζ is the parametric coordinate along the thickness direction (ζ ∈ [−1, 1]),

see also Fig. 3.1a.

It becomes evident from the aforementioned that due to the non-planar

geometry of a curved shell, the shell kinematics needs to be resolved in shell-

specific local coordinate systems. For the sake of convenience, the following

coordinate systems as shown in Fig. 3.2 are introduced.

1. A global Cartesian coordinate-system [x, y, z]; this is used to define the

geometry and the translations of the element in the physical space.

2. A parametric coordinate-system [ξ, η, ζ]; this is used to define the para-

metric space of the element and hence account for non regular quadrilat-
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Mid-surface

(a)

V3i

V2i

x

y

z

vi

wi

(b)

Figure 3.1: A degenerated 4-noded Reissner-Mindlin shell element: (a) shell mid-
surface (b) degrees of freedom and local coordinate system

eral geometries.

3. A shell-aligned local coordinate system [1, 2, 3] based on the mid-surface

nodal vectors [V1, V2, V3]; these are used to define the directions of rota-

tional DOFs {α, β, γ} and account for the surface curvatures.

4. Finally, a convective coordinate system [r, s, t] in which all MITC4+ mod-

ifications are performed as discussed in Sec. 3.1.3. This can be given as

r = g1/|g1| , s = g2/|g2| , t = g3/|g3|. Here, gi are the tangent vectors

to the shell-surface at any arbitrary point with position vector x. These

can be obtained as gi = x,ζi , wherein (·),ζi denotes partial derivative with

respect to the parametric directions ζi ∈ {ξ, η, ζ} (see Appendix A.1).
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Figure 3.2: (a) Illustration of the different coordinate systems used in the formulation
of the Reissner-Mindlin shell element (b) Orientation of [r, s] with respect to [1, 2]
coordinate system in a flat shell element

3.1.2 Kinematics

The displacement at any point P lying above or below the shell mid-surface

(Fig. 3.1a) is expressed with respect to the mid-surface displacements according

to Eq. (3.2) [8].

uP =


u

v

w

 = ∑ Ni




ui

vi

wi

+ ζ
ti

2
[µi]


αi

βi

γi


 (3.2)

where µi contains the direction cosines of the shell vectors V1i and V2i, and

assumes the following form (Eq. (3.3))

[µi] =
[
− V2i

|V2i|
,

V1i

|V1i|
, 0
]
=


−l2i l1i 0

−m2i m1i 0

−n2i n1i 0

 (3.3)

The strain tensor [ε]xyz in the global cartesian system is defined according
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to Eq. (3.4) below.

εxyz =
[
εxx εyy εzz γxy γyz γzx

]T
=

4

∑
i=1

[Bu
i ]di (3.4)

where [Bu
i ] is the 6× 6 strain-displacement matrix at each shell node i. The

detailed definition of matrix [Bu
i ] is provided in Appendix A.3, see also Cook

et al. [8].

Remark 1. The drilling DOF γi have no stiffness associated with them. Hence,

when all shell elements that share a common structural node are co-planar, the

drilling rotation about the shell normal V3i at that node is not resisted, which

makes the system matrix singular. To alleviate this, in flat-shell geometries,

the drilling rotation DOFs γi can be directly omitted from the list of overall

structural DOFs.

Conversely, when some of the elements connected to a structural node are

not co-planar, the normal rotation of any element at the shared node has a

component, which is resisted by the bending stiffness of adjacent elements. In

this case, suppressing γi would naturally lead to an over-constrained model

and unwarranted stiffening of the structure [8]. Keeping this in view, in this

work all 6 DOFs [ui, vi, wi, αi, βi, γi] are retained at nodes which are shared by

non-coplanar elements; they are however omitted for nodes shared by coplanar

elements. Further details about the numerical treatment of the 6th drilling

rotational DOF γi are provided in Appendix A.4.

3.1.3 MITC4/MITC4+ formulations

In this section, the modified formulations for the transverse shear strain com-

ponents based on the MITC4+ approach [22, 23] are briefly presented. The

4-noded flat shell element shown in Fig. 3.2 is considered, with it’s convected

and shell-aligned local coordinate systems represented by [r, s, t] and [1, 2, 3],

respectively.

In the original MITC4 formulations [22], the convected transverse shear
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strains εst and εrt are assumed constant along the edges perpendicular to the r

and s axes, respectively (Fig. 3.3a). Furthermore, at any arbitrary point inside

the element, these are interpolated based on the strain values at a pre-defined

set of tying points {A, B, C, D} (Fig. 3.3a) using Eq. (3.5).

r

s

-1

-1 1

1

Transverse-shear strain
tying points

(a)

r

s

-1

-1 1

1

Membrane strain
tying points

0

(b)

Figure 3.3: Location of tying points used for assumption of (a) transverse-shear strains
[22] (b) membrane strains within MITC4+ approach [23]

εrt =
1
2
(1 + η)ε

(A)
rt +

1
2
(1− η)ε

(B)
rt

εst =
1
2
(1 + ξ)ε

(C)
st +

1
2
(1− ξ)ε

(D)
st

(3.5)

The corresponding transverse shear strains at these tying points, i.e., {ε(A)
rt ,

ε
(B)
rt , ε

(C)
st , ε

(D)
st }, are calculated using the standard displacement based interpo-

lation scheme in Eq. (3.4)

ε
(TP)
rt = (εrt)at TP using DI

ε
(TP)
st = (εst)at TP using DI

(3.6)

where TP ∈ {A, B, C, D} denotes the tying points, and DI denotes the direct

displacement-based interpolation analogous to Eq. (3.4).
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Similarly, in the MITC4+ formulations the membrane strain components

{εrr, εss, εrs} are interpolated using separate expressions based on the displacement-

based membrane strains at tying points {A, B, C, D, E} shown in Fig. 3.3b. The

detailed expressions can be referred from [23], and are included in Appendix

A.5 for reference.

3.1.4 Coordinate transformations

To formulate the local element matrices, the material orientations have to be

accounted for, and hence the constitutive relations have to be defined in their

corresponding coordinate system. Therefore, the strain tensor in Eq. (3.4) must

be transformed into the shell-aligned local coordinate system [1, 2, 3] using the

strain-transformation matrix Tε in Eq. (3.7)

ε123 = [ε11 ε22 ε33 γ12 γ23 γ13]
T = Tε εxyz (3.7)

A general definition for Tε involving strain-transformation between any

two arbitrary coordinate systems is provided in Appendix A.2 for complete-

ness.

The assumed strains introduced in Eq. (3.5) are defined in the convected

coordinate system [r, s, t], whereas the strains in Eq. (3.7) are expressed with

respect to the shell-aligned local system [1, 2, 3]. Hence, to impose the MITC4+

modification, the shell-aligned local strains ε123 must be first transformed into

the convective strains εrst. Due to the planar geometry of the 4-noded Mindlin

shell elements, the in-plane directions for both coordinate systems [r, s] and

[1, 2] are co-planar, but rotated with respect to each other as shown in Fig. 3.2b.

The rotation for transverse shear strains [γ13, γ23]
T into the convected coordi-

nates [r, s, t] is performed according to Eq. (3.8), see Bathe [74] for details.

[γrt γst]
T = [R] [γ13 γ23]

T

[R]−1 [γrt γst]
T = [γ13 γ23]

T
(3.8)
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where

[R] =

 sin β −sin α

−cos β cos α

−1

(3.9)

In Eq. (3.9), α and β are the angles between the r and V1 axes and s and

V1 axes respectively, see Fig. 3.2.

The in-plane convective strain components [εrr, εss, γrs] are derived accord-

ing to Eq. (3.10) [74].

[εrr, εss, γrs]
T = [T ′ε ] [ε123]

[ε11, ε22, γ12]
T = [T ′ε ]−1 [εrst]

(3.10)

where ε123 is the 6× 1 vector provided in Eq. (3.7). The transformation matrix

T ′ε with size 3× 6 is derived from the full 6× 6 Tε matrix shown in Appendix

A.2, by extracting its 1st, 2nd, and 4th rows that correspond to the in-plane

strain components εrr, εss, and γrs, respectively.

The MITC4+ modifications are performed on the convected transverse

shear strains {γst, γrt} and in-plane membrane strains {εrr, εss, γrs}. The to-

tal convected strain tensor εrst is transformed back into the shell-aligned local

coordinate system ε123 by applying the inverse transformations shown in Eq.

(3.8)-(3.10).

The complete shell-aligned local strain tensor can then be expressed ac-

cording to Eq. (3.11).

ε123 =


ε11 ε12 ε13

ε12 ε22 ε23

ε13 ε23 ε33

 ≡ [ε11 ε22 ε33 γ12 γ23 γ13]
T (3.11)

In the MITC4+ shell element, plane-stress assumptions hold, i.e., the out-

of-plane tensile stress σ33 = 0 in the shell-aligned local coordinate system

[1, 2, 3]. Hence, the expression for the out-of-plane tensile strain ε33 is derived



3.2. Constitutive phase field model 74

according to Eq. (3.12)

ε33 = − ν

1− ν
(ε11 + ε22) (3.12)

where ν is the material Poisson’s ratio. The subscript for local strains ε123 is

further dropped, and it is denoted as [ε] in the remainder of this chapter.

As discussed in Sec. 3.1, the translational DOFs [ui, vi, wi] are defined with

respect to the the global Cartesian vectors [x, y, z]. However, the rotational

DOFs [αi, βi, γi] are defined in the direction of shell-local vectors [V1, V2, V3].

Therefore, the local DOF vector dloci = [ui, vi, wi, αi, βi, γi] is transformed to the

global coordinate system according to Eq. (3.13) below

dglob = [Trot]
T dloc (3.13)

with,

Trot =



1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 l1 m1 n1

0 0 0 l2 m2 n2

0 0 0 l3 m3 n3


(3.14)

where dglob = [uxi, vyi, wzi, θxi, θyi, θzi] are the global DOFs in [x, y, z] coordi-

nates, and the expressions for the direction cosines {li, mi, ni} with i ∈ {1, 2, 3}

are provided in Eq. (A.9).

3.2 Constitutive phase field model

Griffith’s theory of brittle fracture [146] derives from the assumption that the

total potential energy of a fractured solid is additively decomposed into bulk

strain energy that depends on the elastic deformations, and crack surface en-
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ergy as shown in Eq. (3.15).

Π (u, Γc) =
∫
Ω

ψe(ε(u)) dΩ +
∫
Γc

Gc dΓc −Wext

with, Wext =
∫
Ω

b · u dΩ +
∫

∂Ω

t · u d ∂Ω
(3.15)

In Eq. (3.15), and also Fig. 3.4, u is the displacement vector at any arbitrary

point within the domain Ω, b and t represent the body forces within Ω and

surface-traction forces on external boundary ∂Ω respectively, Γc is the internal

discontinuous boundary, ψe is the elastic energy density and Gc is the critical

energy release rate. The linearised strain tensor ε(u) is given as Eq. (3.16), and

can be calculated numerically using Eq. (3.4).

ε(u) =
∇u +∇Tu

2
(3.16)

(a) (b)

Figure 3.4: Illustration of general shell-domain Ω containing (a) Internal sharp crack,
and (b) Diffused crack, and subjected to body force b and surface traction forces t

In the variational phase field formulation, the sharp crack surface energy

term in Eq. (3.15) is replaced by a volume integral using a phase field regular-

isation function FΓc(φ,∇φ) according to Eq. (3.17); the phase field φ becomes

a diffused representation of the discrete crack.

∫
Γc

GcdΓc ≈
∫
Ω

GcFΓc(φ,∇ φ)dΩ (3.17)

where, φ ∈ [0, 1] is the phase field variable. Different variants of phase field
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regularisation function FΓc can be obtained based on second-order quadratic

or linear approximations, or fourth-order quadratic approximation, see e.g.

[24, 332, 429, 430]. In the second-order quadratic approximation introduced

in Ambrosio and Tortorelli [429, 431], the phase field regularisation function

FΓc(φ,∇ φ) assumes the following form, i.e.,

FΓc(φ,∇ φ) =

[
(φ− 1)2

4lo
+ lo|∇φ|2

]
(3.18)

where lo is the length-scale parameter controlling the width of phase field dif-

fusion zone. Using the functional definition of Eq. (3.18), it is straight-forward

to show that φ = 0 and φ = 1 correspond to the fully-cracked and fully-intact

states of the material, respectively. Fig. 3.5 illustrates the variation of phase

field in the direction normal to crack surface using second-order quadratic

approximation in Eq. (3.18), as compared to the discrete fracture case.

(a) (b)

Figure 3.5: 1-D spatial variation of phase field φ(x) for (a) Discrete (sharp) crack and
(b) Diffused crack with second-order quadratic approximation provided in Eq. (3.18)
[φ = 0 and φ = 1 represent cracked and intact states of the material respectively]

As the crack evolves, the elastic strain energy and induced stresses of the

solid must decrease to compensate for the fracture energy required to gener-

ate new crack surfaces. This degradation mechanism is accounted for in the

method by means of a degradation function g(φ) ∈ [0, 1], so that the elastic

strain energy degrades according to Eq. (3.19)

ψe(ε, φ) = g(φ)ψe(ε) (3.19)
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Combining Eqs. (3.15)-(3.19), the following expression for the regularized

potential energy of a cracked solid is obtained

Π (ε, φ,∇ φ) =
∫
Ω

[g(φ)ψe(ε) + GcFΓc(φ,∇ φ)] dΩ

−
∫
Ω

biui dΩ−
∫

∂Ω

tiui d ∂Ω (3.20)

with ui, bi and ti as the vector components of displacement u, body-force b and

surface traction force t respectively. Eq. (3.20) corresponds to the phase field

model with an isotropic energy split; this however results in cracks evolving

also in regions that are under pure compression.

To address the issue of non-physical crack evolution under pure com-

pression, phase field models based on an anisotropic energy-splitting have

been proposed, see, e.g., [24, 345, 432]. Herein, the spectral decomposition

of the strain tensor as introduced in Miehe et al. [24] is employed to facili-

tate comparisons with published results. To effectively impose the plane-stress

assumptions and calculate the in-plane and out-of-plane contributions of the

strain energy density accurately, an additional 2-D strain tensor ε′ comprising

only in-plane strain components [ε11, ε22, ε12] is defined, i.e.,

ε′ =


ε11 ε12 0

ε12 ε22 0

0 0 ε33

with, ε33 =
−ν

1− ν
(ε11 + ε22) (3.21)

The effective Cauchy stress vector is defined accordingly as

σ = [σ11, σ22, σ33, τ12, τ23, τ13]
T (3.22)

Remark 2. The plane stress assumption must hold also after damage has initi-

ated. To ensure that this is the case, the in-plane membrane stress components

[σ11, σ22, τ12]
T and their corresponding contributions to the total strain energy

density must be calculated based on the 2-D strain tensor ε′ in Eq. (3.21),

whereas the out-of-plane stresses [τ23, τ13]
T and their strain-energy contribu-
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tions must be calculated using the complete 3-D strain tensor ε in Eq. (3.11).

In addition, the out-of-plane tensile stress σ33 can be explicitly set to zero to

achieve optimal convergence characteristics and ensure that the plane-stress

assumptions hold even post-initiation of damage.

The tensile and compressive components of the 2-D and 3-D strain tensors

{ε′, ε} defined in Eq. (3.21) and (3.11) respectively, can be obtained using Eqs.

(3.23) and (3.24) below.

ε =
3

∑
i=1

λini ⊗ ni ; ε′ =
3

∑
i=1

λ′in
′
i ⊗ n′i (3.23)

[ε]± =
3

∑
i=1
〈λi〉±ni ⊗ ni ;

[
ε′
]
± =

3

∑
i=1
〈λ′i〉±n′i ⊗ n′i (3.24)

where λi/λ′i are the eigenvalues (principal stretches), ni/n′i are eigenvectors

(principal stretch directions), and {ε±, ε′±} are the tensile/compressive strain

components for the strain tensors {ε, ε′} respectively. (·) ⊗ (·) denotes the

outer-product of eigenvectors, and the expression 〈·〉± are the Macaulay brack-

ets, i.e.,

〈·〉± = [(·)± |(·)|]/2 (3.25)

where 〈λi〉± and 〈λ′i〉± contain only the positive/negative eigenvalues of the

strain tensors {ε, ε′}, respectively.

Based on the spectral strain decomposition for the 2-D strain tensor [ε′]

in Eq. (3.24), the in-plane components of the strain energy density ψIP and

its corresponding tensile/ compressive parts ψIP
± are defined as shown in Eq.

(3.26)

ψIP
e (ε′, φ) = g(φ)ψIP

+ (ε′+) + ψIP
− (ε′−)

ψIP
± (ε′±) =

λ

2
〈tr(ε′)〉2± + µtr

[(
ε′±
)2
] (3.26)

where λ and µ are the Lamé constants and tr denotes the trace of strain tensor.

The corresponding definitions of splitted stress tensor σIP
± are provided in Eq.
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(3.27)

σIP =

σ11 τ12

τ12 σ22

 = g(φ)σIP
+ (ε′+) + σIP

− (ε′−)

σIP
± (ε′±) =

(σ11)± (τ12)±

(τ12)± (σ22)±

 = λ〈tr(ε′)〉±I + 2µ
(
ε′±
) (3.27)

Here I is 2× 2 identity tensor, and the stress tensor σIP is expressed in Voigt

notation as σIP = [σ11, σ22, τ12]
T.

According to Eqs. (3.26) and (3.27), only the positive tensile parts of the

strain energy density and the Cauchy stress tensor, respectively are multiplied

by the degradation function g(φ). In these formulations, the quadratic degra-

dation function originally introduced in Miehe et al. [307], Pham and Marigo

[433] has been employed, i.e.,

g(φ) = (1− ηr)φ
2 + ηr (3.28)

where the parameter ηr was first defined in [431], and denotes the residual

stiffness to prevent ill-conditioning of system matrices when damage has fully

propagated.

To obtain the out-of-plane Cauchy stress σOP and the corresponding strain

energy density terms {ψOP
e , ψOP

± } in a similar manner, the tensile/ compressive

components of full 3-D strain tensor [ε] provided in Eq. (3.24) are used as

shown in Eq. (3.29) and Eq. (3.30), respectively, i.e.,

ψOP
e (ε, φ) = g(φ)ψOP

+ (ε+) + ψOP
− (ε−)

ψOP
± (ε±) = 2µ

[
(ε23)

2
± + (ε13)

2
±

] (3.29)
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σOP =

τ23

τ13

 = g(φ)σOP
+ (ε+) + σOP

− (ε−)

σOP
± (ε±) =

(τ23)±

(τ13)±

 = 2µ

(ε23)±

(ε13)±

 (3.30)

where {(ε23)±, (ε13)±} are the transverse shear components in the tensile/

compressive 3-D strain tensors {ε±} defined previously in Eq. (3.24).

In the standard Mindlin shell theory, the transverse shear stresses are as-

sumed constant along the shell thickness; however in actual 3-D solids, they

follow a parabolic distribution. To account for this effect, the transverse shear

strains in Eq. (3.30) are typically scaled by a factor of (5/6) [8].

τ23 = (5/6) τ23

τ13 = (5/6) τ13

(3.31)

Using the in-plane and out-of-plane contributions given in Eq. (3.26) and

(3.29), respectively the overall tensile and compressive components of the total

strain energy density can be obtained as in Eq. (3.32)

ψ± = ψIP
± (ε′±) + ψOP

± (ε±) (3.32)

Based on this, the expression for the total potential energy in Eq. (3.20) can

be modified to naturally suppress crack growth in the regions under pure

compression

Π (ε, φ,∇ φ) =
∫
Ω

[
g(φ)ψ+(ε

+) + ψ−(ε
−)+

GcFΓc(φ,∇ φ)] dΩ−
∫
Ω

biui dΩ +
∫

∂Ω

tiui d ∂Ω (3.33)

The strong form of the governing linear momentum and phase field evo-
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lution equations are henceforth obtained by minimizing the total potential en-

ergy in Eq. (3.33) with respect to the displacement and phase field variables

{u, φ}.

∇σ + b = 0, on Ω(
4lo (1− ηr)ψ+

Gc
+ 1

)
φ− 4l2

0∆φ = 1, on Ω
(3.34)

where the boundary conditions satisfy,

u = ū, on ∂Ωu

∂φ

∂xi
ni = 0, on ∂Ωφ

(3.35)

with ni, i ∈ {1, 2, 3, ...r} being the outward pointing normal vectors at the crack

boundary.

To facilitate crack-irreversibility, a history variable (also referred to as

crack-driving force D) proposed by [24], based on maximum strain energy

density throughout the deformation history is adopted in the current formula-

tions. The expression for D can be given as:

D = max
(t>t0)

ψ+ (3.36)

where t0 is the initial time. The second of Eqs. (3.34) can be re-written as

(
4lo (1− k)D

Gc
+ 1

)
φ− 4l2

0∆φ = 1, on Ω (3.37)

Using the history variable to impose crack irreversibility produces accept-

able and accurate results in cyclic loading scenarios [24]. It must be empha-

sized however, that it also disrupts the original variational formulation [94]. Al-

ternative techniques to impose crack irreversibility can be found in [351, 434].

Remark 3. It is noted for the sake of clarity that different notations of the

length-scale parameter lo are adopted in the literature, e.g. the lo used by
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Miehe et al. [24] is twice the size of lo in [129]. This implies that the formulation

detailed in [24] requires the minimum value of lo to be at-least twice the mesh-

size he (lo ≥ 2he), whereas on the other hand, the minimum value of lo should

be lo ≥ he for the formulations provided in [129].

Indeed both the definitions of lo are equivalent, and one must be care-

ful while appropriately choosing the value of lo when comparing results from

the two formulations. The formulations presented in Eq. (3.37) use the defini-

tion from [129], and hence the condition lo ≥ he consistently holds for all the

numerical simulations performed in this chapter.

3.2.1 Effective material tangent operator

The undamaged material elastic constitutive law for homogeneous materials is

expressed in the local shell-aligned coordinate system [1, 2, 3] as

σ = Co ε

⇒



σ11

σ22

σ33

τ12

τ23

τ13


=



E′ νE′ 0 0 0 0

νE′ E′ 0 0 0 0

0 0 0 0 0 0

0 0 0 G 0 0

0 0 0 0 5G/6 0

0 0 0 0 0 5G/6





ε11

ε22

ε33

γ12

γ23

γ13


(3.38)

where E′ = E/(1− ν2) with E and ν as Young’s modulus and Poisson’s ratio

respectively, and G = E/[2(1 + ν)] is the shear modulus of the material [8].

Eq. (3.38) is derived on the basis of a plane-stress assumption and indi-

cates that the in-plane components of the elastic Cauchy stresses [σ11, σ22, τ12]
T

are obtained only using the corresponding in-plane components of undamaged

material tangent Co, whereas the transverse shear stress components [τ23, τ13]
T

are obtained using only out-of-plane shear components of Co.

To achieve optimal convergence rates even with the modified stress defi-
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nitions in Eq. (3.27) and (3.30), plane-stress assumptions must hold even when

the material is undergoing damage. To achieve this, a split of the damaged

tangent stiffness matrix Cd into its corresponding components as shown in Eq.

(3.39) and (3.42) is considered, which are based on in-plane {σIP, ε′} and out-

of-plane {σOP, ε} stresses and strains, respectively.

[Cd]
IP =

∂σIP

∂ε′
= g(φ)[Cd]

IP
+ + [Cd]

IP
− (3.39)

where [Cd]
IP
± is

[Cd]
IP
± =

∂σIP
±

∂ε′
(3.40)

The in-plane material tangent operator [Cd]
IP can also be represented as

the 4× 4 tensor shown in Eq. (3.41).

[Cd]
IP =



C1111
d C1122

d 0 C1112
d

C2211
d C2222

d 0 C2212
d

0 0 0 0

C1211
d C1222

d 0 C1212
d


; C ijkl

d =
∂σIP

ij

∂ε′kl
(3.41)

The out-of-plane component of the material tangent operator are derived

in a similar fashion and are provided in Eqs. (3.42) and (3.43), i.e.,

[Cd]
OP =


C2323

d 0

0 C1313
d

 = g(φ)[Cd]
OP
+ + [Cd]

OP
− (3.42)

and

[Cd]
OP
± =


∂(τ23)±
∂(ε23)±

0

0
∂(τ13)±
∂(ε13)±

 (3.43)
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respectively where {(τ23)±, (τ13)±} and {(ε23)±, (ε13)±} are the tensile/ com-

pressive components of the 3-D transverse shear stresses and strains defined

in Eq. (3.30) and (3.24), respectively.

Collecting the in- and out-of-plane components, the combined damaged

material tangent tensor [Cd] is eventually expressed as

[Cd]6×6 =


[Cd]

IP 0

0T [Cd]
OP

 (3.44)

where 0 corresponds to the 4× 2 null tensor.

3.2.2 Crack driving force variation along the shell-thickness

As discussed in Sec. 3.1.2, the 3-D kinematics of Mindlin shell elements are de-

fined with respect to the kinematics of the mid-surface. Furthermore, damage

evolution as manifested by the evolution of the phase field is obtained only at

the mid-surface nodes as a 2-D field. Hence, achieving an accurate and realis-

tic stress degradation along the thickness becomes a challenging task [see, e.g.,

335].

Driven by the observation that, especially in thin shells, crack propagation

through all thickness layers is often sudden and brutal, a maximum through-

thickness driving force rule to control the evolution of the phase field is em-

ployed. Within this setting, the crack driving forces are evaluated at each

through the thickness integration point according to Eq. (3.45) as

D′ij = max
(t>t0)

(ψ+,ij) (3.45)

where i = 1 . . . nthick and j = 1 . . . nGP with nthick denoting the number of thick-

ness layers and nGP the number of integration points per layer, respectively.

Hence, the crack-driving force is evaluated based on the 3-D stress state at

each individual integration point of the shell element.
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The crack-driving force at all thickness integration points corresponding

to a particular mid-surface location is then set equal to the maximum of driving

forces prevalent at those integration points as shown in Eq. (3.46).

Dij = max
(i)

(D′ij) (3.46)

The phase field evolution Eq. (3.37) is integrated at each Gauss-point over the

entire shell-element volume, thus causing phase field (or damage) to evolve

based on the max crack-driving force description in Eq. (3.46). The procedure

is schematically illustrated in Fig. 3.6 for the case of nthick = 3 thickness layers

and nGP = 4 integration points per layer.

Dam = max(D1a,D2a,D3a)

Dbm = max(D1b,D2b,D3b)

Dcm = max(D1c,D2c,D3c)

Ddm = max(D1d,D2d,D3d)

Top thickness layer

Mid thickness layer

Bottom thickness layer

D1a

D1d D1c

D1b

D2a D2b

D2cD2d

D3a D3b

D3cD3d

Dam

Dam

Dam

Dbm

Dbm

Dbm

Dcm

Dcm

Dcm

Ddm

Ddm

Ddm

Figure 3.6: Schematic illustration of the procedure employed to evaluate the crack-
driving force D based on the maximum through the thickness rule employed. The
case of 3 thickness layers and 4 integration point per thickness layer is considered.

It is of interest to note that in realistic bending dominated deformations,

different stress states would occur along the shell thickness, i.e. the outermost

and innermost shell surfaces will develop tensile and compressive stresses re-

spectively. In a physical sense, this should also result in varying phase field

solution along the thickness, wherein the crack initiates at the outermost shell

surface under tension, and gradually propagates towards the inner thickness
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layers. However, since Reissner-Mindlin shell theory uses 2-D shape functions

to interpolate the solution, it becomes challenging to obtain a 3-D through-the-

thickness phase field variation.

In the current formulation, the phase field initiates and evolves based on

the maximum crack driving force, effectively the maximum positive elastic en-

ergy density along the thickness of the shell. This approach ensures that a

crack always initiates and evolves under tensile strains only. Since the outer-

most thickness layer is under pure tension, it cracks first. Following this, the

penultimate (next to outermost) thickness layer develops the maximum tensile

stresses, and hence it cracks next, and so on. The physical motivation for the

assumption stated herein comes from the fact that such layer-by-layer cracking

phenomena through-the-thickness will often occur suddenly and simultane-

ously in the case of thin shells. Hence, the stress degradation must start as

soon as the critical energy release rate is reached in any one of these thickness

layers.

The extensive numerical experiments conducted towards the end of this

chapter have shown that this assumption captures the physical cracking phe-

nomena through the shell thickness and leads to highly accurate critical frac-

ture strength predictions. A disadvantage of this formulation however is that

once initiated, it results in abrupt evolution of crack across the shell thickness,

which may not be realistic in the case of thick-shells.

Remark 4. To accurately capture the phase field variation through the thick-

ness, e.g., in the case of thick-shells or multi-layered composite laminates [368],

where a significant variation of the fracture toughness is expected, one could

stack a number of shell elements along the thickness (see, e.g., [2, 65, 435]).

3.2.3 Discretization and solution procedure

The coupled strong-form evolution Eqs. (3.34) are discretized via a Galerkin

approximation. The test S and weighting W function spaces for the displace-
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ment field are defined as

Su =
{

u ∈
(
H1(Ω)

)d ∣∣∣u = ū on ∂Ω
}

(3.47)

Wu =
{

δu ∈
(
H1(Ω)

)d ∣∣∣δu = δ̄u on ∂Ω
}

(3.48)

The corresponding spaces for the phase field are

Sφ =
{

φ ∈
(
H1(Ω)

) }
(3.49)

Wφ =
{

δφ ∈
(
H1(Ω)

) }
(3.50)

Multiplying the strong form Eqs. (3.34), integrating by parts and perform-

ing the necessary algebraic manipulations eventually leads to the the following

convenient nodal residual form for the equilibrium equation at node i,

Ru
i = Fu

ext −Fu
int

=
∫
V

Nibi dV − [Trot]
T
∫
V

[Tε Bu
i ]

T σ dV
(3.51)

and the phase field evolution equation at node i

Rφ
i = −Fφ

int =
∫
V

(
4lo (1− ηr)D

Gc
+ 1

)
Niφ dV

+
∫
V

4l2
0

[
Bφ

i

]T [
Bφ

j

]
φj dV −

∫
V

Ni dV
(3.52)

respectively. In Eqs. (3.51) and (3.52), V is the element volume, Ni is the 2-

D shape function and [Bu
i ] is the strain-displacement matrix as expressed in

Eq. (3.4), and [Trot], [Tε] are the rotation and strain-transformation tensors

defined in Eqs. (3.13) and (3.7), respectively, which facilitate the calculation of

the internal forces Fu
int in the local shell coordinate system [1, 2, 3] and their

subsequent rotation into global [x, y, z] system.

Similarly, the corresponding stiffness matrices for linear momentum and
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phase field evolution equations is given by Eq. (3.53) and Eq. (3.54).

[Ku
loc] =

∫
V

[Tε Bu
i ]

T [Cd] [Tε Bu
i ] dV

Ku
i = [Trot]

T [Ku
loc] [Trot]

(3.53)

Kφ
i =

∫
V

(
4lo (1− ηr)D

Gc
+ 1

)
NiNj dV +

∫
V

4l2
0

[
Bφ

i

]T [
Bφ

j

]
dV (3.54)

where [Cd] is the damaged material tangent tensor in Eq. (3.44). The ex-

plicit expressions for Ni and [Bu
i ] can be obtained from [8], and are shown in

Appendix A.1 and A.3 for reference. Furthermore,
[

Bφ
i

]
is defined with respect

to shell-local system [1, 2, 3] as shown in Eq. (3.55).

[
Bφ

i

]
= [Ni,1, Ni,2, Ni,3]

T (3.55)

The complete solution algorithm for modelling brittle fracture in MITC4+

Mindlin shell elements is provided in Algorithm A.1.

Remark 5. In practice, the components of
[

Bφ
i

]
can be effectively obtained by

choosing the relevant components of the locally transformed strain-displacement

tensor [Tε Bu
i ]. Since in Mindlin shell theory, the kinematics of the shell-

element is represented using 2-D shape functions at the mid-surface, Ni,3 can

be effectively set as zero.

Assembling the contributions from each element shown in Eqs. (3.51) and

(3.52) into the overall residual vectors Ru and Rφ, the solution {u, φ} to the

combined system of equations (3.34) can be obtained by setting Ru → 0 and

Rφ → 0.

In the current work, the solution is obtained using the one-pass staggered

(alternating minimization) approach based on [24]. To ensure accuracy of the

obtained solution, either both equations must be solved using staggered itera-

tions [313] or the analysis must be solved using small incremental steps [24].
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3.2.4 Integration procedure

For the MITC4+ shell element analyzed in the current work, a full-integration

technique is employed with 4 Gauss integration points defined at each para-

metric thickness layer within the element. The integral expressions in Eqs.

(3.51) and (3.52) are expressed in terms of parametric coordinates [ξ, η, ζ] ac-

cording to Eq. (3.56)

∫
V

(I) dV =

1∫
−1

1∫
−1

1∫
−1

(I) det [J] dξdηdζ (3.56)

where I is evaluated at each integration point through the shell-volume and

the definition for Jacobian [J] is provided in Appendix A.1. The in-plane inte-

gration over {ξ, η} within each thickness layer ζ is performed using the Gauss-

integration rule,

1∫
−1

1∫
−1

(I) det [J] dξdη =
4

∑
i=1

(Ii) det [J]iwi (3.57)

where i ∈ {1, 2, 3, 4} are the in-plane integration points and wi ∈ {1, 1, 1, 1} are

the weights associated with each of these points. The out-of-plane integration

along thickness layers is performed using the Simpson’s rule, which can be

expressed as in Eq. (3.58) for any integrand I ′.

1∫
−1

I ′dζ =
∆h
3
(
I ′0 + 2I ′1 + 4I ′2 + 2I ′3 + ... + ... + I ′n

)
(3.58)

where ∆h = 2/n, and {I ′0, I ′1, ..., I ′n} are the values of the integrand I ′ evalu-

ated at the different shell-thickness layers ζ ∈ [−1, 1] starting with the value of

I ′0 at the bottom-most layer ζ = −1.

While performing the through-thickness integration of the phase field evo-

lution equation (3.52), the value of crack-driving force D at any Gauss-point

within a specific thickness layer is obtained based on the maximum crack-
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driving force rule detailed in Sec. 3.2.2 and Fig. 3.6.

3.3 Numerical examples

In all the test cases examined in this section, a displacement controlled analysis

has been employed. Unless explicitly stated, a one-pass staggered (alternat-

ing minimization) approach with a very small time-increment size ( 1.e−06 −

1.e−05) has been used for the solution of the coupled displacement- phase field

problem, and the residual stiffness ηr is set to 0 for all examples.

3.3.1 Notched square plate subjected to in-plane tension

The standard benchmark of the notched square plate shown in Fig. 3.7 under

tension is examined herein. The material properties considered are E = 210

GPa, ν = 0.3, and Gc = 0.0027 kN/mm. The mesh-size is he = 0.0025 mm in

the central strip where the crack is expected to propagate and the length scale

parameter is lo = 0.0075 mm. A displacement control analysis is performed

with an equilibrium tolerance of tolu = 10−8.

The resulting crack-path and load-displacement response are shown in

Fig. 3.8 and Fig. 3.9, respectively. The crack initiates at the notch-tip due to

stress concentrations, and propagates horizontally towards the right boundary

causing complete rupture of the plate. The crack initiation occurs at a critical

fracture force Fcrit = 0.7052 kN, followed by sharp degradation of structural

stiffness which is typically observed in the case of brittle fractures. The crack-

path matches exactly and the predicted fracture force is within ∼ 0.12% of the

results reported in the literature [see, e.g., 24, 307].

3.3.2 Notched square plate subjected to in-plane shear

The square plate specimen examined in Sec. 3.3.1 is subjected to horizontal

in-plane traction as shown in Fig. 3.10. The bottom edge is pinned in all DOFs,
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t=1

Figure 3.7: Geometry and boundary conditions for square plate with horizontal notch
subjected to in-plane tension (All dimensions in mm)

Figure 3.8: Notched plate under in-plane tension: phase field evolution with increas-
ing load-increments [φ = 1 and φ = 0 intact and cracked states of the material]

the left and right edges are constrained to move in vertical directions and the

horizontal traction is applied on the top-edge. Due to the nature of loading

and boundary conditions in this case, the specimen attains a bi-axial strain

state which leads to the propagation of crack at an angle of 45o to the hor-
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Figure 3.9: Notched plate under in-plane tension: Load-displacement response

1

0.5

0.5

0.5

u

t=1

Figure 3.10: Geometry and boundary conditions for square plate with horizontal
notch subjected to in-plane shear (All dimensions in mm)

izontal direction. An equilibrium tolerance of tolu = 1.e−06 is used for the

displacement controlled analysis. Fig. 3.11 and Fig. 3.12 display the develop-

ment of crack with each subsequent load-increment and the load-displacement

response, respectively. The predicted crack-path matches closely and the criti-

cal fracture load Fcrit = 0.5248 kN is within ∼ 1.5% of the results reported in

[24]. Both examples (Sec. 3.3.1 and 3.3.2) demonstrate that the proposed phase

field model is capable of predicting accurate fracture response and crack paths

in membrane-dominated loading scenarios.
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Figure 3.11: Notched plate under in-plane shear: phase field evolution with increasing
load-increments [φ=1 and φ=0 represent intact and cracked states of the material]
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Figure 3.12: Notched plate under in-plane shear: Load-displacement response

3.3.3 1-D beam subjected to transverse bending

A simply-supported rectangular plate subjected to a uniformly distributed

pressure over the entire top face as shown in Fig. 3.13 is considered. The
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1

8

P

t=0.01

Figure 3.13: Geometry and boundary conditions for rectangular 1-D beam subjected
to transverse unidirectional bending under uniformly distributed pressure load P (All
dimensions in mm)

aim of this example is to verify the accuracy of proposed formulation predic-

tions under bending-dominated fracture scenarios. The material and fracture

properties are E = 1.e10 MPa, ν = 0, Gc = 3 N/mm, and lo = 0.01 mm. The

mesh is refined with he = 0.003 mm in the entire mid-span of the plate where

the crack propagation is expected. The thickness of the beam t = 0.01 mm is

very small in comparison to the other two plate-dimensions (l = 8 mm and

w = 1 mm) so that the effects of transverse shear and membrane locking on

the critical fracture characteristics can be monitored.

The vertical displacement is monitored at the centre-node of the plate,

and the total applied distributed load is analysed with tolu = 1.e−06. The crack

initiates at the plate’s mid-span which is also the location of maximum trans-

verse deformation uz, as shown in Fig. 3.14. The load-displacement response

is shown in Fig. 3.15 where a brittle fracture response under pure bending is

indeed recovered.

Since the Poisson’s ratio is null, the transverse bending stiffness and the

critical fracture loads should be identical to those predicted by the classical

Euler/ Bernoulli beam theory. According to the Euler/ Bernoulli beam theory,

the analytical elastic stiffness/length of the beam is established in Eq. (3.59) as

k = P/δ =
384EI

5 l4 (3.59)

where δ is the maximum transverse deformation obtained at the centre-span,

E is the Young’s modulus, I = wt3/12 is the area moment of inertia for the

beam, and P = F/l is the total distributed applied load/length on the beam
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with units in N/mm, wherein F is the total applied load in N.

For the current case, the analytical elastic stiffness of the beam can be

calculated using Eq. (3.59) as k = P/δ ≈ 15.625 N/mm2. The relative error

between this analytical estimate and the slope of the predicted elastic load-

displacement response in Fig. 3.15b (k′ = 0.06249/0.004 = 15.6225 N/mm2) is

approximately 0.016%. This confirms the correctness of implemented MITC4+

shell formulations [23] which produce a locking-free bending response.

Considering the case of isotropic phase field fracture, i.e., fracture initiat-

ing both at tension and compression, the critical fracture load of the beam can

be evaluated as

Pcr = 8Mcr/l2 (3.60)

where, Mcr is the critical bending moment required for crack initiation

Mcr = σcrwt2/6 (3.61)

and σcr is the critical fracture stress. Based on derivations in [129], the critical

fracture stress can be analytically evaluated as Eq.(3.62).

σcr =
9

16

√
EGc

6lo
(3.62)

For the given material and fracture properties, the critical stress in Eq. (3.62) is

evaluated as σcr = 3.9775 · 105 N/mm2. This can be inserted into Eq. (3.60) to

obtain the analytical critical fracture load Pcr = 0.8286 N/mm.

Comparing this with the critical fracture load predicted in Fig. 3.15a, the

relative error is ∼ 0.65%. Hence, it is evident that the maximum crack-driving

force description through thickness detailed in Sec. 3.2.2 predicts the fracture

force as accurate as the analytical value Pcr estimated by Eq. (3.60) for the

isotropic phase field model. This reinstates the validity of the assumption

that for brittle fracture in thin shells, all transverse thickness layers at a given
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location would fracture simultaneously as soon as the crack is initiated in any

one of these layers. Hence to incorporate this effect, the material stiffness

degradation in all thickness layers at that shell location must start as soon as

the crack-driving force in any one of the associated layers attains a critical limit.

Such a description of crack-driving force D enables a 3-D description of crack

topology and stress-degradation effects, albeit using a 2-D phase field, refer to

Sec. 3.2.2 for details.

Solving the phase field evolution Eq. (3.34) using the spectral split pro-

posed in [24] and with the same crack-driving force definition (Fig. 3.6) results

in the load-displacement response in Fig. 3.15b. The corresponding critical

fracture load is higher than the one provided by the isotropic model as in this

case the material degradation occurs only on the part of the shell undergo-

ing tension. For the spectral strain-decomposition case [24], the accuracy of

predicted critical force is verified against the analytical estimates and XFEM

results in next Sec. 3.3.4.

Figure 3.14: 1-D beam under transverse unidirectional bending: Plan-view of (a)
Crack-path φ and, (b) Vertical displacement uz represented at the shell mid-surface
[φ=1 and φ=0 represent intact and cracked states of the material]

3.3.4 Rectangular plate with a through crack subjected to pure

bending moments

The rectangular plate specimen with a through crack as shown in Fig. 3.16 is

subjected to pure bending moments on its opposite edges. The accuracy of
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Figure 3.15: 1-D beam under transverse unidirectional bending: Load-displacement
response at beam’s centre-node for a) Isotropic phase field formulations b) Anisotropic
phase field formulations with spectral decomposition [24]

predicted peak moments are compared with the corresponding analytical val-

ues obtained using the stress-intensity factors (SIFs) in [436]. This example has

been examined previously in Rouzegar and Mirzaei [437], where a compari-

son between SIFs obtained with XFEM and the analytical SIFs was performed.

Herein, in this example, the critical fracture load predicted by the proposed

phase field model with spectral strain decomposition is compared against the
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analytical formulations provided in Sih et al. [436]. The material properties are

E = 210, 000 MPa and ν = 0.33.

M0

M0

2a=20

70

86

t=1

Figure 3.16: Geometry and boundary conditions for the rectangular plate subjected to
pure bending moments (All dimensions in mm)

The rotational increment ∆θX is monitored at the top-right corner node,

and the plate is analysed with respect to varying magnitudes of ∆θX until the

peak critical bending-moment is reached. An equilibrium tolerance of tolu =

1.e−06 is used in each case. According to [436], the analytical expression for

the critical SIF for a centrally-cracked plate with infinite width and subjected

to remotely applied pure bending moment as the one shown in Fig. 3.16, is

evaluated as

K1c =
6M0,crit

t2

√
a ; K2c = 0

⇒ Kc =
√

K2
1c + K2

2c

(3.63)

where Kc is the equivalent critical SIF, t is the plate thickness, M0,crit is the

critical bending moment and a is half-length of the central crack. The analytical

value of critical SIF for this example is provided in [437] as

K1c = 189.74 MPa mm−1/2 (3.64)

Assuming plane-stress conditions, the corresponding critical energy re-

lease rate Gc is

Gc =
K2

c
E

= 0.171435 N/mm (3.65)
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Substituting the value of K1c from Eq. (3.64) into (3.63) and considering the

edge length l = 70 mm, the critical bending moment/edge-length is derived

as

M0,crit =
K1c t2

6l
√

a
= 10.0002 N-mm/mm (3.66)

For the phase field simulations, the mesh is refined in the central region

with the element size he = 0.25 mm where the crack is expected to propagate.

The length-scale parameter and residual stiffness are chosen as lo = 0.25 mm

and ηr = 1.0e−3, respectively. In the original variational formulation proposed

by Bourdin et al. [94], it was shown that the fracture energy is overestimated

depending on the size of finite element discretization. To compensate for this

amplification, an effective critical energy release rate was proposed for the pur-

pose of phase field simulations [349], see also [347] for alternative definition.

The down-scaling of amplified fracture energy is important for the phase field

results to be comparable with XFEM or experimental response, as also previ-

ously shown in [17].

Ge f f
c =

Gc

1 + (he/4lo)
(3.67)

Considering Gc = 0.171435 N/mm, he = 0.25 mm and lo = 0.25 mm,

the effective critical energy release rate Ge f f
c for the current analysis is Ge f f

c =

0.13715 N/mm.

The resulting crack topology is shown in Fig. 3.18. The crack originates

simultaneously at both notch-tips and propagates horizontally towards the

ends of the plate. The moment versus edge rotation response is illustrated

in Fig. 3.17.

Furthermore, to demonstrate that the obtained results are independent of

the magnitude of chosen time-increments, a comparison of moment-rotation

responses is performed in Fig. 3.17 for varying magnitudes of moment-increments

∆M0. The converged value for the critical moment/length in Fig. 3.17 is

M0,PFM = 10.83 N-mm/mm, which is within ∼ 7.5% of the analytical bend-

ing moment/length M0,crit derived in Eq. (3.66). Herein, lo is regarded as

a numerical parameter, so that the Γ-convergence property is retained in the
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limit of vanishing length-scale lo → 0, which forms the foundation of brittle

phase field models [94, 307]. Within this setting, more accurate predictions

of predicted critical moments can be obtained with decreasing mesh-sizes and

length-scale parameter [17, 307]. It must be emphasized that lo may also be

chosen as material parameter based on 1-D homogeneous solution [304, 438],

however, it requires accurate estimation of critical fracture stress σcr which was

not available in this case. Moreover with this approach, the phase field model

loses its Γ-convergence property, and may predict erroneous fracture behaviour

in the case when the calculated lo is too large with respect to the problem di-

mensions, see e.g. [353, 438]. This example further validates the assumptions

made in Sec. 3.2.2 also for the phase field model based on anisotropic spectral

strain decomposition [24], and verifies the accuracy of proposed phase field

formulations in characterising realistic bending-dominated fracture scenarios.
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Figure 3.17: Rectangular plate under pure-bending moments: Moment vs edge-
rotation response
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Figure 3.18: Rectangular plate under pure-bending moments: phase field evolution
with increasing load-increments [φ=1 and φ=0 represent intact and cracked states of
the material]

3.3.5 Simply supported plate subjected to bi-directional bend-

ing under uniformly distributed loads

To demonstrate cracking phenomena under bi-directional bending loads, a

simply supported plate with a uniformly distributed surface load is examined.

The material and fracture properties are E = 1.9e5 MPa, ν = 0.3, lo = 0.01 mm,

Gc = 0.295 N/mm, and the boundary conditions are as shown in Fig. 3.19. The

mesh is refined along the plate’s diagonal with he = 0.005 mm. Only a quar-

ter section of the plate is analyzed owing to symmetry. The quarter-section

is simply supported on the outer edges of the plate, whereas the internal

shared edges are subjected to symmetric boundary conditions. A uniformly

distributed load is applied over the entire top face until complete fracture of
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Figure 3.19: (a) Geometry and boundary conditions of simply-supported plate sub-
jected to bidirectional bending under uniformly distributed pressure load P (b)
Quarter-part of the plate (All dimensions in mm)

the plate, and the vertical displacement is monitored at the centre node of the

plate. The analysis is run until a convergence tolerance of tolu = 1.e−06 is

reached.

The crack originates at the centre and the individual crack-branches prop-

agate simultaneously towards the 4 corners of the plate. The crack-path is

illustrated on the full plate in Fig. 3.20, which is consistent with the results

reported previously in [335, 439]. The load-displacement curve is shown in

Fig. 3.21.
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Figure 3.20: Simply-supported plate under bidirectional bending: phase field evolu-
tion with increasing load-increments [φ=1 and φ=0 represent intact and cracked states
of the material] (Full-plate assembled for better visualization)
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Figure 3.21: Simply-supported plate under bidirectional bending: Load-displacement
response at the centre node of the plate

3.3.6 Cylinder with/without spherical closing cap subjected to

uniform pressure loads

A cylindrical shell geometry with small axial notches placed on diametrically

opposite ends and uniformly applied pressure load on its inner surface is con-
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Figure 3.22: Geometry and boundary conditions of cylindrical shell with notch (a)
without (b) with spherical cap at the end, and subjected to uniform internal pressure
p (All dimensions in mm)

sidered. Owing to the problem symmetry across the xy and xz planes, only

the quarter part of the full cylinder is analyzed as shown in Fig. 3.22.

To examine the robustness of the approach, two different cases are exam-

ined, i.e. with and without a spherical cap at the two ends of the cylindrical

shell. The latter is expected to give rise to crack branching at the spherical cap.



3.3. Numerical examples 105

The material and fracture properties are E = 7.0e4 MPa, ν = 0.3, lo = 0.125

mm, Gc = 1.5 N/mm. The mesh is refined with the size he = 0.1 mm in all the

cylindrical and spherical cap regions where the crack is expected to propagate.

A displacement controlled analysis is performed with an equilibrium tolerance

of tolu = 1.e−05. For the cylinder specimen without spherical cap (Fig. 3.22a),

the vertical circular arc BC is fixed along the x and z directions, whereas sym-

metric boundary conditions are imposed on horizontal edges AB, CD, and AD.

The specimen with spherical closing cap (Fig. 3.22b) is subjected to symmetric

boundary conditions on all free edges, i.e. the vertical circular arc AD towards

the notch is subjected to y-symmetric and horizontal edges AB, BC and CD are

subjected to z-symmetric boundary conditions. The example demonstrates the

capability of proposed phase field formulations in simulating damage for thin

curved geometries which display significant membrane as well as transverse

shear locking effects.

The responses between the total applied pressure load and the displacement-

norm measured at the notch-tip are compared in Fig. 3.23 for both the un-

capped and capped specimens.

The crack-path at increasing load-increments for the uncapped and capped

cylinders are shown in Figs. 3.24 and 3.25, respectively. In the former case, the

crack initiates at the notch-tip and propagates along the axial direction of the

cylinder. In the latter, the specimen demonstrates a similar response (Fig. 3.25),

however, in this case the crack initiates at a slightly lower critical fracture load

(Fig. 3.23). Over the spherical cap region, the crack first propagates linearly,

but subsequently splits into two symmetric crack branches; these further evolve

simultaneously.

3.3.7 Assymetric hyperboloid structure subjected to uniform

internal pressure

To further demonstrate the robustness of proposed formulations in analysing

curved shell problems, an assymetric hyperboloid geometry is considered which
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Figure 3.23: Notched cylinder with/without spherical cap under uniform internal
pressure: Applied pressure load vs norm of the displacement unorm =

√
u2
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measured at the notch-tip

Figure 3.24: Notched cylinder under uniform internal pressure: phase field evolution
with increasing load-increments [φ=1 and φ=0 represent intact and cracked states of
the material]

is subjected to a uniform internal pressure applied in the direction normal to

its surface. The thin-shell assumptions apply as the thickness of the geometry

t = 0.1 mm is significantly smaller than the other dimensions of the hyper-

boloid. A notch is introduced at the mid-height along the longitudinal di-
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Figure 3.25: Notched cylinder with spherical cap under uniform internal pressure:
phase field evolution with increasing load-increments [φ=1 and φ=0 represent intact
and cracked states of the material]

rection. Due to the model symmetry only half part of the complete model as

shown in Fig. 3.26 is analysed. To reduce the effect of bending at the boundary,

the hyperboloid geometry is supported by an elastic shell structure, displayed

as ABFE in Fig. 3.26 in which the evolution of phase field (or damage) is re-

stricted.

The material and fracture parameters for the hyperboloid are E = 210

GPa, ν = 0.3, Gc = 0.0027 kN/mm, lo = 0.75 mm, and a uniform mesh size

with he = 0.5 mm is used. The material properties for the elastic base-support

is E = 21000 GPa, ν = 0.3 with the Young’s modulus chosen as 100 times

higher than the hyperboloid.

Furthermore, the translational DOFs at the bottom-most part of the elastic

base-support is completely fixed (ux = uy = uz = 0) while the rotational DOFs

are kept free. For the curved side-edges BC and AD, z-symmetric bound-

ary conditions are imposed whereas the top-edge CD is unrestrained. The

internal distributed load is applied only on the hyperboloid region EFCD in

the direction of outward-pointing normals to its surface. The complete elas-

tic base-support ABFE is unloaded. The radial displacement is monitored at
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Figure 3.26: Geometry, boundary conditions and loading on the assymetric hyper-
boloid tower with central notch subjected to uniform internal surface-pressure P (All
dimensions in mm)

the bottom notch-tip shown by P in Fig. 3.26, and tolu = 1.e−05. The crack

initiates at the bottom notch-tip P as shown in Fig. 3.27, and propagates verti-

cally downwards followed by a second branch that initiates at the top notch-tip

Q. The two cracks propagate simultaneously and crack-branching is eventually

observed at the bottom crack due to the shell-curvature at which point the shell

loses all bearing capacity. The response between the vertical z-displacement at
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the bottom notch-tip P and the total applied load is shown in Fig. 3.28.

Figure 3.27: Assymetric hyperboloid tower under uniform internal pressure: phase
field evolution with increasing load-increments [φ=1 and φ=0 represent intact and
cracked states of the material] (Full geometry assembled for better visualization)

3.4 Concluding Remarks

In this chapter, a phase field enhanced shell element formulation is presented

to simulate brittle fracture in Reissner-Mindlin shells. An MITC4+ approach is

employed to alleviate transverse-shear and membrane locking. The method is

based on the assumption of a maximum through-the-thickness crack driving

force rule definition. Considering an anisotropic split for damage evolution,

the plane stress assumptions are imposed directly on the tangent constitutive

matrix. This approach has been found to provide accurate results and optimum

convergence rates.

The accuracy of the proposed model is demonstrated by a set of illustra-
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Figure 3.28: Assymetric hyperboloid tower under uniform internal pressure: Applied
pressure load vs vertical displacement uz measured at the bottom notch-tip P

tive numerical examples. The damage results are verified against the analytical

estimates both in the case of isotropic and anisotropic phase field models. The

validity of the proposed model is further established by obtaining realistic and

accurate fracture predictions in curved shell geometries, which display signifi-

cant membrane and transverse shear locking due to the coupling of membrane

and bending deformations.

It must be highlighted that phase field modelling of brittle fracture that

simultaneously also alleviates both transverse shear and membrane locking

issues in Reissner-Mindlin shell elements has not been addressed in the lit-

erature yet [314, 333–336, 440]. Hence in the current study, analytical results

are used to compare the accuracy of the bending dominated fracture response,

which is considered to be more accurate and reliable approach with regards to

characterisation of material’s fracture behaviour. Analytical validations have

been performed for both the elastic stiffness prior to damage initiation as well

as the critical fracture stresses, which proves the efficacy of the proposed model

in predicting accurate locking-free brittle fracture response.

Furthermore, despite the non-convex nature of the phase field functional,

the predicted solution for all benchmark examples in this chapter are physi-
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cally realistic and unique. However, non-unique solutions may emerge in the

presence of complex loading or multiple geometric singularities, in which case

a stochastic analysis may be performed to predict the probability of each solu-

tion [344]. Such an analysis is beyond the scope of the current work.

The phase field model proposed in this chapter presents a robust alter-

native for intra-laminar damage modelling of thin-ply composites, which fail

due to combined membrane and bending deformations. It must be highlighted

that the inclusion of rotational degrees of freedom in the MITC4+ formulation

would naturally raise implementational challenges vis-à-vis the modelling of

multi-layered composite profiles where delamination is a possible failure mode

[364, 365]. In this case, coupling with, e.g., a cohesive zone model would re-

quire the evaluation of displacements at the interface based on the Reissner-

Mindlin kinematical assumptions and the definition of multi-point constraints

to couple the degrees of freedom associated with the shell and cohesive ele-

ments at the interface [441–443].



4
Robust damage modelling of

fibre-reinforced composite laminates

Thin spread-tow unidirectional and woven-fabric reinforced composites are

widely utilized in the aerospace and automotive industries due to their en-

hanced fatigue life and damage resistance. Providing high-fidelity simulations

of intra-laminar damage in such laminates is a challenging task both from

a physics and a computational standpoint, due to their complex and largely

quasi-brittle fracture response. This is manifested by matrix cracking and fi-

bre breakage, which result in a sudden loss of strength with minimum crack

separation; subsequent fibre pull-outs result in a further, although gradual,

strength loss. In such cases, the crack-tip extends over larger fracture-process

zones (FPZ), and hence it becomes necessary to account for cohesive forces

evolving within FPZ to model this damage response effectively. Furthermore,

the interaction of the failure mechanisms pertinent to both the fibres and the

matrix necessitate the definition of anisotropic damage models. Till date, a

phase field model that simulates such quasi-brittle fracture behaviour along

with the complex anisotropic cracking mechanisms in thin spread-tow com-

posites has been missing from the literature. Furthermore, there have been

very limited efforts to effectively calibrate the phase field models to perform

realistic experimental validation for composites.

In this chapter, an anisotropic 3-parameter cohesive phase field model is

112
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proposed to simulate intra-laminar fracture in fibre reinforced composites. To

capture damage anisotropy, distinct energetic crack driving forces are defined

for each pertinent composite damage mode together with a structural tensor

that accounts for material orientation dependent fracture properties. The ma-

terial degradation is governed by a 3-parameter quasi-quadratic degradation

function, which can be calibrated to experimentally derived strain softening

curves. The numerical implementation procedure for the proposed damage

model in commercial FEM software Abaqus is discussed in detail. Further-

more, a strategy to obtain material softening law by calibrating the values of

cohesive-shape parameters with respect to the experimental response corre-

sponding to different damage modes is proposed, based on isotropic formula-

tions in Lorentz [444]. The proposed model is further extended to dynamic

explicit case and combined with the cohesive zone model to perform full

composite-laminate analysis involving both intra-laminar and inter-laminar

damage. Benchmark numerical examples are presented towards the end, along

with experimental validations performed on spread-tow composite laminates,

followed by conclusions. The results presented in this chapter have been pub-

lished in [445].

The point of departure is the isotropic cohesive phase field model pro-

posed in [351, 352] for simulating quasi-brittle fractures, which is briefly revis-

ited in Sec. 4.1.

4.1 Isotropic cohesive phase field model

In this chapter, the phase field regularisation function FΓc is obtained using

a second-order linear approximation according to Eq. (4.2), contrary to the

quadratic approximation used in Eq. (3.18) of the previous Chapter 3.

∫
Γc

Gc dΓc ≈
∫
Ω

GcFΓc(φ,∇ φ) dΩ (4.1)
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FΓc(φ,∇ φ) =
3

4lo

[
φ +

l2
o
4
∇φ · ∇φ

]
(4.2)

with lo being the length-scale parameter that controls the width of the diffusion

zone.

The linear description of the fracture surface energy in Eq. (4.2) results in

cracks with a finite diffusion width and plays an important role in obtaining

a purely elastic material response prior to crack-initiation. This is central to

the phase field description of cohesive fracture [351], and alleviates one of the

main drawbacks of the brittle fracture phase field models discussed in Chapter

3, in which the damage evolution starts as soon as the material is loaded.

The 1-D variation of phase field parameter φ in the direction normal to crack

surface using a second order linear approximation [430] is shown in Fig. 4.1.

It can be noticed that in this case, (φ = 1) correspond to the fully-cracked and

(φ = 0) to the fully-intact states of the material, as opposed to the previous

representation of φ in Chapter 3. Both the former and the latter representations

are equivalent, and have no effect on the overall phase field formulations.

(a) (b)

Figure 4.1: 1-D spatial variation of phase field φ(x) for (a) Discrete (sharp) crack and
(b) Diffused crack with second-order linear approximation provided in Eq. (4.2) [φ = 0
and φ = 1 represent intact and cracked states of the material respectively]

The regularized potential energy of the solid assumes the following form,

analogous to Eq. (3.20).

Π (u, φ,∇φ) =
∫
Ω

ψ[ε(u), φ] dΩ +
∫
Ω

GcFΓc(φ,∇ φ) dΩ
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−
∫
Ω

b · u dΩ−
∫

∂Ωb

t̄ · u d∂Ωb (4.3)

where b and t̄ are externally applied body and traction forces, respectively and

ψ[ε(u), φ] is the degraded elastic strain energy density which accounts for the

fact that the stored elastic strain energy of the solid must decrease as the crack

evolves and the amount of dissipated fracture energy increases. The expression

for linearized strain tensor ε(u) is given by Eq. (3.16).

(a) (b)

Figure 4.2: General domain Ω containing (a) Internal sharp crack Γc, and (b) Diffused
crack with length-scale lo, and subjected to body force b and surface traction forces t̄

As explained previously in Chapter 3, the elastic strain energy density

ψ[ε(u)] includes contributions from both tensile and compressive deformation

modes. However, the un-physical evolution of crack must be suppressed in

regions under pure compression [24, 345, 432]. The isotropic cohesive phase

field model in [351] follows the approach described in [24], wherein the elastic

strain energy ψ[ε(u)] is split into a tensile and a compressive part, and only

the active part is responsible for driving the crack evolution process. This is

accomplished via a spectral decomposition of the strain tensor into its tensile

and compressive components as shown in Eq. (4.4)

ε = ε+ + ε−

ε± = 〈λi〉±ni ⊗ ni

(4.4)

where the Macaulay brackets imply 〈x〉± = (x± |x|)/2 and λi, ni are the eigen-

values and eigenvectors of the strain tensor ε. Based on Eq. (4.4), the degraded
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elastic strain energy ψ[ε(u), φ] is additively decomposed into a tensile ψ+ and

a compressive ψ− component. To account for the fracture induced material

degradation, a degradation function g(φ) is imposed on the tensile part of the

elastic energy density so that

ψ[ε(u), φ] = g(φ)ψ+(ε+) + ψ−(ε−) (4.5)

where

ψ± =
1
2

λs
[
〈tr(ε)〉±

]2
+ µsε

± : ε± (4.6)

and λs, µs are the Lamé constants. Based on the work of Lorentz [444] on

isotropic gradient damage model, the degradation function g(φ) is defined as

g(φ) =
(1− φ)2

(1− φ)2 + mφA(φ)
; p ≥ 1

with, ; m =
3GcE
2loσ2

c
; lo <

3EGc

2(p + 2)σ2
c

(4.7)

In Eq. (4.7), A(φ) is a continuously differentiable function expressed as A(φ) =

1 + pφ or A(φ) = 1 + pφ
[
exp(q2φ2)

]
, E is the Young’s modulus, σc is the criti-

cal fracture stress, and p and q are model parameters. The detailed derivation

can be referred from [444].

The governing equations of the cohesive phase field model emerge from

the minimisation problem

{u, φ} = Argmin{Π (u, φ)} (4.8)

that gives rise to the following coupled strong form

∇ · σ + b = 0

δφγ(φ,∇φ) =
−g′(φ)ψ+

Gc
= D̃iso

with, δφγ =
3

4lo

[
1− l2

o
2
∇ · ∇φ

]
and φ̇ ≥ 0

(4.9)

where D̃iso is the isotropic crack-driving force term and σ is the Cauchy stress
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tensor.

Remark 6. Lorentz [444] proposed closed-form parametric expressions for sep-

aration displacement (δ) and stress (σ), and established their convergence to

asymptotic cohesive law by obtaining cohesive limit (δczm, σczm) for vanishing

values of length scale parameter lo. It was also highlighted that the obtained

σ-δ response exhibits all important properties of a cohesive law, such as perfect

adhesion below initial stress threshold, decreasing stresses with increasing sep-

aration displacement as damage evolves, and finally, the material failure with

zero stresses and finite critical separation displacement. The initial softening

slope and final separation are calculated as Eq. (4.10).

dσczm

dδczm

∣∣∣∣
φ=0

=
2

3π

(
A′(0) + 2

)3/2 σ2
c
Gc

δc =
3π

4

√
A(1)

Gc

σc

(4.10)

The choice of the functions g(φ) and A(φ) in Eq. (4.7) is restricted by the

constraints that they must ensure convexity, an increasing damage band width,

and decreasing stresses to maintain the objectivity of the cohesive law [446].

To fulfil these constraints, Lorentz [444] derived an upper bound for the length

scale parameter in Eq. (4.7) based on the cohesive length EGc/σ2
c corresponding

to fracture process zone.

lo <
3EGc

2(A′(0) + 2)σ2
c

(4.11)

4.2 The anisotropic cohesive phase field model for

fibre-reinforced composites

Composites are highly anisotropic materials that fail under diverse modes of

failure that can be primarily classified into fibre fracture and pullouts/bridging

and matrix rupture. Often, the fracture behaviour displayed by different com-

posite damage mechanisms is quasi-brittle in nature and a fracture-process
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Figure 4.3: Illustration of directions n11, n22 and n12 in thin spread-tow (a) unidirec-
tional and (b) woven-fabric composite plies

zone evolves due to the presence of fibre pullout/bridging effects as shown in

Fig. 4.4.

Each mechanism not only differs in the driving force which triggers crack

initiation, but is also associated with a different value of fracture stress and

corresponding critical energy release rate. This necessitates the extension of

the cohesive phase field model discussed in Sec. 4.1 to incorporate anisotropic

effects, which can accurately capture the fracture response pertaining to each

composite damage mechanism.

The formulations presented herein, are motivated primarily from the work

of Lorentz [444] on nonlocal gradient damage model for cohesive fractures. As-

pects pertinent to the numerical implementation are drawn from the isotropic

cohesive phase field method described in Sec. 4.1.

Contrary to the work introduced in [27], the proposed model relies on

the definition of a single phase field variable that describes each composite

failure mode. This significantly reduces the underlying computational costs,

see also [28, 347]. Conversely, the stresses and elastic properties in each di-

rection are degraded using distinct degradation functions that depend on the

critical energy release rate and the fracture stress along that direction. The

crack driving state functions and stress-degradation functions corresponding

to each individual damage mechanism, e.g., in-plane longitudinal/transverse

cracks in the fibres and shear cracks in the matrix, are determined separately.
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4.2.1 Anisotropic Damage considerations

An anisotropic structural tensor is defined to orient the crack-path in the direc-

tion associated with the lower fracture strength and critical energy release rate.

Furthermore, a 3-parameter cohesive phase field model is introduced that pro-

vides higher flexibility in controlling the shape of the cohesive softening law.

This is important because the damage models in which the initial and the fi-

nal stages of the cohesive softening curve cannot be controlled independently

have only limited capability in accurately predicting the post-fracture material

response [444, 447].

Driven by the derivations provided in [366, 448] and also in [28, 347, 369]

for composite materials, a structural tensor A is first introduced in the defini-

tion of the functional γ(φ,∇φ) (see, Eq. (4.2))

γ(φ,A,∇ φ) =
3

4lo

[
φ +

l2
o
4
∇φ · A ∇φ

]
(4.12)

The generalised functional definition of Eq. (4.12) enables the model to drive

the crack along the directions with the lower fracture toughness σc and critical

energy release rate Gc.

In unidirectional composites, the fracture properties in the direction nor-

mal to the fibre orientation are substantially weaker when compared to the

fibre directions. This implies that it is comparatively much more difficult to

crack the fibres, and experimental evidence suggests that the crack propagates

in the direction parallel to fibres [449]. In thin woven fabric composites, for e.g.

in plies with fibre orientations (0o/90o), cracking in either direction would in-

volve fibre failure, but the crack might still have a preferred orientation based

on the values of fracture strength and toughness in different directions. Hence,

in the current work the structural tensor A is defined according to Eq. (4.13) in

line with the definition in [347].

A = α1n11 ⊗ n11 + α2n22 ⊗ n22 (4.13)
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In the case of UD composites, n11 and n22 correspond to the fibre and matrix

directions, respectively (Fig. 4.3a). In the case of woven-fabric composites, both

n11 and n22 correspond to the fibre directions as shown in Fig. 4.3b.

Furthermore, αn = {α1, α2} are parameters that penalize crack propaga-

tion along the material directions which are manifested with a higher fracture

toughness and strength. These parameters assume a value as αn = 1 along

the stronger material direction. Conversely, a very low value is considered for

the weaker direction (typically αn ≈ 0.02− 0.05). Specific values can also be

obtained on the basis of the ratio of critical energy release rates Gc(s) and Gc(w)

along the stronger and weaker directions, respectively, as discussed in [27, 28].

Crack-tip

Fracture

process-zone

Cracked

bres

Bridged

bres

Figure 4.4: Illustration of fracture-process zone (FPZ) in fibre-reinforced composite
plies due to combined fibre breakage and fibre pullout/bridging effect

4.2.2 Constitutive assumptions

The decomposition of the strain energy density ψ and the corresponding crack-

driving force D̃iso defined in Eqs. (4.6) and (4.9), respectively are valid as long

as the material is isotropic in its elastic and post-fracture response. To this

point, anisotropic phase field models have been developed, see, e.g. [25, 366,

367] that rely on the assumption of elastic isotropy and consider an anisotropic

definition of the critical energy release-rate Gc depending on the crack orien-
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tation. However, in composites preferential directions emerge due to the fibre

orientations that result in anisotropic elastic properties. This implies that the

deformation modes in each direction contribute to specific components of the

strain energy density, which then trigger individual failure mechanisms.

Typically, in thin spread-tow fabric and UD plies these failure mechanisms

can be classified into the following categories (see, also Fig. 4.3).

1. Fibre fracture and pullouts in both woven-fabric and UD-tape plies due

to tensile deformations along the n11 direction

2. In-plane matrix cracking in UD-tape or fibre fracture and pullouts in

woven-fabric plies due to tensile deformations along the n22 direction

3. In-plane matrix cracking in both woven-fabric and UD-tape plies, due to

shear deformation along the n12 direction

In the subsequent sections, the above damage mechanisms are denoted

by a subscript i ∈ {11, 22, 12}. The subscripts {11}, and {22} correspond to

the tensile failure modes in the material directions n11 and n22, respectively

whereas {12} corresponds to the shear failure mode in direction n12.

Remark 7. The transverse damage mechanisms such as matrix cracking un-

der transverse shear deformations and subsequent delamination are practically

suppressed in thin spread-tow composites [38], and hence are not accounted

for in this work.

Based on the above analysis, it becomes important to individually char-

acterize the active strain energy density components ψi which are responsible

for triggering each corresponding damage mechanism. Similar to [28, 347], the

current study considers that each damage mechanism is associated with a dis-

tinct critical energy release rate Gci and a critical fracture strength σci that can

be experimentally identified.

Within this setting, Eq. (4.9) is reformulated and the following coupled

strong form for the anisotropic cohesive phase field model is defined according
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to Eq. (4.15).

∇ · σ + b = 0 (4.14)

δφγ(φ,A,∇φ) = D̃ (4.15)

where

δφγ =
3

4lo

[
1− l2

o
2
∇ · A∇φ

]
(4.16)

The explicit expressions for the Cauchy stress σ and the anisotropic crack-

driving force D̃ are discussed in Sec. 4.2.3 and Sec. 4.4, respectively.

To ensure that the coupled strong form gives rise to evolving damage

only, hence non-healing, the following irreversibility constraint is imposed on

the phase field evolution Eq. (4.15).

φ̇ ≥ 0 (4.17)

This irreversibility constraint has been traditionally imposed via a history

variable [see, e.g., 24, 54]. In this work, the Augmented Lagrange Method

(ALM) [351] is used to impose crack-irreversibility, as discussed in the algo-

rithmic implementation of the proposed model in Sec. 4.7.

4.2.3 Elastic strain energy density

Based on the preferential material directions in composites and the classifica-

tion of different damage mechanisms provided in Sec. 4.2.2, the following split

for the strain tensor naturally emerges (see, also [27])

ε = ε+ + ε− (4.18)

where

ε+ =


〈ε11〉+

〈ε22〉+

γ12

 (4.19)
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is the active part and

ε− =


〈ε11〉−

〈ε22〉−

0

 (4.20)

is the passive part, respectively. In Eqs. (4.19) and (4.20), 〈x〉± = (x ± |x|)/2

are the Macaulay brackets.

It is of interest to note that when using the strain-decomposition method

shown in Eqs. (4.19) and (4.20), the positive/negative components of stresses

and strains are not always orthogonal, i.e. the cross-components (〈σij〉+ · 〈εij〉−)

in the original strain energy density expression do not necessarily vanish. This

aspect has been addressed in the recent work of Wu et al. [450] wherein a

positive/negative projection in the energy norm is employed leading to a well-

defined energy functional and a thermodynamically consistent framework.

Despite this potential inconsistency, the split shown in Eqs. (4.19) and

(4.20) [27] provides a natural and intuitive framework vis-à-vis the failure re-

sponse of composites, since the material properties are anisotropic and the dis-

tinct failure mechanisms are primarily driven by the prevalent mode-specific

components of stresses and strain-energy densities. The extensive experimen-

tal validations performed as part of this study (see, also, Sec. 4.10) demonstrate

that such an assumption is valid and of practical use for the case of compos-

ites. Further extending the method provided in Wu et al. [450] for the case of

anisotropic fractures would also lend the methodology described herein to a

thermodynamically consistent framework. However, such an extension for the

case of composites is non-trivial, and hence, beyond the scope of the present

work.

The effective stress tensor σ̄ at each material point within each ply is de-

fined accordingly based on Classical Lamination Theory (CLT) as Eq. (4.21).

σ̄ = Co : ε (4.21)
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Co =



E11

1− ν12ν21

ν12E22

1− ν12ν21
0

ν21E11

1− ν12ν21

E22

1− ν12ν21
0

0 0 G12

 and, ε =


ε11

ε22

γ12

 (4.22)

where Co is the elastic material stiffness matrix; plane-stress conditions are

considered. In Eq. (4.22), E11 and E22 are the elastic Young’s moduli, G12 is

the in-plane shear modulus, and ν12 and ν21 are the in-plane Poisson’s ratios

defined for each ply of the composite laminate, where the relation ν21E11 =

ν12E22 holds.

The effective stress σ̄ in Eq. (4.21) can be similarly split into an active and

passive part, i.e.,

σ̄ = σ̄+ + σ̄− (4.23)

with

σ̄+ =


〈σ̄11〉+

〈σ̄22〉+

τ̄12

 (4.24)

and

σ̄− =


〈σ̄11〉−

〈σ̄22〉−

0

 (4.25)

as active and passive parts respectively.

Based on Eqs. (4.18)-(4.20) and (4.23)-(4.25), the components of the elastic

strain energy density ψ, which are responsible for driving different composite

failure mechanisms emerge as

ψ+
11 =

1
2
〈σ̄〉+11〈ε〉

+
11 ψ−11 =

1
2
〈σ̄〉−11〈ε〉

−
11

ψ+
22 =

1
2
〈σ̄〉+22〈ε〉

+
22 ψ−22 =

1
2
〈σ̄〉−22〈ε〉

−
22

ψ+
12 =

1
2

τ̄12γ12 ψ−12 = 0

(4.26)
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In this work, each active energy term ψ+
11, ψ+

22 and ψ+
12 contributes to spe-

cific damage mechanisms, i.e., {11}, {22}, and {12}, respectively and are hence

evaluated separately. The isotropic formulations can be obtained by summing

up the corresponding active and passive components of strain energy density,

i.e.,

ψ+ = ψ+
11 + ψ+

22 + ψ+
12 (4.27)

ψ− = ψ−11 + ψ−22 + ψ−12 (4.28)

4.3 Energetic degradation function

In this section, the explicit definitions of the damage mechanism specific degra-

dation functions are provided. Each function operates on specific strain energy

components, pertinent to the corresponding damage mechanism. A key as-

pect of the proposed definitions is that contrary to the methods proposed in

[28, 347], the premature and simultaneous initiation of failure in all modes

is delayed or avoided to significant extent, thus closely resembling the actual

physical behaviour of composites.

Following the derivations presented in [444] [see, also Eq. (4.7)] for the case

of an isotropic medium, a 3-parameter quasi-quadratic degradation function

gi(φ) is introduced for each anisotropic damage mechanism i ∈ {11, 22, 12},

which depends on the critical fracture stress, critical energy release rate and

the cohesive law shape corresponding to that mechanism. The degradation

functions g11(φ), g22(φ) and g12(φ) are expressed as

g11(φ) =
(1− φ)2

(1− φ)2 + m11φA11(φ)
(4.29)

g22(φ) =
(1− φ)2

(1− φ)2 + m22φA22(φ)
(4.30)

g12(φ) =
(1− φ)2

(1− φ)2 + m12φA12(φ)
(4.31)

where the parameters m11 = −g′11(0), m22 = −g′22(0) and m12 = −g′12(0)
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correspond to the initial slope of the corresponding degradation functions and

are defined as

m11 =
3Gc11E11

2loσ2
c11

(4.32)

m22 =
3Gc22E22

2loσ2
c22

(4.33)

m12 =
3Gc12G12

2loσ2
c12

(4.34)

Furthermore A11, A22, A12 assume the following form

A11(φ) = 1 + p11φ
[
exp(q2

11φ2)
]

(4.35)

A22(φ) = 1 + p22φ
[
exp(q2

22φ2)
]

(4.36)

A12(φ) = 1 + p12φ
[
exp(q2

12φ2)
]

(4.37)

where qi, and pi ≥ 1 are model parameters.

The degradation functions gi(φ) defined in Eqs. (4.29)-(4.31) are imposed

on the active tensile strain energy densities ψ+
i in Eq. (4.26), hence resulting in

the following equation

ψ = g11ψ+
11 + g22ψ+

22 + g12ψ+
12 + ψ−11 + ψ−22 + ψ−12 (4.38)

Hence, contrary to the isotropic case of Eq. (4.5), in the anisotropic case each

failure mode specific degradation function gi(φ) acts only on its respective

active energy term ψ+
i . This ensures that once the damage is triggered, the

material compliance in each direction is penalised by different amounts of

degradation based on mode-specific elastic and fracture properties.

Remark 8. The 3-parameter degradation function chosen in this work allows

for a versatile and accurate simulation of damage evolution in composites.

Cohesive laws in which the initial and the final stages of softening cannot be

controlled independently have been shown to offer limited capabilities in high-

fidelity damage simulations [444, 447]. The model can be further extended by

introducing additional parameters and higher-order polynomials in the degra-
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dation function definition, see e.g., [352], to obtain more diverse softening be-

haviour.

The model parameters {mi, pi, qi} control the shape of the cohesive soft-

ening law for each individual failure mode i ∈ {11, 22, 12}. Their effect on

the degradation functions gi(φ) are shown in Fig. 4.5. In particular, param-

eter pi controls the initial slope of the degradation function only (Fig. 4.5a).

Higher values of pi result in faster material degradation hence reducing the

predicted peak fracture stresses. Conversely, qi controls the final stage of the

degradation function only (Fig. 4.5b). Thus, it affects the final crack-separation

displacement in the cohesive-law.

The third parameter mi, see Eq. (4.32)-(4.34), depends on the material and

fracture properties (Ei, σci,Gci) which are constants for any given material and

affect the shape of the softening branch. Smaller values give rise to near-linear

descending branches (Fig. 4.5c). The fact that mi depends also on the length

scale lo, which is common for all failure modes, implies that {m11, m22, m12}

cannot be calibrated independently of each other. However, it is now well-

accepted that the fracture response of cohesive phase field models is length

scale independent [351–353], and lo only needs to assume a small enough value

so that the diffusion zone becomes bounded. In the limit lo → 0, the cohesive

phase field model converges to an asymptotic cohesive zone model, as demon-

strated in [444]. It is worth noting that in the current model, the estimated

peak fracture force and the final crack-separation displacement are insensitive

to variations in the parameters mi and the length-scale lo, as would be demon-

strated with the numerical examples.

Furthermore, it can be observed that due to the specific formulations

adopted for gi(φ) in Eq. (4.29), the stresses σi in each direction are natu-

rally subjected to different amounts of degradation, which is controlled by the

anisotropic fracture parameters {Gci, σci}; these correspond to specific compos-

ite failure modes i ∈ {11, 22, 12}.

Remark 9. Similar to Eq. (4.11), an equivalent upper bound definition for the
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Figure 4.5: Variation of stiffness degradation function gi(φ) for any composite damage
mechanism i with respect to phase field variable φ for different values of cohesive
shape parameters {mi, pi, qi}

length-scale must be incorporated within the proposed anisotropic cohesive

phase field model to obtain a well-conditioned system with optimal conver-

gence rate. This is defined herein based on the material and fracture properties

in two principal, viz. warp and weft, directions of the spread-tow woven-fabric

and spread-tow unidirectional composites,

lo < lo(UB) = min

(
3E11Gc11

2(A′1(0) + 2)σ2
c11

,
3E22Gc22

2(A′2(0) + 2)σ2
c22

)
(4.39)

where Gci are the critical energy release rates, σci are the critical fracture stresses

and lo is the length scale parameter with its upper-bound defined by lo(UB).

The expression in Eq. (4.39) is closely related to the characteristic length of the
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fracture process zone, which is given as lFPZi = EiGci/σ2
ci.

4.4 Anisotropic crack-driving force

The definition of failure-mode specific degradation functions ensures that these

degrade only the corresponding active part of the elastic energy density Eq. (4.27),

with the degradation rates governed by respective material and fracture prop-

erties. This ensures that despite using a single damage variable in the current

formulations, a slower damage evolution rate in stronger material directions

post damage initiation is maintained. This anisotropic degradation effect must

also be manifested within the definitions of the crack-driving forces responsi-

ble for triggering each failure mode. To ensure independent crack evolution in

each direction, (see Fig. 4.6 for a woven-fabric composite ply), the crack-driving

force D̃ in Eq. (4.15) is additively decomposed into failure mode specific com-

ponents, i.e.,

D̃ = D̃11 + D̃22 + D̃12 (4.40)

where

D̃11 = −
g′11ψ+

11
Gc11

(4.41)

D̃22 = −
g′22ψ+

22
Gc22

(4.42)

and

D̃12 = −
g′12ψ+

12
Gc12

(4.43)

respectively.

In Eqs. (4.41)-(4.43), the mode specific crack driving force terms depend

on the mode specific critical energy release rates Gci, the tensile strain energy

densities ψ+
i , and the degradation functions gi(φ). Hence, the coupling be-

tween the governing Eqs. (4.14) and (4.15) is naturally achieved in a failure

mode-wise manner.
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~
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~

Figure 4.6: Illustration of different crack-driving forces D̃i, critical energy release rates
Gci, critical fracture stresses σci and strain energy density contribution ψ+

i , responsible
for initiating each damage mechanism i in spread-tow fabric composites. Each D̃i is
degraded using distinct degradation function gi(φ)

Remark 10. The isotropic case can be recovered by setting,

σc = σc11 = σc22 = σc12

Gc = Gc11 = Gc22 = Gc12

(4.44)

which also eventually leads to,

g(φ) = g11(φ) = g22(φ) = g12(φ) (4.45)

4.5 Effective critical energy release-rate

Bourdin et al. [94] in their original variational formulation showed that the

fracture energy is slightly overestimated during phase field simulations. The

amplitude of this overestimation depends on the characteristic mesh size in

the overall finite-element discretization. To alleviate this effect, the critical en-

ergy release rate obtained from the experiments must be scaled to an effective

Ge f f
c for the purpose of phase field simulations, see also Egger et al. [17] for a

comparative review. In this work, the scaling procedure provided in [347] for

the case of anisotropic composite fracture is closely followed for each mode-
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specific Gci

Ge f f
ci = Gci

(
1− he

lo

)
(4.46)

where he is the characteristic element length, lo is the length-scale parameter,

and Gci and Ge f f
ci are the actual and effective critical energy release rates, re-

spectively. For an effective comparison between the experimental results and

the fracture estimations provided by phase field simulations, it is important to

use Ge f f
ci in the formulations [347]. It can be noted that Eq. (4.46) from [347]

is fundamentally similar to Eq. (3.67) from [349] presented in the previous

Chapter 3, except for the fact, that binomial theorem as shown in Eq. (4.47) is

applied to obtain Eq. (4.46), where he � lo has been assumed. This is consis-

tently followed, and discussed in detail in the numerical examples presented

in this chapter. (
1 +

he

lo

)−1

≈
(

1− he

lo

)
(4.47)

4.6 Shear isotropic hardening in woven fabric-reinforced

composites

In woven-fabric reinforced composites, the shear response is primarily domi-

nated by the material properties of the matrix. This involves nonlinear plastic

deformations of the matrix followed by strength degradation due to the initia-

tion of matrix micro-cracks [2, 5]. To account for the plasticity and subsequent

strength reduction, the anisotropic cohesive phase field model is combined

with an elastic-plastic constitutive model with isotropic hardening for the in-

plane shear behaviour. The plastic evolution of shear stresses is controlled

using a threshold function proposed in [5], also shown in Eq. (4.48), which

governs the onset and evolution of plastic shear behaviour.

τ̄12 = SLP + ζE

[
1− e−|ζ

T
Eε

p
12|
]
+ ζLε

p
12 (4.48)
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where τ̄12 is the in-plane shear stress, ε
p
12 is the plastic shear strain, and SLP

is the shear yield stress. The constants {ζE, ζT
E , ζL} are material parameters

that can be obtained through calibration to experimental results obtained from

pure shear tests of woven fabric-reinforced composites, see, e.g. [2]. Fig. 4.7

schematically illustrates the shear stress-strain response for any typical fabric-

reinforced composite, based on the elastic-plastic cohesive phase field model

proposed in this work.

The corresponding plastic strain evolution law is defined as Eq. (4.49)

ε̇
p
12 = ε̇i

12sign(εe
12) (4.49)

where εe
12 is the elastic shear strain and εi

12 is isotropic hardening variable [5].

Based on this, the active shear strain energy density ψ+
12 in Eq. (4.26) and

(4.43) must be modified for the case of fabric-reinforced composites, to include

only the elastic part of the shear strains as shown in Eq. (4.50).

ψ+
12 =

1
2

τ̄12γe
12 (4.50)

where γe
12 is the engineering elastic shear strain given by Eq. (4.51).

γe
12 = 2εe

12

εe
12 = ε12 − ε

p
12

(4.51)

Once the critical shear stress SL is reached, the post-peak shear stress-

degradation is controlled using the cohesive phase field model with appropri-

ate softening parameters.



4.7. Solution scheme and Abaqus implementation 133

12

12

SL

SLP

12

p

12

e

In
-p

la
n

e
 s

h
e
a
r 

s
tr

e
s
s

In-plane shear strain

Figure 4.7: Illustration of characteristic in-plane shear behaviour for a typical spread-
tow fabric (STF) reinforced composite

4.7 Solution scheme and Abaqus implementation

4.7.1 Augmented Lagrangian form of the governing equations

Eq. (4.17) imposes the necessary irreversibility constraint to the phase field,

i.e., a crack should not be allowed to heal. Similar to [351], this constraint is

introduced by means of an augmented Lagrangian expression and Eq. (4.15) is

re-written as

3
4lo

[
1− l2

o
2
∇ · A∇φ

]
− 〈λ + γ(φn−1 − φ)〉+ − 〈λ + γ(1− φ)〉− = D̃ (4.52)

where λ and γ are augmented Lagrange and penalty parameters respectively,

and {φn−1} is the phase field variable values obtained at time t = tn−1. The

penalty γ is imposed whenever the value of the phase field decreases dur-

ing subsequent time-increments i.e. φ < φn−1, or when it exceeds unity i.e.

φ > 1. The Lagrange multiplier is updated iteratively until convergence. It

is of interest to note that although the original objective function is minimally

distorted in the augmented Lagrange method due to iterative updating of the

Lagrange multiplier, more accurate values of γ can be obtained based on the

lower-bound analytical limit presented in [434]. In line with the recommended

values in [351], the extensive numerical experiments conducted in this study
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also confirm that the penalty parameter γ = 1.e4 and the corresponding con-

vergence tolerance Rγ = 1.0e−4 provide robust and accurate fracture predic-

tions.

4.7.2 Galerkin approximation

To obtain the displacement and phase field solutions from the strong form

linear momentum balance in Eq. (4.14)1 and the modified phase field evolu-

tion Eq. (4.52) using finite element approximation, the following trial solution

spaces can be defined.

Su =
{

u ∈
(
H1(Ω)

)d ∣∣∣u = ū on ∂Ωb

}
Sφ =

{
φ ∈

(
H1(Ω)

) } (4.53)

with the corresponding weighting or test function spaces as defined in Eq.

(4.54).

Wu =
{

δu ∈
(
H1(Ω)

)d ∣∣∣δu = δ̄u on ∂Ωb

}
Wφ =

{
δφ ∈

(
H1(Ω)

) } (4.54)

Multiplying the strong form equations (4.14) with the above test functions

δu and δφ, and performing integration by parts leads to the following weak

form of governing equilibrium equations (4.55).

Ru =
∫
Ω

σ · ∇δu dΩ−
∫
Ω

b · δu dΩ−
∫

∂Ωb

t · δu d∂Ωb ≈ 0

Rφ =−
∫
Ω

D̃ δφ dΩ +
∫
Ω

3
4lo

[
δφ +

l2
o
2
∇δφ · A∇φ

]
dΩ

−
∫
Ω

(
〈λ + γ(φn−1 − φ)〉+ + 〈λ + γ(1− φ)〉−

)
δφ dΩ ≈ 0

(4.55)

The matrix form for the phase field residual and stiffness matrix is shown
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in Eq. (4.56).

Rφ
i =−

∫
Ω

Ni D̃ dΩ +
∫
Ω

3
4lo

[
Ni +

l2
o
2
[Bφ

i ]
T [A] [Bφ

j ] φj

]
dΩ

−
∫
Ω

Ni

(
〈λ + γ(φn−1 − Nj φj)〉+ + 〈λ + γ(1− Nj φj)〉−

)
dΩ

Kφ
i =

∫
Ω

NiNj
∂D̃(φj)

∂φj
dΩ−

∫
Ω

3lo
8

[Bφ
i ]

T [A] [Bφ
j ] dΩ

−
∫
Ω

γNiNj

(
〈λ + γ(φn−1 − Nj φj)〉+

λ + γ(φn−1 − Nj φj)
+
〈λ + γ(1− Nj φj)〉−

λ + γ(1− Nj φj)

)
dΩ

(4.56)

where, Ni and Bφ
i are the shape functions and their derivative matrix given

in Eq. (A.3) and Eq. (3.55) respectively. The solution to the combined set of

Eqs. (4.55) is obtained using either monolithic or staggered algorithms which

are based on simultaneous and alternating minimization respectively, of resid-

uals Ru and Rφ. The conventional monolithic algorithm although provides

accurate fracture predictions, but suffers from poor convergence issues due to

non-convexity of the underlying energy functional [337]. However, this can

be alleviated by using the more efficient BFGS monolithic algorithm recently

proposed in [339, 341], which involves lesser iterations and reformulations of

the system matrix in each increment.

In contrast to monolithic approaches, the staggered (alternating minimi-

sation) algorithm relies on decoupling the linear momentum and phase field

equations and solving them separately within each increment. This is achieved

by freezing one solution variable at a constant value and solving for another

variable, and vice-versa. This retains the convexity of the energy functional

and hence, displays excellent convergence characteristics.

Wu et al. [339], in their recent work showed that the BFGS monolithic al-

gorithm performs considerably faster than the staggered schemes. The so-

lution strategy based on BFGS algorithm is both robust and efficient, and is

implemented in Abaqus using user-element (UEL) subroutine. One of the

drawbacks with Abaqus UEL is that the post-processing and visualization of
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results is not straightforward, and this requires defining a duplicate fictitious

mesh that shares common nodes with the original mesh and doubles the size

of system matrix. In this implementation and for the sake of brevity, a one-

pass staggered (alternating minimisation) solution scheme presented in [451] is

used, see also [351]. At every time-increment, the displacement solution is up-

dated using Abaqus UMAT, whereas the phase field solution is updated using

an external MKL PARDISO solver as shown in Fig. 7. Such an implementation

guarantees direct visualization of solution results in Abaqus/Viewer without

requiring a fictitious mesh, which would considerably increase the computa-

tional costs. Furthermore, it allows for a straightforward and efficient utiliza-

tion of Abaqus parallel solving capabilities.

4.7.3 Hybrid phase field formulation

In the current work, a hybrid-type formulation has been employed, in which

the stress and the phase fields are derived using distinct energy functionals ψ̄

and ψ respectively. For the phase field evolution equations (4.55)2, the crack-

driving force term D̃ is still defined based on the active (tensile) strain energy

density expressions ψ+
i in Eq. (4.40). However, the evolution of Cauchy stress

within the linear momentum balance Eq. (4.55)1 is governed by the energy

functional ψ̄ in Eq. (4.57) below.

ψ̄ = εT : Co : ε (4.57)

where Co and ε are taken from Eq. (4.22). The derivative of ψ̄ with respect to ε

provides the effective stresses σ̄ in Eq. (4.58), which is similar to the definition

previously given in Eq. (4.21)

σ̄ =
∂ψ̄

∂ε
=
[
σ̄11 σ̄22 τ̄12

]T
= Co : ε (4.58)

Furthermore, the degraded (σ) Cauchy stress tensor can be obtained as
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shown in Eq. (4.59) below.

σ =


σ11

σ22

τ12

 =


g11(φ) 0 0

0 g22(φ) 0

0 0 g12(φ)




σ̄11

σ̄22

τ̄12

 (4.59)

Such a hybrid split based on separate energy functionals ψ̄ and ψ has been

investigated previously for brittle fractures in [312, 432, 452], quasi-brittle frac-

tures in [352, 453–456] and recently for composite brittle fractures in [28].

The hybrid split conceptually resembles gradient-enhanced continuum dam-

age mechanics models and has proved to reduce the computational effort by

atleast an order of magnitude, as the resulting linear momentum and phase

field equations get rid of their severe non-linear characteristics. The hybrid

damage model is no more variationally consistent, but such a variational crime

doesn’t violate the second law of thermodynamics and the energy dissipation

inequality as established in [455, 456], see also [337, 352, 454]. Moreover, the

asymmetric nature of fracture under tensile/compressive deformation modes

can be very accurately captured using hybrid split while significantly enhanc-

ing the computational efficiency [337, 432, 456].

4.7.4 Implementation within an Abaqus UMAT subroutine

The solution algorithm is implemented within commercial software Abaqus

using a user-material (UMAT) subroutine as illustrated in Fig. 4.8, see also Al-

gorithm A.2. The choice of UMAT is justified in the sense that one gains access

to complete Abaqus in-built functionality; e.g., defining composite ply layups

and fibre orientations can be directly utilized. Moreover, no additional visual-

ization modules are needed and the post-processed final results can be directly

visualized in Abaqus CAE/Viewer as opposed to the user-element (UEL) sub-

routine, see for e.g. [97, 306, 320, 338]. Since no additional DOFs are introduced

when using the UMAT subroutine, the Abaqus solver can only be used to solve

those DOFs which are inherent to the Abaqus standard library [178], for e.g.
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displacement DOFs in this case. To solve the phase field equations, an exter-

nal linear system solver such as Intel’s Math-Kernel Library (MKL) PARDISO

[457] is used in the current work. To facilitate sequential solving of linear mo-

mentum and phase field equations within the staggered solution scheme, the

UEXTERNALDB subroutine available in Abaqus is used to call both Abaqus

and PARDISO solvers alternately in subsequent time-steps. The common vari-

ables which are required to solve both equations, for e.g. the crack driving

force D̃ and the phase field variable φ, are exchanged via an external Fortran

module. The damage results obtained at the end of each time-step are stored

in the form of state-dependent variables (STATEV) in Abaqus, to be used in

the subsequent iterations.
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Figure 4.8: Flowchart illustrating solution procedure and algorithm implementation within Abaqus subroutines for time-increment tn−1 → tn
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4.8 Experimental calibration

The proposed anisotropic cohesive phase field model relies on the definition of

the degradation functions defined in Eqs. (4.29)-(4.31). Hence, a proper calibra-

tion of all pertinent material parameters based on experimental measurements

is required for the model to provide high-fidelity estimates. In particular, to

fully define the degradation functions, the following parameters have to be

identified (see also Fig. 4.9)

1. The critical fracture stresses σci corresponding to each damage mecha-

nism i ∈ {11, 22, 12} which defines the point of damage initiation;

2. The critical energy release rates Gci which defines the total area under the

cohesive traction-separation curve;

3. The shape of the cohesive softening curve, which is controlled by the

parameters {mi, pi, qi} and;

4. The displacement at crack separation δci.

In practice, the model parameters {pi, qi} for each damage mechanism

i ∈ {11, 22, 12} can be calibrated using two independent experiments. For the

case of woven-fabric reinforced laminates, the value of the tensile parameters

{p11, q11, p22, q22} can be obtained from either an open-hole tension or a com-

pact tension test of (0o/90o) laminates. The shear parameters {p12, q12} can be

obtained from a tensile test on (−45o/45o) laminates or a pure shear test on

(0o/90o) laminates of the same material, see [2, 5] for more details.

Using the parametric definition of the traction separation law provided

in Lorentz [444], within the context of a gradient enhanced continuum dam-

age model, the following relations are defined for each individual composite

damage mechanism i ∈ {11, 22, 12}, i.e.,

σi(φ)

σci
= σ̃i(φ) (4.60)
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where

σ̃i(φ) =
1− φ√
Ai(φ)

(4.61)

and
σci

Gci

[
δi(φ)− lo

2σci

Ei
σ̃i(φ)

]
= δ̃i(φ) (4.62)

where

δ̃i(φ) =
3
2

σ̃i(φ)

φ∫
0

√
φ′Ai(φ

′)

(1− φ′)2

[
1− Ai(φ

′)(1− φ)2

Ai(φ)(1− φ′)2

]−1/2

dφ′ (4.63)

The analytical expressions Eqs. (4.60)-(4.63) can be fitted to experimen-

tally derived softening curves hence identifying the anisotropic mode-specific

material parameters for the cohesive phase field model.
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Figure 4.9: Illustration of cohesive softening law with associated material and fracture
parameters for any specific composite damage mechanism i

4.9 Extension to full composite-laminate analysis

In this section, the proposed anisotropic cohesive phase field model is ex-

tended to perform full composite-laminate simulations. The laminate is con-

structed by stacking multiple layers of thin-plies separated by adhesive lay-

ers, wherein each ply is modelled using conventional fully-integrated S4 shell

elements in Abaqus. Since shell elements represent the mid-surface of de-
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generated 3-D solids, the top and bottom surfaces of each ply are modelled

explicitly using Abaqus surface elements (SFM3D4R) to correctly define the

adhesive interactions at ply-interfaces. The mesh-discretization for top and

bottom surfaces matches that of the mid-surface, and all three surfaces are

tied together in all degrees of freedom using *TIE constraints in Abaqus. This

results in strong coupling between the kinematics of surface and shell ele-

ments, wherein the former represents a dummy mesh without an underly-

ing constitutive model, which moves according to the deformations of shell

mid-surface. Similar stacked-shell approaches (SSA) have been employed pre-

viously in [2, 65, 435], and provide reasonable prediction of complex failure

behaviour pertinent to laminated composites. Fig. 4.10 provides a schematic il-

lustration of the through-thickness layup of thin-ply composite laminate model

used in this study.

Ply-1

Ply-2
*TIE 

constraint

Top and bottom layers with
SFM3D4R surface elements 

Mid-surface layer
with S4 shell elements 

Cohesive-zone surface
interaction model

Anisotropic cohesive
phase-field model

Figure 4.10: Schematic illustration of thin-ply composite laminate modelled with
stacked shell approach using tied shell/surface element layers, and phase field and
cohesive zone models for intra-laminar and inter-laminar damage respectively

The intra-laminar damage within each ply mid-surface is modelled us-

ing the anisotropic cohesive phase field model proposed in Sec. 4.2, whereas

the modelling of inter-laminar damage (delamination) between adjacent plies

is performed using the cohesive-zone surface interaction model available in

Abaqus. The thickness of adhesive layers between the plies is assumed to be

negligible, thus motivating the use of cohesive surface interactions over cohe-

sive elements with finite thickness.
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4.9.1 Dynamic explicit simulations using Abaqus VUMAT

Until this point in the current chapter, the cohesive phase field model was im-

plemented using UMAT subroutine within a static implicit analysis in Abaqus.

Implicit schemes are unconditionally stable and highly accurate, however, they

are known to cause severe convergence issues in highly nonlinear damage sim-

ulations, e.g. during impact. Especially due to the rapid crack propagation

and catastrophic failure behaviour associated with delamination, the under-

lying numerical scheme may converge very slowly or even diverge depend-

ing upon the degree of non-linearity. In such cases, using a dynamic explicit

scheme provides significant advantages, although at a cost of using smaller

stable time-increments, which depends directly on the minimum element size

in the mesh. An advantage of using conventional shell elements in explicit

solution scheme is that it does not penalize the stable time-increment size due

to smaller through-the-thickness dimension of thin plies.

To alleviate these convergence issues, especially during impact driven

nonlinear damage scenarios, the anisotropic cohesive phase field model in

Eq. (4.52) is extended to perform dynamic simulations using an explicit time

integration scheme. The implementation is done using Abaqus VUMAT sub-

routine and is based on the approach presented earlier in [458]. In particular,

the following dynamic phase field evolution Eq. (4.64) is solved (see also [458]).

ηφ̇ = 〈Rφ(φn)〉+ (4.64)

where η is the viscous dissipation parameter for crack evolution, Rφ is the

phase field residual in Eq. (4.52) and 〈·〉+ is the Macaulay bracket shown in

Eq. (3.25). The left-hand side of Eq. (4.64) is discretized using an explicit

forward difference method, and the phase field variable φn+1 at each time-

increment tn+1 is updated using Eq. (4.65) shown below.

φn+1 = φn +
∆tn+1

η
〈Rφ〉+ (4.65)
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Similarly, the displacement field u is simulated by performing an explicit

time-integration of linear momentum balance internally by Abaqus [178] using

a central-difference scheme as shown in Eq. (4.66).

u̇(n+1/2) = u̇(n−1/2) +
∆t(n+1) + ∆tn

2
ün

u(n+1) = un + ∆t(n+1)u̇(n+1/2)

(4.66)

To boost the computational efficiency of the overall explicit procedure, diag-

onal (lumped) element mass matrices are used, which are straightforward to

invert and requires a simple matrix-vector multiplication for each update of

displacement field u [178].

ün = (M)−1(Fext −Fint) (4.67)

wherein, M is the lumped mass matrix, and Fext and Fint are the external and

internal force vectors respectively. It is worth noting that the time-increment

size used within explicit schemes must be lesser than the stable time-increment

limit, to obtain reasonable and accurate results. The stability limit is given by

the smallest time taken by the dilatational wave to travel across any element in

the mesh, and is given by Eq. (4.68).

∆tstable ≈
Lmin

cd
(4.68)

with Lmin and cd being the dimension of smallest element dilatational wave

speed respectively. In this work, the fully-automatic time-incrementation con-

trol in Abaqus is used, which chooses the stable time increment on its own

based on the wave speeds in each element or globally, and does not require

any external intervention.

All remaining formulations as previously discussed in Sec. 4.2-4.7 are kept

intact vis-à-vis implementation of dynamic explicit scheme.
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4.9.2 Modelling of inter-laminar damage (delamination)

In impact-driven damage simulations of full composite laminates, delamina-

tion becomes one of the major failure mechanism in addition to fibre/matrix

based failures. The delamination between top/bottom surface elements layers

of adjacent plies is modelled using cohesive zone surface interaction model

from Abaqus library. The damage (delamination) initiation is modelled using

the quadratic stress (QUADS) criterion (Eq. (4.69)), which is based on the ratio

of induced stresses (σi) with respect to peak nominal stresses (σic) in normal or

shear directions [178]. [
σ1

σ1c

]2

+

[
σ2

σ2c

]2

= 1 (4.69)

The damage evolution is simulated using Benzeggagh-Kenane (B-K) criterion

[459] as shown in Eq. (4.70), which is one of the most widespread criterion

used for capturing mixed-mode delamination propagation.

Gc = G1c + (G2c − G1c)

(
G2c

G1c + G2c

)η

(4.70)

where Gc is the mixed-mode critical energy release rate for delamination, G1c

and G2c are critical energy release rates in normal and shear modes, and η is

a model parameter determined by calibrating the experimental inter-laminar

fracture toughness tests. Furthermore, the penalty stiffness coefficients used in

the traction-separation law for modelling normal and shear cohesive behaviour

are set to large values, so that the global compliance matrix remains unaffected.

4.10 Numerical Experiments

In this section, extensive numerical experiments are performed to validate the

proposed damage modelling framework. The numerical examples presented

in Sec. 4.10.1-4.10.5 simulate anisotropic intra-laminar fracture based on the

implicit method discussed in Sec. 4.2-4.7. However, the examples in Sec.

4.10.6-4.10.7 involve combined intra-laminar and inter-laminar fracture of full
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composite laminates, and are based on the dynamic explicit method presented

in Sec. 4.9.

4.10.1 Square plate with varying fibre orientation subjected to

pure-tension

A B

CD

E F

u

1.0

0.5

0.5

Figure 4.11: Anisotropic square plate under tensile loads: Geometry and boundary
condition of square plate with an arbitrary fibre orientation θ [25]

Type Property Value Unit
Elastic properties E11 171000 MPa

E22 9080 MPa
G12 5290 MPa
ν12 0.32 -

Fracture strength σc11 2325 MPa
σc22 62.3 MPa
σc12 89.6 MPa

Critical energy release rate Gc11 97.8 N/mm
Gc22 0.277 N/mm
Gc12 0.788 N/mm

Cohesive softening parameters (p11, q11) (1, 0) -
(p22, q22) (1, 0) -
(p12, q12) (1, 0) -

Table 4.1: Elastic and fracture properties of IM7/8552 unidirectional ply taken from
[1]

A square plate under tensile loading is considered in this example. The ge-

ometry and boundary conditions are shown in Fig. 4.11. Node F is constrained
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in all translational and rotational DOFs. Only the vertical displacements off

all the nodes on the edge AE are constrained. A uniform vertical displace-

ment is imposed along the edge ED. This set of boundary conditions results

in stress-concentration at E, where the crack is expected to initiate. The ma-

terial properties considered are shown in Table 4.1 and correspond to Hexcel

IM7/8552 unidirectional ply [347].

To examine the effect of the fibre orientation on the crack path, a set of

simulations is performed for varying fibre angles, i.e., θ = 0o, 30o, 45o, 60o. To

avoid the effect of mesh-bias, the mesh is uniformly refined in the entire plate

with total 15750 elements and element size he = 0.008 mm. The length-scale

parameter is lo = 0.025 mm. As shown in Fig. 4.12, the crack initiates at E

and consistently propagates along the fibre directions for all orientations. This

is consistent with experimental observations that in unidirectional composites,

matrix cracking often becomes the primary mode of failure resulting in crack

propagation parallel to fibres [449]. This is due to the fact that the matrix-

strength is considerably lower than the fibre-strength, and the fracture energy

required to crack the fibres (characterized by σc11 and Gc11) is much higher

than the fracture energy required to crack the matrix (characterized by σc22

and Gc22).

4.10.2 Compact-tension (CT) test for Textreme-80g/m2 spread-

tow fabric composite

Compact-tension tests are typically performed to characterize the fibre tensile

fracture toughness. In this example, the tensile fracture strength of a widely

used spread-tow woven-fabric reinforced composite material, i.e., Textreme®

80 g/m2 is analysed, which is manufactured by Oxeon [460]. An extensive ex-

perimental campaign was conducted on Textreme® [3, 26, 461], and the results

obtained from Compact-Tension tests have been previously reported in [2]. In

this example, the experimentally derived fracture response is used to validate

the proposed anisotropic cohesive phase field model.
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Figure 4.12: Anisotropic square plate under tensile loads: Crack propagation pat-
tern with increasing time-increments for different fibre orientation angles θ =
0o, 30o, 45o, 60o. The values of phase field variable φ where φ=0 and φ=1 represent
intact and cracked states of the material
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Figure 4.13: Compact Tension (CT) test: Geometry and boundary conditions for
Textreme® 80 g/m2 spread-tow fabric composite laminate [All dimensions in mm]

The experiments detailed in [2] were conducted on laminates each with a

[0o/90o] stacking sequence containing 56 plies. The average laminate thickness
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Figure 4.14: Compact Tension (CT) test: Experimental set-up and load application on
Textreme® 80 g/m2 spread-tow fabric composite laminate [3]

was 4.37 mm. A thin sharp crack with a radius of 250 µm and a length of

10 mm was machined using a diamond coated wire. The loading was applied

using a hydraulic universal testing machine MTS-858 which is equipped with a

25 kN load cell, see Fig. 4.14. During the experiments, very little buckling was

observed with the crack being confined in the desired crack path. In addition,

no delamination was observed in the C-scan inspections which indicated the

validity of these tests [3]. More details about the experimental procedure can

be found in [2].

The geometry and boundary conditions employed in the simulation are

shown in Fig. 4.13. The material properties are taken from [2] and shown in

Table 4.2. Since the shear critical energy release rate Gc12 has not been provided

in [2], it is assumed herein to be 1.5 times the tensile Gc11 and Gc22 owing to

negligible shear cracking observed in Textreme® 80 g/m2.

Remark 11. It of interest to note that the in-plane shear behaviour of fabric-

reinforced composites is predominantly governed by the matrix properties [5].

However, due to the very small ply thickness and the fabric structure within

Textreme® 80 g/m2 laminate, there was negligible matrix cracking under in-

plane shear observed during the experiments [2]. A similar behaviour was also

reported by Wagih et al. [462], where fiber-based failures were the primary
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Type Property Value Unit
Elastic properties E11 61400 MPa

E22 61400 MPa
G12 3782 MPa
ν12 0.042 -

Fracture strength σc11 975.4 MPa
σc22 975.4 MPa
σc12 85.9 MPa

Critical energy release rate Gc11 65.4 N/mm
Gc22 65.4 N/mm
Gc12 98.1 N/mm

Shear plasticity parameters SLP 30 MPa
ζE 34.5 MPa
ζT

E 141.5 -
ζL 335.1 MPa

Cohesive softening parameters (p11, q11) (5.5, 1.1) -
(p22, q22) (5.5, 1.1) -
(p12, q12) (5.5, 1.1) -

Table 4.2: Elastic and fracture properties of Textreme® 80 g/m2 taken from [2]

modes of intra-laminar damage in Textreme® 80 g/m2. Hence, the influence

of the shear fracture properties is practically negligible on the overall fracture

response.

Since there was no interlaminar damage observed in the experiments, the

phase field simulations are performed using a single layer of fully-integrated

S4 shell elements available within the Abaqus standard library. The mesh

consists of total 20320 elements and is refined with he = 0.1 mm in the central

region where the crack is expected to propagate. The length-scale parameter

is taken as lo = 0.6 mm. Based on the chosen values of he and lo, the critical

energy release rates provided in Table 4.2 are scaled to their effective values

Gc11 = Gc22 = 54.5 N/mm and Gc12 = 81.75 N/mm based on Eq. (4.46).

The evolution of the crack path with increasing load increments is shown in

Fig. 4.15. The crack-path obtained from the cohesive phase field model is

compared with the experimentally obtained crack and C-Scan inspections in

Fig. 4.16; the two crack paths match.

The influence of the cohesive parameters pi and qi on the critical fracture

load and the post-fracture softening response for a fixed length-scale lo is il-
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lustrated in Fig. 4.17. It is evident that by choosing appropriate values of pi

and qi, a very accurate prediction of the experimental fracture response can

be obtained, which also coincides with the prediction made by Soto et al. [2]

using a Continuum Damage Mechanics (CDM) model, see Fig. 4.18.

Remark 12. The third set of cohesive parameters mi cannot be controlled inde-

pendently for each individual composite damage mechanisms i ∈ {11, 22, 12}

as it inherently depends on the anisotropic material and fracture properties.

Although different combinations of mi ∈ {m11, m22, m12} can be obtained by

varying the length-scale parameter lo, each of these combinations would lead

to strong interference of the anisotropic stress-degradation mechanisms. To

objectively assess the influence of lo and mi on the overall fracture response,

an isotropic case with mi = m11 = m22 = m12 = 3GcE/2loσ2
c is considered. The

CT simulations are then performed with different values of mi by modifying

lo, but fixing the values of pi = 1 and qi = 0.

The material and fracture properties for the isotropic case are taken as

E = 61400 MPa, Gc = Gc11 = Gc22 = Gc12 = 54.5 N/mm, and σc = σc11 =

σc22 = σc12 = 975.4 MPa. All other input parameters are kept unchanged. The

resulting crack-paths for different values of [lo, mi] are shown in Fig. 4.20. The

width of phase field diffusion zone increases with increasing lo as expected.

Furthermore, the influence of [lo, mi] on the overall load-displacement response

is illustrated in Fig. 4.19. It can be observed that the variations in either the

length-scale lo or mi do not affect the resulting critical fracture loads and final

crack separation, i.e., the initial and final stages of the softening curve; rather

they only control its intermediate shape.

In the current analysis, pi = 5.5, qi = 1.1 and lo = 0.6 mm have been

found to provide a reasonably good approximation of the fracture response

for Textreme® 80 g/m2 composite. In the next example, these calibrated values

of {pi, qi} and lo will be used to validate the experimental fracture response of

Textreme® using a double-edge notched tension (DENT) test.
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Figure 4.15: Compact-tension (CT) test on Textreme® 80 g/m2 : Crack propagation
pattern for increasing time-increments with cohesive phase field parameters pi = 5.5,
qi = 1.1, lo = 0.6 mm. The values of phase field variable φ=0 and φ=1 represent intact
and cracked states of the material

4.10.3 Double-edge notched tension (DENT) test for Textreme-

80g/m2 spread-tow fabric composite

To assess the accuracy and predictive capabilities of the proposed phase field

model, a double-edge notched tension (DENT) experiment is simulated on a

Textreme® 80 g/m2 specimen using the calibrated material parameters of the

previous example. The simulation results are compared against the experi-

mental data [3].

DENT tests are typically performed on laminates to measure the crack re-

sistance curve (R-curve) associated with their tensile fracture toughness. How-

ever for a cross-ply laminate like Textreme®, DENT tests yield tensile fracture

toughness corresponding to the fibers. The schematic of the DENT experiment

is illustrated in Fig. 4.21. The experiments were performed on a total 5 sam-

ples with different widths (W) and initial notch lengths (a0), however the ratio

2a0/W was kept constant at a value (≈ 0.6) for all samples [3]. The actual
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(a) (b)

(c)

Figure 4.16: Compact-tension (CT) test on Textreme® 80 g/m2 : Comparison of crack-
paths obtained from (a) Experiments [3, 26] (b) C-Scan inspection [26] (c) Cohesive
phase field model

sizes of W and a0 used in the experiments are shown in Table 4.3, and the

length of all samples is taken constant as L = 250 mm. The laminate stacking

sequence is [0o/90o] for all specimens with the total effective thicknesses as

shown in Table 4.3. Similar to the CT specimens, a diamond coated wire was

used to machine thin initial cracks on both left and right edges. The tests were

performed with a hydraulic universal tester MTS-810 equipped with a 250 kN

load cell, and no tabs were used [3].

For the phase field simulations, the material properties shown in Table 4.2

are used with the previously calibrated values of {pi, qi} and lo from Compact-

Tension test. The mesh is refined in the central region with he = 0.1 mm.

The total number of elements are 7044, 9422, 11815 and 14151 for specimens

S-1, S-2, S-3 and S-4 respectively. The crack path and the representative load-

displacement responses for the DENT specimens with varying widths and ini-
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Figure 4.17: Compact-tension (CT) test on Textreme® 80 g/m2 : Effect of parameters
(a) pi, and (b) qi on the overall load-displacement response, with fixed lo = 0.6 mm

tial crack-lengths are shown in Fig. 4.22 and Fig. 4.23, respectively. The pre-

dicted fracture strength are compared against the experimentally measured

maximum loads in Table 4.3. It is evident from Table 4.3 that the proposed

phase field model makes a very accurate prediction of the laminate fracture

strength. It is worth noting that the values of {pi, qi, lo} can likewise be ob-

tained for any other composite material, and are capable of accurately describ-

ing their quasi-brittle intralaminar fracture behaviour under different load-
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Figure 4.18: Compact-tension (CT) test on Textreme® 80 g/m2 : Load-displacement
response obtained from the cohesive phase field model with parameters [pi = 5.5, qi =
1.1, lo = 0.6]. Also shown is its comparison with CT experimental response and the
prediction made using continuum damage mechanics (CDM) model in [2]
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Figure 4.19: Compact-tension (CT) test on Textreme® 80 g/m2 : Effect of parameters
[lo, mi] on the overall load-displacement response with (a) lo = 0.5mm ; mi = 10.55
(black) (b) lo = 0.75mm ; mi = 7.034 (red) (c) lo = 1.0mm ; mi = 5.275 (blue). The
comparison is made assuming an ideal isotropic case with mi = m11 = m22 = m12 and
[pi = 1; qi = 0]

ing scenarios. Fig. 4.24 illustrates the size-effect law typically observed in

woven-fabric reinforced composites. This occurs due to the presence of frac-

ture process zone during quasi-brittle fractures, and the nominal and effective

strengths of the laminate keep reducing with increasing specimen widths [463].
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(a) (b)

(c)

Figure 4.20: Compact-tension (CT) test on Textreme® 80 g/m2 : Influence of length-
scale parameter [lo, mi] on the phase field diffusion width for (a) lo = 0.5mm ; mi =
10.55 (b) lo = 0.75mm ; mi = 7.034 (c) lo = 1.0mm ; mi = 5.275. The values of phase
field variable φ=0 and φ=1 represent intact and cracked states of the material. Also,
the comparison is made assuming an ideal isotropic case with mi = m11 = m22 = m12
and [pi = 1; qi = 0]

4.10.4 Open-hole tension test on glass woven-fabric reinforced

composite laminate

An open-hole specimen with the geometry and boundary conditions shown

in Fig. 4.25 is considered. The example models a plain woven glass-reinforced

fabric [0o/90o] embedded in an epoxy matrix with a fibre volume of 62%,

which was experimentally tested by Kim et al. [4] for a set of open-hole spec-

imens. Martı́n-Santos et al. [5] compared the nominal strength predictions for

this fabric composite with respect to experimental results using linear and bi-

linear Continuum Damage Mechanics (CDM) models, whereas Ahmad [464]

used an XFEM model to analyze the nominal strength. It was observed in [5]

that the fabric exhibits a quasi-brittle fracture response with a large decrease



4.10. Numerical Experiments 157

L=250

W

t

ao

Figure 4.21: Double-edge notched tension (DENT) test: Geometry and boundary con-
ditions for Textreme® 80 g/m2 spread-tow fabric composite laminate [All dimensions
in mm]

(a) (b) (c) (d)

Figure 4.22: Double edge notched tension (DENT) test on Textreme® 80 g/m2 : Crack
paths obtained from experiments [3] and the cohesive phase field model with param-
eters pi = 5.5,qi = 1.1,lo = 0.6 mm for specimens with (a) Specimen S-1 [W = 15mm
; 2a0 = 9.1mm] (b) Specimen S-2 [W = 20.1mm ; 2a0 = 12.2mm] (c) Specimen S-3
[W = 24.9mm ; 2a0 = 15.1mm] (d) Specimen S-4 [W = 30.1mm ; 2a0 = 18.2mm]. The
values of phase field variable φ=0 and φ=1 represent intact and cracked states of the
material

in stresses but minimal crack-opening post-initiation, followed by a zone de-

fined by a smaller decrease in stresses but large crack opening displacements.
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Figure 4.23: Double edge notched tension (DENT) test on Textreme® 80 g/m2 : Load-
displacement responses for varying specimen widths obtained from the cohesive
phase field model with parameters [pi = 5.5, qi = 1.1, lo = 0.6]
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Figure 4.24: Double edge notched tension (DENT) test on Textreme® 80 g/m2 :
Strength vs specimen widths obtained from experiments [3] and the cohesive phase
field model illustrating the size-effect law in fabric-reinforced composites. Nominal
and effective strengths have been calculated based on the total and effective laminate
widths respectively

Hence, a bilinear CDM model was found to be most suitable for capturing

the quasi-brittle behaviour and predicting the nominal strength of the fabric

accurately. In the current work, the open-hole tension test is performed on
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Specimen number S-1 S-2 S-3 S-4
Mean nominal width W [mm] 15 20.1 24.9 30.1
Mean crack-length 2a0 [mm] 9.1 12.2 15.1 18.2
Mean effective width [mm] 5.9 7.9 9.8 11.9
Laminate thickness t [mm] 4.36 4.37 4.38 4.41
Critical load (Experiments [3]) [N] 12522.9 15181.7 17763 20288.5
Critical load (Cohesive PFM) [N] 12979 15471.3 17955.7 20277.2
Laminate strength (Experiments)
[MPa]

191.92 172.84 162.87 152.84

Laminate strength (Cohesive PFM)
[MPa]

198.91 176.14 164.64 152.76

Absolute prediction error [%] 3.6 1.9 1.08 0.05

Table 4.3: Double-edge notched tension (DENT) test on Textreme® 80 g/m2: Sum-
mary of specimen sizes used for the experiments [3], and comparison between critical
fracture loads and strengths obtained from the experiments and the proposed cohe-
sive phase field model (PFM) with parameters pi = 5.5, qi = 1.1 and length-scale
lo = 0.6 mm

W

L=150 D

u

u

t = 2.0

Figure 4.25: Open-hole tension (OHT) test: Geometry and boundary conditions for a
plain woven glass-reinforced fabric composite [4, 5] [All dimensions in mm]

specimens of varying width W and hole-diameter D using the proposed co-

hesive phase field model and compare the nominal strength predictions with

results from experiments in [4] and bilinear CDM model in [5].

The material properties are taken from [4, 5] and are also shown in Ta-

ble 4.4 for reference. The ply lay-up is [0o/90o], and the mesh is refined in
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Type Property Value Unit
Elastic properties E11 23600 MPa

E22 23600 MPa
G12 4000 MPa
ν12 0.11 -

Fracture strength σc11 351.4 MPa
σc22 351.4 MPa
σc12 351.4 MPa

Critical energy release rate Gc11 57.5 N/mm
Gc22 57.5 N/mm
Gc12 86.25 N/mm

Shear plasticity parameters SLP 121 MPa
ζE 5 MPa
ζT

E 500 -
ζL 10 MPa

Cohesive softening parameters (p11, q11) (1, 0) -
(p22, q22) (1, 0) -
(p12, q12) (1, 0) -

Table 4.4: Elastic and fracture properties of glass woven glass-reinforced fabric em-
bedded in an epoxy matrix obtained from [4, 5] for Open-Hole Tension (OHT) test

the central zone with he = 0.2 mm. The length-scale parameter is chosen as

lo = 1.2 mm. The mesh for specimens S-1, S-2, S-3 and S-4 comprise 3480, 2621,

6780 and 4527 fully-integrated S4 shell elements respectively. Based on these

values, the critical energy release rates in [4] can be scaled to their effective

values Gc11 = Gc22 = 47.92 N/mm and Gc12 = 71.875 N/mm as described in

Eq. (4.46). The specimen with W = 20mm and D = 8mm is used to calibrate

the softening parameters {pi, qi} required by the cohesive phase field model as

shown in Fig. 4.26 and Table 4.5. These are then used to predict and validate

the experimentally obtained nominal strengths for remaining specimens.

It can be deduced from Fig. 4.26 and Table 4.5 that the parameters pi = 1

and qi = 0 provide the most accurate match with the experimental laminate

fracture strength. The crack-paths for all tested samples are shown in Fig. 4.27,

wherein two crack-branches initiate simultaneously at diametrically opposite

ends of the hole and propagate horizontally towards the side-edges. This

is consistent with experimental results in the literature [45, 368]. The load-

displacement response for specimens with different combinations of widths W

and hole diameters D is shown in Fig. 4.28.
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The nominal strengths predicted by the cohesive phase field model are

compared with the experimental data [4] and CDM bilinear model [5] in Ta-

ble 4.6. The calibrated cohesive phase field model provides a very good pre-

diction of the nominal strengths for all specimens with percentage errors lying

within 3 − 4%, which highlights the robust predictive capability of the pro-

posed model.

4.10.4.1 Mesh convergence study

To investigate the sensitivity of the resulting critical fracture loads and the cor-

responding crack patterns on the mesh-size he and the length-scale parameter

lo, a mesh-convergence study is performed on the specimen with dimensions

W = 20mm and D = 4mm. Three different mesh-sizes are considered, i.e.,

he = 0.1mm, he = 0.15mm and he = 0.2mm. The length-scales are chosen as

lo = 0.6mm, lo = 0.9mm and lo = 1.2mm respectively, thus retaining a constant

ratio he/lo = 1/6 to ensure that the effective critical energy release rates Gci in

Eq. (4.46) are scaled by the same amount.

The resulting load-displacement plots are shown in Fig. 4.30 and demon-

strate that the critical fracture force and the overall load-displacement response

remain identical in all cases. The corresponding crack-paths are shown in

Fig. 4.29. As the length scale increases, the diffusion width of the crack in-

creases although without affecting the load bearing capacity of the simulated

specimen. This reaffirms that the critical stresses predicted by the proposed

model remains independent of the length-scale parameter lo.

4.10.5 Open-hole tension test on unidirectional (UD) flax-ply

composite laminate

The case of a unidirectional (UD) composite material is examined herein. An

open-hole tension test on a quasi-UD flax fiber/epoxy matrix composite FlaxPly-

UD180 is considered. The geometry and loading conditions are shown in

Fig. 4.31. The areal density of the composite is 180g/m2 [465]. The mate-
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pi qi lo Laminate
strength (Ex-
periments)
[MPa]

Predicted
numerical
strength
[MPa]

Absolute
prediction
error [%]

1 0 1.2 138 139.67 1.21%
2 0 1.2 138 131.9 4.42%
3 0 1.2 138 126 8.7%

Table 4.5: Open-hole tension (OHT) test on woven glass-reinforced fabric composite:
Laminate strengths predicted using different combinations of cohesive phase field pa-
rameters for specimen with width W = 20mm and hole-diameter D = 8mm, and their
comparison with experimental laminate strength [4, 5].The most accurate numerical
response is obtained using parameters [pi = 1, qi = 0, lo = 1.2mm]
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Figure 4.26: Open-hole tension (OHT) test on woven glass-reinforced fabric compos-
ite: Calibration of cohesive phase field parameters with respect to the experimental
laminate strength in [4, 5] for specimen with width W = 20mm and hole-diameter
D = 8mm. The most accurate numerical response is obtained using parameters
[pi = 1, qi = 0]. The length scale is lo = 1.2 mm in all cases.

rial properties are taken from [6, 7] and are provided in Table 4.7 for reference.

A refined mesh is employed with he = 0.2mm, and the length-scale parameter

is assumed lo = 1.2 mm.

The critical energy release rates (Gc22 and Gc12) for transverse tensile and

shear matrix cracking are provided in [6, 7], however Gc11 responsible for ten-

sile fibre-failure is not provided. Hence, Gc11 is assumed to be 50 times the

magnitude of Gc22 to prevent fibre-failure in accordance with the assumption

in [28]. Similarly, the transverse shear σc12 and longitudinal tensile strengths
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(a) (b) (c) (d)

Figure 4.27: Open-hole tension (OHT) test on woven glass-reinforced fabric com-
posite: Crack paths obtained from the cohesive phase field model with parameters
pi = 1.0,qi = 0.0,lo = 1.2 mm for specimens with (a) Specimen S-1 [W = 20mm,
D = 4mm] (b) Specimen S-2 [W = 20mm, D = 8mm] (c) Specimen S-3 [W = 40mm,
D = 8mm] and (d) Specimen S-4 [W = 40mm, D = 16mm]. The values of phase field
variable φ=0 and φ=1 represent intact and cracked states of the material
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Figure 4.28: Open-hole tension (OHT) test on woven glass-reinforced fabric compos-
ite: Load-displacement responses for varying specimen widths W and hole-diameters
D obtained from the cohesive phase field model with parameters [pi = 1.0, qi =
0.0, lo = 1.2]
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(a) (b) (c)

Figure 4.29: Open-hole tension (OHT) test on woven glass-reinforced fabric com-
posite: Crack paths obtained for the mesh-convergence study on specimen with
W = 20mm and D = 4mm. The mesh-sizes and corresponding length-scale pa-
rameter considered are: (a) he = 0.1mm; lo = 0.6mm, (b) he = 0.15mm; lo = 0.9mm,
(c) he = 0.2mm; lo = 1.2mm. The values of phase field variable φ=0 and φ=1 represent
intact and cracked states of the material
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Figure 4.30: Open-hole tension (OHT) test on woven glass-reinforced fabric com-
posite: Comparison of force-displacement plots obtained from the mesh-convergence
study on specimen with W = 20mm and D = 4mm. The mesh-sizes and corre-
sponding length-scale parameter considered are: (a) he = 0.1mm; lo = 0.6mm, (b)
he = 0.15mm; lo = 0.9mm, (c) he = 0.2mm; lo = 1.2mm.
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Specimen number S-1 S-2 S-3 S-4
Mean width W [mm] 20 20 40 40
Hole diameter D [mm] 4 8 8 16
Laminate thickness [mm] 2 2 2 2
Laminate strength (Experiments
[4]) [MPa]

192.9 138 167.5 121.6

Laminate strength (CDM [5])
[MPa]

193.65 136.85 169.94 123.78

Critical load (Cohesive PFM) [N] 8034 5587 13450 9391
Laminate strength (Cohesive PFM)
[MPa]

200.85 139.675 168.125 117.3875

Absolute prediction error [%] 4.12 1.21 0.37 3.46

Table 4.6: Open-hole tension (OHT) test on woven glass-reinforced fabric composite:
Summary of experimental specimen sizes as obtained from [4, 5], and comparison
between critical fracture strengths obtained from the experiments and the proposed
cohesive phase field model (PFM) with parameters pi = 1.0, qi = 0 and length-scale
lo = 1.2 mm
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uu
t = 1.0

Figure 4.31: Open-hole tension (OHT) test on unidirectional composite laminate: Ge-
ometry and boundary conditions for quasi-UD flax fiber/epoxy matrix composite
FlaxPly-UD180 with varying fibre-orientation angle α′ [6, 7] [All dimensions in mm]

σc11 are assumed based on the transverse tensile strength σc22 = 20.25MPa

provided in [7] using the expressions below:

σc11 =

√
σ2

c22
Gc11

Gc22
= 143.19MPa (4.71)

σc12 =

√
σ2

c22
Gc12

Gc22
= 17.64MPa (4.72)

Considering he = 0.2mm and lo = 1.2mm, the critical energy release rates

are scaled to their effective values based on Eq. (4.46) as Gc11 = 25.9167N/mm,
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Type Property Value Unit
Elastic properties E11 26500 MPa

E22 2600 MPa
G12 1300 MPa
ν12 0.35 -

Fracture strength σc11 143.19 (assumed) MPa
σc22 20.25 MPa
σc12 17.64 (assumed) MPa

Critical energy release rate Gc11 31.1 (assumed) N/mm
Gc22 0.622 N/mm
Gc12 0.472 N/mm

Cohesive softening parameters (p11, q11) (1.0, 0.0) -
(p22, q22) (1.0, 0.0) -
(p12, q12) (1.0, 0.0) -

Table 4.7: Elastic and fracture properties for Open-Hole Tension (OHT) test on quasi-
unidirectional (UD) flax fiber/epoxy matrix composite FlaxPly-UD180 obtained from
[6, 7]

Gc22 = 0.5183N/mm and Gc12 = 0.393N/mm. Since unidirectional composites

do not typically display plasticity in their shear behaviour, the shear plasticity

parameters are omitted in this case.

A series of analyses is performed considering different fibre-orientation

angles, i.e., α′ = {0o, 30o, 45o, 60o}. The corresponding crack-paths are shown

in Fig. 4.32. The crack deflection angles match closely with the experimen-

tal observations [6, 7] with the crack aligning consistently along the fibre-

directions as is usually observed in UD composites that have large difference

in their fracture properties of fibre and matrix, see e.g. [347, 449].

The force-displacement plots for each case are shown in Fig. 4.33. The ef-

fective laminate strengths [Fig. 4.34] are compared to the experimental results

provided in [6], and simulation results derived from a finite-fracture mechan-

ics (FFM) approach [7] and brittle phase field models [27, 28]. Although the

proposed model slightly under-predicts the effective laminate strengths for

the 0o case by 10%, the predictions for higher orientation angles 45o and 60o

closely match the experimental results. The difference in the 0o is attributed

to the purely brittle failure mode that this UD composite demonstrated, which

cannot be accurately captured by the proposed cohesive implementation.
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Figure 4.32: Open-hole tension (OHT) test on unidirectional composite laminate:
Crack paths for varying fibre-orientation angles α′ = {0o, 30o, 45o, 60o}. The values
of phase field variable φ=0 and φ=1 represent intact and cracked states of the material

4.10.6 Quasi-static indentation (QSI) test on full Textreme®

80 g/m2 composite laminate

In this section, quasi-static indentation is performed on a full composite lami-

nate using the dynamic explicit model presented in Sec. 4.9. The geometry and

boundary conditions, and the impactor dimensions are illustrated in Fig. 4.35

and Fig. 4.36a respectively. The laminate comprises 4 plies of spread-tow wo-

ven fabric-reinforced Textreme® 80 g/m2 composite with 0.08 mm thickness

each. The material properties for Textreme are obtained from Table 4.2, and

all pairs of adjacent plies are bonded with HexFlow® RTM 6 mono-component

epoxy matrix supplied by Hexcel. Both intra-laminar and inter-laminar frac-
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Figure 4.33: Open-hole tension (OHT) test on unidirectional composite lam-
inate: Load-displacement responses for varying fibre-orientation angles α′ =
{0o, 30o, 45o, 60o}
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Figure 4.34: Open-hole tension (OHT) test on unidirectional composite laminate:
Comparison of laminate strengths for different fibre orientations obtained from a) Ex-
periments b) Finite Fracture Mechanics model in [7] c) LTD phase field model in [27]
d) Anisotropic brittle phase field model in [28], and e) Present anisotropic cohesive
phase field model

ture are modelled in this example using the dynamic explicit phase field and

cohesive zone surface interaction models respectively, as discussed in Sec. 4.9.

The experimental material and fracture properties for the ply-interface are ob-

tained from [2] and provided in Table 4.8 for reference. The material densi-
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ties of shell element layer at ply-midsurface, surface element layer at ply top

and bottom surfaces, and the impactor is taken as 1.5e−9, 7.5e−6 and 9.9e−10

tonne/mm3 respectively. The impactor is modelled using pure-elastic material

model with Young’s modulus E = 210 GPa and Poisson’s ratio ν = 0.3.

15
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4 plies with 
t=0.08 each

Composite
Laminate

Impactor

All boundary
faces clamped

Figure 4.35: Geometry and boundary conditions for quasi-static indentation (QSI) and
low-velocity impact (LVI) tests performed on full composite laminate. All dimensions
in mm
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Figure 4.36: Dimensions of impactors used for (a) quasi-static indentation and (b)
low-velocity impact tests. All dimensions in mm

The penalty stiffness coefficients for the cohesive traction-separation law

are set to 1.0e5 N/mm3 for both normal and shear directions. Furthermore, a

penalty-based tangential contact with friction coefficient µ = 0.5 is defined for
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Type Property Value Unit
Peak strength σc1 58.76 MPa

σc2 76.5 MPa
Critical energy release rate Gc1 0.59 N/mm

Gc2 1 N/mm
B-K model parameter η 3.1 -

Table 4.8: Interface material and fracture properties used for modelling delamination
using cohesive zone surface interaction model taken from [2]

all ply-interfaces. The viscous dissipation parameter for the explicit cohesive

phase field model is assumed as η = 1.0e−5.

The explicit solution algorithm is employed with a maximum imposed dis-

placement of 0.25 mm for the impactor in vertically downward direction. The

analysis is run for 0.0001 seconds using an automatic time-incrementation con-

trol scheme to allow Abaqus to internally calculate the stable time-increment

size. All other remaining contacts, e.g. between the impactor and plies is de-

fined using the general contact definition available in Abaqus/Explicit with

friction coefficient µ = 0.2.

The 3-D damage evolution through the laminate’s thickness is illustrated

in Fig. 4.37, wherein both ply fracture and delamination damages occur. Fig. 4.38

shows the intra-laminar damage contours obtained using the anisotropic cohe-

sive phase field model, for all 4 plies in the laminate starting from the top-most

ply. It can be noticed that the bottom-most ply is subjected to pure-tensile

stresses during the indentation, and hence undergoes maximum amount of

failure due to cracking of fibre/matrix under tension. Similarly, the delami-

nation contours modelled using cohesive zone surface interaction model are

shown in Fig. 4.39, starting from the top-most to bottom-most ply interface.

Delamination is observed at all ply-interfaces with a significantly large failure

area in the laminate’s centre.
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(a)

Figure 4.37: Quasi-static indentation test : Evolution of intra-laminar and inter-
laminar damage through the composite laminate’s thickness

Figure 4.38: Quasi-static indentation : Intra-laminar damage evolution in (a) Ply-1
(b) Ply-2 (c) Ply-3 and (d) Ply-4 modelled using anisotropic cohesive explicit phase
field model. Here, Ply-1 is the topmost ply in the composite laminate that faces the
impactor, and the values of phase field variable φ = 0 and φ = 1 (SDV1) represent
intact and cracked states of the material

4.10.7 Low-velocity impact (LVI) test on full Textreme® 80

g/m2 composite laminate

A low-velocity impact scenario typically witnessed during bird-strike on aerospace

structures is simulated herein on a full Textreme® 80 g/m2 composite laminate.
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Figure 4.39: Quasi-static indentation : Inter-laminar damage evolution at the inter-
faces of (a) Ply-1 and Ply-2 (b) Ply-2 and Ply-3 (c) Ply-3 and Ply-4 modelled using
cohesive zone surface interaction model. Here, Ply-1 is the topmost ply in the com-
posite laminate that faces the impactor, and CSDMG is the damage variable for cohe-
sive surfaces in Abaqus general contact. CSDMG=0 and CSDMG=1 represents intact
and fully-delaminated ply interfaces respectively

The impactor dimensions are shown in Fig. 4.36b. An initial velocity of 2.0e5

mm/s is imposed for the impactor. All other parameters including the model

geometry, boundary conditions and material/fracture properties, remain simi-

lar to the ones used in Sec. 4.10.6 and shown in Fig. 4.35. To realistically repro-

duce the damage evolution behaviour during bird-strike impact on aerospace

composite structures, the impactor is modelled using the Smoothed particle

hydrodynamics (SPH) toolbox [466] that is available in Abaqus [178].

SPH belongs to broader meshless or mesh-free methods which represents

solids using a collection of discrete points, commonly referred to as particles.

SPH relies on full Lagrangian description of solids, but discretizes the contin-

uum partial differential equations based on an evolving interpolation scheme

to approximate stress fields directly on discrete particles without needing a

fixed spatial mesh as conventional FEM. Such a scheme has been extensively
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used for modelling mechanical behaviour that involves extensive deformations

like fluid sloshing, paint spraying, ballistics, bird-strike impact etc., see e.g.

[467]. The material used for impactor is gelatin with the properties as shown

in Table 4.9, which is often used as a bird’s substitute material [468]. The hy-

drodynamic response of gelatin material is incorporated via equation of state

*EOS that provides relation between the current material density ρ and pres-

sure stress p as shown in Eq. (4.73) (more details can be found in [178]).

p = f1(εvol) + ρ0 f2(εvol)Em (4.73)

where f1 and f2 are functions of logarithmic volumetric strain εvol = ln(ρ0/ρ)

with ρ0 as the reference density, and Em is the internal energy per unit mass.

The values of f1, f2 and εvol are provided to Abaqus in tabular format as shown

in Table 4.10.

The dynamic explicit analysis is performed until 0.0006 seconds using au-

tomatic time-incrementation control scheme. Fig. 4.40 illustrates the impact

of gelatin SPH particles on the composite laminate from different viewing di-

rections. The final contours for intra-laminar and inter-laminar (delamination)

damage in all plies and ply-interfaces, obtained using phase field and cohesive

zone methods, are shown in Fig. 4.41 and Fig. 4.42 respectively. The maxi-

mum phase field evolution occurs in the bottom-most ply due to large bending

stresses, and the delamination is observed at all ply-interfaces with large pro-

jected delamination area in the centre of the laminate. These observations are

in-line with the experimental and numerical results reported in [2, 462], which

predicted delamination at several ply interfaces throughout the laminate thick-

ness without any significant shear matrix cracks.

4.11 Concluding Remarks

In this chapter, an anisotropic 3-parameter cohesive phase field model is pro-

posed for simulating quasi-brittle intralaminar damage in thin spread-tow uni-
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Type Property Value Unit
Density ρ 9.9e−10 tonne/mm3

Elastic/plastic properties
Shear modulus G 10 MPa
Yield stress σy 0.1 MPa
Plastic strain at σy εp0 0 -
Ductile damage initiation
Fracture strain ε f 4 -
Stress triaxiality η 0 -
Strain rate ε̇ 0 -
Ductile damage evolution
Displacement at failure δ 0 mm
(Linear softening)
Equation of state (*EOS) see Table

4.10

Table 4.9: Material properties taken for gelatin material used as impactor in low-
velocity impact simulation

Figure 4.40: Illustration of low-velocity impact (LVI) on full composite laminate using
a gelatin impactor discretized using smooth particle hydrodynamics (SPH) method

directional and woven fabric-reinforced composites. The evolving damage is

represented using a single scalar phase field variable. However, failure mode

specific crack-driving force terms and corresponding degradation functions are

defined, thus allowing for a robust and versatile simulation tool custom fit for

materials with strong anisotropies both in their elastic and fracture properties.

The stress-degradation functions are established on the basis of 3 parame-

ters that fully describe the post-peak softening response in each failure mecha-
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f1 f2 εvol
0 0 0
17.06789813 0 -0.007
34.95050691 0 -0.014
53.64620231 0 -0.021
73.15336604 0 -0.028
93.47038569 0 -0.035
114.5956547 0 -0.042
136.5275725 0 -0.049
159.2645443 0 -0.056
182.8049814 0 -0.063
207.1473014 0 -0.07
232.2899275 0 -0.077
258.2312895 0 -0.084
284.969823 0 -0.091
312.5039701 0 -0.098
340.8321789 0 -0.105
369.952904 0 -0.112
399.8646063 0 -0.119
430.5657531 0 -0.126
462.054818 0 -0.133
494.3302813 0 -0.14
527.3906296 0 -0.147
561.2343564 0 -0.154
595.8599614 0 -0.161
631.2659513 0 -0.168

Table 4.10: Tabular equation of state (*EOS) used for gelatin material in Abaqus

nism. For the case of UD and woven-fabric composites, these can be calibrated

based on three experiments, i.e., two tensile tests in two orthogonal directions

and a pure shear test. A strategy to accurately calibrate the cohesive softening

parameters using experimental softening curves is discussed.

Modified expressions are also provided to account for the case of shear

induced plastic deformations; these have been observed to be of relevance in

the case of spread-tow woven fabric-reinforced composites. Within this setting,

the anisotropic cohesive phase field formulations are modified to incorporate

elasto-plasticity with isotropic hardening for the in-plane shear behaviour.

The solution procedure for the coupled system of governing equations is

solved in a staggered manner using a hybrid strategy; the crack-driving forces

are evaluated based on a direct decomposition of the strain tensor but the
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Figure 4.41: Low-velocity impact : Intra-laminar damage evolution in (a) Ply-1 (b)
Ply-2 (c) Ply-3 and (d) Ply-4 modelled using anisotropic cohesive explicit phase field
model. Here, Ply-1 is the topmost ply in the composite laminate that faces the im-
pactor, and the values of phase field variable φ = 0 and φ = 1 (SDV1) represent intact
and cracked states of the material

stresses are degraded uniformly. The overall framework is implemented in the

commercial software Abaqus via a user-material (UMAT) subroutine.

The benchmark tests demonstrate the effectiveness of the proposed method

in accurately capturing damage evolution due to diverse intra-laminar compos-

ite damage mechanisms, namely fibre fracture, fibre pull-outs/bridging, and

matrix shear cracking. The proposed method is validated against two sets of

experiments, i.e., CT and DENT tests performed on a Textreme® 80 g/m2 com-

posite. The CT tests were used to calibrate the cohesive parameters. This set

of parameters accurately reproduced the DENT experimental results both in

terms of the predicted crack path and the overall load deflection response of

the specimen. Further validation is performed for the case of unidirectional

flax ply and glass-reinforced fabric composites where the proposed model is

also shown to provide accurate estimates.
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Figure 4.42: Low-velocity impact : Inter-laminar damage evolution at the interfaces
of (a) Ply-1 and Ply-2 (b) Ply-2 and Ply-3 (c) Ply-3 and Ply-4 modelled using cohesive
zone surface interaction model. Here, Ply-1 is the topmost ply in the composite lami-
nate that faces the impactor, and CSDMG is the damage variable for cohesive surfaces
in general contact. CSDMG=0 and CSDMG=1 represents intact and fully-delaminated
ply interfaces respectively

The proposed cohesive phase field model is further extended to perform

full composite laminate analysis by combining it with cohesive-zone surface

interaction model to capture delamination. An explicit cohesive phase field

model is proposed to effectively simulate the highly nonlinear damage evo-

lution behaviour pertinent to composite laminates; this is implemented in

Abaqus using a VUMAT subroutine. A strategy to perform ply-by-ply mod-

elling using a stacked shell approach is presented, wherein each shell element

layer is tied to surface element layers used for defining cohesive interfaces.

The combined phase field and cohesive zone model is used to perform robust

dynamic-explicit simulations for low-velocity impact and quasi-static inden-

tation on Textreme® 80 g/m2 composite laminate structure, and capture the

complex intra-laminar and inter-laminar damage evolution behaviour.



5
Multi-scale modelling of damage

evolution in composites

5.1 Introduction

In this chapter, a multi-scale approach based on surrogate-models is presented

to simulate damage evolution in composites. The point of departure is the

concurrent FE2 multiscale method based on computational homogenisation,

which has found widespread application in composites. The standard FE2

method employs an FE-RVE approach in which the strains at the macro-scale

are imposed on a meso-scale representative volume element (RVE) model; this

is analysed under periodic, displacement or stress boundary conditions at each

time increment [469]. The homogenized stress-strain response from the RVE

simulation is then provided as an equivalent macro-scale constitutive law for

imposed macro-scale strains. In general, FE2 is an effective multiscale tech-

nique for capturing physical behaviour at different inherent scales of compos-

ite, however, it is associated with high computational costs due to simultaneous

solving of both macro- and meso-scale models.

In the proposed strategy, the FE-RVE approach is replaced by a surrogate

model as shown in Fig. 5.1, which is interrogated by the macro-scale model

at each time-increment. Two different surrogate models based on Polynomial

Chaos Expansion (PCE) and Artificial Neural Network (ANN) are explored,

178
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and their accuracy in predicting the nonlinear damage response of composites

is compared against the fine resolution cohesive phase field damage model.

The main objective of this surrogate model is to perform fast progressive dam-

age analysis of large composite structures.

Macro-strains Surrogate 
model

Meso-scale 
model

Meso-scale 
model

Computational 
homogenisation

Meso-scale 
model

Meso-scale 
modelMacro-stresses

High-fidelity damage 
simulations under PBC

Representative
volume element

Integration
point

Macro-scale
model

Online phase Offline phase

Figure 5.1: Schematic illustration of FE2 multiscale method for damage modelling in
composites using a surrogate model

The surrogate model provides reasonably accurate estimates for the failure

initiation stresses and post-peak damage behaviour of composites with respect

to any mixed-mode loading case, whilst significantly reducing the computa-

tional costs associated with the phase field method. To accurately predict the

material failure behaviour, the surrogate model needs to be trained with a

database containing large amount of stress-strain data involving damage evo-

lution under different mixed-mode loading conditions. The training data-set

could be either obtained from extensive experimental testing, or by simulating

meso-scale unit cell models [402] under multi-axial load combinations applied

with periodic boundary conditions. Although a surrogate model trained using

experimental data-set could provide more accurate approximation of the ac-

tual material failure behaviour, it is practically infeasible to conduct such large

number of experiments for each of these load-cases. Hence in the context of

the current work, an RVE unit cell based approach has been adopted to gen-

erate diverse meso-scale responses for different composite failure modes. The
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proposed method is demonstrated for 2-D RVE models subjected to in-plane

strains, however the approach is generic and can be extended to any complex

3-D case as long as the damage physics at the meso-scale is accurately resolved.

5.2 Computational homogenisation

In composite structures, the cracks initiate at micro-scale (fibres/matrix level)

and propagate on to macro-scale (component/structural level) causing full

rupture and complete loss of structural stiffness. However in large indus-

trial models, it becomes expensive and impractical to simulate all micro-scale

cracks from a computational standpoint. In such cases, effective or homoge-

nized material properties are often used to obtain a global failure indicator and

stiffness degradation, instead of modelling local micro-cracks [44]. In concur-

rent multiscale approach such as FE2, each integration point in the macro-scale

model is assigned with an underlying RVE model as shown in Fig. 5.1. The

macro-scale strains at the integration points are then imposed on these RVE

models as periodic boundary conditions (PBC), and a meso-scale simulation

is performed simultaneously to capture the complex physics of damage evo-

lution at the micro or meso scales. The local stresses in RVE are homogenized

and transferred back to the macro-scale model via a FE-RVE feedback loop,

as an equivalent response to strains applied at the given integration point. To

calculate the equivalent RVE response, a link needs to be established through

energy equivalence between the macro and micro/meso-scales, i.e.,

〈σ(x, y) ε(x, y)〉RVE = σ̄(X, Y) ε̄(X, Y) (5.1)

where {x, y} and {X, Y} are meso and macro-scale coordinates, and {σ, ε} and

{σ̄, ε̄} are meso and macro-scale stresses/strains respectively. The averaged

macroscopic stresses and strains can be obtained using the Bishop-Hill rela-
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tions [470]:

σ̄ =
1
V

∫
V

σ dV

ε̄ =
1
V

∫
V

ε dV
(5.2)

with V as the RVE volume. The homogenization is performed at each time

increment, and the complete equivalent stress-strain responses corresponding

to different composite failure modes are extracted from each RVE simulation.

The homogenized stress-strain curve contains information about the constitu-

tive damage response of given composite including the critical stresses and

post-peak fracture behaviour pertaining to each failure mode.

The proposed surrogate modelling approach falls within the remit of con-

current FE2 multiscale methods. Within this setting, the objective is to anal-

yse the macro-scale structure using the surrogate model over a coarser mesh,

whilst simulating the nonlinear damage behaviour occurring at the micro/meso

scales (ply level) using high-fidelity phase field model over a fine mesh. To

boost the computational efficiency of FE2 approach during real-time damage

simulation of large composite structures, numerous meso-scale RVE models

are analysed in an offline phase under diverse multi-axial load combinations.

Since, it is impractical to analyse all possible combinations, RVE simulations

are performed at specific sample points, and the homogenised fracture re-

sponse is stored in the form of a database, which is used to train the surrogate

model. Once the surrogate model is accurately trained, it is used to replace the

FE-RVE concurrent feedback loop in the FE2 analysis.

5.3 Meso-scale simulations

Meso-scale simulations are performed on the RVE unit cell model in an offline

phase, subjected to arbitrary combinations of macro-scale strains applied with

periodic boundary conditions (PBC). To obtain a well-sampled dataset, a Latin
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Hyper Cube (LHC) approach has been used, which generates different possi-

ble combinations of macro-scale strains; these are uniformly distributed and

randomly permuted against each other to avoid any correlation between them.

The three macro-scale strains {ε11, ε22, γ12} are later used as an input database

for training the surrogate model. In LHC sampling, the cumulative density

function (CDF) of the input strain distribution is divided into n equally prob-

able intervals and one sample value is extracted from each of these intervals.

An illustration of LHC is provided in Fig. 5.2.

LHC sampling spreads the sample values more evenly across the sampling

space, and drastically reduces the number of runs as compared to a crude

Monte-Carlo, whilst still achieving reasonably accurate results [61]. The macro-

strain combinations {ε11, ε22, γ12} obtained via LHC are shown as sampling

points in Fig. 5.3a; these are imposed on the RVE using displacement control

in Abaqus coupled with PBC defined as equation constraints. The following

section provides a description of the RVE unit cell model which has been used

for meso-scale simulations.

C
D
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0.4

0.2

n equally-probable
intervals

One random strain value 
picked-up from each interval

No two strain values are
picked from the same interval

Figure 5.2: Illustration of the Latin HyperCube sampling (LHC) method to extract n
random strain samples from evenly partitioned intervals
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Figure 5.3: (a) Input macro-strain combinations with ε11 ∈ [−0.1, 0.1], ε22 ∈ [−0.1, 0.1]
and ε12 ∈ [−π/4, π/4] generated using LHC. Each strain is uniformly distributed and
randomly permuted against each other. Sectional cut views as seen along the (b) ε12
axis (c) ε11 axis, and (d) ε22 axis
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5.3.1 Representative volume element (RVE)

The RVE unit cell model represents the smallest periodically repeating unit

of an infinite material volume. Unit cell models have been widely applied in

the literature to obtain effective material properties and meso-scale damage

information for composites. In the current study, the RVE model comprises a

single square-shaped plate shown in Fig. 5.4, which is discretized using fully-

integrated S4 shell elements in Abaqus, and can represent either unidirectional

or woven composite plies.

The material considered herein is the Textreme-80 gsm woven fabric re-

inforced composite. Its mechanical properties are shown in Table 4.2. The

anisotropic cohesive phase field damage model presented in Chapter 4 is used

to model intra-laminar ply based failure in the RVE model, which involves fibre

cracking, fibre pullouts/bridging, and matrix plastic deformation and crack-

ing under tensile and shear loads. To establish the accuracy of the damage

model considered for RVE meso-scale analysis, a pure-tensile and a pure-shear

loading case are simulated initially, and their predicted failure responses are

compared against the experimental results in Sec. 5.3.2, see e.g. Fig. 5.8.

Periodic boundary conditions (PBC) are applied on the unit cell in accor-

dance with the strategy presented in [402]. The advantage of this approach

is that it allows for the imposition of any arbitrary combination of stresses or

strains as generalised loads, without requiring a different set of boundary con-

ditions to be derived for each case. Let the RVE model be a regular square

unit-cell shown in Fig. 5.4, with 3 translational symmetries in x, y and z direc-

tions with periods bx = L, by = L, and bz = t, respectively. In addition, let’s

assume that there exists a cell as the region highlighted in Fig. 5.4b that repre-

sents the entire domain when translated with defined periods in the respective

directions.

The PBCs are generated on this unit-cell RVE model using Abaqus *Equa-

tion keyword, which applies multi-point constraints (MPCs) for the appropri-

ate degrees-of-freedom corresponding to any two nodes present on opposite



5.3. Meso-scale simulations 185

(a)

(b)

(c)

Figure 5.4: (a) Illustration of woven spread-tow fabric-reinforced composite ply (b)
Representation Volume Element (RVE) definition, and (c) Square unit-cell RVE model
in Abaqus comprising single layer of S4 shell elements

faces or edges. Naturally, the corner nodes of the unit cell are a part of two

adjacent edges, and would be constrained by both edges with distinct bound-

ary conditions (B.C.). It is of interest to note that although the presence of

dependent B.C. equations do not introduce any problems in the mathematical

sense, a commercial software like Abaqus detects it as a source of error and

expects the user to render these constraints independent of each other [402].

Hence, the corner nodes must be placed in separate node-sets, and subjected

to equation constraints that are independent from those imposed on the RVE

edges. Similarly for a 3-D RVE model, separate sets must be formed for RVE

corners, edges and faces [402]. Owing to translational symmetry between all

corner nodes of the RVE, any corner node (e.g. node A in Fig. 5.6) can be

chosen arbitrarily without loss of generality, and the remaining corner nodes

can be constrained with respect to it.

To impose *Equation constraints in Abaqus, the RVE boundary nodes are

grouped into corner {A, B, C, D} and edge-based {AB, BC, DC, AD} node sets.
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The edge node-sets can contain multiple nodes, however, they exclude the

corner nodes {A, B, C, D} to eliminate dependent constraints. The nodes on

edges AB and AD (excluding corners) are linked in all DOFs to corresponding

nodes situated on the opposite edges DC and BC, respectively.

Similarly, all DOFs of the corner node A are linked to the DOFs of other

corner nodes B, C and D. The macro-strains are applied on the RVE as imposed

displacements on the reference points, which are included in the *Equation con-

straints defined for each pair of linked node-sets. The reference points act as

a single point of imposed displacement on the linked nodes, and are discon-

nected from the actual RVE model. The node linkages with corresponding

reference points are illustrated on an example mesh with 4× 4 shell elements

in Fig. 5.6. The *Equation constraints imposed on the edge/corner nodes are as

follows:

Edges:

uBC − uAD = Lεxûo
r1

vBC − vAD = Lεxyv̂o
r1

wBC − wAD = 0

θBC
x − θAD

x = 0

θBC
y − θAD

y = 0

θBC
z − θAD

z = 0

uDC − uAB = Lεyx ûo
r2

vDC − vAB = Lεy v̂o
r2

wDC − wAB = 0

θDC
x − θAB

x = 0

θDC
y − θAB

y = 0

θDC
z − θAB

z = 0

Corners:

uB − uA = Lεx ûo
r1

vB − vA = Lεxy v̂o
r1

wB − wA = 0

θB
x − θA

x = 0

θB
y − θA

y = 0

θB
z − θA

z = 0

uC − uA = (Lεx + Lεyx) ûo
r3

vC − vA = (Lεxy + Lεy) v̂o
r3

wC − wA = 0

θC
x − θA

x = 0

θC
y − θA

y = 0

θC
z − θA

z = 0

uD − uA = Lεyx ûo
r2

vD − vA = Lεy v̂o
r2

wD − wA = 0

θD
x − θA

x = 0

θD
y − θA

y = 0

θD
z − θA

z = 0
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where, εxy = γxy/2 is the shear strain, and {ûo
r1, v̂o

r1, 0, 0, 0, 0}, {ûo
r2, v̂o

r2, 0, 0, 0, 0}

and {ûo
r3, v̂o

r3, 0, 0, 0, 0} are the imposed displacements on the reference points

r1, r2, and r3, respectively. In addition, all DOFs of the corner-node A are con-

strained to zero to avoid rigid body modes. The quantities on the right-hand

side (RHS) of each equation are applied as imposed displacements to the corre-

sponding DOF of the reference points, which makes the RVE to deform under

the given macro-strain combination {εx, εy, γxy} as shown in Fig. 5.5. The RVE

is then simulated using the cohesive phase field damage model from Chapter 4

subjected to different strain combinations described in Sec. 5.3, and the meso-

scale damage response involving fibre and matrix-based failures is obtained.

The step-by-step procedure of generating the RVE input models in Abaqus,

and the complete multiscale approach including meso and macro-scale sim-

ulation is illustrated in the flowchart Fig. 5.9, and the solution algorithm is

described in Algorithm A.3.

Remark 13. It is important to note that the periodicity assumptions presented

herein, apply to both linear and nonlinear behaviour, including damage. Hence,

the damage propagation must also remain periodic, i.e. damage in any element

lying at the RVE boundary surface must continue propagating at the opposite

surface. Due to the strictly conformal mesh and direct node-to-node coupling,

the displacements on each node-pair on opposite RVE surfaces are directly

linked to each other. This results in periodic stresses and strains in the RVE,

and hence also guarantees the periodicity of induced damage, see e.g. [471].

Periodic homogenization based methods are backed by a robust math-

ematical background, and have been extensively applied throughout the lit-

erature vis-à-vis damage modelling of composites [471–475]. These methods

provide accurate damage estimates, however, imposition of PBC also poses

restriction on the damage to be essentially periodic, which may lead to unreal-

istic crack propagation patterns. Although the aim of the current work was to

exploit the computational advantages of surrogate models for developing an

initial multi-scale damage modelling framework, future work may be directed

towards exploring the application of generalized displacement boundary con-
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ditions within this context, see e.g. [378, 425].

(a)

(b)

(c)

(d)

Figure 5.5: (a) Unit-cell square RVE subjected to multi-axial macro-strains, and de-
formed RVE shapes under (b) longitudinal tensile strain εxx (c) transverse tensile strain
εyy (d) in-plane shear strain γxy

5.3.2 RVE database with homogenised meso-scale responses

For each meso-scale RVE simulation, the homogenised stress-strain response

is generated based on the approach described in Sec. 5.2. Example responses

for pure-tensile and pure-shear modes are illustrated in Fig. 5.8a and Fig. 5.8b

respectively, and their critical strengths are compared against the experiments.

In the pure tensile mode, the RVE is subjected to a macro-strain combination

of [ε11 = 0.1, ε22 = 0, γ12 = 0], whereas the strain-combination applied in pure

shear mode is [ε11 = 0, ε22 = 0, γ12 = π/4]. Due to the symmetry of fibre
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Figure 5.6: Linked degrees of freedom at opposite edge/corner nodes with the refer-
ence points (a) r1 (b) r2 (c) r3 for applying periodic boundary conditions (PBC)

orientation in n11 and n22 directions of Textreme-80gsm with [0o, 90o] layup,

the homogenized responses for pure-tensile strains applied in warp n11 [ε11 =

0.1, ε22 = 0, γ12 = 0] and weft n22 [ε11 = 0, ε22 = 0.1, γ12 = 0] directions are

similar, and hence only the former is illustrated in Fig. 5.8a. It can be noticed

that the critical fracture stresses predicted in both Fig. 5.8a and Fig. 5.8b, by

the cohesive phase field model as well as the experiments, are within ∼ 5.8%

and ∼ 4.2% of each other, respectively. Moreover, the elastic-plastic shear

fracture response typically observed in woven fabric-reinforced composites,

due to matrix-dominated plastic shear deformation and subsequent cracking,

is captured well by the model, as seen in Fig. 5.8b.

The next step is to populate a RVE database that can be used to train the

surrogate model. The RVE database contains the macro-scale strains {ε11, ε22, γ12}

as the input data-set, and the corresponding homogenized final stresses {σ11,

σ22, σ12} and critical fracture stresses {σc11, σc22, σc12} as the output data-set.

An example of the ith entry in the RVE database corresponding to the

meso-scale simulation under ith multi-axial loading combination is shown in
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Fig. 5.7. In addition to the macro-scale strain combinations generated with

LHC sampling and their respective final stresses post-damage, the input and

output data-sets are expanded by adding more sampling points from the stress-

stain response at intermediate time-increments of each meso-scale RVE simu-

lation. The number of intermediate points to extract depends on the non-

linearity of the response that needs to be captured by the surrogate model.

If the stress-strain results are extracted at k equidistant time-increments from

each of n RVE simulations, the size of the original data-set effectively expands

to k× n.

It must be emphasized that each of these k × n points in the expanded

data-set are unique with respect to each other in the overall sample space.

However, the input macro-strain combinations {ε11, ε22, γ12} no longer have a

uniform probability distribution that was earlier obtained with LHC, as would

be shown in subsequent Sec. 5.6.1. The critical stresses in each failure mode

obtained from different RVE simulations are plotted in the 3-D sample space

and a convex hull is constructed from these points. The convex hull acts as

the 3-D fracture surface that determines the failure initiation points for a given

composite. In the macro-scale simulations, this is used to trigger and activate

the surrogate model as soon as the stress-state of the material crosses this

fracture surface, as will be demonstrated in Sec. 5.6.1.

RVE
ID

i

Macro-strains Macro-stresses
Critical 

fracture-stresses

Input-database Output-database

Figure 5.7: An example RVE-database entry showing input and output parameters
obtained from the meso-scale damage simulation of RVE subjected to ith multi-axial
loading combination
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Figure 5.8: Homogenized stress-strain plots obtained from meso-scale RVE simula-
tions of Textreme-80gsm using anisotropic cohesive phase field model subjected to
(a) Pure tensile strain state [ε11 = 0.1, ε22 = 0, γ12 = 0] (b) Pure shear strain state
[ε11 = 0, ε22 = 0, γ12 = π/4]. The predicted critical fracture stresses are compared
against corresponding experimental laminate strengths of Textreme-80gsm

5.4 Surrogate model

The RVE database obtained in Sec. 5.3.2 is used to train the Polynomial Chaos

Expansion (PCE) and the Artificial Neural Network (ANN) based surrogate

models.
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Meso-scale simulations
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Train PCE/ANN based 
surrogate models
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coarse mesh and reduced/full 

integration elements

Perform macro-scale simulations 
with stresses at each Gauss point 

predicted by surrogate model

Macro-scale simulations

Figure 5.9: Flowchart depicting the steps involved in performing multiscale dam-
age simulation of composites using surrogate models. Each step is automated using
Abaqus Python scripting interface.

5.4.1 Polynomial Chaos Expansion (PCE)

PCE initially originated from the work of Wiener [476], has found extensive

application in uncertainity quantification over the past 15 years. PCE is a

stochastic method that captures uncertainty in the model input and output

distributions via polynomial basis functions within a probablistic framework.

[477]. It uses orthogonal polynomials to fit a response surface to an output

data-set which has been generated with experiments/simulations of an input

data-set sampled with a specific probability distribution.

Considering the trivial case of a two-dimensional probability space, let

(ζ1, ζ2) be two random variables that expand the input-data space, and are
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sampled with a given probability distribution p. Each sample-set (ζ1, ζ2) yields

a discrete point zi in the output-data space. The main objective of the PCE is to

identify a suitable polynomial function F(ζ1, ζ2), which can accurately calibrate

a response surface to the output values zi such that,

zi ≈ F(ζ1, ζ2) (5.3)

with i ∈ [1, n], where n is the number of sample points in input and output

data-sets. The polynomial function F(ζ1, ζ2) is expanded in terms of orthogo-

nal polynomials φk(ζ1, ζ2) as shown in Eq. (5.4).

F(ζ1, ζ2) ≈ a0 +
2

∑
i=1

ai φ1(ζi) +
2

∑
i=1

i

∑
j=1

aij φ2(ζi, ζ j) + ... (5.4)

Since the polynomials φk(ζ1, ζ2) are orthogonal, any arbitrary point within the

output-data space can be conveniently represented as their linear expansion.

This allows the PCE to require a reduced number of simulations for quantify-

ing uncertainty as compared to brute force Monte-Carlo simulations [477].

The polynomial function F(ζ1, ζ2) is obtained by choosing appropriate

orthogonal polynomials φk(ζ1, ζ2), and evaluating their corresponding coeffi-

cients ak. The orthogonality of polynomials φk(ζ1, ζ2) implies that the expected

value of their products must be zero [477], i.e. they must satisfy Eq. (5.5).

E(φi φj) =
∫

φi(ε) φj(ε) p(ε) dε = 0 ∀ i 6= j (5.5)

where p is the probability density function for any random variable ε. The

coefficients ak are evaluated using Eq. (5.6)

ak =
E(φk X)

E(φk φk)
=

∫
φk(ε) X(ε) p(ε) dε∫
φk(ε) φk(ε) p(ε) dε

(5.6)

Remark 14. It is of interest to note that the type of polynomials φk(ζ1, ζ2)

depends on the probability distribution p assumed for the input data ζi, e.g.

Hermite, Legendre and Laguerre polynomials are used for Normal (Gaussian),
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Uniform and Exponential distributions, respectively.

In the methodology established herein, the three macro-strains {ε11, ε22, γ12}

are defined as input random variables. As discussed in Sec. 5.3.2, these were

initially generated with uniform probability distribution via LHC sampling.

However, their probability distribution changes as a result of the data-set ex-

pansion procedure described in Sec. 5.3.2. The distribution of this new ex-

panded data-set needs to be identified to chose appropriate orthogonal poly-

nomials for the PCE model. In this work, an open-source library ChaosPy

[478] has been used, which integrates a range of different polynomial types

and orders into a common Python-based framework, and is a robust numeri-

cal tool for performing PCE-based uncertainty quantification. One of the ad-

vantages of using ChaosPy is that it automatically picks up the appropriate

polynomial-type φk(xi, yi) for a given input distribution, evaluates coefficients

ak, and allows straightforward extension to higher-order PCE models.

Using ChaosPy, each macro-stress component {σ11, σ22, σ12} is defined as

separate PCE-based function of input macro-strains {ε11, ε22, γ12}, i.e.

σM(ε11, ε22, γ12) ≈ aM
0 +

3

∑
i=1

aM
i φ1(εi) +

3

∑
i=1

i

∑
j=1

aM
ij φ2(εi, ε j) + ... (5.7)

where σM represents 3 macro-scale stress components {σ11, σ22, σ12}. Each of

the components σM can be fitted with polynomials of different orders depend-

ing on their non-linearity and the magnitude of their uncertainty.

5.4.2 Artificial Neural Networks (ANN)

Similar to PCE, Artificial Neural Networks (ANN) can be used as surrogate

models to describe the relationship between macro-strains (input) and macro-

stress (output) datasets [416]. ANN models are trained using the discrete

stress-strain data obtained from meso-scale unit-cell RVE simulations; these

are then used to represent complete stress-strain behaviour under any arbi-

trary mixed-mode loading conditions.
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ANN is inspired by biological neural networks that comprise a large num-

ber of neurons, which pass information to/from the brain via so-called synapses

[479]. Similarly, the ANN architecture consists of hidden layers of artificial

neurons that are connected between the input and output data-sets as shown

in Fig. 5.10a. Each neuron receives a mixed-set of signals from multiple input

links, which are then processed by an activation function and further transmit-

ted to other neurons. The computed values by ANN are propagated between

input and output neurons, and the learning of network happens by updating

its weights and biases iteratively until the overall error is minimized within a

specific tolerance or the maximum number of iterations is reached [416, 480].

The neuron activation functions are crucial components of ANN which

determine the network’s output, its ability to converge and the convergence

speed. The schematic of a neuron along with its activation function is illus-

trated in Fig. 5.10b. Mathematically, the input-output relationship of an activa-

tion function is defined as Eq. (5.8).

al = φ

(
∑

i
wl

i al−1
i + bl

)
(5.8)

where al−1
i and wl

i are the ith signal and its corresponding weight, respectively

arriving as input to the neuron from the previous layer, bl is the bias, φ(.)

is the activation function, and al is the output transmitted to the next layer.

The output of activation functions from each neuron is usually normalized

between 0 and 1 or between -1 and 1. Activation functions can be of various

types, e.g. sigmoid [481], tanH [482], ReLU [483], Softmax [484], Swish [485],

etc. Recently, nonlinear activation functions have been increasingly used in

neural networks as they enable learning of much complex data and predict

outputs with considerably higher accuracy.

ANN can be classified into various types such as feed-forward, recur-

rent (Long Short Term Memory) [486, 487], convolutional [488], Kohonen self-

organizing [489, 490], radial basis function [491] and Modular neural networks

[492, 493]. The most commonly used type in engineering problems is the feed-



5.4. Surrogate model 196

Input
layer

Output
layer

Hidden
layer

Feed-forward

(a)

(b)

Figure 5.10: (a) Architecture of a feed-forward artificial neural network (ANN) with
single-hidden layer (b) Schematic illustration of a neuron in ANN models

forward network which contains 1 input layer, 1 output layer, and a single or

multiple hidden layers [416]. In the current work, the neural net fitting tool

(nftool) available in commercial software MATLAB [29] (Fig. 5.11) has been

utilised, which uses a two-layer feed-forward network, with the hidden and

output layers governed by sigmoid and linear activation functions, respec-

tively. It is worth emphasizing that more complex deep neural networks could

be utilised for better accuracy. However, the choice of MATLAB’s nftool is pri-

marily driven by the fact that it generates parameters of the trained neural

network in the form of simple matrices, that could be easily translated into
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Abaqus Fortran subroutine codes later. Moreover, the MATLAB’s two-layer

feed-forward network provides sufficiently accurate results for the purpose of

the current analysis.

Figure 5.11: Architecture of two-layer feed-forward neural network in MATLAB [29]

Similar to PCE, the input and output data-sets for the ANN model are

the macro-strain combinations {ε11, ε22, γ12} and the homogenised macro-scale

stresses {σ11, σ22, σ12}, respectively. These are stored in the RVE database as de-

scribed in Sec. 5.3.2. The ANN architecture in MATLAB’s nftool allows for the

definition of 1 hidden layer between the input and output layers with multi-

ple neurons. Training is performed for each of the macro-stress components

separately, and the model parameters of each trained network is written into a

separate text file which can be imported into Abaqus Fortran subroutines.

The training process uses a Bayesian regularization backpropagation func-

tion (trainbr), which updates the network weights and biases based on the

Levenberg-Marquardt (LM) optimization algorithm by minimizing the combi-

nation of squared errors and weights. Although trainbr requires more time to

converge than the standard LM algorithm available in MATLAB, it results in

a well-generalized network which has been found to provide better solutions

especially for small but noisy data-sets [29].

The input and output data-sets are randomly divided into 3 sets by de-

fault, i.e. 70% of total samples are used for training, 15% are used for validation

to avoid overfitting, and the remaining 15% are used as independent testing set

to generalize the network. The training is performed until the validation error

fails to decrease for six consecutive iterations, however for trainbr, the training

continues until an optimal combination of error/weigths has been found.

The trainbr algorithm can be used for any network in which the deriva-
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tive functions exist for the network’s weight, input and transfer functions.

The Bayesian regularization uses Levenberg-Marquadt (LM) algorithm in back-

ground and minimizes the linear combination of biases and weights [29]. The

network is trained via a supervised learning process with an objective to min-

imize either the mean (MSE) or sum (SSE) of squared errors [494] shown in

Eq. (5.9).

ed =
n

∑
i=1

(ti − ai)
2 (5.9)

where ai is the network-predicted output, ed is the network-error, and ti is the

target output. The MSE/SSE is used as the performance index to produce

regularized networks with better generalization and obtain smoother under-

lying functions. The regularization is added to the objective function as an

additional term in the form of sum of squares of network weights (ew)

F = p1 ed + p2 ew (5.10)

where p1 and p2 are network parameters and F is the objective function. When

p1 >> p2, the training reduces the network errors, whereas when p2 >> p1,

the training leads to weight size reduction at the expense of network errors,

thereby producing smoother responses [494]. The Jacobian of the network per-

formance with respect to combined network weights and biases is calculated

using the backpropagation algorithm, and the parameters are updated such

that it results in minimization of the objective function.

It is important to monitor the reduction in network’s performance (errors),

i.e. overall errors in training, validation and testing data-sets with each itera-

tion to avoid over-fitting of data. Over-fitting can be monitored by checking if

the model performs considerably well for the training data, but shows abrupt

jumps in the performance (errors) for the validation or testing data-sets. Sim-

ilarly, error histograms can be assessed to obtain information about the range

in which the network errors fall, and indicate the outlier points where the fit

is significantly worse than majority of other data points. A network is said to

be accurately trained if all network outputs attain equal or very close values to
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the target outputs.

Once trained, the network parameters are exported into MATLAB’s matrix-

only functions, which are then written into external files as tables. These are

later imported into a surrogate model within Abaqus Fortran subroutines, to

perform macro-scale simulations of the given composite material for which the

ANN model has been trained.

5.5 Macro-scale simulations

The PCE and ANN-based surrogate models developed in Sec. 5.4.1 and 5.4.2,

respectively are used to obtain an equivalent constitutive law for the macro-

scale simulations. The macro-scale simulations are performed using an Abaqus

user-material (UMAT) Fortran subroutine in which the strains {ε11, ε22, γ12} at

different macro-scale integration points are passed as inputs, and the final

homogenised stresses {σ11, σ22, σ12} evaluated for these strains using the sur-

rogate model are returned back to Abaqus.

The macro-scale simulation resembles a concurrent FE2 multiscale ap-

proach. However, the computationally inefficient procedure of performing

concurrent meso-scale RVE simulations in each iteration is replaced by the

surrogate model. The latter has been trained using offline RVE simulations to

provide a complete damage response under all possible mixed-mode loading

conditions.

To perform a reasonable comparison between the macro and meso-scale

results, a virtual RVE is constructed around each Gauss point in the macro-

scale mesh. It is important to note that the size of macro-elements should

be such that they can accommodate equivalent number of RVEs, without the

RVEs at adjacent Gauss-points or neighbouring elements overlapping each

other [389]. In accordance with this, the macro-element size is chosen equal

to the RVE size when using Abaqus S4R shell elements with reduced inte-

gration, whereas it’s set equal to roughly 2.5 times the RVE size for S4 shell
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elements with full-integration. Furthermore, the material axis system in the

macro-element must match with the axis system in which the RVE homoge-

nized stresses are predicted.

In Abaqus UMAT, the material tangent matrix needs to be calculated in

addition to macro-stresses. An incorrect definition of the tangent matrix does

not affect the final results in Abaqus, however, it must be defined as accu-

rately as possible to obtain optimal convergence rates [178]. In the current

formulations, this material tangent matrix DDSDDE (Cij) is defined using a

central-difference scheme as shown in Eq. (5.11).

Cij =
σi(ε j + ∆ε j)− σi(ε j − ∆ε j)

2∆ε j
(5.11)

where ∆ε j is a small perturbation in the input macro-strains ε j and σi is the

corresponding macro-stress component calculated using the surrogate model,

with i, j ∈ {11, 22, 12}. Since the surrogate model provides a continuous repre-

sentation of the discrete stress-strain data obtained from the RVE simulations,

the derivative Cij exists and is mathematically consistent.

5.6 Benchmarks

5.6.1 Surrogate model validation

In this section, the accuracy of proposed surrogate model is validated against

the high-fidelity phase field simulations. The material considered throughout

for validation is Textreme-80gsm woven-fabric reinforced composite. The ma-

terial properties are shown in Table 4.2. The ply-thickness is 0.08 mm with

fibre-orientation as [0o/90o] within each ply. The mesh-size and length-scale

parameter used for the fine-scale phase field simulations are he = 0.05 mm and

lo = 0.3 mm respectively.

To obtain the meso-scale RVE database, 1000 discrete combinations of

macro-strains {ε11, ε22, γ12} are generated using the LHC sampling method.
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These are uniformly distributed within the ranges ε11 ∈ [−0.1, 0.1], ε22 ∈

[−0.1, 0.1] and γ12 ∈ [−π/4, π/4]. Unit cell RVE models of size 1 × 1 mm2

are subjected to macro-strain combinations applied as averaged strains with

periodic boundary conditions, and the damage evolution at the meso-scale is

modelled using the anisotropic cohesive phase field model.

A small time-increment ∆t = 1.0e−5 is chosen for analysis, and the field

outputs in each RVE simulation are requested at 50 equidistant time-increments.

The RVE database is thus populated with total 50000 data-sets of macro-strains

{ε11, ε22, γ12} and homogenized stresses {σ11, σ22, σ12} stored as input-output

response at each time-increment. This type of data-set expansion does not lead

to loss of uniqueness in the input strain samples, as explained in Sec. 5.3.2.

The expansion procedure for a randomly chosen meso-scale simulation is

illustrated in Fig. 5.12. The RVE database is used to train the PCE or ANN sur-

rogate model that predicts the macro-stress response for arbitrary combination

of macro-strain inputs, and thus represents an equivalent constitutive model

at the macro-scale. Three separate surrogate models are fitted for each macro-

stress as a function of macro-strain combinations, namely σ11(ε11, ε22, γ12),

σ22(ε11, ε22, γ12) and σ12(ε11, ε22, γ12). An R2 fit value of 90% is used as an

indicator to determine if the surrogate models have been sufficiently trained.

The detailed training procedures for both PCE and ANN surrogate models are

described in Appendix A.6.

5.6.1.1 PCE surrogate

In the case of PCE driven surrogates, the probability distribution of input

strains plays an important role in determining the type of orthogonal poly-

nomial functions that must be used to obtain the surrogate model. Due to the

data-set expansion illustrated in Fig. 5.12, the final probability distribution of

the macro-strains is no longer uniform as initially generated via the LHC. A

new distribution emerges as a result of this data-set expansion as shown in

Fig. 5.13.
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Figure 5.12: Example demonstrating extraction of intermediate stress-strain data from
an arbitrary meso-scale RVE simulation to expand the RVE database (a) Extraction
of homogenized stress σ12 (Shown as black dots) at different intermediate time-
increments t (b) Extraction of macro-strain combinations at the same time-increments
(c) Sample extracted values for intermediate stresses and strains

To identify the exact type of this new distribution, this is normalised and

fitted against the Normal (Gaussian), Laplace and Cauchy probability density

functions (PDF) in Fig. 5.14. It can be deduced from the figure that the Laplace

PDF fits more closely to this new distribution. Hence, this PDF is chosen to

generate the PCE surrogate. The surrogate models for σ11, σ22 and σ12 are

each fitted with a 9th order polynomial using the open-source Python library

ChaosPy [478].

The discrete stress-strain responses predicted by the phase field and PCE-

surrogate model function for the complete training data-set is shown in Fig. 5.16

and Fig. 5.17. It can be seen from Fig. 5.17 that the PCE surrogate model shows
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a reasonable match for sample points away from zero strains. Unfortunately,

it poorely fits the region near zero strains, i.e. before the peak stresses are

reached. Hence, when the PCE is solely used for the macro-scale simulations,

it fails to predict the failure initiation point completely. To circumvent this is-

sue, three additional surrogate models are fitted for the peak (critical) stresses

for each failure mode {σc11, σc22, σc12} as a function of final macro-strains. The

critical stresses are plotted as discrete scattered points in the 3-D space and a

convex hull is formed from these points as shown in Fig. 5.15. The convex-hull

represents the fracture surface beyond which the failure initiates and evolves

in different damage modes.

To use the PCE surrogate model effectively, a pure-elastic and elastic-

plastic analysis for the tensile and shear modes respectively, are performed ini-

tially. Next, the data point representing the stress-combination {σ11, σ22, σ12} at

each time-increment is checked against the fracture surface defined by convex-

hull. Once the combined stress-state crosses the fracture surface, failure is

assumed to have initiated and the post-peak behaviour is henceforth predicted

by the PCE surrogate model. Such a strategy helps in obtaining a closer match

between the damage response from surrogate and phase field models.

5.6.1.2 ANN surrogate

Next, the response predicted by ANN surrogate model is compared against

the meso-scale phase field simulation results. Similar to PCE, the ANN sur-

rogate model is fitted for the RVE database comprising 50000 homogenized

stress/strain points obtained from meso-scale simulations. ANN models do

not rely on the probability distribution of input dataset and are capable of

fitting any type of data, given enough number of training samples are pro-

vided. The model is trained using the feed-forward neural network in MAT-

LAB based on Bayesian regularization backpropagation algorithm as explained

in Sec. 5.4.2.

The input dataset for the ANN surrogate model comprises the macro-
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(a) (b)
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Figure 5.13: Histogram for macro-strains (a) ε11 (a) ε22 and (a) γ12, showing number
of sample points in original dataset generated via LHC and expanded dataset after
extraction of intermediate stress-strain points from each meso-scale RVE simulations

scale strains [ε11, ε22, γ12], whereas the output dataset is generated with the

homogenised macro-scale stresses [σ11, σ22, σ12] obtained from the meso-scale

RVE simulations. A single hidden layer, with 80, 80 and 40 neurons respec-

tively, is used to train separate surrogate models for each macro-stress com-

ponents {σ11, σ22, σ12}. A symmetric sigmoid activation function as illustrated

in Fig. 5.18 is applied for all neurons in the hidden layer. The training is per-

formed on 70% of the total data-set, with remaining 15% each reserved for

validation and testing. The complete details of the network architecture are

shown in Table 5.1.

The performance or mean-squared error (MSE) is plotted against number
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Figure 5.14: Illustration of expanded dataset distribution for macro-strain ε11 fitted
with (a) Normal probability density function [µ = 0, σ = 0.0333] (b) Laplace prob-
ability density function [µ = 0, σ = 0.025] (c) Cauchy probability density function
[shift=0, scale=0.0168]

of epochs in Fig. 5.19a, and a histogram depicting number of instances falling

within certain error bounds with respect to the zero-error line is shown in

Fig. 5.19b. It can be noticed that there are no abrupt jumps in the performance

plots for both training and testing data, which indicates that the Bayesian regu-

larization method has successfully prevented over-training of the ANN model.

Furthermore, the error histogram in Fig. 5.19b shows that most of the train-

ing and test data-sets are close to zero-error line, i.e. the error between their

predicted output and the actual output is minimal. The regression plots for

training and test data-sets and other training state parameters for ANN are

shown in Fig. 5.20a and Fig. 5.20b respectively.

Once the training is complete, the weights, biases, offsets and gains in

the trained ANN network are exported to text files, which are later imported

into the Abaqus Fortran UMAT to perform macro-scale simulations. The over-

lapped stress-strain responses from the phase field and ANN surrogate mod-

els are shown in Fig. 5.21 and Fig. 5.22 for comparison. It is worth mentioning

that the results obtained from ANN are significantly more accurate than PCE,

and closely predicts the complete mechanical response in all composite failure

modes (Fig. 5.22). As opposed to PCE, ANN does not require ad-hoc tech-

niques to determine the point of failure initiation based on the fracture sur-
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(a) (b)

(c) (d)

Figure 5.15: (a) Critical stresses {σc11i, σc22i, σc12i} predicted by the anisotropic cohe-
sive phase field model for each of ith meso-scale simulation of RVE subjected to ith

multi-axial macro-strain combination {ε11i, ε22i, γ12i} and fracture surface represented
by convex hull. Sectional cut views are shown as seen along the (b) σc12 axis (c) σc22
axis (d) σc11 axis

face obtained from convex-hull of critical stresses. It accurately captures the

complete damage response on its own, including the initial elastic response

(elastic-plastic response for shear stress), critical stresses and the post-peak

failure behaviour in each mode.

5.6.2 Square plate under mixed-mode loading

The square plate shown in Fig. 5.23 is examined for the purpose of validation

of the proposed multiscale numerical procedure. The plate is subjected to

arbitrary mixed-mode load combinations with periodic boundary conditions.
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Figure 5.16: PCE-based surrogate model : Macro-stress contours {σ11, σ22, σ12} ob-
tained from meso-scale phase field model [(a),(c),(e)] and surrogate model [(b),(d),(f)]
plotted as a function of all macro-strains {ε11, ε22, γ12}. Surrogate models for σ11, σ22
and σ12 have been trained with R2 = 0.975, R2 = 0.978 and R2 = 0.907 respectively
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 5.17: PCE-based surrogate model : Macro-stresses σ11 [(a)-(c)], σ22 [(d)-(f)] and
σ12 [(g)-(i)] obtained from the meso-scale simulations based on anisotropic cohesive
phase field model (shown in blue) and the surrogate model (shown in red), each
individually plotted against macro-strain combinations {ε11, ε11, γ12} from training
dataset

To achieve a valid and reliable comparison, the loading combinations con-

sidered for this example are chosen randomly. Particular care is taken for these

combinations to be different from those included in the RVE database, which

were used to train the surrogate models. For the phase field model, a fine

mesh-discretization with full-integration S4 shell elements of size he = 0.05

mm and length-scale lo = 0.3 mm is used, and the analysis is performed with

a small time-increment ∆t = 5.0e−5.

The PCE and ANN surrogate model simulations are performed using
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Input layer Total
hidden
layers

Hidden
layer
neurons

Output
layer

Loss
func-
tion

Training algorithm

[ε11, ε22, γ12] 1 80×
sigmoid

σ11 MSE Bayesian regularisa-
tion backpropagation

[ε11, ε22, γ12] 1 80×
sigmoid

σ22 MSE Bayesian regularisa-
tion backpropagation

[ε11, ε22, γ12] 1 40×
sigmoid

σ12 MSE Bayesian regularisa-
tion backpropagation

Table 5.1: Architecture of separate feed-forward ANN surrogate models trained for
each macro-scale stress components σ11, σ22 and σ12

-6 -4 -2 0 2 4 6
-1

-0.6

-0.2

0.2

0.6

1

Sigmoid function

Figure 5.18: Illustration of symmetric sigmoid activation function φ(x) = [2/(1 +
exp(−2x))− 1] used for hidden layer neurons in the ANN surrogate model

a very coarse mesh-discretization containing only 4 reduced-integration S4R

shell elements with size he = 1 mm, and the time-increment size is chosen as

∆t = 1.0e−2. The finite element mesh used for the phase field and surrogate

models is illustrated in Fig. 5.24a and Fig. 5.24b, respectively.

The force-displacement plots for different failure modes obtained using

phase field model, and PCE and ANN surrogate models are shown in Fig. 5.25.

The response from the ANN model matches reasonably well with the phase

field results. However for the PCE model, it can be seen that an additional
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Figure 5.19: (a) Training performance plot showing reduction of mean-squared error
with increasing number of epochs for training and test data-sets in ANN surrogate
model for macro-stress σ11 (b) Error Histogram plot showing number of instances
falling within different error-bounds from zero-error line

criteria based on convex-hull of critical stresses is required to determine fail-

ure initiation point, otherwise it’s accuracy is significantly compromised, es-

pecially for the pre-damage initiation response. The time taken by fine-scale

phase field model is approximately 3 hours using a single thread, whereas both

PCE and ANN surrogate model simulations complete in less than a minute.

5.6.3 Double-edge notched tension test (DENT)

To perform a realistic comparison of the proposed surrogate modelling ap-

proach against the phase field method, a double-edge notched tension (DENT)

test as shown in Fig. 5.26 is analysed in this section. The example is similar to

the DENT test previously simulated in Sec. 4.10.3.

The material properties of Textreme-80gsm is obtained from Table 4.2, and

the fibre-orientations are [0o/90o]. The specimen is clamped at the left edge and

a displacement load is applied on the right edge until failure. The mesh used

for phase field model comprises full-integration S4 shell elements refined with

he = 0.1 mm in the central-strip surrounding the notch-tips (Fig. 5.27a). For

the surrogate models, reduced-integration S4R shell elements with size he = 1
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Figure 5.20: (a) Regression plot and (b) variation of training state parameters over
number of epochs for ANN-based surrogate model for macro-stress σ11

mm are used near the notch-tips, in accordance with the RVE size of 1× 1 mm2

used for meso-scale simulations (Fig. 5.27b).
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Figure 5.21: ANN-based surrogate model : Macro-stress contours {σ11, σ22, σ12} ob-
tained from meso-scale phase field model [(a),(c),(e)] and surrogate model [(b),(d),(f)]
plotted as a function of all macro-strains {ε11, ε22, γ12}. Surrogate models for σ11, σ22
and σ12 have been trained with R2 = 0.9905, R2 = 0.9924 and R2 = 0.9903 respectively
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 5.22: ANN-based surrogate model : Macro-stresses σ11 [(a)-(c)], σ22 [(d)-(f)] and
σ12 [(g)-(i)] obtained from the meso-scale simulations based on anisotropic cohesive
phase field model (shown in blue) and the surrogate model (shown in red), each
individually plotted against macro-strain combinations {ε11, ε11, γ12} from training
dataset

The mesh in regions 2 mm away in the horizontal direction from the notch-

tip contain coarse full-integration S4 elements, thus resulting in total 14151 and

2203 elements for phase field and surrogate models respectively. The ANN sur-

rogate model is triggered right from the start of the simulation, and is used to

predict the stresses at each integration point for which the UMAT is called.

The force-displacement plot from the phase field model is compared against

the ANN surrogate model in Fig. 5.28. The failure behaviour predicted by

the ANN surrogate model agrees well with that of physics-based phase field

model, both in terms of critical stress (relative error 2.36%) and post-peak frac-
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Figure 5.23: Schematic illustration of geometry and boundary conditions for the
macro-scale square-plate example subjected to averaged strains applied with periodic
boundary conditions. All dimensions in mm

S4 shell

(a)

S4R shell

(b)

Figure 5.24: Square plate example : Mesh discretization with (a) full-integration S4
shell elements with size he = 0.05 mm used for the phase field model and (b) reduced-
integration S4R shell elements with size he = 1 mm used for PCE and ANN surrogate
models

ture response. The PCE model, however, was unable to capture the drastic

reduction of stresses post-damage initiation, and failed to converge as soon as

it was triggered once the critical stresses were reached. The total simulation

time taken by the high-fidelity phase field and ANN surrogate models using

6 parallel threads is 17.82 and 2.25 hours respectively; hence, the surrogate

model is 7.9 times faster than the phase field model and results in significantly
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improved computational efficiency.

5.6.4 Open-hole tension test (OHT)

To further validate the prediction accuracy of proposed model, an open-hole

tension test is performed. The geometry, boundary conditions and the mesh

used for phase field and surrogate models are illustrated in Fig. 5.29 and

Fig. 5.30. The material properties for Textreme-80gsm is obtained from Ta-

ble 4.2, and the fibre-orientations are [0o/90o]. The open-hole model has lower

stress concentrations at the ends of its hole, as compared to the notch-tips in

DENT specimen. This enables better comparison of the surrogate and phase

field models as the stresses causing damage initiation are highly non-singular

unlike DENT test. The model has been analysed previously in Sec. 4.10.4,

wherein the damage initiated at opposite ends of the hole, and propagated

horizontally towards the specimen edges.

The mesh is refined with fully-integrated S4 shell elements of sizes he =

0.05 mm for the phase field simulation and he = 2.5 mm for the simulation

using surrogate models, thus resulting in total 23642 and 260 elements re-

spectively. The macro-element size of he = 2.5 mm for the surrogate model

roughly accommodates 4 RVE elements of size 1 × 1 mm2 centred at the 4

Gauss points of the S4 shell element. The comparison of force-displacement

plots for ANN and phase field model is shown in Fig. 5.31; the relative er-

ror in the predicted critical fracture loads is ∼ 6.95%. It can be noticed from

Fig. 5.22a and Fig. 5.22e that the critical stresses are slightly under-predicted

by the ANN surrogate model as compared to the phase field model, which

leads to such differences in the predicted peak loads in Fig. 5.31. The predic-

tion accuracy of the surrogate model could be further improved by employing

more advanced (recurrent/convolutional) neural networks and deep-learning

libraries. The PCE surrogate model failed to converge again for the current

analysis. This demonstrates that the surrogate model obtained using ANN is

significantly superior than the one with PCE, wherein PCE has been found
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inappropriate to predict such highly nonlinear fracture behaviour as displayed

by these examples. The high-fidelity phase field model takes approximately

8.5 hours, whereas the surrogate model takes less than 10 minutes to com-

plete using 6 parallel threads, thus making the latter approximately 51 times

faster than the former. As compared to DENT example in previous Sec. 5.6.3,

a significant increase of computational efficiency is observed in this case due

to smoother convergence and much lesser number of elements used for the

surrogate model.

5.7 Concluding Remarks

A novel multiscale surrogate modelling technique is presented in this chapter

to perform fast and efficient damage simulations at the macro-scale of compos-

ites, whilst simultaneously incorporating the complex physics of damage at the

meso-scale. Damage modelling approaches, especially the phase field method,

are known to be computationally expensive vis-à-vis capturing complex intra-

laminar fracture modes in composites. Furthermore, it poses challenges in

analysing failure behaviour in larger industrial composite structures, due to

the requirements of highly refined mesh and smaller time-increment size for

accurate resolution of damage. The proposed two-scale multiscale approach

attempts to alleviate such high computational costs associated with the dam-

age modelling of large macro-scale composite structures and bridge the gap

between different inherent scales of composites.

The current approach considers the FE2 multiscale method as the point of

departure, and replaces the computationally expensive step of solving meso-

scale RVE models at each time-increment, by a surrogate model that provides

an equivalent constitutive response at the macro-scale. The surrogate model

is trained offline using set of meso-scale simulations comprising unit-cell RVE

models, which are solved under periodic boundary conditions with averaged

macro-strains applied on their boundaries. The intra-laminar damage mod-

elling at the meso-scale is performed using the anisotropic cohesive phase field
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model, and the homogenized stress-strain responses involving damage in each

mode are extracted from each meso-scale simulation.

These stress-strain responses contain information about the meso-scale

failure behaviour of composite when subjected to a specific mixed-mode load-

ing condition. Multiple meso-scale simulations are performed with varying

load-combinations, and a database is populated with macro-strains and macro-

stresses as input and output data respectively, on which the surrogate model

is trained.

Two different surrogate modelling strategies, namely the Polynomial Chaos

Expansion (PCE) and Artificial Neural Networks (ANN) have been examined.

It is observed that PCE, which has been shown to be effective for perform-

ing linear elastic analysis of multi-layup composites in the literature, performs

poorly in predicting the highly nonlinear damage behaviour associated with

different composite modes and faces severe convergence issues during macro-

scale simulations.

On the contrary, ANN displayed excellent capabilities in predicting ac-

curate macro-scale response even with a simplistic single hidden-layer model.

More complex neural networks may be employed to enhance the surrogate

model accuracy, however, translating them later to Fortran code to work with

Abaqus UMAT subroutine becomes an arduous and challenging task. Once

the surrogate model has been trained for a particular composite material, it is

capable of reproducing accurate damage behaviour in all failure modes of that

material, whilst using a very coarse mesh and larger time-increment size, thus

rendering it ideal for macro-scale analysis.



5.7. Concluding Remarks 218

0 0.002 0.004 0.006 0.008 0.01 0.012
0

50

100

150

200

250

300

Phase-field model

PCE surrogate Model

ANN surrogate Model

(a)

0 0.005 0.01 0.015 0.02 0.025 0.03
0

100

200

300

400

500

Phase-field model

PCE surrogate Model

ANN surrogate Model

(b)

-0.4 -0.3 -0.2 -0.1 0
-100

-80

-60

-40

-20

0

Phase-field model

PCE surrogate Model

ANN surrogate Model

(c)

-0.08 -0.06 -0.04 -0.02 0
-2000

-1500

-1000

-500

0

Phase-field model

PCE surrogate Model

ANN surrogate Model

(d)

-0.015 -0.01 -0.005 0
-250

-200

-150

-100

-50

0

Phase-field model

PCE surrogate Model

ANN surrogate Model

(e)

0 0.1 0.2 0.3 0.4 0.5
0

20

40

60

80

100

Phase-field model

PCE surrogate Model

ANN surrogate Model

(f)

-0.1 -0.08 -0.06 -0.04 -0.02 0
-6000

-5000

-4000

-3000

-2000

-1000

0

Phase-field model

PCE surrogate Model

ANN surrogate Model

(g)

0 0.02 0.04 0.06 0.08 0.1
-500

0

500

1000

1500

2000

Phase-field model

PCE surrogate Model

ANN surrogate Model

(h)

0 0.1 0.2 0.3 0.4 0.5 0.6
-150

-100

-50

0

50

100

Phase-field model

PCE surrogate Model

ANN surrogate Model

(i)

0 0.005 0.01 0.015 0.02 0.025
0

100

200

300

400

500

Phase-field model

PCE surrogate Model

ANN surrogate Model

(j)

-0.05 -0.04 -0.03 -0.02 -0.01 0
-1600

-1400

-1200

-1000

-800

-600

-400

-200

0

Phase-field model

PCE surrogate Model

ANN surrogate Model

(k)

-0.3 -0.25 -0.2 -0.15 -0.1 -0.05 0
-100

-80

-60

-40

-20

0

Phase-field model

PCE surrogate Model

ANN surrogate Model

(l)

0 0.02 0.04 0.06 0.08
0

100

200

300

400

500

600

Phase-field model

PCE surrogate Model

ANN surrogate Model

(m)

-0.1 -0.08 -0.06 -0.04 -0.02 0
-3000

-2500

-2000

-1500

-1000

-500

0

Phase-field model

PCE surrogate Model

ANN surrogate Model

(n)

-0.5 -0.4 -0.3 -0.2 -0.1 0
-120

-100

-80

-60

-40

-20

0

20

Phase-field model

PCE surrogate Model

ANN surrogate Model

(o)

Figure 5.25: Comparison of load-displacement curves obtained from phase field
model, and PCE and ANN based surrogate models for random macro-strain com-
binations from outside of training database
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Figure 5.26: Schematic illustration of geometry and boundary conditions for the
macro-scale double-edge notched tension (DENT) example on Textreme-80gsm wo-
ven fabric-reinforced composite. All dimensions in mm

(a)

(b)

Figure 5.27: Double-edge notched tension (DENT) test : Mesh discretization with (a)
full-integration S4 shell elements with size he = 0.1 mm used for the phase field model
and (b) reduced-integration S4R shell elements with size he = 1 mm used for PCE and
ANN surrogate models



5.7. Concluding Remarks 220

0 0.15 0.3 0.45 0.6 0.75 0.9
0

0.5

1

1.5

2

2.5
10

4

Phase-field model

ANN surrogate model

Figure 5.28: Double-edge notched tension (DENT) test on Textreme-80gsm : Com-
parison of load-displacement curves obtained from the phase field model and ANN
surrogate model
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Figure 5.29: Schematic illustration of geometry and boundary conditions for the
macro-scale open-hole tension (OHT) example on Textreme-80gsm woven fabric-
reinforced composite. All dimensions in mm
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(a)

(b)

Figure 5.30: Open-hole test : Mesh discretization with (a) full-integration S4 shell
elements for both (a) phase field with size he = 0.05 mm, and (b) PCE and ANN
surrogate models with size he = 2.5 mm
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Figure 5.31: Open-hole tension (OHT) test on Textreme-80gsm : Comparison of load-
displacement curves obtained from the phase field model and ANN surrogate model



6
Conclusions and future work

6.1 Conclusions

In this PhD thesis, a phase field model to simulate brittle fracture in curved

thin-shell plies subjected to coupled in-plane (membrane) and out-of-plane

(bending) deformations is proposed using MITC4+ Reissner-Mindlin shell ele-

ments. The assumed strain MITC4+ approach successfully alleviates the trans-

verse shear and membrane locking effects that are typically observed in thin

shell-like structures.

A novel through-the-thickness crack driving force rule for damage initia-

tion is defined, which accurately simulates the fracture behaviour in bending

dominated scenarios. Numerical examples with flat and curved shell geome-

tries that display significant membrane and transverse shear locking are anal-

ysed. The results are compared against analytical estimates for both isotropic

and anisotropic phase field formulations with spectral decomposition.

Within this context, this research highlights the advantages of using phase

field enhanced shell elements in efficiently simulating crack propagation over

curved surfaces. The proposed approach provides a robust locking-free alter-

native to obtain accurate damage predictions in thin-shell plies at significantly

lower computational cost compared to traditional 3-D hexahedral finite ele-

ments.

222
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Furthermore, a novel damage modelling framework to simulate diverse

failure modes in thin-ply spread-tow composite laminates is presented. The

anisotropic intra-laminar damage mechanisms, e.g. fibre-fracture, fibre pull-

outs, fibre bridging, plastic deformation of matrix and its cracking under ten-

sile/shear loads are analysed for both spread-tow unidirectional and fabric-

reinforced composites. Since the crack paths in intra-laminar damage are a-

priori unknown, a 3-parameter anisotropic cohesive phase field model that

naturally simulates complex curvillinear crack paths is implemented.

The model effectively captures the quasi-brittle fracture behaviour that is

displayed by spread-tow composites due to the formation of fracture process

zone due to fibre-pullout and bridging effects. Damage evolution is mod-

elled using a single phase field variable, however, anisotropy is accounted

in both material as well as fracture behaviour by introducing mode-specific

crack-driving force and stress-degradation terms. These depend on elastic and

fracture properties, e.g. critical stresses and energy release rates specific to

each composite failure mode, and helps delaying, or in some cases, completely

avoiding the pre-mature degradation of induced stresses in all modes simulta-

neously.

The three parameters in the cohesive phase field model control the initial,

final and intermediate shape of the post-peak cohesive softening curve accu-

rately. A strategy is provided to calibrate these parameters with experimental

softening curves corresponding to different failure modes. Extensive exper-

imental validations are performed with the proposed model for spread-tow

woven fabric (carbon-reinforced and glass-reinforced) and quasi-unidirectional

flax-ply composites. The model parameters are calibrated using one set of

experiments, which are then used to accurately reproduce the complete frac-

ture response including crack paths, load-deflection response and laminate

strengths from another set of experiments. The length-scale independence of

the predicted critical fracture stresses is demonstrated.

A dynamic explicit cohesive phase field model is proposed, which is com-

bined with the Cohesive Zone Method (CZM) to model delamination, thus
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extending it for full-laminate analyses and providing a generalised framework

for treating both intra-laminar and inter-laminar fractures. Further extension

of the proposed framework for simulating 3-D fracture in thick-ply compos-

ites is feasible provided the complex physics of through the thickness damage

interactions are properly accounted for, e.g., transverse matrix shear cracks

and/or the triggering of delamination. Although in this case the definition

of the corresponding crack-driving forces and the corresponding degradation

functions would become more involved, no additional complexity would arise

from an implementational and computational standpoint.

This research demonstrates that the anisotropic cohesive phase field model

effectively simulates the complex quasi-brittle fracture behaviour in compos-

ites, and accurately predicts both crack paths and critical stresses in differ-

ent failure modes. This plays an important role during intra-laminar fracture,

wherein the crack paths are unknown a-priori and the crack evolves due to

diverse and mutually interacting fibre and matrix based failures. Furthermore,

once the cohesive parameters are calibrated, the proposed model accurately

and consistently reproduces the experimental fracture response under differ-

ent loading conditions.

To perform fast and efficient simulation of damage evolution at different

inherent scales in composites, a multiscale approach based on surrogate mod-

els is proposed. The approach considers FE2 multiscale method as its foun-

dation, however the computationally expensive procedure of solving a meso-

scale RVE model at each time-increment is replaced by an efficient surrogate

model. High-fidelity meso-scale simulations are performed on RVE subjected

to multi-axial loads during an offline phase. Different macro-strains combi-

nations generated via Latin Hyper Cube method are applied on RVE using

periodic boundary conditions, and damage is modelled using the proposed

anisotropic cohesive phase field model. To demonstrate the robustness of

high-fidelity phase field model, the meso-scale fracture response for the pure-

tensile and pure-shear modes are compared against the experimental laminate

strengths.
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An RVE database containing homogenized stress-strain responses corre-

sponding to different composite failure modes from all meso-scale simulations

is eventually populated. The database is used to train ANN and PCE based

surrogate models, which provide an equivalent constitutive law at each Gauss

point during macro-scale simulations. Macro-scale simulations using surrogate

model are performed using a substantially coarser mesh, and the results are

compared against high-fidelity phase field simulations performed with finer

mesh.

In the presented preliminary study, surrogate models have displayed a

promising behaviour in performing complex composite damage simulations

at significantly lower computational cost than the current state-of-the-art dam-

age modelling approaches, whilst predicting reasonably accurate failure be-

haviour. The current study highlights the merits of using surrogate models as

an effective multiscale modelling technique to enable fast progressive damage

analysis of large industrial composite structures.

6.2 Limitations

6.2.1 Shell Elements for fracture mechanics

The proposed MITC4+ shell element based phase field method captures com-

plete shell-kinematics by accounting for all 6 (translational and rotational) de-

grees of freedom (DOFs). For modelling of thin-plies, shell elements based on

rotational DOFs provide advantages over continuum shell elements with re-

gards to stability and computational efficiency. However, extension of such el-

ements for thick-ply composite laminate analysis requires accurate assessment

of ply separation displacement at the interface to model inter-laminar failure

(delamination). In composites with thick adhesive layers at ply interfaces, co-

hesive elements with finite thickness are often used to model delamination. In

such case, the proposed method must be extended by coupling the MITC4+

Mindlin shell and cohesive elements at the interface, and defining multi-point
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constraints linking their respective degrees of freedom. Whereas the proposed

model highlights the capabilities of brittle fracture phase field modelling to

harness the advantages of MITC4+ formulations, research should be directed

towards realistic and accurate predictions of fracture behaviour in aerospace

composites, e.g. during complex high-energy impact scenarios.

Furthermore, the extension of proposed anisotropic cohesive phase field

model for the case of thick-ply composites is non-trivial. One of the promi-

nent failure modes that occur in thick-ply composites is the transverse shear

cracking of matrix which further evolves to cause delamination. The treat-

ment of such complex anisotropic 3-D fracture requires accurate modelling of

through-the-thickness crack propagation in composite plies, and strong cou-

pling between intra-laminar and inter-laminar failure modes.

6.2.2 Surrogate modelling for fracture mechanics

Although the proposed multiscale surrogate model has been validated against

a set of benchmarks, there are many limitations which could be addressed as

future work. First, since the surrogate model has been trained on a discrete dis-

continuous data, obtaining accurate tangent stiffness matrix to ensure smooth

convergence in implicit Abaqus/Standard analysis becomes a challenging task.

To circumvent this, the existing neural network could be trained with more

data-points or more complex ANN models could be employed to avoid over-

training and obtain smooth variation of material tangent operator. In addition,

the macro-scale simulations could be performed with Abaqus/Explicit, at the

cost of using smaller stable time-increment size.

Second, in the current study, only intra-laminar damage with fibre/matrix

failures has been analysed at the meso-scale using a single-ply model. To in-

corporate the true meso-scale composite failure behaviour in the macro-scale

simulations, more complex RVE models that also account for inter-laminar (de-

lamination) damage between multiple stacked shell plies could be considered.

In such case, the macro-strain combination applied on the RVE must
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also consider transverse shear strains to trigger delamination, which could

be modelled with the widespread cohesive zone method (CZM). The macro-

scale model, however, would be similar to the coarse-meshed single shell layer

model used in the current analysis. Third, a mesh-convergence study could be

performed for the macro-scale models, to verify the consistency of predictions

from the surrogate model.

6.3 Future work

To extend and improve the work presented in this thesis, following research

directions could be pursued:

• The brittle phase field model using MITC4+ shell elements presented in

Chapter 3 accounts for intra-laminar damage in both flat and curved shell

geometries under combined membrane and bending deformations. This

could be employed in full composite laminate analysis by coupling the

DOFs of MITC4+ and cohesive element layers at the interface to model

delamination. The framework could be subsequently used to simulate

realistic impact-driven damage scenarios on aerospace composite struc-

tures.

• The MITC4+ based phase field model simulates brittle fracture assuming

small-strain deformations. The proposed approach could be enhanced to

model more complex fracture problems, e.g. ductile and fatigue damage

evolution under finite-strain deformations.

• The anisotropic cohesive phase field model in Chapter 4 captures the

complex quasi-brittle fracture modes in spread-tow composites, e.g. fibre-

based failures (fibre fracture, bridging and pullouts) under in-plane ten-

sion, and matrix-based failures under in-plane tension and in-plane shear

modes. Since spread-tow composites comprise thin-plies, matrix crack-

ing under transverse-shear stresses and subsequent triggering of delam-

ination are practically suppressed. The proposed approach could be ex-
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tended to model failure in thick-ply composites where such effects are

prominent. In such case, the anisotropic crack-driving force and degra-

dation function definitions in Chapter 4 must be extended to account for

transverse-shear stresses and capture the complex physics of 3-D crack

evolution accurately.

• The current implementation involves a one-pass staggered phase field

approach, which decouples the displacement and phase field equations,

and requires smaller time-increment size to ensure sufficient accuracy of

the solution. To allow larger time-increments, the monolithic approach

based on BFGS algorithm could be used which solves both equations in

a coupled manner, and also involves lesser iterations and reformulations

of the system matrix during each time-increment.

• Experimental validations could be performed for impact simulations that

involve combined intra-laminar and inter-laminar damage evolution un-

der the influence of coupled membrane and bending deformations.

• The materials analysed in this thesis involve brittle, quasi-brittle or elastic-

plastic ductile fractures only. The damage model could be extended

to study rate-dependent fracture behaviour, which is typically observed

during high-velocity ballistic impact simulations.

• The unit-cell RVE model used for meso-scale simulations in Chapter 5

considers only intra-laminar fracture evolution in a single-ply shell layer.

This could be extended to include multiple plies with adhesive interfaces

and also modelling inter-laminar fracture (delamination) to account for

complex 3-D fracture behaviour happening at the meso-scale. The macro-

scale model could still comprise a single shell layer with a coarse mesh,

which could eventually offer significant speedups, as the need for sim-

ulating computationally expensive delamination analysis with multiple

stacked shell-plies would be eliminated.

• Additionally, the RVE model could also comprise individual fibre in-

clusions embedded within a matrix section, and cohesive surface in-
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teractions can be defined to accurately capture debonding-related stress

degradation effects.

• A feed-forward neural network with a single hidden layer is used to

construct the surrogate model. Although the model provides consid-

erably accurate results, more advanced neural networks, e.g. recurrent/

convolutional neural networks, and deep-learning libraries (TensorFlow/

PyTorch/ Keras) could be utilised to obtain highly accurate and robust

surrogate models. A challenge which needs to be addressed in such case

would be to translate the extensive Python code generated by these li-

braries into Fortran, for it to be effectively used within Abaqus UMAT

subroutine.

• The homogenisation-based multiscale modelling approaches rely on the

assumption that in real-life macro-scale structures, the effect of stress-

concentration around localised features such as notches, holes etc. is

practically minimised, and the damage evolution happens under the in-

fluence of homogenized macro-scale stresses ignoring the localised stress

concentration effects. These multiscale approaches provide accurate frac-

ture estimates in macro-scale simulations and have been extensively val-

idated throughout the literature, rendering such assumptions reasonable

and of practical relevance in the case of composites. The proposed sur-

rogate model could be used to perform fast and efficient damage sim-

ulations in such large macro-scale industrial composite structures, e.g.

aircraft wing’s leading edge, wherein the overall strength degradation of

the structure is not affected by localised geometrical features. Further-

more, a mesh convergence study could be performed, and the results

from surrogate model could be compared with experiments to assess the

structural integrity and accuracy of predicted fracture behaviour.

Furthermore, it is also worth exploring the potential extensions of current work

in the following broader inter-disciplinary applications:

• Predicting the remaining useful life (RUL) of aircraft composite structures
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and identifying an optimal maintenance strategy for them requires cou-

pling of damage propagation and damage identification models. Cap-

turing diverse families of composite damage scenarios during damage

identification process, with only a few models that are inexpensive to

run, presents a major challenge. The multiscale surrogate damage model

presented in Chapter 5 could be employed within a robust damage iden-

tification framework to obtain rapid anisotropic characterisation of dam-

age and the rate of crack propagation, which can ultimately be used to

predict the RUL of composite structures.

• Structural health monitoring (SHM) of aircraft structures is often per-

formed using sensing techniques based on ultrasonic guided waves. The

proposed damage modelling approach could be coupled with efficient

wave finite element method to generate different damage signatures, and

extend the applicability of sensing techniques by optimising the sensor

configuration used for damage detection.

• At the micro-scale, composites display heterogeneous material behaviour

due to the presence of random micro-structural cracks and fibre distribu-

tion, see for e.g. [495]. This influences both the crack paths as well as the

predicted critical forces. To account for such micro-structural heterogene-

ity, a stochastic analysis could be performed by generating random dis-

tributions of fibres/micro-cracks with different probability distribution

(e.g. Weibull) and understanding their effect on the predicted fracture

behaviour [320].

• The applications of proposed anisotropic cohesive phase field damage

model in Chapter 4 could be further explored to perform topology opti-

mization and weight reduction analysis of aircraft composite structures

based on the predicted critical stress estimates.
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[250] S Dölling, J Hahn, J Felger, S Bremm, and W Becker. A scaled bound-

ary finite element method model for interlaminar failure in composite

laminates. Composite Structures, 241:111865, 2020.



Bibliography 261

[251] Nikhil Garg, Nilanjan Das Chakladar, B Gangadhara Prusty, Chongmin

Song, and Andrew W Phillips. Modelling of laminated composite plates

with weakly bonded interfaces using scaled boundary finite element

method. International Journal of Mechanical Sciences, 170:105349, 2020.

[252] Chao Li, Hou Man, Chongmin Song, and Wei Gao. Fracture analysis of

piezoelectric materials using the scaled boundary finite element method.

Engineering Fracture Mechanics, 97:52–71, 2013.

[253] Albert Artha Saputra, Vladimir Sladek, Jan Sladek, and Chongmin

Song. Micromechanics determination of effective material coefficients

of cement-based piezoelectric ceramic composites. Journal of Intelligent

Material Systems and Structures, 29(5):845–862, 2018.

[254] Adrian W Egger, Savvas P Triantafyllou, and Eleni N Chatzi. The scaled

boundary finite element method for the efficient modeling of linear elas-

tic fracture. 2016.

[255] Yu N Rabotnov. Creep problems in structural members. 1969.

[256] Ramesh Talreja and Chandra Veer Singh. Damage and failure of composite

materials. Cambridge University Press, 2012.

[257] Zvi Hashin. Fatigue failure criteria for unidirectional fiber composites.

ASME, Transactions, Journal of Applied Mechanics, 48:846–852, 1981.

[258] Carlos G Dávila and Pedro P Camanho. Failure criteria for frp laminates

in plane stress. NASA TM, 212663(613), 2003.

[259] Silvestre T Pinho, Carlos G Dávila, Pedro P Camanho, Lorenzo Iannucci,

and Paul Robinson. Failure models and criteria for frp under in-plane or

three-dimensional stress states including shear non-linearity. 2005.

[260] ST Pinho, R Darvizeh, P Robinson, C Schuecker, and PP Camanho. Ma-

terial and structural response of polymer-matrix fibre-reinforced com-

posites. Journal of Composite Materials, 46(19-20):2313–2341, 2012.



Bibliography 262

[261] ST Pinho, GM Vyas, and P Robinson. Material and structural response of

polymer-matrix fibre-reinforced composites: Part b. Journal of Composite

Materials, 47(6-7):679–696, 2013.

[262] Zvi Hashin and Assa Rotem. A fatigue failure criterion for fiber rein-

forced materials. Journal of composite materials, 7(4):448–464, 1973.

[263] Assa Rotem and Zvi Hashin. Failure modes of angle ply laminates. Jour-

nal of Composite Materials, 9(2):191–206, 1975.

[264] Assa Rotem and Howard G Nelson. Fatigue behavior of graphite-epoxy

laminates at elevated temperatures. In Fatigue of Fibrous Composite Mate-

rials. ASTM International, 1981.
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[359] Clemens V Verhoosel and René Borst. A phase-field model for cohesive

fracture. International Journal for numerical methods in Engineering, 96(1):

43–62, 2013.

[360] Julien Vignollet, Stefan May, René De Borst, and Clemens V Verhoosel.
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[392] Sina Hühne, José Reinoso, Eelco Jansen, and Raimund Rolfes. A two-

way loose coupling procedure for investigating the buckling and damage

behaviour of stiffened composite panels. Composite Structures, 136:513–

525, 2016.

[393] Margarita Akterskaia, Eelco Jansen, Sina Hühne, and Raimund Rolfes.

Efficient progressive failure analysis of multi-stringer stiffened compos-

ite panels through a two-way loose coupling global-local approach. Com-

posite Structures, 183:137–145, 2018.

[394] Pierre Kerfriden, Olivier Allix, and Pierre Gosselet. A three-scale domain

decomposition method for the 3d analysis of debonding in laminates.

Computational mechanics, 44(3):343–362, 2009.

[395] Federica Daghia and Pierre Ladevèze. A micro–meso computational
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A
Appendices

A.1 Jacobian matrix for coordinate transformation

in Reissner-Mindlin shell elements

The Jacobian [J] for coordinate transformation mapping in a Reissner-Mindlin

shell element and its first column are defined as in Eq. (A.1) and (A.2). Eq.

(A.2) can be subsequently used to derive expressions for second and third

column in a similar manner.

[J] =


x,ξ y,ξ z,ξ

x,η y,η z,η

x,ζ y,ζ z,ζ

 (A.1)

where, 
x,ξ

x,η

x,ζ

 =


∑ Ni,ξ

(
xi +

ζtil3i

2

)
∑ Ni,η

(
xi +

ζtil3i

2

)
∑ Ni

( til3i

2

)
 (A.2)

where, x = [x, y, z] is the position vector of any arbitrary point within the shell

element, {ξ, η, ζ} are the shell parametric coordinates, ti is the shell thickness

and {l3i, m3i, n3i} are the direction cosines of normal vector V3i to the shell

mid-surface at any node i. Here, Ni are the two-dimensional shape-functions

290
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as shown in Eq. (A.3).

Ni =
1
4
(1 + ξiξ)(1 + ηiη) , i ∈ {1, 2, 3, 4}

ξi = [−1,+1,+1,−1]

ηi = [−1,−1,+1,+1]

(A.3)

A.2 Coordinate-transformation matrix for rotation

of strain tensors

The strains can be rotated from one coordinate system (say C1 with normalized

basis vectors ē) to another coordinate system (C2 with normalized basis vectors

ê) by multiplying them with the strain-transformation matrix Tε shown in eq.

(A.4).

Tε =

T11 T12

T21 T22

 (A.4)

with,

T11 =


l2
1 m2

1 n2
1

l2
2 m2

2 n2
2

l2
3 m2

3 n2
3

 (A.5)

T12 =


l1m1 m1n1 n1l1

l2m2 m2n2 n2l2

l3m3 m3n3 n3l3

 (A.6)

T21 =


2l1l2 2m1m2 2n1n2

2l2l3 2m2m3 2n2n3

2l3l1 2m3m1 2n3n1

 (A.7)

T22 =


l1m2 + l2m1 m1n2 + m2n1 n1l2 + n2l1

l2m3 + l3m2 m2n3 + m3n2 n2l3 + n3l2

l3m1 + l1m3 m3n1 + m1n3 n3l1 + n1l3

 (A.8)
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where, the terms [l1, m1, n1], [l2, m2, n2] and [l3, m3, n3] correspond to the di-

rection cosines of the shell nodal-vectors V1i, V2i and V3i respectively, defined

according to Eq. (A.9) [74].

l1 = cos[ēx, êx] ; m1 = cos[ēy, êx] ; n1 = cos[ēz, êx]

l2 = cos[ēx, êy] ; m2 = cos[ēy, êy] ; n2 = cos[ēz, êy]

l3 = cos[ēx, êz] ; m3 = cos[ēy, êz] ; n3 = cos[ēz, êz]

(A.9)

The resulting Tε is a (6× 6) matrix which can be multiplied to (6× 1) strain

vector (expressed in Voigt notation) to transform it from coordinate system

C1 to coordinate system C2. Similar coordinate transformations can also be ap-

plied directly to the strain-displacement matrix (B-matrix) shown in Eq. (A.13).

A.3 Strain-displacement matrix (B-matrix) for Reissner-

Mindlin shell elements

The 6-strain components in Reissner-Mindlin shell elements can be expressed

in terms of displacement derivatives as shown in Eq. (A.10)

[εx, εy, εz, γxy, γyz, γzx]
T = [H][Jinv][u,ξ , u,η, u,ζ , v,ξ , ..., ..., w,ζ ]

T (A.10)

where [H] and [Jinv] are (6× 9) and (9× 9) matrices expressed as:

[H] =



1 0 0 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 0 1

0 1 0 1 0 0 0 0 0

0 0 0 0 0 1 0 1 0

0 0 1 0 0 0 1 0 0


[Jinv] =


J−1 0 0

0 J−1 0

0 0 J−1

 (A.11)

Here, J−1 is the inverse of (3 × 3) Jacobian matrix [J] shown in Appendix

A.1, {u, v, w} are displacement components in global {x, y, z} coordinates, and
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{ξ, η, ζ} are parametric coordinates of the shell element.

The displacement derivative vector in Eq. (A.10) can be evaluated based

on shell local degrees of freedom [ui, vi, wi, αi, βi, γi] as in Eq. (A.12).



u,ξ

u,η

u,ζ

v,ξ

.

.

w,ζ


= ∑

i



Ni,ξ 0 0 −ζtiNi,ξ l2i/2 ζtiNi,ξ l1i/2 0

Ni,η 0 0 −ζtiNi,η l2i/2 ζtiNi,η l1i/2 0

0 0 0 −tiNil2i/2 tiNil1i/2 0

0 Ni,ξ 0 −ζtiNi,ξm2i/2 ζtiNi,ξm1i/2 0

. . . . . .

. . . . . .

0 0 0 −tiNin2i/2 tiNin1i/2 0





ui

vi

wi

αi

βi

γi


(A.12)

where i is the node number, Ni is the shape-function corresponding to node

i, ti is the shell thickness, and {li, mi, ni} are the direction cosines of shell-

normal vectors given in Appendix A.2. Combining Eq. (A.12) and Eq. (A.10),

the strain-displacement transformation matrix [Bi] can be obtained.

[εx, εy, εz, γxy, γyz, γzx]
T = ∑[Bu

i ][ui, vi, wi, αi, βi, γi]
T (A.13)

A.4 Treatment of 6th (drilling) DOF in MITC4+

Mindlin shell elements

For shell-element nodes that are surrounded completely by co-planar elements,

only 5 DOFs per node are sufficient to capture the shell kinematics and the 6th

(drilling) DOF can be simply removed from the list of overall DOFs. How-

ever, when the surrounding elements are not coplanar, the drilling DOF need

to be accounted to avoid over-constraining and stiffening of the structure as

explained in Remark 1 of Chapter 3.

In the current work, the 6th drilling DOF of MITC4+ elements is formu-

lated by explicitly introducing zero-values in the 6th column of the B-matrix

corresponding to shell-aligned local coordinate system [1, 2, 3]. Herein, the
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zero-valued columns indicate zero-stiffness associated with the drilling DOFs.

The local B-matrix in [1, 2, 3] system can be obtained from the global B-matrix

in [x, y, z] system [Eq. (A.13)] using the strain transformation matrix Tε shown

in Eq. (A.4).

[Bu
i ]123 = [Tε][Bu

i ]xyz (A.14)

For a 4-noded shell element with 6-DOFs per node, the [Bu
i ]123 matrix

can be modified by adding zero values in the 6th, 12th, 18th and 24th columns,

resulting in the structure shown in Eq. (A.15).

[Bu]123 =



−−−−−0−−−−− 0−−−−− 0−−−−− 0

−−−−−0−−−−− 0−−−−− 0−−−−− 0

−−−−−0−−−−− 0−−−−− 0−−−−− 0

−−−−−0−−−−− 0−−−−− 0−−−−− 0

−−−−−0−−−−− 0−−−−− 0−−−−− 0

−−−−−0−−−−− 0−−−−− 0−−−−− 0


(A.15)

It is of interest to note that instead of local B-matrix, the zero-valued 6th

column could also be directly inserted in the shape-function derivative matrix

given in Eq. (A.12).

Following this, the local element stiffness matrix
[
Ku

loc
]

can be formulated

in [1, 2, 3] coordinates based on Eq. (3.53) and using the modified local [Bu
i ]123

matrix in Eq. (A.15). The
[
Ku

loc
]

matrix is then transformed to global [Ku]

matrix in [x, y, z] system (see Eq. (3.53)), and the global stiffness matrix is as-

sembled from individual element matrices.

It must be highlighted that the local
[
Ku

loc
]

matrix would still contain zero

values in its 6th, 12th, 18th and 24th rows and columns, and hence would be

singular as there is no stiffness to drilling rotational DOF in local [1, 2, 3] sys-

tem. However, when
[
Ku

loc
]

is transformed and assembled into the global [Ku]

matrix, these zero-values are replaced by non-zero values and the singularity is

resolved, due to the resistance offered from the coupling of element’s drilling

DOFs with the bending stiffness of adjacent elements.
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A.5 Transformation of membrane strains in MITC4+

shell element formulations

Membrane strain components within the Reissner-Mindlin shell element {εrr, εss, εrs}

are modified [Eq. (A.16)] based on the strain values at membrane tying points

{A, B, C, D, E} shown in Fig. 3.3b, using the MITC4+ approach proposed by Ko

et al. [23]. The membrane strains at tying points {εm(A)
rr , ε

m(B)
ss , ε

m(C)
rr , ε

m(D)
ss } are

calculated directly using standard displacement-based interpolation Eq. (3.4).

εrr =
1
2
(1− 2aA − η + 2aAη2)ε

m(A)
rr + aB(−1 + η2)ε

m(B)
ss

+
1
2
(1− 2aC + η + 2aCη2)ε

m(C)
rr + aD(−1 + η2)ε

m(D)
ss

+ aE(−1 + η2)ε
m(E)
rs

εss = aA(−1 + ξ2)ε
m(A)
rr +

1
2
(1− 2aB + ξ + 2aBξ2)ε

m(B)
ss

+ aC(−1 + ξ2)ε
m(C)
rr +

1
2
(1− 2aD − ξ + 2aDξ2)ε

m(D)
ss

+ aE(−1 + ξ2)ε
m(E)
rs

εrs =
1
4
(−ξ + 4aAξη)ε

m(A)
rr +

1
4
(η + 4aBξη)ε

m(B)
ss

+
1
4
(ξ + 4aCξη)ε

m(C)
rr +

1
4
(−η + 4aDξη)ε

m(D)
ss

+ (1 + aEξη)ε
m(E)
rs

(A.16)

The coefficients {aA, aB, aC, aD, aE} are as shown in eq. (A.17).

aA =
cξ(cξ + 1)

2d
; aB =

cη(cη − 1)
2d

; aC =
cξ(cξ − 1)

2d

aD =
cη(cη + 1)

2d
; aE =

2cξcη

d

(A.17)

where the magnitudes of in-plane distortions (cξ , cη) and total distortion vector

(d) are obtained from [23].
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A.6 Training procedure for PCE/ANN multi-scale

surrogate damage models

A.6.1 PCE surrogate

The PCE surrogate model is trained using ChaosPy [478] library. For ChaosPy

to use the correct orthogonal polynomials, the modified probability distribu-

tion for expanded strain (input) dataset needs to be identified. This is done

by plotting a histogram for the expanded dataset [ε11, ε22, γ12], and fitting an

appropriate PDF to it (see e.g. Fig. 5.12 and Fig. 5.14). Subsequently, the mean

and variance of the fitted PDF is evaluated to define the probability distri-

bution in ChaosPy. The complete training procedure for the PCE model is

summarised below:

• First, the ChaosPy library is imported in Python.

• The distribution for [ε11, ε22, γ12] is defined as:

distr eps11 = chaospy.Laplace(mu = 〈mean〉, scale = 〈scale〉)

• Subsequently, the joint probability distribution for [ε11, ε22, γ12] is gener-

ated using:

joint distr = chaospy.J(distr eps11, distr eps22, distr eps12)

• The ChaosPy PCE model is defined using the orth ttr command:

poly order = 9

poly sig11 = chaospy.orth ttr(poly order, joint distr, normed = True)

• One PCE surrogate model is trained for each of [σ11, σ22, σ12]/ [σc11, σc22, σc12]

datasets. Each training is performed using macro-strain combination

[ε11, ε22, γ12] as the input dataset:

rules = [”LHC”]

f itted pce sig11 = {rule : chaospy. f it regression( poly sig11, input, output)

for rule in rules }
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• Finally, the PCE coefficients and exponents are extracted and written to

external text files, which are read into Abaqus UMAT subroutine later.

coe f f sig11 = f itted pce sig11[”LHC”].coe f f icients

expon sig11 = f itted pce sig11[”LHC”].exponents

A.6.2 ANN surrogate

The ANN surrogate model is trained using MATLAB’s neural net fitting tool-

box (n f tool), see Fig. 5.11 [29]. The training procedure for ANN is as follows:

• In nftool, the input and output datasets are chosen as the macro-scale

strains [ε11, ε22, γ12] obtained after dataset expansion (Fig. 5.12), and macro-

scale stresses [σ11, σ22, σ12] respectively.

• The percentage of samples to be used for training, validation and testing

datasets are set to default values (70%, 15% and 15% respectively).

• The number of neurons for [σ11, σ22, σ12] are set based on Table 5.1.

• The training algorithm is selected as Bayesian Regularisation, and the per-

formance is monitored regularly to avoid over-training.

• Once trained, the testing performance plot is checked for any abrupt

jumps. The error histogram, regression plot and R2 fit value are assessed

for sufficient accuracy.

• If the trained ANN model lacks accuracy, it is retrained and further tested

with additional samples.

• The trained model is exported into a MATLAB function using Matrix−

Only Function (genFunction) tool.

• Finally, the MATLAB function and ANN matrices/ constants like biases,

weights, offsets and gains are translated into Abaqus UMAT subroutine.
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A.7 Algorithms

Algorithm A.1 Implementation of phase field model for brittle fractures (Chap-
ter 3) in MITC4+ Mindlin shell elements (One-pass staggered algorithm)
Data: Define computational domain Ω. Get E, ν, lo, η, Gc. Set initial uo and φo to 0

1 for each time-step n=1, 2, .., nsteps do
// Solution procedure for phase field evolution equation

2 for each element e=1, 2, .., nelem do

Obtain crack-driving force Dn−1 at time-step tn−1
for each thickness integration point th=1, 2, .., nth do

for each Gauss-point gp=1, 2, .., ngp do

Compute: N, [J], and [Bu
i ] based on A.1 and A.3.

Transform [Bu
i ] matrix from [x, y, z]→ [1, 2, 3]→ [r, s, t] coordinate sys-

tem [Eq. (3.7), (3.8) and (3.10)]

Apply MITC4+ corrections to [Bu
i ] matrix rows [Eq. (3.5) and A.5]

Transform [Bu
i ] to [1, 2, 3] coordinate system [Eq. (3.8), (3.10)]

Formulate [Bφ
i ] matrix from specific entries of [Bu

i ] [Eq. (3.55)]

Calculate local to global transformation matrix Trot [Eq. (3.14)]

Evaluate
[
Rφ

i

]
and

[
Kφ

i

]
for each element [Eq. (3.52), Eq. (3.54)]

Assemble global
[
Kφ
]

and
[
Rφ
]

for all elements. Solve
[
Kφ
]
[φn] =

[
Rφ
]

for φn

// Solution procedure for linear momentum balance
3 for each element e=1, 2, .., nelem do

Obtain un−1 and φn at tn−1 and tn respectively
for each thickness integration point th=1, 2, .., nth do

for each Gauss-point gp=1, 2, .., ngp do

Calculate [ε]123 = [Bu
i ][un−1]. Evaluate ε′±/ ε± [Eq. (3.21), (3.23), (3.24)]

Calculate σIP/σOP and σIP
± /σOP

± [Eq. (3.27), (3.30)]

Calculate ψIP
e /ψOP

e , ψIP
± /ψOP

± and ψ± [Eq. (3.26), (3.29), (3.32)]

Calculate D′n and Dn based on Eq. (3.45), (3.46) and Fig. 3.6

Evaluate
[
Ru

i

]
and

[
Ku

i

]
for each element [Eq. (3.51) and (3.53)]

Assemble global [Ku] and [Ru] for all elements. Solve [Ku] [un] = [Ru] for un

Store un and Dn to be used in next time-step tn+1
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Algorithm A.2 Abaqus UMAT implementation of anisotropic cohesive phase
field model (Chapter 4) for composites (staggered approach for tn−1 → tn)
Data: Define computational domain Ω. Get E11, E22, G12, ν12, σci, Gci, SLP, ζE, ζT

E , ζL,
lo, pi, qi [i ∈ {11, 22, 12}]. Set initial φo to 0

// Abaqus UEXTERNALDB subroutine

Get Lagrange parameter λn−1, phase field φn−1 and crack driving force D̃n−1

Get n11/n22 within the ply and calculate A [Eq. (4.13)]

Set k = 0, λk = λn−1 and φk = φn−1

Import mesh and section data from Abaqus input file into UEXTERNALDB

do
// Solution procedure for phase field evolution equation

Set φk−1 = φk; λk ← (〈λk + γ(φn−1 − φk)〉+ + 〈λk + γ(1− φk)〉−) [Fig. 4.8]

for each element e=1, 2, .., nelem do
for each thickness integration point th=1, 2, .., nth do

for each Gauss-point gp=1, 2, .., ngp do

Transform shell coordinates from [x, y, z] to [1, 2, 3] using Trot [Eq. (3.14)]

Compute: N, [J], and [Bφ
i ] matrix based on A.1 and Eq. (3.55)

Evaluate
[
Rφ

i

]
and

[
Kφ

i

]
using λk, φk−1 for each element [Eq. (4.56)]

Assemble global
[
Kφ
]

and
[
Rφ
]

from individual element matrices

Solve
[
Kφ
]
[φk] =

[
Rφ
]

for φk using external MKL PARDISO solver

Perform Newton-Raphson interations until Rφ → 0. Set k→ k + 1
while ‖φk − φk−1‖ � Rγ;

Set φn = φk, and store φn in an external Fortran module

// Abaqus UMAT subroutine to solve linear momentum balance
4 for each call to Abaqus UMAT do

Calculate εe
12/ε

p
12 [Eq. (4.49), (4.51)]. Obtain ε± [Eq. (4.19), (4.20)]

Calculate σ̄± [Eq. (4.24), (4.25)]

Calculate ψ±i components [Eq. (4.26), (4.50)]

Calculate anisotropic gi(φ) components [Eq. (4.29)-(4.31)]

Calculate anisotropic D̃i components [Eq. (4.41)-(4.43)]

Obtain degraded σ based on Eq. (4.59). Set this as stress variable in UMAT

Obtain material stiffness (ddsdde) with numerical tangent approach [Eq. (5.11)]

Store φn, D̃i, ε
p
12 as STATEV in Abaqus

Solve linear momentum balance with Abaqus (Standard) for displacements un
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Algorithm A.3 Implementation of multi-scale surrogate modelling approach
(Chapter 5). Each sub-step must be automated using Abaqus Python scripting.
// Meso-scale simulations

Generate meso-scale RVE model with periodic mesh in Abaqus

Apply PBC for each node-pair on opposite edges/faces [Sec. 5.3.1]

Perform meso-scale damage simulations for pure tensile {11, 22} and shear {12} load-
ing modes (Fig. 5.5/ 5.8) using anisotropic cohesive PFM in A.2

Estimate max limits for applied {ε11m, ε22m, γ12m} that cause full/significant damage
evolution in {11, 22, 12} modes

Generate n macro-strain combinations between {−ε11m,−ε22m,−γ12m} and
{ε11m, ε22m, γ12m} using LHC [Fig. 5.3]

for each of n macro-strain combination do

Apply [ε11, ε22, γ12] on the RVE boundary with PBC [Sec. 5.3.1 and Fig. 5.5]

Perform meso-scale damage simulations on RVE using PFM

Evaluate homogenised stresses/ strains within RVE [Sec. 5.2 and Eq. (5.2)]

Extract final stresses [σ11, σ22, σ12] and critical stresses [σc11, σc22, σc12] from the ho-
mogenised stress-strain response [Fig. 5.12]

Create RVE database with [ε11, ε22, γ12] as input, and [σ11, σ22, σ12]/[σc11, σc22, σc12]
as output datasets [Fig. 5.7]

Train PCE and ANN based surrogate models with the RVE database, using ChaosPy
and MATLAB’s nftool respectively (see A.6)

// Macro-scale simulations

For trained PCE surrogate model, extract the coefficients and exponents [Sec. 5.4.1]

For trained ANN surrogate model, extract the weights, biases, and other constants like
offsets and gains [Sec. 5.4.2]

Translate the trained PCE/ANN model into a new Abaqus UMAT subroutine

Read the matrices/vectors/constants extracted above into this UMAT

Set-up macro-scale model with macro-element size chosen based on Sec. 5.5

for each call to Abaqus UMAT at Gauss-points within macro-scale element do

Obtain [ε11, ε22, γ12] supplied by Abaqus into UMAT
for PCE surrogate only do

Evaluate critical [σc11, σc22, σc12] using trained PCE model

Perform pure elastic/elastic-plastic analysis until [σc11, σc22, σc12] crosses
convex hull surface. Activate PCE model henceforth

Evaluate degraded [σ11, σ22, σ12] using trained PCE/ANN surrogate model

Evaluate material stiffness (ddsdde) using numerical tangent approach [Eq. (5.11)]

Return stress [σ11, σ22, σ12] and ddsdde back to Abaqus

Solve linear momentum balance with Abaqus (Standard) for displacements un
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