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Abstract 
Seal rocks, also called cap rocks, are a crucial and sometimes overlooked factor (due to not 
being the primary factor in exploration, having more of a role in the resource evaluation 
and development) in the evaluation of a potential gas accumulation, and is critical in 
downhole gasification (enhanced gas recovery) and storage of other gases. Shale rocks are 
the most common seal rock in conventional reservoirs; currently shales are providing an 
unconventional oil and gas source which can act as a potential buffer to the energy industry 
as it transitions towards renewable energies (which are still in their formative years) whilst 
there is a continued rise in demand for energy globally. Over the past ten years there has 
been a boom in shale gas production in the United States (Barsotti et al., 2016; Li et al., 
2016; Yu et al., 2016), and it is anticipated that this boom may be repeated in the UK 
(Andrews, 2013). 
 
Downhole gasification (enhanced gas recovery) offers a potential way to produce from 
these “difficult-to-extract” (as a result of low permeability’s) reservoirs by using carbon 
dioxide as a displacement gas for methane. At the same time this carbon dioxide can be 
also be stored resulting in the environment being exposed to less greenhouse gas (Kim, Cho 
and Lee, 2017; D. Liu et al., 2019). However, it is erroneous to consider shales as a 
completely impermeable layer, and their ability to retain different fluids is variable 
(controlled by the capillary entry pressure and/or the permeability and the extent of 
diffusive loses) which could result in some/all of them being ineffective at retaining carbon 
dioxide. This is because shales are highly complex and anisotropic containing pores over 
several orders of magnitude. Typically they have a significantly low permeability and 
porosity, combined with structural and chemical heterogeneities of shales mean that 
physical processes are significantly impacted. Importantly the structure-transport 
relationship is complex resulting in processes such as hydrocarbon migration, methane 
extraction, gas storage, or carbon sequestration being poorly understand. This project 
proposes the development of several novel characterisation techniques and combinations 
of complementary techniques to characterise the multi-scale properties of shales in order 
to more accurately provide the information needed for secure decisions regarding gas 
production and storage.  
 
In this work mercury porosimetry, together with mercury thermoporometry, and 
computerised x-ray tomography (CXT) were performed on post-porosimetry samples 
containing entrapped mercury, to characterise the pore structure of cap-rocks. However 
limitations were identified where mercury was trapped in pores too large to sufficiently 
suppress the bulk melting point (thermoporometry) such that a separate melting peak 
formed. However, the combined use of mercury porosimetry and computerised x-ray 
tomography was effective at highlighting the location of trapped mercury, but was 
ineffective at providing quantitative results regarding the macroporosity of the sample. 
Further drawbacks of mercury porosimetry based analysis are the potential destruction of 
experimental material where further analysis cannot be carried out unless mercury forms 
part of the experimental technique (i.e. thermoporometry and computerised x-ray 
tomography as described above). 
 
Therefore, gas overcondensation, was proposed as an alternative technique as a bridge 
between micro-pore characterisation, below the limit of mercury detection, up to macro-
pores which are undetected in conventional sorption experiments, with the additional 
benefit that the overcondensation method preserves experimental material. In previous 
work, gas sorption experiments typically consist of a boundary adsorption isotherm up to a 
restricted maximum pressure (e.g. up to 0.995 !

!"
). Following this there is a pseudo-
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boundary desorption isotherm, which is merely a descending curve since complete pore-
filling with liquid-like condensate was not achieved. As a result of this conventional gas 
sorption alone cannot prove the complete pore size range up to large macro-pores. Gas 
overcondensation experiments can be expanded with gas sorption scanning curves which 
have successfully revealed advanced condensation effects, allowing probing of the inter-
relationship and spatial juxtaposition of multi-scale porosities. Gas overcondensation and 
scanning loops were successfully used for the Utica and Bowland samples to reveal where 
additional percolations knee develop that are characteristic of a particular pore size within 
the wider pore network (Utica). Work on the Bowland was able to determine that there are 
some large macro-pores shielded by pore necks of <4nm; complimentary adsorption 
calorimetry work was able to relate this shielding to pore necks by calculating the mass 
transfer and thermokinetic properties of the samples. 
 
Prior to the use of gas overcondensation mineralogy was assessed with the use of 
conventional gas sorption where results (Marcellus and Utica) showed an inverse 
relationship between carbonate and illite quantities (i.e. an increasing carbonate content 
was associated to a decreasing illite content). Utica surface areas demonstrated a strong 
correlation to illite quantity, whereas Marcellus surface areas demonstrated a weaker 
correlation to illite. For both samples there was good correlation to the total organic 
carbon. With the new information gained from gas overcondesation it has allowed for 
additional, and more advanced correlations to be made with other physical properties of 
shales such as the mineralogy. It was found that for the changeover period (Utica samples), 
from primarily clay to carbonaceous deposits, there was an associated growth in the 
disorder of the pore network over particular key length-scales. These length-scales were 
highlighted by percolation processes in the gas overcondensation and scanning curves. This 
peaking in disorder was also associated to a peak in total organic carbon content and the 
accessible porosity was shown to be dominated by the organic carbon phase. 
 
Following the identification of this trend with the use of gas overceondensation and 
mineralogy, numerical analysis techniques were used to replicate these findings with the 
use of the homotattic patch model. It was established that with the use of conventional gas 
sorption (nitrogen) isotherms and isotherms for the pure mineral phases of the sample 
good results can be generated indicating the associated quantity of each mineral to the 
sample.    
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The Thesis Structure 
This thesis is divided into 10 chapters with chapters 1, 2 and 3 providing the rationale and a 
thorough description of the existing work and methodologies used in the area of shale pore 
characterisation. The thesis will then move on to outline the methodology used in this 
study, and how the novel characterisation techniques were introduced and in some cases 
further developed. The following four chapters (chapters 5, 6, 7 and 8) will show how the 
methodologies were used with three sets of shale samples and shale samples following acid 
treatment. There is also an evolution in methodology used as the shale samples were 
introduced to the sample chronologically, i.e. the Marcellus was sampled first and was used 
to test methods, while the Bowland was the last sampled and a more refined use of 
methodologies were used. Finally the thesis is concluded with a detailed evaluation of the 
methodologies use and proposals for future work in this area. 
 

Chapter 1. Introduction 
 

Chapter 2. The reader is introduced to the need for this work and the 
importance of shale pore characterisation in the oil and gas 
industry, as well as the wider environmental implications associated 
with this. The chapter then moves onto discuss the formation and 
properties of shales which lead them to be highly complex, and the 
work carried out by others previously to characterise them.   
 

Chapter 3. Aims and Objectives 
 

Chapter 4. This chapter expands on chapter 2 by unpacking the specific uses of 
each experimental technique both in theory and in practice. As well 
as the downfalls and benefits of each experimental technique. 
Additionally the drawbacks of conventional experimental methods 
are described alongside the steps taken to overcome these with 
novel developments. To conclude the chapter the numerical models 
used are explained in detail with evidence to support the use of 
certain models and combinations of models over others.  
 

Chapter 5. The Marcellus shale is analysed using gas sorption work, 
mineralogy, TOC% and numerical modelling (fractal dimensions and 
the homotattic patch) to understand the pore system of the 
sample. As the first sample used in this study, the primary workflow 
used was standard techniques to fully understand the drawbacks of 
each technique and the complexities involved in fully 
characterisation the pore systems of shales. 
 

Chapter 6. Work on the Utica shale builds on these findings and starts to 
introduce novel experimental techniques such as gas 
overcondensation, post mercury porosimetry computed x-ray 
tomography and thermoporometry. This chapter also looks into the 
specific correlations between mineralogy, TOC% and the pore 
surface area and pore volume. As well as this it investigates the 
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changeover in mineral regime and how this affects the shale 
properties. 
 

Chapter 7. Lastly the Bowland shale uses the most effective methods from 
chapter 5 and chapter 6 to characterisation the pore systems and 
mass transport throughout the samples. This chapter specifically 
looks at samples before, at and after a marine band. Consequently 
a high degree of variation between samples is expected similar to 
U3 and U4 in chapter 6. 
 

Chapter 8. In this final chapter a clay-rich and carbonate-rich shale sample are 
treated with weak acid in-line with that used in hydraulic fracturing, 
and by others in literature. Following this treatment the mineralogy 
and mass transport properties of the samples are assessed to 
understand how these are affected. 
 

Chapter 9. All methods used, experimental and numerical, are discussed in 
detail with the drawbacks and work down to overcome these 
highlighted to demonstrate the effectiveness of novel 
characterisation methods development during the thesis. 
 

Chapter 10. Final conclusions are made on the work in chapters 5, 6, 7 and 8 as 
well as recommendations for future work to expand on the work 
presented in the thesis. 
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1. Introduction 
1.2. The Growing Importance of Shales 
Improved knowledge concerning shale rocks is important because of their involvement in oil 
and gas production, gas storage, carbon dioxide sequestration, radioactive waste 
repositories, and civil engineering (Kim et al., 2017; Liu et al., 2019; Liu et al., 2019). Since 
the industrial revolution (18th and19th century), the demand for oil and gas has continued 
to increase and there is now a global dependency. Conventional natural oil and gas reserves 
are depleted, and renewable energy storage is still in its formative years so cannot be 
considered as a reliable source. During this transitional stage in global energy 
unconventional natural oil and gas have become an invaluable resource. In the past 10 
years, there has been a boom in shale gas production in the United States (Wang et al., 
2015; Barsotti et al., 2016; Li et al., 2016; Yu et al., 2016) due to advancements in 
technology enabling the development and commercial deployment of hydraulic fracturing. 
The energy market is moving into a unique period where there is an increase in demand and 
an increasingly conscientious consumer. In order to meet the increased energy demand, and 
satisfy the conscientious consumer energy needs to be reliably produced (natural oil and 
gas) and remediative action performed to limit the environmental impact. 
 
1.3. Global Agreements and Future Targets 
The Intergovernmental Panel on Climate Change (IPCC) have recommended that global 
temperatures should not increase more than 2°C from pre-industrial temperatures. Further 
efforts and recommendations have been made to further reduce this to 1.5°C as laid out by 
the Paris Agreement. These environmental targets and recommendations need to be met 
globally and locally by each country, while simultaneously supporting the energy 
consumption needed for continual economic growth, development and technological 
innovation. The environmental aspect could partly be dealt with by the deployment of large-
scale carbon capture and storage (CCS) projects (Busch et al., 2008; Kang et al., 2011). As 
well as this additions to CCS technology can be made which could be used to produce more 
gas, and simultaneously remove CO2 from the environment. Enhanced recovery using CO2 is 
designed as a tertiary production method for increased gas recovery – while also removing 
CO2 from the atmosphere by underground storage (White et al., 2005). For the UK to fulfil 
the recommendations of the IPCC and to meet the domestic carbon targets, it is estimated 
that almost complete decarbonisation needs to occur by 2050. This has been laid out in the 
Climate Change Act 2019, although many combined authorities have committed to reach 
net zero carbon before 2050. To achieve this there is additional pressure for the UK to move 
away from being a NET energy importer and utilise its own energy resources, to achieve 
energy independence and stability. Despite this it is likely that 70% of the UK demand will 
still need to be met by oil and gas imports (HM Government, 2013).  
 
Shales are an important part in this energy transition and development as they have been 
identified as reservoirs (formations containing organic matter) for unconventional natural 
gas and oil. They are already fast becoming a major component of natural gas production in 
the United States (Montgomery et al., 2005; King, 2010; Kuuskraa et al., 2013; Wang et al., 
2014) who have been making large shale gas exports. When organic material is buried over 
a long period of time thermal degradation occurs transforming it into kerogen, oil, and 
natural gas if high temperatures and pressures are reached and sustained over a substantial 
period of time (Zhang et al., 2012; Chen et al., 2014). The thermal maturity of the organic 
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carbon reflects the degree of transformation (thermal degradation) that it has undergone. 
There are four stages which result in pore changes (Y. Chen et al., 2015) the first is a 
reduction in meso-pore volume due to the physical compaction of the sample, there is then 
an increase in the meso-pore volume when kerogen in the sample is thermally degraded, 
the next step in thermal degradation causes a reduction in meso-pore volume as a 
consequence of bitumen blocking pore bodies and throats finally when the bitumen is 
further degraded meso-pore volume increases again. Shales have classically been 
considered cap rocks in conventional reservoirs due to their tight pore structures retarding 
the upwards migration of mobile organic matter (oil and gas). 
 
As a result, characterising shales (Ross and Marc Bustin, 2009; Wang et al., 2015; Li et al., 
2016; Nia et al., 2016; Kenomore et al., 2017; Kenomore, 2020; Spanakos and Rigby, 2020) is 
essential for the understanding and estimation of gas-in-place (GIP), storage capacity and 
cap rock integrity. Shale pores are in the nanometer range and classified as micro-, meso- 
and macro-pores defined by the ranges <2nm, 2-50nm and >50nm respectively (Li et al., 
2016). The proper classification of pore size is essential to understanding the properties of a 
material and achieving accurate characterisation of it. Some material may have the same apparent 
porosity, however there could be significant variation in the size and geometry of these pores. 
Resultantly the materials will react very differently under the same experimental conditions 
(Zdravkov et al., 2007). Pore width classes correspond to the application of the capillary 
condensation theory at different relative pressures. Pore widths of 50nm (macro-pores) is related to 
a relative pressure of 0.96. At relative pressures below 0.39 the N2 layer is unstable as a result of the 
tensile strength effect; this relates to pores 2nm in size and the Kelvin equation cannot be applied 
(Rouquerol et al., 1994). Micro-pores mean that the width between pore walls is such that the 
adsorbate can interact with both pore walls at the same time and pore filling occurs in a continuous 
way (Rouquerol et al., 1994). For meso-pores capillary condensation takes place between 0.39-0.96 
P/Po. Pores greater than 50nm in size (macro-pores) do not achieve adsorbate condensation 
through the relative pressure 0-0.995 P/Po and so are characteristic of multilayer adsorption 
(Zdravkov et al., 2007). 
 
Shales also contain complex fracture structures which are in the micro-meter range. Pores 
can be further characterised as inter- or intra-particle pores within a matrix or organic and 
inorganic particles (Li et al., 2016). The properties of shales (pore size, shape, connectivity, 
pore wall roughness, mineralogical composition) and the adsorbate (wettability, molecular 
size and polarity) influence the gas adsorption isotherm yet a quantitative understanding 
has not been fully established (Barsotti et al., 2016). The pore structure of shales is also 
complex and multi-scale, with pores ranging in size from macroscopic faults and fractures 
down to atomic-scale gaps between clay layers. Further, the composition and surface 
chemistry of shales is also similarly complex. 
 
1.4. Multi-Scale Complexity of Shales 
This multi-scale complexity presents a challenge to pore structure characterisation which 
necessitates the development of new methodologies and/or techniques. In particular, it is 
necessary to know how structures on different scales relate to each other. It is essential to 
focus on the surface area as this is where the majority of natural gas is stored, 20-85% is 
adsorbed (on the pore surface) and the rest is stored in the bulk pore volume (Ji et al., 
2012). Important minerals to understand for specific surface area characterisation are the 
organic matter and clay minerals which form the major adsorption components. For organic 
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matter; quantity, type, maturity, vitrinite reflectance are the key qualities, and in clay; 
micro-pore structures and mineral composition (Ji et al., 2012). 
 
1.5. Current Experimental Techniques 
These properties can be directly measured by fluid intrusion techniques such as nitrogen 
(N2), carbon dioxide (CO2) gas adsorption and mercury (Hg) intrusion porosimetry. Using 
small-angle x-ray scattering distributions these can be compared with intrusion techniques 
to assess the differences in open and closed pore space. Mineralogy plays a vital role on the 
overall characterisation of shales since different minerals have different properties and their 
quantities within the shale will determine surface area, volume and network. As a result of 
this integral control it is essential to fully characterise mineral contents and this can be 
determined with x-ray diffraction (XRD) and scanning electron microscopy mineral liberation 
analysis (SEM-MLA). SEM-MLA produces a mineral map so it is possible to see how minerals 
are distributed throughout the sample. Imaging methods, such as computerised x-ray 
tomography (CXT), focussed ion beam scanning electron microscopy (FIB-SEM), and electron 
tomography (3D transmission electron microscopy) can be further utilised to visualise pore 
spaces more directly in three dimensions (Rigby, 2020). These methodologies, strictly, use 
computer reconstructions that can be subject to artefacts - imaging datasets also require 
filtering to remove 'noise' and make void-solid interfaces more visible. Additional processing 
is required to segment void, solid and mineral phases which involve subjective analysis of 
the individual elements. In addition, the combinations of fields of view and resolutions 
currently feasible mean that one imaging method alone cannot survey the whole range of 
length-scales of pores present in shales. For example, Keller et al., (2013) performed 
representative volume calculations that showed FIB-SEM sample volumes of a maximum of 
several hundred microns cubed were smaller than the representative length-scale cut-off 
and many of the structural heterogeneities present in the sample studied. It is simply not 
possible to use imaging modalities with the finest resolution to study statistically meaningful 
volumes of a sample with multi-scale heterogeneity and pores. 
 
Hence, multi-scale methodologies, utilising two or more imaging modalities, that can bridge 
most of the requisite length-scale range have been proposed by workers such as Keller et 
al., (2013), Ma et al., (2017), Ma et al., (2017), Saif et al., (2017) and Ma et al., (2019). 
However, given the sample volume limitations at the highest resolution, some sort of scale-
up method is required. This often means identifying and classifying a small number (1-10) of 
characteristic phases (for example organic material or quartz minerals) that are assumed to 
scale homogeneously across all length-scales. There are a number of issues with this 
approach since it requires subjective identifications of regions belonging to a particular 
phase. There are also complications when individual grains making up a larger composite 
are smaller than the correlation length for the materials from which they are made 
(Nepryahin et al., 2016).  
 
Alternatively, indirect methods, such as mercury porosimetry, have been used to establish 
the relative disposition of void-space features seen in images obtained at different length-
scales (Hemes et al., 2015). Such a different approach to multi-scale imaging and upscaling 
for studying structure-transport relationships in multi-scale porosity is to use a 'filtering', or 
'sifting', -type approach (Rigby, 2020). In the filtering approach a particular sub-set of a 
much more complex overall network is isolated or 'knocked-out', and the impact of this on 
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the process of interest, such as mass transport, is examined. For example, using mercury 
porosimetry scanning curves, pores of progressively smaller size can be removed by mercury 
entrapment, and the impact of doing so on mass transport assessed via the rate of 
adsorption of gas before and afterwards (Nepryahin, et al., 2016; Nepryahin, et al., 2016). 
Alternatively, nuclear magnetic resonance (NMR) cryodiffusometry can be used to isolate 
the behaviour of a particular sub-set of pores within a much larger network. However, there 
are lower limits on the pore sizes that can be probed by mercury porosimetry and 
cryoporometry. 
 
Conventional gas sorption experiments are one of the very few techniques that can be used 
to study the pore structure of shales, down to the very smallest nanometre-scale (<2nm) 
porosity below the resolution limit of many imaging techniques (Rigby, 2020). However, in 
previous work in the literature, the type of gas sorption experiment conducted, and data 
thereby obtained, typically consisted just of a boundary adsorption isotherm up to a limited 
ultimate pressure (1 !

!"
), followed by a pseudo-boundary desorption isotherm, that is often 

really just an unrecognised descending scanning curve because complete pore-filling with 
condensate was not achieved at the top (high-pressure end) of the adsorption isotherm. 
Hence, conventional gas sorption alone cannot cover the complete pore size range including 
macro-pores. Therefore, it cannot deliver information on the inter-relationship between 
pores over a wide length-scale range. There are adaptations that can be made to 
conventional gas adsorption analyses which delivers more comprehensive and richer data-
sets for shales using overcondensation and sorption hysteresis scanning curves. The upper 
cut-off in pore size that can be studied with gas sorption is limited by the highest ultimate 
pressure obtained in the experiment, this ultimate pressure is additionally controlled by the 
experimental temperature and type of adsorbate used. This is often truncated well before 
saturation to avoid flooding the apparatus with bulk condensate. However, 
overcondensation allows the full boundary desorption isotherm to be obtained even for 
samples where complete pore-filling is not achieved at the top of the adsorption isotherm 
during conventional gas sorption experiments (Aukett and Jessop, 1996; Murray et al., 
1999). In the overcondensation experiments a separate, both high and wide, hysteresis loop 
was obtained above and beyond that seen in conventional experiments.  
 
1.6. Early Stage Novel Characterisation 
Gas sorption scanning experiments enable the spatial inter-relationship between different 
pore sizes to be determined (Esparza et al., 2004). Sorption hysteresis scanning involves 
construction of isotherm curves or loops by truncating a series of pressure increments or 
decrements before they reach the upper or lower hysteresis closure points (Tompsett et al., 
2005). As implicitly mentioned above, the simplest type of scanning experiment is a 
descending scanning curve originating from the boundary adsorption curve created by 
reversing the direction of pressure step changes before achieving complete pore-filling with 
condensate (at the Gurvitsch volume). The descending scanning curve can be converted into 
a scanning loop by once more changing the direction of the pressure step changes, before 
the descending scanning curve reaches the lower hysteresis closure point, thereby giving 
rise to an ascending branch in addition to the descending branch. The ascending branch of 
the loop will then re-join the boundary adsorption isotherm. An ascending scanning curve 
can also be created springing from the boundary desorption isotherm by changing from 
pressure decrements to increments part way down the boundary desorption isotherm. This 
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ascending scanning curve can be converted into a scanning loop by again changing the 
direction of pressure changes, but from increases to decreases, before the ascending curve 
reaches the boundary adsorption isotherm. Scanning curves and loops can take a variety of 
forms and shapes which contain information on the nature of the phase transitions of the 
adsorbate and pore structure of the adsorbent, as will be described below. 
 
In the past, only very limited use has been made of gas sorption scanning curves and loops 
to study shales. Seemann et al., (2017) measured a small series of descending water 
sorption scanning curves for Sichuan 211 shale rock. These curves all converged on the 
lower hysteresis closure point (or thereabouts, as there was some slight low-pressure 
hysteresis). Very limited analysis was conducted of these curves. Barsotti et al., (2020) 
measured scanning curves for n-butane and n-pentane for Middle Eastern gas shales. In 
both cases, crossing scanning curves were obtained. The interpretation of these data was 
limited to noting that crossing scanning curves are most often associated with more 
ordered, templated silica materials, and suggesting that the form of the adsorption isotherm 
was controlled by pore morphology, and that of the desorption by cavitation. Rigby et al., 
(2020) also observed crossing behaviour in ascending scanning curves springing from the 
boundary desorption isotherm obtained for a thermochemically treated shale sample using 
the aforementioned overcondensation method. This form of the scanning curve, together 
with the aforementioned wide hysteresis of the overcondensation desorption, was 
consistent with a void space consisting of large pore bodies shielded by narrow pore 
windows. From SEM studies, it was observed that the thermochemical treatment of the 
shale had created ovoid, 'bubble-like' pore bodies, that intersected at circular windows, 
within the organic/carbon component of the shale that would give rise to the type of 
scanning curve behaviour described by Rigby et al., (2020). This type of intersecting ovoid 
pore has also been observed within organic material for a variety of natural shale samples, 
including marine Longmaxi shales (Chen et al., 2019; Ji et al., 2019), Upper Permian marine-
terrestrial transition Longtan Formation shales, and Horn River shale (Curtis et al., 2012). 
 
Gas sorption scanning experiments can be used to upscale nanometre-scale 
characterisations of complex multiscale porous media. This is because, while the particular 
pressure at which basic physical processes, such as capillary condensation, arises is 
controlled by nano-scale characteristics, such as pore size, the pore-pore co-operative 
effects, such as advanced condensation/adsorption (also known as the 'cascade effect'), 
network delayed condensation, and pore-blocking, present for complex pore networks 
operate over length-scales from the neighbouring pore up the size of the sample particle 
itself (Rigby, 2018, 2020). These pore-pore co-operative effects control the overall shape of 
the gas sorption scanning curves through their dependencies on the spatial disposition of 
the pore size distribution and network connectivity. The overall size of the scanning curve or 
loop is very often related to the volume of sample that the underlying physical processes 
are affecting. For example, the shape of the boundary desorption isotherm around the 
percolation knee generally relates to the formation of sample-spanning clusters of emptied 
pores (Seaton, 1991). The critical pore size controlling desorption for a given set of pores 
may be a macroscopic (>10 microns) distance away. The pore-pore co-operative process of 
percolation during gas desorption 'sifts' out the particular pore size at the knee, and, 
thereby, identifies the rate-limiting pore size, according to critical path analysis theory 
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(Ambegaokar et al., 1971; Thompson et al., 1987; Seaton et al., 1997), for Knudsen diffusion 
or permeation of gas moving from the given pores to the exterior (or vice-versa). 
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2. Review of Literature 
2.1. The Formation of Shales 
2.1.1. Definition 
For the past twenty-five years a key focus of scientific interest has been shales (particularly black 
shales) as they often contain significant quantities of organic carbon. This makes them potential 
hydrocarbon source and reservoir rocks. Additionally, they are prevalent throughout geological 
history and make up around two-thirds of all sedimentary rocks (Arthur, 1994; Dusseault, 2004). 
 
The original definition, by Pettijohn (1957), defined black shales as: 

 “facies most commonly just black shale. Such shale is thinly laminated, 
papery and black. Has an abnormally high content of carbon (>5%), rich in pyrite 
and noted for concentration of rare elements (V, U, Cu). Carbonates are rare 
except as cone-in-cone layers or as septarian nodules” 

 
By 1980 this definition had been narrowed down to some essential criteria (Curtis, 1980); 

 “a. high organic carbon content, b. low carbonate content, c. high pyrite 
content, d. fissility from lamination” 

 
Despite this, the term shale was still poorly constrained and not precisely defined. Within the 
petroleum industry (Horsrud et al., 1998) shales are understood as sediments, and sedimentary 
rocks ranging from a weak clay rich “soup” through to a strongly cemented shaly siltstone. More 
recently (Schön, 2015) this definition has been refined to describe shales as sedimentary rock which 
contains a mixture of clay-size, silt-size and some sand-size particles. Shales are clastic sedimentary 
rocks which are not compositionally defined like a carbonate or igneous rock. This results in shales 
presenting in a range of colours, although they are typically grey. Colours vary from the classically 
regarded black shales which usually results from a high percentage of carbonaceous material 
(Arthur, 1994), red due to hematite (iron oxide), brown from the presence of goethite, yellow from 
the presence of limonite (iron hydroxide), and green from having a dominant micaceous clay content 
(chlorite, biotite and illite) (Grim, 1951). They are commonly made up of 59% clay minerals (<0.002 
mm), 20% quartz, 7% carbonates, 3% iron oxides, 2% other minerals and 1% organic material (Schön, 
2015). Since the dominant particle size is <0.002mm it results in a very tight pore structure giving 
shales very low porosities (<5%) and permeabilities (0.001mD) which can be compared to an un-
fractured metamorphic or igneous rock (Schön, 2015). 
 
2.1.2. Composition 
Shales are abundant in the sedimentary sequence (Lynch, 1997) making up about two-thirds (Arthur, 
1994; Dusseault, 2004) of all sedimentary rocks, extending throughout geological time. They are 
significant to the petroleum industry as their low porosity and permeability have historically seen 
them used for their sealing properties when  overlying conventional reservoirs. Unlike an evaporite 
seal, however, they have more recently been considered as a source and reservoir themselves as a 
result of their high organic carbon content. The organic carbon content of the shales is most often 
due to kerogens which have been thermally degraded into oil and gas; though some may be as a 
result of upwards migration from the conventional reservoir below. 
 
As a result of their complexity the pore size distributions, pore networks and mass transfer kinetics 
of shales are poorly understood and are not well measured with any one technique. Due to the 
disconnectedness of pores, shales cannot be conventionally produced by depletion, the primary 
production technique in conventional reservoirs, and often require mechanical processes which aim 
to improve the network connectivity. 
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2.1.3. Depositional Environments 
In the same way that shales are not well defined compositionally, they are also not well defined by a 
formation process which can account for the structural heterogeneities and complexities across 
different shales globally. Despite this, past research was focused on trying to apply uniformitarian 
principles to depositional models of shales (Arthur, 1994). However, we will see throughout 
literature and in this thesis that these uniformitarian principles are not easily applied.  
 
The “Deep Sea Drilling Project” (Arthur, 1994) produced a wealth of data which made it evident how 
widespread black shale sequences were spatially and across geological time. Early hypotheses up to 
this point thought shales were formed in restricted and/or isolated basins, but the discovery that 
some of these shales were deposited both globally and synchronously meant that these hypotheses 
needed to be re-evaluated. The primary consequence of this is that local bathymetry can no longer 
provide the main explanation for black shale formation (Arthur, 1994). 
 
It is widely accepted that black shales are black because of the increased content of carbonaceous 
material. The preservation of this material is associated to anoxic conditions preventing oxidisation 
and consequent carbonate production. Due to this accepted understanding it allowed the focus of 
the debate to move onto the shallow- versus deep-water argument for shale deposition (Arthur, 
1994). Research aims from this point have moved on to focus on which environments are the most 
conducive to organic matter preservation, and the different factors which may inhibit or support 
organic matter preservation (Figure 1).  
 

 
Figure 1:  different marine environments and the anoxic, dysoxic or oxic conditions which lead to the preservation or 

destruction of organic matter respectively (edited from Arthur (1994)). 
 

Four key depositional processes have been outlined (Stow et al., 2001) to describe shale formation. 
These processes can occur singularly or together - when they occur together this can happen 
sequentially or simultaneously. Also outlined are the main factors allowing preservation of organic 
matter during and after these processes. 
 
The first depositional process is pelagic settling which is the vertical settling of grains (usually 
biogenic or fine-grained terrigenous material) under the influence of gravity, from surface waters 
through the water column. In the open ocean this is a continuous process and results in a slow 
accumulation of sediment. In the ocean margins however, the process is more cyclical where 
sediment is often deposited during the onset of eutrophic periods.  
The next process is hemipelagic deposition which combines both vertical and lateral settling of 
sediment due to gravity and an additional horizontal inertia. Examples of environments with 
horizontal inertia are rivers, plumes, glacial melt water diffusion, turbidity layer plumes and internal 
tides and waves. This depositional environment, like pelagic settling, is continuous but 
sedimentation rates vary with the volume of sediment input. 
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These first two depositional processes are more closely related to specific sedimentary 
environments, whereas the following examples characterise the processes by which these fine-
grained sediments are transported. 
 
Turbidity currents are one of the main ways fine-grained material is transported from shallow to 
deep water. These fine-grained materials are carried in a dilute turbulent suspension, propelled by 
the downslope component of gravity leading to hemiturbiditic sedimentation. This fine-grained 
material is often carried beyond the final turbidity current as a consequence of negative buoyancy 
and upward dispersion from the dilute suspension. This fine-grained material is then deposited as 
part of the background pelagic and/or hemipelagic material. Debris flows (slides and slumps), are 
high-concentration mixes of sediment and water which are able to move large volumes of material 
downslope in single large events. Plastic flow is associated with these events were fine-grained 
materials form a thick slurry which acts like a cohesive material able to support larger clasts. The 
fine-grained material from these events will then be deposited by pelagic settling and/or 
hemipelagic deposition. 
 
These processes result in heterogeneities throughout a sedimentary section as a result of the very 
fined grained sediment in pelagic and hemipelagic flows, when grain sizes are small the resultant 
permeability of the sediment is very low. Additionally the slow settling through the water column 
allows for a greater sedimentary mix, and for sediment grains to undergone any chemical or 
microbial interactions before deposition. The resultant fine-grained and chemically altered sediment 
results in a very heterogeneous rock in the future. For the turbidity currents the high energy flow in 
the early stage of transport can lead to a wide variety of materials to be included in the flow, the 
fine-grained material is often carried beyond the final turbidity current and forming a part of the 
water column where it settles similarly to pelagic and hemipelagic flows. 
 
2.1.4. Organic Matter Supply and Preservation 
The main debate now surrounds primal productivity verses preservation mechanisms, i.e. the 
organic matter supply and the mechanisms by which this is preserved before oxidisation occurs. The 
preservation process of organic matter has several requirements (environmental and mechanical) 
needed to minimise the oxidisation process i.e. water column anoxia and high sedimentation rates. 
 
Before preservation mechanisms can be considered a sufficient supply of organic matter must be 
secured. A sufficient supply is not a fixed number that must be reached; but a rate where supply is 
greater than the rate of degradation (Arthur, 1994; Stow et al., 2001). Degradation processes are 
most often oxidisation (Arthur, 1994; Stow et al., 2001) into carbonates, but also acidisation from 
the microbial content within the water column (Stow et al., 2001). 
 
Organic matter is primarily supplied by terrestrial transportation (Arthur, 1994) of seaward moving 
rivers carrying large volumes of organic detritus and/or nutrients (Stow et al., 2001). Additionally, 
organic matter can be input into marine sediments by photosynthetic production of marine 
phytoplankton undertaking a full respiratory process (Arthur, 1994). 
 
Once a sufficient supply has been secured preservation mechanisms must be in place in order for 
organic matter to be preserved within the sedimentary record. The main environmental 
requirement is anoxia – which will minimise the volume of organic matter degraded by conversion 
into carbonate material (Stow et al., 2001). Additionally, this anoxia must extend from surface 
waters, through the water column to bottom-waters(Stow et al., 2001).  
 
The main mechanical process needed for preservation is rapid burial (usually) due to a high 
sedimentation rate (Arthur, 1994; Stow et al., 2001). This burial rate similarly to organic matter 
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supply is not a fixed threshold number but is determined by occurring faster than the rate of 
degradation. Betts and Holland, (1991) more specifically determined sedimentation rates of less 
than 60cm/ky required an increased burial rate to preserve organic matter, i.e. if burial for these 
sediments was not rapid the organic matter would be degraded before it could be preserved – the 
upper oxic part of the sediment column is especially aggressive in the rate of degradation so organic 
matter needs to be quickly removed (Stow et al., 2001). For sedimentation rates greater than 
60cm/ky the rate is high enough such that the length of time spent in the oxic zone is reduced (due 
to gravity driven settling) promoting a greater amount of preservation. A greater supply of sediment 
will likely contain a greater amount of organic matter which will, overall, lead to a larger volume 
being preserved despite some degradation in this oxic zone. 
 
A second key mechanical element that needs to be considered is the grain size of the sediment. A 
fine-grained sediment will have a low permeability which will inhibit oxygenated waters from 
circulating in the upper layer (Stow et al., 2001). The other impact of grain size is the increased 
surface area of the overall sediment where a finer grain provides a larger surface area for organic 
matter to adsorb on (Keil et al., 1993 from Arthur, 1994). This specific mechanism is sensitive to the 
grain mineralogy, where certain minerals will have a greater or lesser affinity for organic matter 
adsorption. 
 
Finally, the extent of preservation is also affected by the type of organic matter. There are three 
main types of organic matter Type I (lacustrine/algal), Type II (marine) and Type III (humic/non-
marine) which are variably resistant to degradation. Organic matter with larger proportions of 
resistant biopolymers can lead to improved preservation over organic matter with lower proportions 
(Stow et al., 2001). 
 
2.1.5. Diagenetic Processes 
Following the depositional processes and preservation mechanisms sediments then undergo 
diagenesis which is a combination of both physical and/or mechanical processes. Diagenesis is the 
process which turns sediments into a rock. Diagenesis can also vastly alter the physical and 
mineralogical properties of the rock, for shale this often increases the complexity and 
heterogeneities of a sample, and also the differences between samples. 

 
Physical diagenetic processes are primarily concerned with the compaction of the sediment and the 
development of fissility within shale. It was thought that shale fissility was mostly as a result of clay 
mineral orientation (Curtis, 1980), however it was seen that shales do not show any greater level of 
clay mineral orientation than some mudrocks and siltstones. However, in thin-section it was seen 
that shales when compared to other rock types had a perfect preservation of very fine scale 
lamination and there was very intricate layering of organic sulphide-rich layers with clays, despite 
clay mineral orientation not being perfect. Fissility can also be linked to anoxic environments which 
support organic matter preservation as they highlight a lack of life due to there being no evidence of 
bioturbation (Curtis, 1980). 
 
During burial there is a great deal of diagenesis in the clay minerals (usually a thermogenic reaction) 
turning them from smectite to illite (Lynch, 1997), these processes also create differentiation 
between swelling and non-swelling clays. This process of diagenesis has a significant impact on the 
reduction of porosity and permeability of the shale (Dutta, 1985; Katsube and Williamson, 1994; 
Lynch, 1997) due to compromises in the microstructures and pore networks of the shale. These 
structures play a crucial role in fluid flow, and a greater level of complexity impedes the ability of 
fluids to move within the shale. This is the primary process required for hydrocarbon recovery 
and/or carbon dioxide storage (Dræge et al., 2006). Both physical and chemical diagenetic processes 
are universally influenced by the rate of burial. A slower burial rate allows for a higher degree of 
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diagenesis, where a faster burial leads to a reduced degree of diagenesis (Curtis, 1980). Chemical 
diagenetic processes are significantly more complicated than physical processes, where fine-grained 
material is particularly affected by chemical diagensis. When unstable mineral assemblages are 
deposited together by sedimentary processes, the least stable components will begin to react with 
the environmental conditions (e.g. pH and Eh). These environmental conditions can be broken down 
into three key zones present in the early diagenetic process occurring in the first 1-2km of the water 
column depth. Curtis, (1980) identifies the three key zones as follows; zone 1 - aerobic oxidation 
conditions, zone 2 – sulphate reduction zone and zone 3 – fermentation zone. 
 
2.2. Characterisation Complexity 
This vast difference in depositional sedimentary environments, diagenetic processes, organic matter 
supply and preservation mechanisms leads to a poorly constrained understanding of shales. As well 
as vastly heterogeneous mineralogies which significantly affect the acquisition of results, behaviour 
of the reservoir and the methods by which it can be produced from. Table A1. 1, Table A1. 2 and 
Table A1. 3 show a summary of results from Ross and Marc Bustin (2009) and Chen et al., (2015) 
identifying a range in TOC%, vitrinite reflectance and mineralogy of a range of shale samples which 
differ spatially and chronologically. 
 
2.2.1. “Typical” Characteristics 
Chen et al., (2011) outlined the typical characterisation of a shale gas reservoir determined by the 
Basset Sample Analysis; this process aims to characterise the geochemical, petrographical, 
mineralogical and petrophysical properties of the shale. These four components are concerned with 
the lithologic data of the rocks including mineral types, porosity, permeability, formation thickness 
etc. Additionally, the organic matter needs to be considered; the quantity or richness, maturity and 
the gas content associated to this. Further heterogeneity is introduced through the pore types, Cao 
et al., (2015) investigate a different way to characterise pores as inter-particle, intra-particle and 
organic – instead of organic, inorganic and micro-fractures. 
 
Work by Ross and Bustin (2009) summarised that; 
“…resource evaluations are complicated by the structurally heterogeneous nature of fine-grained 
strata and their intricate pore networks, which are interdependent on many geologic factors 
including TOC, mineralogy, maturity and grain size”  
 
The studied examined two data sets of samples, the first Devonian-Mississippian in age and the 
second Jurassic. The key and specific discoveries which were made were that despite correlations 
between organic matter and the micro-porosity within individual datasets these correlations did not 
extend across both datasets. The Jurassic dataset was more organically enriched than the Devonian-
Mississippian but did not show an increase in the quantity adsorbed (nitrogen and carbon dioxide 
gas adsorption), this is thought to be reflective of the physical changes in organic matter with 
increased maturity. Thermal maturity leads to some degradation which results in the opening of 
more micro- and meso-porosity; as a result, discrete datasets can be compared however caution 
must be taken when they range over several geological timescales. This range over time can mean 
that different depths, length spent at depth and organic matter types are present making 
correlations between different datasets insignificant in their conclusions. Investigations into the 
inorganics (aluminosilicate-rich and silica-rich phases) identified that aluminosilicates contributed to 
the micro-pore volume resulting in the micro-pores not being solely controlled by the organic matter 
(Ross and Bustin, 2009). Silicate rich shales on the other hand have micro-pore volume contributions 
solely from the organic matter. To add further complexity to this problem the micro-porosity of the 
aluminosilicates is variable based on the degree, type of packing and crystal size. 
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2.2.2. Pore Types 
The pore type can be associated with the specific mineral but can also be more generally defined by 
where they occur in the sample (Cao et al., 2015). Intra-particle pores have the highest degree of 
heterogeneity and generally provide the lowest pore volume to a sample. They are not very 
abundant within the shale and are poorly connected. Inter-particle pores occupy the mid-range of 
heterogeneity, and are more abundant and better connected than the intra-particle pores. Organic 
pores have the lowest level of heterogeneity and are the best connected providing the most volume 
within a shale sample. One of the key properties in these different pores is the variation in aperture 
range and connectivity to the rest of the sample. Organic pores have the lowest range in aperture, 
through to the inter-particle pores with the highest range in aperture; this aperture range impacts 
on the ability of the pores to connect within the shale matrix and form probable volume within the 
sample. 
 
2.2.3. Engineering Properties 
Permeability anisotropy needs to be determined so that the ability of a fluid to flow through a 
reservoir is understood. Permeability is a key parameter controlling the producibility of a reservoir, 
as reservoir fluids must be able to flow to be produced (Tan et al., 2019). Although shales are 
considered to be naturally fractured, the fractures are not well-connected like in coals. They are 
irregular and poorly connected resulting in permeability values often within the order of nano- to 
milli-Darcy’s. Permeability is also strongly sensitive to the changes in effective stress which can lead 
to several orders of magnitude variation in permeability across a formation (Tan et al., 2019). In 
silicate rich zones where shales are more brittle, they will fracture well and this is an essential 
characteristic for permitting hydraulic fracturing and maintaining a productive permeability (L. Chen 
et al., 2015). Whereas aluminosilicate rich (clay) zones are more ductile and less prone to fracture 
and remain open (unless well propped). The mineralogical heterogeneities outlined above will cause 
a large order of magnitude difference in the permeability baffling the flow of reservoir fluids. 
 
Fathi and Akkutlu (2009) outline why anisotropic effects are significant to the development of shales 
as reservoirs to produce from. The current approach is to describe the gas-matrix interactions 
deterministically, assuming all formations will act similarly. Work to date has determined these 
anisotropies to be non-trivial in their impact on the fluid transport and mass transfer kinetics within 
the formation. The consequence of this is that the formation anisotropy is over-looked and the 
nature of the rock to retain gas within the matrix is not well-understood leading to large volumes of 
gas not being produced from the reservoir. 
 
In addition to the internal heterogeneities of shales (Chen et al., 2011), there is an additional 
complexity introduced when samples are unloaded from depth (borehole samples specifically). As 
this happens the pressure and temperature with which they are under is significantly reduced 
leading to further damage and alteration of the samples (Horsrud et al., 1998). The main structural 
impact of the unloading process is expansion of the rock creating micro-cracks, disking and reducing 
fluid saturation – experimentally the consequence of this expansion is the over-estimation in 
porosity, permeability and the pore size distributions. 
 
It is not possible to simply adapt current techniques for reservoir production from conventional 
reservoirs to unconventional reservoirs due to the complex properties of shales, and the 
heterogeneity of their constituents (Josh et al., 2012). Although in some cases ideal basins can be 
well understood (often the U.S.), it is not possible to arbitrarily apply these models to other shale 
formations (Chen et al., 2011). There is a high degree of variability, heterogeneity and anisotropy 
vertical and horizontally within one formation – without the additional differences between 
separate basins (L. Chen et al., 2015). Since shales can range from silt-rich to carbonate-rich and 
even transition into “tight gas sands” their physical and mechanical properties are fundamentally 



13 
 

different and require a unique systematic workflow for thorough characterisation (Josh et al., 2012). 
Having a thorough understanding and way to deal with these problems is significant for the oil and 
gas industry as shales can make up the difference between supply and demand in the current energy 
climate. They could also bridge the gap while renewables are developed. 
 
2.3. Evolution of the Use of Shales 
2.3.1. Historically 
Shales were first used as a marker in geological maps associated with having underlying coal 
measures (Tourtelot, 1960). It was later identified that shales possess the ideal properties to form 
caprocks to oil and gas in conventional reservoirs mitigating the upwards migration of hydrocarbons 
out of a reservoir (Tourtelot, 1960; Palchik, 2003; Appels et al., 2017). More recently interest and the 
use of shales has transitioned from a caprock in conventional reservoirs to unconventional oil and 
gas reservoirs themselves. Production of these unconventional reservoirs now occurs on a global 
scale working to meet demand where conventional reservoirs are becoming increasingly depleted 
(Smith and Young, 1967; Brendow, 2003; Dooley, Dahowski and Davidson, 2009; Keating et al., 2011; 
Latham, 2011; Wang, Ryan and Anthony, 2011; Liu et al., 2013; Godec et al., 2014; Nichols and 
Victor, 2015). 
 
2.3.2. Presently 
Shales are being investigated for their potential use, and effectiveness as cap rocks (seals) in carbon 
capture and sequestration processes (Dooley, Dahowski and Davidson, 2009; Orr, 2009; van den 
Broek et al., 2010; Dalhoff et al., 2011; Liu et al., 2013; Jiang and Bhattacharyya, 2016; Szabó et al., 
2016).  Further developments to this are the use of shales as stores for carbon dioxide (CO2) by using 
CO2 in a competitive adsorption process to fix CO2 on the pore surface, and at the same time 
releasing methane (CH4) from the surface for production (Brendow, 2003; Orr, 2009; Godec et al., 
2013, 2014; Liu et al., 2013). This process is known as enhanced gas recovery and is a relatively new 
area of engineering research. 
 
There are other uses of shales which are being investigated on a more local scale where there is a 
specific need for the engineering technology, and the shale formation is physically and mechanically 
suitable. Some formations are investigated for their potentials as using spent shales to treat surface 
waters (Fox et al., 1980), heavy mineral stores (Smith and Young, 1967; Appels et al., 2017), as novel 
sources for hydrogen (H2) in the coal-biomass to liquid (CBTL) process (Dooley, Dahowski and 
Davidson, 2009; Jiang and Bhattacharyya, 2016) and it is also considered that they can act as 
sufficient barriers to maintain oxidation conditions above and below by stopping the upwards 
movement of oxygen from a reservoir resulting in supporting the acid-generating potential in a 
reservoir (Appels et al., 2017). 
 
2.3.3. Shale Use in the Oil and Gas Industry 
Methane (natural gas) stored in shales is considered the best option to extend the life of fossil fuels 
for infrastructures currently not equipped for renewables. Most commonly in shale oil and/or gas 
formations where organic carbon content in the rock has thermogenically degraded over time 
creating smaller molecules of oil and gas (natural gas); shale (when a seal to a conventional 
reservoir) additionally traps gas which has migrated out of the underlying conventional reservoirs 
(Zoback et al., 2010). Methane is also wrongly perceived to be a cleaner alternative to carbon 
dioxide released from conventional oil and gas activities, however methane has a 100-year global 
warming potential of 28-36 but carbon dioxide is just 1 (Stocker et al., 2014). 
 
2.3.3.1. Horizontal Drilling 
Horizontal drilling (Figure 2) is the method used for production from unconventional reservoirs and 
is the process of drilling at a non-vertical angle (Speight, 2015; Lehr et al., 2016). The idea of 
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horizontal drilling was first introduced in the 1930s as a method to optimise conventional reservoir 
production (Zoback et al., 2010; Hossain and Islam, 2018), and is now the method used for 
unconventional reservoir production. The evolution of horizontal drilling now sees the use of multi-
lateral drilling where several horizontal wells are drilled off of a primary vertical well (Speight, 2015). 
Horizontal drilling is often used to reduce costs by drilling from land to a target not directly below 
the penetration point (Speight, 2015), an example of this is Witchfarm (Dorset), where drilling takes 
place on-shore, but the reservoir is primarily off-shore. Horizontal drilling is primarily used for 
production, however the associated benefits of this technology are that there is a smaller footprint 
at the surface (Hossain and Islam, 2018) and also allows for ecological sensitive areas to be avoided 
(Speight, 2015) as drilling does not need to occur directly above the reservoir.  
 
As with any new technology horizontal drilling faces several challenges; these are predominantly 
social and environmental. Social challenges are mainly to do with the mineral rights (Hossain and 
Islam, 2018) and people not wanting drilling operations to take place, “not in my backyard”. 
Environmental challenges are focused on subsurface contamination of ground water (greater surface 
area of wells below ground), blowouts, seismic risks if there are unmapped faults which are re-
activated by the drilling process, surface water, soil contamination and other surface impacts as a 
result of surface drilling operations at the well pad (Zoback et al., 2010). 
 
2.3.3.2. Hydraulic Fracturing 
The most important role that horizontal drilling has played is in the development of natural gas shale 
plays through the addition of hydraulic fracturing (Lehr et al., 2016). Hydraulic fracturing, or 
‘fracking’, is the high-pressure injection of fracturing fluid which is comprised mostly of water, some 
chemicals (e.g. acids and viscosity modifiers) and proppant. This mixture is injected during horizontal 
drilling in shale deposits in order to improve network connectivity to produce oil and gas which is 
trapped within the rock, shown in Figure 2 below (Andrews, 2013; Bažant et al., 2014). 
 

  
Figure 2: hydraulic fracturing operations where the well penetrates vertically through the water table to the shale formation 
and then changes direction to drill horizontally. Following this the formation is hydraulically fractured by injecting water, 

sand and chemicals into the well forming fissures which allow gas to flow out. 
 
This process of horizontal drilling creates new pathways from which gas can flow, which optimises 
production (Bažant et al., 2014) and provides a number of unconventional reservoirs previously not 
considered as economically viable. In the US where there are a number of shale gas reservoirs it has 
been estimated that there are several thousand trillion cubic feet (tcf) of gas. If only a fraction of this 
is extracted it will still satisfy the demand for energy in the US for a number of years (Burnett, 2013), 
this is an energy supply which would not have been available were it not for hydraulic fracturing. In 
Britain alone the British Geological Survey (BGS) have estimated that there are possibly 1,300 tcf of 
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gas trapped in the rocks beneath Lancashire, Yorkshire and the surrounding counties. Britain’s 
current energy demand is 3tcf per year, and so if only 10% of the current estimate was able to be 
economically extracted it would provide 40 years’ worth of energy. Though these are promising 
figures it still needs to be established how much of this estimate is both technically and 
commercially recoverable (Gosden, E. and Clancy, 2013). 
 
Like any new technologies hydraulic fracturing faces many challenges; it shares the same social and 
environmental challenges that horizontal drilling faces with some additions. The risk to ground water 
contamination is increased due to mobilisation of formation fluids or escaping methane (Kissinger et 
al., 2013; Lange et al., 2013; Hoffman et al., 2014), earthquakes and other surface contamination 
accidents (Kissinger et al., 2013; Lange et al., 2013). Diffuse methane emissions which could 
contaminate groundwater may also escape into the atmosphere and contribute to the greenhouse 
gas emissions (Kissinger et al., 2013). This means that hydraulic fracturing activities need to take 
place within the framework of the appropriate groundwork (regulation) for activities to go ahead 
(Andrews, 2013). Regulation of the hydraulic fracturing industry vary by the country operations are 
taking place in; consequently, under-regulation can lead to a lot of operations taking place but at a 
lower safety level, or over-regulated where regulations make it close to impossible for operations to 
take place. 
 
2.3.3.3. Carbon Capture and Sequestration (Storage) 
There are additional challenges in the operations associated with the caprock characteristics. 
Caprocks (commonly shale) are highly heterogeneous in pore system, mineralogy and fracture 
networks – with all these properties varying with the relative stress and strain regime the system is 
currently in (Lange et al., 2013). This is further complicated by the lack of continuity between units 
meaning it is not possible to replicate the same process from one formation to the next in the same 
way that a conventional sandstone reservoir will often have similar properties across several 
different reservoirs (Lange et al., 2013). Additionally, the lack of specific knowledge can lead to 
uncertainty on whether the resulting product is saleable (Andrews, 2013). 
 
This research also aims to be transferrable to carbon capture and storage (CCS) by aiding in the 
understanding of pore network connectivity of shales, which commonly occur as a “caprock” (or 
impermeable seal) above depleted oil and gas reservoirs that are being targeted for geological 
storage of CO2. 
 
CCS is the process of sequestering waste carbon dioxide (CO2) from power plants into storage sites 
where it cannot escape to the atmosphere. The most commonly proposed storage sites are geologic 
sinks, deep-ocean, deep saline aquifers, active and/or depleted oil and gas reservoirs, un-minable 
deep coal seams and salt domes (Herzog and Golomb, 2004; Raza et al., 2018). 
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Figure 3: simplified diagram of carbon capture and storage in a saline aquifer with a caprock able to trap stored CO2. CO2 

is injected via an injection well at the surface which receives captured waste CO2. 
 
In order for effective geological storage of carbon dioxide to occur there are several formation 
requirements to ensure storage beneath the surface of the earth. There needs to be adequate 
porosity, permeability and formation thickness, a satisfactory sealing rock (e.g. shale), a stable 
geological environment (not tectonically active – it is integrity can be “guaranteed” over a long 
timescale) and a minimum depth which ensures carbon dioxide can remain in its supercritical state 
where its increased density forces it to sink (Zhang and Huisingh, 2017). 
 
Fractured shale formations which are depleted of oil and natural gas are attractive repositories 
because fracture networks which propagate horizontally along the bedding planes provide good 
storage sites for carbon dioxide (Bielicki et al., 2018).  CO2 can also be used as an alternative to water 
in the fracturing process, which can reduce capillary trapping and lead to higher yields (Bielicki et al., 
2018), also in secondary production in enhanced gas recovery (EGR). The concept of enhanced gas 
recovery (EGR) is centred on the idea of reinjecting a waste gas, often carbon dioxide or nitrogen, 
back into a reservoir in order to stimulate further production (Khan et al., 2013). This is viewed 
favourably when carbon dioxide is the reinjected gas as it offers an opportunity to both re-pressurise 
the reservoir and also mitigate any environmental impacts in the removal of carbon dioxide from the 
environment. The main mechanism responsible for the success of EGR due to carbon dioxide is 
displacement of the reservoir gas (methane) and by re-pressurisation of the reservoir facilitating 
further production beyond primary production (Moghadasi et al., 2018).  
 
CCS is highly dependent on the carbon dioxide gas properties; pressure – volume – temperature 
relationship, solubility, viscosity, thermodynamics and chemical reactivity (Harding et al., 2018). This 
is because the storage step is multi-faceted; once the storage formation has been selected the 
physical mechanism of how the CO2 will be trapped must be considered. There are five main storage 
mechanisms for CO2 storage; super-critical CO2, caprock/structural/stratigraphic trapping, 
dissolution of carbon dioxide into the formation brine, from a reaction with the formation brine 
where it forms a weakly acidic solution and by capillary trapping as a result of water displacement 
(Blunt, 2010). It has also been recognised that CO2 could be stored by sorption on the surface of 
organic and clay minerals surfaces (Song and Zhang, 2013). 
 
The challenge is to understand the long-term integrity of these caprocks to ensure integrity over 
long timescales. The main leakage processes to be considered are diffusion through water saturated 
caprocks, the capillary entry pressure being exceeded and gas flowing through the pore network and 
fracture flow (Edlmann et al., 2013). Caprocks are very tight and their pore neck sizes are such that 
the capillary entry pressure is incredibly high, further increased if the surface mineralogy is non-
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wetting to the supercritical carbon dioxide; however if this pressure can be exceeded then the 
carbon dioxide will be able to flow freely throughout the rock (Edlmann et al., 2013). 
 
Formation chemistry also needs to be very well understood as the primary composition will 
chemically react in very different ways and result in different trapping outcomes (Alemu et al., 
2011). Work by Alemu et al., (2011) identified two main formation compositions, carbonate-rich and 
clay-rich. It was observed that the carbonate-rich rock showed significant dissolution when the 
carbon dioxide was introduced increasing the porosity and enabling better transport of the carbon 
dioxide through the sample. On the other hand, it was observed in the clay-rich rock that matrix 
alteration led to a reduction of permeability and porosity further limiting the movement of carbon 
dioxide throughout the sample.  
 

 
Figure 4: flow dynamics of CO2 and CH4 through a shale formation where CO2 preferentially adsorbs forcing CH4 to desorb 

(edit Godec et al., 2014). 
 
2.4. Essential Pore Characteristics of Shales 
The research being carried out in this project is relevant to both fracking and CCS since it is aiming to 
offer methods in which the characterisation of pore size distributions can be enhanced. This is 
beneficial as shale is an ultra-tight rock with a low pore connectivity and permeability (Shiko et al., 
2013; Zhang and Huisingh, 2017). An extensive understanding of pore size distributions, pore 
networks and connectivity is required to make accurate estimations and develop a thorough 
understanding of the flow dynamics of carbon dioxide and methane within a formation (Figure 4). 
 
2.4.1. Pore Networks, Porosity and Permeability 
Since the permeability of shales is extremely low, possessing the ability to more fully understand 
micro-structural controls (on porosity and permeability) is necessary in aiding the effective delivery 
of gas (Curtis, 2010; Sondergeld et al., 2010). Porosity and permeability characterisation in shales is 
complex, however more simple measurements like the pore volume are still elusive. There are two 
measurement techniques to do this, either directly or indirect (Sondergeld et al., 2010; Cao et al., 
2015; Liu et al., 2016). Direct measurements include physical observations of the sample and can 
only offer a two-dimensional view of the pore structure. Indirect methods are most commonly fluid 
intrusion techniques which intrude the pore volume and infer a porosity from that (Sondergeld et 
al., 2010). In both direct and indirect methods, the shale is observed on a lab-scale and not reservoir 
scale – making large scale pore network connectivity almost impossible to determine. As well as this 
the enhanced understanding of pore networking and connectivity will help to quantify the integrity 
of a shale as a seal for CCS in stopping the upwards migration of stored carbon back into the 
environment. 
 
2.4.2. Mineralogy 
Curtis, (2010) have investigated a number of different American gas bearing shales on the micro- 
and nano-scale. They have reconstructed the shales using focused ion beam milling and scanning 
electron microscopy – the results show a significant variation in the micro-structures. The micro-
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structures are comprised of mineral content, micro-texture, clay distribution and the porosity, and 
these are significant to the connectivity of the shale (Sondergeld et al., 2010). In gas shales, clay 
content is highly variable, as well as other mineral content such as quartz and calcite. During 
deposition and compaction pore space is reduced, however this can align clay minerals leading to 
more anisotropic qualities (Sondergeld et al., 2010). 
 
2.4.3. Organic Matter Content 
The most significant characteristics to potential gas production in shales is organic matter content 
and porosity – especially when organic matter is connected by the pore network, it is therefore 
necessary to understand where porosity is situated. It is reported that the porosity in shales exist in 
either the organic matrix, inorganic matrix, or it exists within both. This is significant as the 
producibilty of gas bearing shales relies on the connectivity of the pore network to the organic 
matter. Due to these complexities, it makes the estimation of gas-in-place (GIP) difficult (Sondergeld 
et al., 2010; Shiko et al., 2013). 
 
2.5. Experimental Techniques 
2.5.1. Gas Adsorption 
Gas adsorption is universally utilised as a method to determine the specific surface area, volume and 
pore size distribution (with density functional theory models) of fine powders and porous solids 
(Rouquerol et al., 2014). It is a fluid intrusion method, where a given adsorbate intrudes the pore 
network under a constant temperature. The sorption which we have used in this project is 
physisorption which utilises the Van der Waals interaction between the adsorbate and the 
adsorbent (Figure 5). Chemisorption takes place with covalent bonding between the adsorbate and 
adsorbent making it an irreversible process.  
 

 
Figure 5: between physisorption and chemisorption where there is an absence of covalent bonds in physisorption where 

adsorption is controlled by van der waals forces. 
 
Analysis of gas sorption data is complicated by the heterogeneity of material surfaces (roughness) 
and the porosity of the sample (“openness” of the pore networks) which will both limit the area 
available for adsorption. The adsorbate used will additionally impact the derived results since a 
larger molecule will not “fit” on some portions of a rough surface, through the same portions of a 
pore network (Rouquerol et al., 2014). The analysed experimental data allows correlations to be 
drawn between the dominant pore sizes, surface area and pore volume. Most materials which are of 
technological importance and have research carried out on them are in some way heterogeneous, 
and this heterogeneity is often the property of interest. 
 
2.5.1.1. Langmuir Model 
The Langmuir model deals with monolayer adsorption on an idealised surface, and assumes that the 
adsorbate behaves like an ideal gas under isothermal conditions, defined by the ideal gas equation, 
(1. 1) (Rouquerol et al., 2014).  
 
 𝑝𝑉 = 𝑛𝑅𝑇 (1. 1) 

 



19 
 

Where 𝑝 is the pressure, 𝑉 the volume, 𝑛 the amount of substance, 𝑅 the ideal gas constant and 𝑇 
the temperature. The original derivation of the Langmuir model (Langmuir, 1916) treated the model 
kinetically and stated that adsorption takes place on a homogeneous surface which has the same 
surface chemistry and only allows each space to hold one molecule. When the Langmuir model is 
dealt with in this way some additional assumptions are made about the adsorbate and adsorbent 
(Rouquerol et al., 2014; Singh and Kumar, 2016); that the adsorbent is a flat surface (homogeneous), 
when the adsorbate adsorbs it is immobilised, each adsorption site is equivalent to the next, each 
adsorption site can only be occupied by one molecule (monolayer) and that there is no interaction 
between adsorbate molecules on different sites. 
 
The model has also been proposed for a number of other mechanisms which include more than one 
kind of adsorbing site, a surface which is not homogeneous, where each site can adsorb more than 
one molecule, adsorption is dissociative and occurs in multiple layers (Langmuir., 1918). 
 
Mathematically the Langmuir model is derived in the following way when the adsorbent is viewed as 
a series of equivalent and independent sites available for adsorption, 𝑁>. A number of these sites 
will become occupied when molecules adsorb on them, 𝑁?  giving the fraction of occupied sites, 
𝜃	as; 
 

 𝜃 =	 B
C

BD
   (1. 2) 

 
For the kinetic theory the rate of adsorption depends on the pressure and fraction of unoccupied 
sites (1 − 𝜃), and the rate of desorption depends on the number of occupied sites and the activation 
energy (𝐸) required to overcome the physical bonds between the adsorbate and adsorbent. 
Equilibrium occurs when the adsorption and desorption are equal, and the net rate of adsorption 
can be equated to zero; 
 
 𝑑𝑁?

𝑑𝑡
= 	𝛼𝑝(1 − 𝜃) − 	𝛽𝜃𝑒L

M
NO = 0 

(1. 3) 

 
Here the constants 𝛼 and 𝛽 are characteristic of the gas-solid system being analysed and 𝑝 is the 
analysis pressure. If assuming the case is the first addressed by Langmuir and the adsorbate does not 
interact with any other adsorbate molecules then the desorption of these molecules is independent 
of the surface coverage; assuming this the value of 𝐸 becomes constant as the activation energy is 
between one type of adsorbate-adsorbent pairing for the adsorption system. This assumption, when 
applied to (1. 3) (above), allows simplification and re-arrangement to the classically accepted 
Langmuir isotherm equation; 
 

 𝜃 =	
𝑏𝑝

(1 + 𝑏𝑝)
 (1. 4) 

 
𝑏 is the adsorption coefficient which can be exponentially related to the positive energy of 
adsorption when 𝐾, the pre-exponential factor is equal to the ratio of R

S
 

 
 𝑏 = 𝐾𝑒

M
NO (1. 5) 

 
When analysing data with use of the Langmuir model it is necessary to highlight that since it is 
concerned with monolayer adsorption, only the first few points (0-0.035 !

!"
) are taken from the 

isotherm. 
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Langmuir model is only relevant for cases where a monolayer is formed. At pressures about this 
where a multi-layer region begins to form it is no longer able to describe the characteristic behaviour 
of the adsorbate-adsorbate interaction (Nagy, 2012). At low pressures where the rate of adsorption 
is described by; 
 
 𝑟𝑎𝑡𝑒 = 	

𝑘𝑏𝑝
1 + 𝑏𝑝 

(1. 6) 

 
If you take 𝑟𝑎𝑡𝑒	 = 	𝑘𝜃 and equate this to (1. 6), the term 𝑏𝑝 ≪ 1 resulting in the denominator of (1. 
6) being equal to 1 and thus the 𝑟𝑎𝑡𝑒 being expressed as; 
 
 𝑟𝑎𝑡𝑒 ≈ 𝑘𝑏𝑝 (1. 7) 

 
This term is a first order reaction where the 𝑟𝑎𝑡𝑒 is controlled both by 𝑘 and 𝑝. However, in the 
high-pressure case where 𝑏𝑝 ≫ 1 the denominator in (1. 6) becomes 𝑏𝑝 and so 𝑟𝑎𝑡𝑒 can be 
expressed as; 
 
 𝑟𝑎𝑡𝑒 ≈ 𝑘 (1. 8) 

 
In the low-pressure case the 𝑟𝑎𝑡𝑒 is controlled by both 𝑘 and 𝑝, a pressure exponent. Whereas in 
the high-pressure case the 𝑟𝑎𝑡𝑒 is controlled only by 𝑘 and no longer contains a pressure 
dependency. 
 
2.5.1.2. Brunauer-Emmett-Teller (BET) Model 
The appearance of Langmuir’s comprehensive treatment of monolayer adsorption (Langmuir, 1916; 
Langmuir., 1918) prompted several investigators to consider the possibility of using gas adsorption 
for surface area determination. The first significant advances were made by Brunauer and Emmett 
(Brunauer and Emmett, 1935; Emmett and Brunauer, 1937) and their work prepared the way for the 
development of the Brunauer–Emmett–Teller (BET) theory in 1938 (Brunauer et al., 1938). In Figure 
6 “Point B” (designated by Emmett and Brunauer, 1937) indicates the beginning of the linear section 
which marks the completion of monolayer adsorption and the beginning of multilayer adsorption. 
From the amount adsorbed at “Point B”, the surface area could be calculated assuming that the 
monolayer was complete at this point (Emmett and Brunauer, 1937). 
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Figure 6:  isotherm with“Point B” labelled for the beginning of the multilayer adsorption starts. 

 
Brunauer et al., (1938) developed the isotherm equation for multilayer adsorption (BET equation) by 
introducing a number of assumptions to the problem in order to simplify it. The initial BET equation 
was developed to handle Type II character isotherms which are representative of non-porous 
materials (Rouquerol et al., 2014). This is most commonly carried out using gases which are un-
reactive to the surface of the adsorbent. The gas most commonly used is nitrogen carried out at 77K.  
 
BET is primarily used most to quantify the specific surface are of a sample, which is defined by the 
total surface area of a material per unit of mass (e.g. m2/kg). This is therefore a scale-dependent 
property which has no single true value. Values of specific surface area calculated by BET theory are 
therefore heavily dependent on the adsorptive used (Rouquerol et al., 2014). 
 
The three main assumptions made for the BET theory are listed below (Rouquerol et al., 2014); 

1. Gas molecules physically adsorb on the adsorbate in layers infinitely – i.e. 
equivalent to the sample being surrounded by a liquid phase (Sing, 1998) 

2. There is no interaction between each layer of adsorbed molecules, but to act as an 
adsorption site for a molecule of the upper layer (Sing, 1998) 

3. Langmuir theory can be applied to each layer 
 
The first step moving on from the Langmuir theory which dealt with only monolayer adsorption was 
to assume that an infinite number of molecular layers could adsorb up to a saturation pressure 𝑝W. In 
this scenario the adsorbate molecules in the monolayer provide an adsorption site to the next layer 
of molecules and so on until the saturation pressure is reached. Mathematically this is represented 
by 𝜃W, 𝜃Y, 𝜃Z, … , 𝜃\; the fraction of the surface covered by 0, 1, 2, … , 𝑖 layers of adsorbed molecules - 
𝜃W represents the fraction of bare surfaces where the monolayer is incomplete and so 𝜃Y the fraction 
of “empty sites” in the next layer and so on. This assumption indicates the expectation that 
adsorbed layers will not be uniformly thick, but instead be made up of molecular stacks of varying 
height. 
 
If, however it is assumed the fractions of bare (𝜃W) and covered (𝜃Y) surface remain constant at the 
equilibrium pressure 𝑝, then the rate of condensation on the bare and rate of evaporation from the 
covered layer can be equated and expressed as; 
 



22 
 

 𝑎\𝑝𝜃\LY = 	𝑏\𝜃\𝑒
LM]NO (2. 1) 

 
In this instance 𝑎\, 𝑏\ and 𝐸\ represent the adsorption, desorption and activation energy for the 𝑖^_ 
adsorption layer. In order to calculate the total amount adsorbed it can be said that the sum of 
surface fractions is equal to unity such that; 
 
 

`𝜃\ = 1
a

W

 
(2. 2) 

 
And, 
 
 

𝑉b`𝑖𝜃\ = 𝑉
a

W

 
(2. 3) 

 
𝑉b  is the monolayer adsorbed on the surface, and 𝑉 is the total amount adsorbed. Principally the 
constants 𝑎\, 𝑏\ and 𝐸\ should be different for each layer but Brunauer, Emmett and Teller handled 
this by making two key assumptions; 
 

1. In the second layer, and all layers above the activation energy 𝐸\ has the same value as 
the liquefaction energy (𝐸c) of the adsorbate 

2. The multilayer has an infinite thickness at !
!d
= 1, when 𝑖 = ∞ 

 
Given the first assumption we can let, 
 
 𝑏Z

𝑎Z
=
𝑏f
𝑎f
= ⋯ =

𝑏\
𝑎\
= 𝑔 (2. 4) 

 
 
Since all subsequent layers after the first are assumed to have the same properties. The result is that 
𝜃Y, 𝜃Z, … , 𝜃\  can be expressed in terms of 𝜃W; 
 
 𝜃\ = 𝑦𝑥\LY𝜃W (2. 5) 

 
By defining a constant 𝐶 to be; 
 
 𝐶 =

𝑦
𝑥
=
𝑎Y
𝑏Y
𝑔𝑒k

MlLMm
NO n (2. 6) 

 
Then, 
 
 𝜃\ = 𝐶𝑥\𝜃W (2. 7) 

 
By rearrangement of (2. 1), and the substitution of 𝜃\  for 𝜃W it can be written; 
 

 𝑉
𝑉b

=`𝑖𝜃\ = 𝐶
a

W

`𝑖𝑥\𝜃W

a

W

 
(2. 8) 
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Where 𝑉 is the quantity adsorbed, and 𝑉b  is the monlayer capacity. This can then be expanded to 
give the commonly recognised BET equation; 
 
 𝑉

𝑉b
=

𝐶𝑥
(1 − 𝑥)(1 − 𝑥 + 𝐶𝑥)

 (2. 9) 

 
And by assuming that the adsorbed layer is of infinite thickness when at saturation pressure i.e. !

!"
=

1, it follows that for pressures up to saturation, 𝑥 = !
!"

 and (2. 9) can be written; 

 
 𝑉

𝑉b
=

𝐶 𝑝
𝑝W
	

k1 − 𝑝
𝑝W
	n (1 − 𝑝

𝑝W
	+ 𝐶 𝑝

𝑝W
	)

 
(2. 10) 

 
It is still common however for the BET model to significantly over-estimate the true monolayer 
capacity of the material (Gómez-Gualdrón et al., 2016). More specifically work carried out by 
McMillan and Teller (1951) highlight that the BET model often predicts adsorption which is too small 
at low pressure (monolayer) and too large at higher pressures (multilayer). This statement was 
refined by Gómez-Gualdrón et al., (2016) that the overestimation of a true monolayer capacity 
tended to be more significant in materials that combined meso- and large micro-pores (about 1.5-
50nm). Additionally, pressure sensitivity causes different ranges to yield different results despite 
attempts to implement consistency. This then impacts on the application of BET to more complex 
materials with multimodal pore size distributions, pore shapes and pore sizes (Gómez-Gualdrón et 
al., 2016). Extensive adsorption measurements (Beebe and Young, 1954; Isirikyan and Kiselev, 1961; 
Grillet et al., 1979), and simulations (Nicholson et al., 1982; Seri-Levy and Avnir, 1993) on a wide 
range of adsorbate-adsorbent systems have shown that for systems where physisorption is the only 
mechanism taking place they do not behave in the way the assumptions state they do. 
 
There are three main types of isotherm which are derived from gas sorption experiments (Error! R
eference source not found.). The first of these, Type I, is an example from a microporous material 
where most of the uptake takes place in the low relative pressure region. The second of these, Type 
II, is representative of a non-porous material and Type III a material where the interaction between 
adsorbate and adsorbent is weak (this can also be a macro-porous sample). Isotherm types, Type IV 
and V include the desorption branch of the sorption experiment and provide additional information 
regarding the texture of a meso-porous material (ALOthman, 2012; Rouquerol et al., 2014). 
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Figure 7: different types of isotherms which can be achieved from gas adsorption. I : Microporous materials (e.g. Zeolite 

and Activated carbon), II : Non porous materials (e.g. Nonporous Alumina and Silica), III : Non porous materials and 
materials which have the weak interaction between adsorbate and adsorbent (e.g. Graphite/water), IV : Mesoporous 

materials (e.g. Mesoporous Alumina and Silica), V : Porous materials and materials that have the weak interaction between 
the adsorbate and adsorbent (e.g. Activated carbon/water) (Rouquerol et al., 2014). 

 
2.5.1.3. Frenkel-Halsey-Hill (FHH) Theory 
Brunauer et al., (1969) pointed out a key weakness in their own model that an infinite number of 
molecular layers may not always be achieved at the saturation pressure. A theory was put forward 
by Frenkel, Halsey and Hill which was initially proposed in the 1940s and 1950s (Pomonis and 
Tsaousi, 2009), and takes the form; 
 
 𝑉

𝑉b
= 𝑅𝑇𝑙𝑛 o

𝑝W
𝑝
p
L(Y>)

 
(3. 1) 

 
Where q

qr
 is the surface fractional coverage, 𝑅 the gas constant, 𝑇 temperature, and 𝑝 and 𝑝W the 

pressure and saturation pressure respectively; 𝑠 is a parameter which describes the shape of the 
isotherm.  
 
The FHH theory states that as an adsorbate reaches a thickness of several molecular layers the 
surface heterogeneity is considerably reduced. This idea was later visited in the 1980s and 1990s by 
Pfeifer and Neimark (Pfeifer et al., 1989; Neimark, 1990; Pfeifer and Liu, 1997) who introduced the 
fractal dimensionality 𝐷  (Pomonis and Tsaousi, 2009), since early approaches were limited by the 
assumption that the pore surface and morphology are simple. Real solid surfaces are very complex in 
both the pore surface (roughness) and the pore network (connectivity) (Avnir and Jaroniec, 1989). 
 
By re-examining the FHH equation with respect to a fractal dimension 𝐷, Pfeiffer suggested two 
additional forms for the FHH equation depending on the adsorbate-adsorbent interactions. For the 
case where the adsorbate-adsorbent interactions are dominated by the van der Waals attraction 
then the isotherm can be written as; 
 
 𝑉

𝑉b
= 𝑅𝑇𝑙𝑛 o

𝑝W
𝑝
p
L(fLtf )

 
(3. 2) 
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The second case describes when capillary forces are in effect and the adsorbate surface tension is 
the dominating factor, this is expressed as; 
 
 𝑉

𝑉b
= 𝑅𝑇𝑙𝑛 o

𝑝W
𝑝
p
L(fLt)

 (3. 3) 

 
The first case is more sensitive to surface roughness and occurs at lower relative pressures, the 
second case is more sensitive to network complexity and occurs at higher relative pressures. Despite 
this pressure range dependency there is not a clear switch over point and the threshold between the 
two models is dependent on the properties of the specific adsorbate-adsorbent system. 
 
2.5.1.4. Barret-Joyner-Teller (BJH) Model 
Over the 1940s to the 1970s several different methods were proposed for deriving pore size 
distributions from gas adsorption isotherms. These methods were considered “classical” as they 
based themselves on the Kelvin model of pore filling and the assumptions made by Kelvin 
(Rouquerol et al., 2014). In the early work, it was customary to assume the pore shape to be 
cylindrical, but now the slit-shaped and packed sphere models are considered to be more suitable 
for some systems. 
 
The BJH model evaluates the pore size distribution of the pores within the adsorbent; however, to 
do this you must decide which branch of the isotherm to take i.e. adsorption or desorption. 
Desorption is controlled by percolation effects within the network, so if you have a broad 
distribution of interconnected pores the adsorption branch would be a better option since the 
percolation effect would skew the pore size distribution towards larger pores. 
 
Where the Langmuir model takes the relative pressure from 0-0.035 !

!"
, the BET model from 0.035-

0.5 !
!"

, the FHH from about 0.025-0.8 !
!"

 the BJH is able to extend this to the full isotherm. The 

assumption made by Frenkel-Halsey-Hill that near saturation the adsorbate will behave like a bulk 
liquid leads to the BJH model taking the first step to remove condensate from the larger pores. Then 
each subsequent step down the desorption branch sees the thinning of the multilayer in larger pores 
(where the condensate has already emptied), and the removal of condensate from smaller pores. 
 
2.5.1.5. Density Functional Theory (DFT) 
The density functional theory (DFT) is a powerful method for the investigation of adsorption in pores 
and generation of a pore size distribution for the sample from experimental isotherms. It uses the 
pore size distributions gathered from the adsorption or desorption branch of the adsorption 
isotherm which are key descriptors of the void space in materials (Rigby et al., 2008). The DFT can 
only be considered as a theoretical model (Ravikovitch et al., 1995), and is most effective in slit 
shaped pores. 
 
Towards the end of the 1980s Seaton et al., (1989) adapted a statistical mechanical approach to the 
formally known field theory in order to develop a revised form for the density functional theory 
when dealing with the interpretation of gas adsorption data (Balbuena and Gubbins, 1992, 1993; 
Lastoskie et al., 1993; Cracknell et al., 1995; Maddox and Gubbins, 1995; Ravikovitch and Neimark, 
2001; Neimark et al., 2003). 
 
At saturation the bulk fluid is considered homogeneous where its properties can be determined 
more simply by pressure and temperature. Due to the adsorption forces within the pore walls 
however the density of the fluid is not constant and must instead be viewed as a “layer-wise” 
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distribution. As a result of this the density distribution is expressed as a function of the distance 𝑟 
from the pore wall – the free energy is then taken from the Helmholtz free energy equation which 
allows expression in terms of the density profile 𝑟 which can be minimised with constant 𝑚, 𝑉 and 
𝑇, to obtain the equilibrium density profile. 
 
This initial density functional theory is considered the “local” approach and was developed by Seaton 
et al., (1989) for use in nitrogen isotherms, but only holds for fluid-fluid interactions and fails to 
describe the fluid-solid interactions. This led to the development of the non-local density functional 
theory (NLDFT) which involves the incorporation of short-range smoothing approximation of the 
fluid density and weighting functions (Rouquerol et al., 2014). The NLDFT takes the gas adsorption 
results which correspond to all the possible states of the system at a fixed volume, temperature and 
chemical potential (Landers et al., 2013). This allows the minimum possible state to be presented as 
a function of the adsorbed fluid density, the NLDFT then minimises this over all possible states of the 
system (Landers et al., 2013).  
 
Although satisfactory results are derived from this theory for phase transition in slit-shaped and 
cylindrical mesopores and can also be applied to different isotherm types it is limited by several 
factors (Rouquerol et al., 2014). In very narrow pores the theory fails as well as being unable to 
predict solid-liquid adsorbate transitions – this is in part due to the fact the non-local density 
functional theory (NLDFT) assumes a flat structure-less surface (Landers et al., 2013; Rouquerol et 
al., 2014). 
 
Neimark and others have addressed this problem by proposing the Quenched Solid DFT (QSDFT), 
which accounts for surface roughness of the adsorbent (Gor et al., 2012; Landers et al., 2013). The 
QSDFT, unlike the NLDFT does not assume a homogenous surface so accounts for surface roughness. 
It does this by considering the grand potential of both the solid and fluid in the system. Differently to 
the NLDFT the QSDFT considers the process to be made up of a two-component density functional 
with the fluid molecules interacting with the solid (modelled as hard spheres) in an attractive 
pairwise potential (Neimark et al., 2009; Landers et al., 2013). QSDFT uses the Lennard-Jones pair 
wise potentials, as opposed to the integrated Lennard-Jones potentials used by the NLDFT (Landers 
et al., 2013), therefore accounting for intermolecular interactions. The Lennard-Jones potential is a 
simple mathematical model which is used to approximate the interaction between two neutral 
atoms or molecules. Where the QSDFT considers a pair of separate points at a distance r from each 
other, and the NLDFT considers a range of distances which can be integrated less specifically. By 
making these changes in the QSDFT method the PSD gained is significantly improved. Compared to 
the NLDFT the PSD produced is much more accurate since the assumption that the surface is smooth 
and homogeneous causes the adsorption isotherm steps (first layer, second layer etc.) to be 
represented in the NLDFT PSD as pore sizes which may not be present (Neimark et al., 2009; Landers 
et al., 2013). 
 
The NLDFT and QSDFT in essence generate a series of hypothetical isotherms for individual pore 
ranges and wall potentials (Rouquerol et al., 2014). When generating a PSD using a DFT it is also 
important to select the correct branch of the isotherm. As a result of pore blocking and cavitation 
effects forming hysteresis in the isotherm – it is most accurate to use the adsorption branch of the 
isotherm (Landers et al., 2013). 
 
2.5.1.6. Gas Sorption Experimental Effects 
All the methods used for pore size analysis of gas adsorption isotherms detailed above start from the 
assumption that pores are rigid and of a well-defined shape throughout the sample. The pore shapes 
most commonly assumed are either cylindrical or slit-shaped pores – the reality however is that very 
few adsorbents can be represented by these idealised properties (Rouquerol et al., 2014). 
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Consequently, a number of experimental effects are introduced which need to be considered such as 
pore networking, pore blocking, capillary condensation and cavitation (Thommes et al., 2006). 
 
Keeping in mind that most adsorbents of any technological importance, are often so because of their 
complexity in connectivity, shape and surface properties (Rouquerol et al., 2014). This complexity 
impacts the shape of the gas adsorption isotherms and will affect the results derived from this e.g. 
specific surface area, pore surface area, pore volume, pore size distributions etc. (Thommes et al., 
2006). On the scale of a single pore with a given shape the hysteresis is as a result of the co-
operative effects which reflect the pore network connectivity. This is considered to be a property 
which is intrinsic of the vapour-liquid-phase transition in a finite volume system (Thommes et al., 
2006). 
 
Ink-bottle pores are a common example of a non-idealised pore type which contribute to the 
evaporation of capillary condensation which obstructs the pore necks and can be seen on the 
experimentally measured hysteresis loop (Figure 8). The pore body will empty at the point in which 
the relative pressure is the relative pressure at which the pore neck will desorb – until this point the 
pore body is blocked (Thommes et al., 2006). This is often seen as a steep step in the desorption 
branch of the isotherm around 0.5 !

!"
. 

 

 
Figure 8: visualisation of the differences between pore blocking and cavitation where pore blocking occurs at !

!d
 > 0.5 and 

cavitation takes place at approximately 0.5 !
!d

. In pore blocking the pore body does not empty until the leading neck has 
emptied, whereas in cavitation the body empties through the pore neck which remains filled during this time. 

 
The lower limit of hysteresis has been correlated to the cavitation effect of the desorption branch of 
the isotherm. This has been coupled with the tensile strength hypothesis of the adsorbate. It was 
believed that the tensile strength of the fluid, indicated by cavitation, is not dependent on the pore 
structure of the adsorbent but is a quality of the adsorptive (Thommes et al., 2006). 
 
Cavitation permits the desorption of larger pore bodies through a pore throat without the pore 
throat emptying, pore blocking however only allows the emptying of pore bodies once the pore 
throat has emptied (Figure 8). By changing the adsorption gas some effects of pore blocking are 
removed because a smaller molecule will block a smaller range of pore necks (Rigby et al., 2008). 
The different molecule sizes in the gases will cause pore blocking effects to be observed at different 
relative pressures allowing the pore throat size to be determined (Thommes et al., 2006). Cavitation 
however takes place around 0.5 !

!"
 and represents the emptying of pore throats <4nm, therefore the 

hysteresis closure at this point indicates the number of pore throats <4nm that are present in the 
sample but not how much smaller than 4nm they are. 
 
Capillary condensation in larger pores is predicted by the Kelvin equation (Mason, 1982): 
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 𝑙𝑛 o
𝑝
𝑝W
p =

−𝑘𝛾𝑉v𝑐𝑜𝑠∅
𝑅𝑇x𝑟! − 𝑡y

 (4. 1) 

 
where !

!"
 is the relative pressure at which condensation occurs in a cylindrical pore of radius 𝑟!, t is 

the multilayer thickness, 𝑘 is a geometry parameter and depends on the pore type (for a cylindrical 
pore open at both ends 𝑘 = 1; and for a pore with one dead end, or for desorption from a hemi-
spherical meniscus, 𝑘 = 2), 𝛾 is the surface tension and 𝑉b  is the molar volume of the condensed 
liquid phase, ∅ is the contact angle with which the liquid meets the wall, and 𝑇 is the absolute 
temperature. In small pores, with a high radius of surface curvature, the multilayer, or 𝑡-layer, 
thickness will be greater than for large pores. (Broekhoff, 1967, 1968) have provided equations for 
the thickness of the 𝑡-layer for adsorption and desorption processes in small pores, which will be 
used to determine pore sizes in this work. 
 
It is noted from (4. 1) that capillary condensation will occur earlier (lower pressure) for a 
hemispherical meniscus compared to a cylindrical sleeve-shaped meniscus. This can lead to the 
operation of a pore-pore co-operative adsorption process within pores of underlying geometries 
akin to the so-called through ‘ink-bottle’ arrangement (Rigby, 2018, 2020). For a regular, through 
ink-bottle pore geometry, access to a larger diameter pore body is only through smaller diameter 
pore necks (or windows) that are located at the two ends of, and are co-axial with, the pore body. 
Pore-filling during adsorption in such a system is initiated by condensation via cylindrical-sleeve 
shaped menisci in the necks. The filling of the pore necks completes the hemispherical menisci 
located at the ends of the pore body, meaning condensation in the body can be initiated from them, 
before that from the cylindrical-sleeve shaped meniscus along the length of the pore wall. Hence, 
the pore necks adjoining the pore body can co-operate in lowering the filling pressure for the latter. 
The ink-bottle pore model can also illustrate the pore-pore co-operative effect known as pore-
blocking or pore-shielding that can occur during desorption. Evaporation of the condensate from a 
pore can only occur when the pressure drops below the critical value given by the Kelvin equation if 
there is a free meniscus with the vapour phase. In the case of the pore body in the ink-bottle, when 
the external vapour pressure drops below the critical value to destabilise the condensate in it, there 
is no free meniscus because the condensate in the necks is still above its critical pressure. The liquid 
in the pore body thus enters a metastable liquid state until the pressure is reduced sufficiently for 
the liquid in the necks to evaporate. Then the meniscus will advance to the junction of the neck and 
body and the metastable liquid in the body can finally evaporate.  
 
These pore-pore co-operative effects will also operate in much more complex, disordered networks 
consisting of many more inter-connected pores. The advance of condensate or vapour phase 
through the network, upon pressure changes one way or another, is controlled by the numbers of 
different pathways possible, which, in turn, depends upon the overall size and connectivity of the 
pore network. This network penetration process for highly disordered systems can be analysed using 
percolation theory, which is explained in more detail elsewhere (Seaton, 1991). 
 
2.5.2. Mercury Intrusion Porosimetry 
Mercury porosimetry is a fluid intrusion technique which is used for the characterisation of porous 
media. Unlike gas adsorption mercury porosimetry is able to characterise pore sizes >50nm well and 
can also be extended to the characterisation of large meso-pores (Rigby and Edler, 2002). Mercury 
porosimetry is unique in its ability to characterise materials over several orders of magnitude (0.004-
100μm), where most can only cover a couple orders of magnitude (Giesche, 2006). The principle of 
mercury intrusion porosimetry is to exploit the non-wetting properties of the fluid which require an 
external force to be applied in order for pores to be intruded. It is possible from this to correlate the 
pressure required for intrusion with the correlating pore throat which has been intruded (Rigby and 
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Edler, 2002; Giesche, 2006). This is primarily determined by the external pressure needed to 
overcome the opposing force of the liquid surface tension into the poor (Giesche, 2006). 
 
Porous media should be viewed as a network of different pores, which are interconnected by pore 
channels of varying size – the transition from a channel into a pore is known as the pore throat and 
this is the property measured by mercury intrusion porosimetry (Giesche, 2006). This property of the 
technique can cause pore size distributions derived solely from mercury intrusion porosimetry to 
underestimate the pore sizes as it is a measure of the throat which is often narrower than the body 
(Figure 9) (Wardlaw and McKellar, 1981); in combination with other techniques however (e.g. small-
angle x-ray scattering) this technique is capable of assessing the connected pore space and network 
complexity of the material (Giesche, 2006). Results from mercury intrusion porosimetry are 
additionally used comparatively with other methods (e.g. gas adsorption) where the experimental 
techniques overlap their measurement ranges (Giesche, 2006). In the instance of nitrogen gas 
adsorption this is for the period of 50-100nm. This technique is limited by the maximum pressure 
than can be achieved in order to measure the smallest pore sizes – consequently it cannot measure 
pores which can be accessed by gas adsorption, though is capable of measuring larger pores beyond 
the limit of gas adsorption. Mercury intrusion porosimetry, as well as pore size distribution, is able to 
provide information on the total (accessible) pore volume/porosity, the skeletal and apparent 
density and the specific surface area (Giesche, 2006).  
 

 
Figure 9: ink-bottle pore with a much wider pore body than neck, with mercury trapped in a pore following extrusion when 

the mercury has become disconnected from the mercury column. 
 
The derivation of the Washburn equation is based on the Hagen-Poiseuille equation for fluid motion 
(5. 1) which relates the fluid flow rate to a measured pressure drop (Washburn, 1921; Szekely et al., 
1971). 
 
 ∆𝑃 =

8𝜇𝑙𝑄
𝜋𝑟~

 (5. 1) 

 
In (5. 1) ∆𝑃 is the pressure difference, 𝑄 the volumetric flow rate, 𝑙 the length of the pipe, 𝜇 the 
dynamic viscosity and 𝑟 the radius of the pipe. Washburn specifically derived his equation for 
capillary flow in a cylindrical tube in the absence of a gravitational field (Washburn, 1921). Although 
issues have been raised about the physical meaning of the calculated pore radius and the accuracy in 
using this to determine the contact angle, it has proved accurate in enough cases that it is still used. 
Several additional mathematical steps are taken and (5. 2) is derived that relates the motion of the 
meniscus in a capillary with respect to 𝑟, to the pressure; 
 
 ∆𝑃 =

2𝛾c
𝑟
𝑐𝑜𝑠 𝜙 (5. 2) 

 
Which is the commonly known Washburn equation when 𝛾c  is the interfacial tension and 𝜙 the 
contact angle (Washburn, 1921; Szekely et al., 1971). The contact angle is where the liquid–gas 
interface meets the solid–liquid interface for the adsorbent (Figure 10). 
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Figure 10: the contact angle of the liquid-gas and liquid-solid interface shown by ∅. 

 
The surface tension of the adsorbate is determined by the attractive/cohesive force of the surface 
adsorbate molecules with each other. This takes place in order for them to occupy the least possible 
surface area and can be more simply described as a measure of how much force it takes to keep the 
adsorbate together. For mercury in capillary action the surface tension preferentially forms a convex 
meniscus (Figure 11) over a concave meniscus (Figure 11) as a result of the adhesive forces between 
the adsorbate and adsorbent surface. 
 

 
Figure 11: differentiating between the adhesive and cohesive forces related to surface tension in capillary action. 

 
Figure 12, shows the pressure difference across a schematic of a capillary where the pressure is 
applied left to right resulting in the pressure at 𝑃Y > 𝑃Z. The difference in these values Δ𝑃, the 
pressure difference is indicative of a pore or radius 𝑟, given the liquid properties 𝛾c  and ∅. 
 

 
Figure 12: a pipe/tube/capillary with radius 𝑟, and a pressure difference ∆𝑃, across it. 

 
The most commonly referred to physical property of a pore network are “ink-bottle pores” (Good 
and Mikhail, 1981; Lowell and Shields, 1981; Lowell and Shields, 1981; Wardlaw and McKellar, 1981; 
Moro and Böhni, 2002) and refers to pores where the pore throat/neck to pore body ratio is such 
that the body is significantly larger with respect to the throat/neck. The consequence of this is that 
the mercury empties from the neck before the body when depressurised; the result is that mercury 
in the pore body is no longer connected to the mercury column in the sample and becomes trapped 
in the body (Lowell, 1980) – a phenomenon known as “snap-off”. This leads to the total volume of 
intruded mercury not equalling the total volume of extruded mercury and results in 
hysteresis/trapping. Additional reasons identified by Wardlaw and McKellar (1981) suggest that in 
addition to the pore throat to pore body ratio the throat to pore coordination number (number of 
pore throats connected with each pore i.e. connectivity), random and non-random heterogeneities 
and the surface conditions of pores and throats will impact on hysteresis/trapping in mercury 
intrusion porosimetry results. 
 
2.5.3. Computer X-ray Tomography (CXT) 
Computed x-ray tomography (CXT), also known as x-ray CT, was the first non-invasive imaging 
technique which allowed the direct visualisation of internal micro-structures (Toga, 2002; Farber, 
2019). Early uses of CXT were in the medical field for imaging brains which revolutionised the 
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treatment of patients with neurological and neurosurgical disorders (Toga, 2002). It has gone on to 
serve several other uses in the medical field where drug testing and stimuli sensitive drug delivery 
systems exploit the x-rays ability to distinguish between densities allowing them to carry out 
contrast imaging (Nair et al., 2018). This density distinguishing can be exploited in shales by using 
CXT  to assess the three-dimensional distribution of density within a shale sample,density contrasts 
are derived from the minerals and microstructural details which CXT allows to be visualised (Farber, 
2019). In most experimental processes a sample is rotated through 180° or 360° whilst a series of x-
ray images are acquired, by applying a Fourier transform to these two-dimensional images it is 
possible to create a set of images which form a three-dimensional map of the sample (Farber, 2019).  
 
CXT offers a digitised method for taking sequential thin sections through a sample to analyses the 
density contrasts between various minerals. When applied to geosciences these contiguous images 
are compiled to produce three-dimensional models of the sample which can be digitally manipulated 
to produce both qualitative and quantitative data (Ketcham and Carlson, 2001). In geosciences the 
variation in x-ray attenuation depends on the material density which in rock samples corresponds to 
boundaries between mineral phases and often produces data analogous to thin section analysis 
(Ketcham and Carlson, 2001). It is possible to exploit this x-ray attenuation by combining mercury 
intrusion porosimetry with computed x-ray tomography and build a three-dimensional model 
showing where trapped mercury is located within the sample (Moro and Böhni, 2002). 
 
2.5.4. Differential Scanning Calorimetry (DSC) 
Differential scanning calorimetry (DSC) is a thermal analysis technique which measures the heat flow 
in or out of a sample measured against temperature or time. The melting and/or freezing point 
depression of a liquid confined within a pore (Landry, 2005) is analysed, and can be used to 
determine pore properties. When used in this way it is known as thermoporosimetry and 
determines the pore size distributions by measuring the small temperature shifts due to the liquid 
being confined in the internal structures of the sample (Ishikiriyama and Todoki, 1995). For liquid 
confined in a smaller pore the melting point is decreased such that it will melt at a lower 
temperature compared to the bulk liquid – as the pore size increases the melting point depression 
move further towards the bulk melting point (Charmas and Skubiszewska-Zięba, 2017). The solid-
liquid transition is strongly determined by the radius of curvature between the solid-liquid 
interfaces, a liquid confined in a porous material has only a small division between the solid-liquid 
interfaces resulting in the radius of curvature being closely related to the pore size (Landry, 2005). 
This technique is able to determine pore size distributions (Ishikiriyama and Todoki, 1995) for pore 
radii up to 1000nm before the melting depression joins the bulk melting point. Work carried out by 
Charmas and Skubiszewska-Zięba (2017), on silicas found good agreement between DSC and 
nitrogen gas adsorption results.   
 
Data obtained from DSC analysis is mathematically handled to produce pore size distribution results 
by the following equation; 
 

 
𝑅!(𝑛𝑚) = 0.68 − o

𝑘�O
𝑇b − 𝑇bW

p (6. 1) 

 
Where 𝑇b  and 𝑇bW are the melting temperature of ice confined in pores and outside of pores 
respectively and 𝑘�O is the Gibbs-Thomson constant for the analysis liquid. 
 
By combing DSC analysis with mercury intrusion porosimetry it is possible to “de-shield” pores which 
have mercury trapped within them (Rigby, 2018). Mercury intrusion porosimetry is only able to 
measure the pore throat, and not the pore body; by combining this with DSC it is possible to “de-
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shield” the pore body of these pores and combine the two methods to more fully determine the 
pore size distribution of the sample. 
 
2.5.5. RockEval Pyrolysis 
RockEval pyrolysis is used to characterise the organic matter within sample (Sonibare et al., 2005), 
specifically the quantity, quality, type and thermal maturity. These organic characteristics provide 
significant information on the potential generation process and to identify which maturity stage the 
organic matter has achieved (Wood and Hazra, 2017). RockEval pyrolysis thermally decomposes the 
organic matter (Behar et al., 2001; Sonibare et al., 2005; Franco et al., 2010) in the absence of 
oxygen, and can be with or without the presence of liquids. Samples are heated to 850°C (Lafargue 
et al., 1998; Behar et al., 2001) to fully decompose the organic content in the samples, this takes 
place in the temperature range 300-570°C (Sonibare et al., 2005); sometimes terrestrial organic 
matter does not fully decompose until 600°C (Lafargue et al., 1998). 
 
Three main measurements are taken (S1, S2 and S3) which are used to characterise the organic 
matter type. S1 represents hydrocarbons already present and are stripped at temperatures around 
300°C, S2 represents hydrocarbons generated by thermal decomposition and takes place between 
300-550°C, S3 represents the CO2 generated during the thermal decomposition (Lafargue et al., 
1998; Behar et al., 2001; Sonibare et al., 2005). The temperature at the maximum peak (S2) gives 
𝑇b?� (𝑇b?� helps to determine sample maturity) for the sample. The TOC% is determined by 
oxidation of the residual organic carbon after pyrolysis under air in a second oven and is known as 
the S4 peak (Lafargue et al., 1998). 
 
The peaks are formed by a flame ionisation detector (FID) analysing the hydrocarbons as they are 
released during the heating process (Behar et al., 2001; Franco et al., 2010). The main elements to 
be detected are hydrogen, oxygen and carbon – it is the ratio of these respective elements that help 
to determine the organic matter type (Wood, 2017). Type I organic matter has a very high liquid 
generating potential and are identified by having a higher initial H/C atomic ratio and lower O/C 
ratio. Type II organic matter has slightly less liquid generating potential and are seen to be moving 
towards the gas window, they are identified by having relatively equal ratios of H/C and O/C. Type III 
organic matter has gas generation potential and are identified by a lower initial H/C ratio and a 
higher O/C ratio (Wood, 2017). 
 
Additionally, markers in organic matter (chemical and isotopic) are used to identify where the 
original source rock may have been and to better understand the migration path (Wood, 2017). As 
well as this samples are now often analysed under reflected white fluorescent light to determine the 
relative quantities of maceral groups (i.e. liptinite, vitrinite and inertinite) (Dang, 2017). This method 
allows for visual assessment of the organic matter type, and the vitrinite reflectance (R0%) measure 
enables modelling for thermal and burial history reconstructions. Vitrinite reflectance values 0.5-1% 
indicate the oil window, 0.8-2% the wet gas window and 1-4% the dry gas window (Wood, 2017).   
 
2.5.6. Scanning Electron Microscopy (SEM) with Mineral Liberation Analysis (MLA) 
Scanning electron microscopy mineral liberation analysis (SEM-MLA) is a scanning electron 
microscopy technique with additional software able to take x-ray spectra from multiple energy 
dispersive x-ray (EDX) points. These EDX points are associated with a specific dispersive x-ray spectra 
and can be matched with an inventory of known mineral spectra. This identification allows the 
modal mineralogy (area % of the sample) to be calculated by the computer software (Sylvester, 
2012). Scanning electron microscopy (SEM) allows areas of approximately 1 cm to 5 microns to be 
viewed, and see features at a detail of 50 to 100 nm (Swapp, 2017). Shale mineralogy is an integral 
control on these properties and can be determined by XRD and MLA-SEM. Mineralogy plays a vital 
role on the overall characterisation of shales since different minerals have different properties and 
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their quantities within the shale will determine surface area, volume and network. The use of XRD 
and MLA-SEM characterises the mineralogy of the sample, and with the use of MLA-SEM a modal 
mineralogy is produced, and a mineral map so it is possible to see how minerals are distributed 
throughout the sample. 
 
2.5.7. Thermogravimetric Analysis (TGA)  
Thermal gravimetric analysis was carried out using a TGA Q500, it is a compositional technique 
which puts the sample under high temperatures initially using nitrogen to 920°C. Under this 
temperature there is an initial mass loss from moisture and the volatiles. At the peak temperature, 
the gas is changed from nitrogen to oxygen and the mass loss measured at this point is due to fixed 
carbon (Gabbott, 2008). Thermal gravimetric analysis looks at the composition of a sample. It is a 
method of thermal analysis which measures the change in physical and chemical properties of the 
material as a function of weight with increasing temperature. For the shale composition 
characterisation, it enables us to measure the amount of water lost in the shale, the volatiles, fixed 
carbon and ash (Gabbott, 2008). 
 
2.5.8. X-Ray Diffraction (XRD) 
X-ray diffraction (XRD) is a tool to identify the crystallography and mineralogy of a sample by 
producing a unique diffractogram which can be matched against known records in the Inorganic 
Crystal Structure Database (ICSD) (Stanjek, 2004). XRD uses an x-ray beam aimed at the sample over 
a range of angles. The receiver/sensor then detects the intensity given from the sample at the 
respective angle. This produces a diffraction pattern which is then used to identify the minerals and 
elements present in the sample. In relation to pore size characterisation it is necessary to 
understand the mineralogy of the sample since it could influence the affinity that the gas used in gas 
adsorption has on the sample surface (Stanjek, 2004). TGA and XRD are complementary techniques 
to the different techniques mentioned previously. In relation to shales they are significant in work 
similar to (Chalmers and Bustin, 2015; Li et al., 2016; Zhong et al., 2016), where the affinity of 
different adsorbates to the pore surface is considered. 
 
Bragg’s law is used to resolve the detected x-rays and is defined below; 
 
 𝑛𝜆 = 2𝑑 𝑠𝑖𝑛 𝜃 (7. 1) 

 
Where 𝑛 is a positive integer, 𝜆 is the wavelength of the incident wave, 𝑑 the interplanar distance 
and 𝜃 the scattering angle. When x-rays of a known wavelength are projected at the sample at an 
angle, 𝜃, diffraction takes place when the x-rays which are reflected from different crystal planes 
differ by an integer, 𝑛, of wavelength, 𝜆. During an XRD experiment the angle that the x-rays are 
projected at the sample are varied such that Bragg’s law is satisfied by different 𝑑-spacings. 
 
2.5.9. Small Angle X-Ray Scattering (SAXS) 
Small angle x-ray scattering (SAXS) utilises the scattering effect of x-rays as a result of electrons in an 
irradiated material (Rigby and Edler, 2002). Throughout a sample the distribution of electrons is 
heterogeneous, resulting in variations in electron density which when spaced similar to the x-ray 
wavelength of the incident beam, 𝜆, produces scattering at angles greater than 10°. This is the 
minimum angle used for conventional x-ray scattering analysis, however when theses 
heterogeneities extend over ranges between 0.5-400nm then the scattered x-rays are detected at 
small angles – it is for these samples that the SAXS technique must be utilised (Rigby and Edler, 
2002). SAXS provides information on much larger internal structures than normal inter-atomic 
distances, as well as probing the properties of closed pore space such as shape and size. 
 



34 
 

2.5.10. Nuclear Magnetic Resonance (NMR) 
Nuclear magnetic resonance (NMR) spectroscopy uses the magnetic properties of a given atomic 
nuclei, which are influenced by the physical and/or chemical properties in which the molecule is 
contained. Nuclear magnetic resonance (NMR) can characterise an entire structure using only one 
analytical technique. Recently NMR is being increasingly used in inorganic chemistry and 
biochemistry, as well as other disciplines – where it is able to provide structural information about 
the sample (Levitt, 2002). 
 
NMR exploits the natural property of an atoms nucleus by manipulating the spin to produce a 
detectable resonance. The most exploitable nuclear spin is a spin ½, the spin of a proton (1H), when 
spin ½ nuclei are placed within a magnetic field they align to the field (low energy) or to oppose the 
field (high energy) (Levitt, 2002). When the electromagnetic field is applied across the sample nuclei 
aligned to the field absorb energy and move to a higher energy state, nuclei opposed to the field 
release energy and return to a lower energy state. This process occurs in two steps by first aligning 
the nuclei, and by then perturbing this alignment by altering the magnetic field (Levitt, 2002). This 
returns the sample nuclei to their initial state in a process known as “relaxation” which produces two 
measureable values 𝑇Y and 𝑇Z. The energy difference between 𝑇Y and 𝑇Z corresponds to the applied 
external magnetic field. 
 
Deuterium can be used in NMR when a samples pore network is saturated with it, the dominant 
relaxation process occurs because of the interactions between the spins of the solid surface and the 
molecules intruding the pore space. By using deuterium the connectivity of pore networks can be 
probed, where it has been found a high level of diffusivity affects 𝑇Z by diffusive pore coupling 
(Fleury and Romero-Sarmiento, 2016). This can only be used with pores greater than 800nm, and 
those smaller than 800nm are grouped in one relaxation time. Resultantly in very small spaces there 
may not be a strong enough signal since the length scale of NMR interactions is comparable to the 
potential thickness of pore walls.  
 
Hyperpolarised xenon-129 can diffuse within a sample and enable the study of microscopic porous 
systems. The chemical shift in xenon-129 is studied and used to selectively image gas within pores 
(Pavlovskaya et al., 2015). By imaging xenon-129 in MRI it is possible to alter the frequency/energy 
of the xenon-129 being imaged by the specific pore size in which it resides. The nature of xenon-129 
is “floppy” meaning it can be relaxed and depolarised easily, this should promote a difference in the 
Knudsen regime which should be larger than the molecular diffusivity. This difference is determined 
by the pore space in which the xenon resides, from this it is then possible to identify the pore spaces 
in the sample (Pavlovskaya et al., 2015). 
 
2.6. Numerical Modelling Techniques 
2.6.1. Fractal Dimensions (“self-similarity”) 
Natural rock surfaces are often rough on the molecular scale. This roughness is neglected in 
conventional models of gas sorption, such as the standard BET equation (Rouquerol et al., 2014). 
Concavities in the surface mean that the space for adsorbing the second and subsequent layers of an 
adsorption multi-layer declines with distance from the surface, and the maximum molecular capacity 
of each successive layer decreases. For surfaces that exhibit the particular property of self-similarity 
over several length-scales, and are, thus, fractals, the decrease in the capacity of each layer of 
adsorbate is given by the equation (Avnir et al., 1983): 
 
 𝐴\

𝐴Y
= 𝑖ZL�  (8. 1) 
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where 𝐴Y is the area in the first adsorbed layer, 𝐴\  is the area in the 𝑖th adsorbed layer, and 𝑑 is the 
surface fractal dimension (2 < 𝑑 < 3). For values nearer 2 the surface is interpreted as being 
smoother, and in essence a 2-dimensional object; for values nearer 3 this representatives a rough 
surface which occupies 3-dimensional space. Fractal theory, proposed by Mandelbrot (1982), has 
allowed easier quantification of  complex self-similar geometry which Euclid geometry struggled to 
characterise. – Fractal theory is additionally unique in its applicability to more than one material 
(Song et al., 2004). This effect can be incorporated into the standard BET model such that a fractal 
version thereof is obtained. BET fractal equation has one dimension and is calculated over the 
pressure range 0.035-0.5 !

!"
 and is most frequently used for analysis in the multi-layer region (Vajda 

and Felinger, 2014). It is given by (Mahnke and Mögel, 2003): 
 
 𝑉�MO = 𝑉b ×

𝐶𝑥
1 + 𝑥(𝐶 − 1)

× (1 − 𝑥)tLf (8. 2) 

 
where 𝑉 is the amount adsorbed, 𝑉b  is the monolayer capacity, 𝐶 is the BET constant, and 𝑥 is the 
relative pressure. The effect of the fractal roughness, as described by (8. 2) is to lead to a decline in 
the amount adsorbed in each successive layer of adsorbate. The FHH can also be used for fractal 
dimensions and gives 𝐷Y and 𝐷Z (Pfeifer et al., 1989; Pfeifer and Liu, 1997); which are indexes of 
surface roughness and structural irregularity of solid materials, respectively (P. Zhang et al., 2018). 
 
 

𝑉��� = 𝑉b × 𝑒� × o𝑙𝑛
1
𝑥
p
tLf

 
(8. 3) 

 
𝐷 is the fractal dimension and 𝐷Y or 𝐷Z are calculated at the relative pressure range 0.25-0.5 !

!"
 and 

0.5-1.0 !
!"

 (P. Zhang et al., 2018), respectively. 𝑉���, the quantity adsorbed at the given relative 

pressure; 𝑉b, the volume of the monolayer derived from the BET equation and 𝑒� , a constant.  
 
Fractal dimensions are defined between the values of 2 < 𝑑 < 3. 2 defines a material that has a low 
amount of surface roughness and a regular structure (Vajda and Felinger, 2014), 3 defines a material 
with a high amount of surface roughness and an irregular structure. 
 
Fractal dimensions derived from gas adsorption isotherm results define and quantify the internal 
surfaces porous media (Watt-Smith et al., 2005), specifically surface roughness and pore network 
complexity. More recently simulations have identified that the degree of surface roughness strongly 
influences the rate of mass transfer and diffusion (Watt-Smith et al., 2005), this has consequently 
driven research in the area to quantitatively characterise these fractal properties (Song et al., 2004; 
P. Zhang et al., 2018).  
 
The investigation into microporous structures are necessary for the comprehensive characterisation 
of shale gas reservoirs (P. Zhang et al., 2018). The main direction of this investigation has been into 
qualitative identification of shale pore types (organic matter pores, intra-particle pores, inter-
particle pores and micro-fractures). It has been determined that micro-pore properties are 
predominantly affected by 𝐷Y and not 𝐷Z because it is known from PSDs that micro-pores seem to 
be unaffected by grain size variation (Y. Chen et al., 2015), by extension they will not strongly be 
affected by network complexity. This is also the case for surface area properties which are 
predominantly affected by the surface roughness factor. This is identified by the positive correlation 
between 𝐷Y and these properties. Zhang et al., (2018) have deployed fractal geometry theory to 
analyse the complexity and heterogeneity of porous media where imaging and fluid intrusion 
techniques cannot do this alone. Another study by Zhang et al., (2018) assessed the impact on 
particle size with fractal dimensions derived from nitrogen gas adsorption. They found that with 
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decreasing particle size 𝐷Y increased and 𝐷Z decreased – the physical implications of this are that 
there are more surface area irregularities but less complexity within the pore network. The physical 
properties of the samples were altered as follows; specific surface area decreased with decreasing 
particle size whilst the average pore diameter and total pore volume increased. 
 
2.6.2. Homotattic Patch (BET, nBET and FHH) 
Rocks are complex mixtures of different minerals which all have very different material properties, 
including, and crucially, adsorption capacities. Adsorption capacities describe the capacity a material 
has, and is able to have, an adsorbate adsorb on it. This is a property which is complex and 
dependent upon both physical and chemical properties. If a material has a considerably rough 
surface compared to a material with a smooth surface, the additional space the rough surface 
occupies in three-dimensional space will provide more surface area for the adsorbate to adsorb 
upon. However, the actual adsorption critically relies on the chemical property of the material such 
that they are suitably attractive to the adsorbent, e.g. the same 1cm2 area of quartz and organic 
matter would not adsorb the same quantity since the surface chemistry of organic matter makes it 
much more attractive to the adsorbent in comparison to the inert surface of quartz. 
 
To overcome the complex surface chemical heterogeneity of shale samples the homotattic patch 
model was introduced (Walker and Zettlemoyer, 1948). This model considers the surface of the 
adsorbent to consist of a patchwork of different types of site (Figure 13), perhaps corresponding to 
different mineral grains, each with their own characteristic adsorption behaviour. 
 

 
Figure 13: heterogeneous shale surface showing organic and inorganic minerals. Inorganic minerals are represented by 

two forms but many more would be present in nature. 
 
The model assumes that each of these patches is large, such that edge effects, where they 
neighbour other patches, are negligible (Watt-Smith et al., 2005). The resulting overall adsorption is 
thus a composite of the behaviour of the set of patches, such that: 
 

 𝑉 = 𝑉b(𝑝Y𝐼Y + 𝑝Z𝐼Z + ⋯+ 𝑝\𝐼\ + ⋯) (8. 4) 
 
where 𝐼\  is the isotherm equation describing adsorption on the 𝑖th patch, and 𝑝\ is the fraction of the 
surface occupied by patches of type 𝐼\, such that the various 𝑝\-values obey: 
 

 𝑝Y + 𝑝Z +⋯+ 𝑝\ +⋯ = 1 (8. 5) 
 
The homotattic patch is based on the understanding that different materials will have different 
sorption behaviours based on their surface chemistry (Rigby et al., 2008). Shales have a very 
heterogeneous surface formed of organic and inorganic minerals. In this work, the homotattic patch 
theory will be used to separate the contributions to adsorption from each of the organic and 
inorganic matter phases in the shale. The homotattic patch models used represented adsorption on 
the inorganic phase using the fractal BET equation, or the BET equation with a finite number of 
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adsorbed layers (𝑛) in the multilayer, while the organic phase was represented by an empirical fit to 
an experimental isotherm for a pure kerogen sample. 
 
2.7. Technique Development Thus Far 
Much of the experimental work has been guided and developed from work existing in literature, this 
was done such that experimental results with conventional techniques would be comparable to pre-
existing results. Additionally, samples were prepared in-line with the preparation methods of others 
so that should any physical changes be taking place, they take place similarly to others samples. 
 
Shales are universally prepared for gas adsorption analysis by degassing at a temperature of about 
110°C for a time period of 12-14 hours (Chen et al., 2014; Holmes et al., 2017; Zhang et al., 2018). 
The current standard is established by achieving the following; samples do not lose any additional 
wet weight and the temperature is not increased such that any morphological changes will occur to 
the minerals. Investigations with TGA determined that that degassing to 110°C was sufficient to 
remove pore water, and studies which degassed samples for different periods of time at 110°C 
showed that for an increased time period no additional changes were introduced to the sample. To 
remain in line with literature (Chen et al., 2014; Holmes et al., 2017; Zhang et al., 2018) sample 
preparation was carried out at 110°C for 16 hours (16 hours was selected by default to fit around lab 
access hours). Degas parameters were maintained for all samples despite any physical changes such 
as grain size (P. Zhang et al., 2018), thermal maturity and type of adsorbate (Chen et al., 2014), these 
may affect the degas process since a larger grain size will possess longer pore networks which are 
likely to have imbibed a greater volume of pore fluid that could be more timely to remove. 
 
Determination of total organic carbon (TOC%) content is a multi-faceted problem, it is widely 
accepted that a large portion of pores within shale samples are associated to TOC% (Wang et al., 
2016; P. Zhang et al., 2018). However, TOC% can be of several types; Types I, II and III (Zhang et al., 
2012), and even within these classes can be of variable maturity levels (Zhang et al., 2012; Chen et 
al., 2014). Organic matter types are designated by the origin of the carbon; Type I organic matter is 
derived from mainly algal and amorphous origins, Type II are derived from mixed terrestrial and 
marine source material, and Type III is derived from woody terrestrial material. These different 
organic matter types have different sorption capacities. Type III has the greatest sorption capacity, 
while Type II falls in the middle, with Type I having the lowest sorption capacity (Zhang et al., 2012). 
Implications of this finding are most relevant to the shale-gas storage industry where a Type III 
organic matter would be able to store the largest volume of CO2. 
 
The implications of thermal maturity within shales has been crudely summarised as ‘more mature 
equals more pore space’. However Chen et al., (2014) have considered in more detail the link 
between the thermal decomposition process and the consequent impact on pores within shale. A 
decrease in meso-pore volume is observed when there has been a transition from immature to early 
mature TOC% wherein physical compaction and preferential crushing of meso-pores occurs due to 
the overburden pressure. The meso-pore volume increases moving into the early oil window (where 
organic matter has just started to crack, beginning around 60°C) where generation of new pores 
occurs as a result of thermal degradation. Meso-pore volume decreases, as shales approach the late 
mature stage, due to blocking and filling of pore bodies and throats by bitumen restricting flow. 
Once higher thermal maturities have been reached the meso-pore volume increases again when 
hydrocarbons are produced as a result of cracking the bitumen and oil. 
 
Although most work is focussed on the effect of organic matter on the pore network, the inorganic 
mineralogy of the shale cannot be overlooked since its composition will also influence the pore 
structure (Wang et al., 2016; P. Zhang et al., 2018). Specific minerals which have been observed to 
impact the pore volume and surface area are clay, quartz, carbonates and feldspar. Results of 
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mineralogical investigations have found that micro- and meso-pore volumes increase with clay 
content (Chen et al., 2014; Wang et al., 2016), decrease with increasing feldspar content and show 
no clear relationship with quartz and carbonates (Chen et al., 2014). Specific implications of 
mineralogy and organic matter are to do with the location of the organic matter within the inorganic 
mineral matrix (Wang et al., 2016; Afsharpoor and Javadpour, 2018). Wang et al., (2016) found that 
the most commonly developed pores were micro- and meso-pores within organic matter and inter-
particle pores between, and/or within, clay minerals. Additionally to this, micro-fractures, which 
provide gas transport channels within shales, commonly occur at the mineral interface between 
organic matter and clay minerals. 
 
The internal physical structures of pore systems in shales are also a consequence of depth and burial 
history, independent of organic matter and mineralogy. When rocks are formed they undergo a 
burial process which primarily determines the overburden pressure (Smith, 1971). Investigations 
looking specifically into shale compaction have identified that due to the very low permeability of 
these rocks the loss of water due to the accumulated overburden, can lag behind what is expected 
over a coarser grained rock (Smith, 1971). As samples are buried and compacted the porosity 
decreases to a minimum, determined by the differential vertical stress (overburden) and the pore-
water pressure. The vertical stress acts externally on the pore walls whilst the pore-water pressure 
acts internally to support them (Smith, 1971). Pore-water pressure can become over-pressured in 
comparison to the surrounding sediments, this has implications for the rock properties are that 
porosity and inter-connectivity of pores is significantly affected (Katsube and Williamson, 1994). It 
has been observed that larger porosities and pore sizes exist at shallower depths and the effective 
porosity then decreases with burial depth where sediments have been under more pressure. 
 
As a result of the above, the decompression of samples when brought to the surface must be 
considered, one must question whether micro-fractures are an artefact of decompression or a “real” 
structure which exists at depth (Ougier-Simonin et al., 2016). This question is of great significance 
since micro-fractures are included in many models and during experiments. Micro-fractures have 
been shown to be a controlling factor in gas transport through shales and greatly influence the 
mechanical properties of the shale. Factors which can cause this decompression micro-fracturing are 
primarily due to gaseous expulsion of pore fluids (Ougier-Simonin et al., 2016). 
 
A lot of work has been carried out investigating the grain size dependence on isotherm results. Work 
by Chen et al., (2014) and Zhang et al., (2018) have identified that with a decreasing grain size the 
adsorbed volume increased. Changes were specifically identified where there was enhanced 
accessibility to meso-pores (L. Chen et al., 2015; Y. Chen et al., 2015) and there was a more variable 
result with micro-pores. It is supposed that the crushing the shale into smaller fractions results in 
more positioned nearer the surface of grains increasing the number of accessible pore networks. 
 
By analysing the changes in nitrogen gas adsorption isotherms it is possible to see that hysteresis 
loops decrease in size with decreasing particle size as a result of the lattice size effect (Seaton, 1991; 
P. Zhang et al., 2018). Since the shape of the isotherm remains consistent it shows that the grain size 
variation does not alter pore shape or the resulting adsorption mechanism – additionally supported 
by pore size distributions which produce the same modality but with a variable quantity (P. Zhang et 
al., 2018). Comisky et al., (2011) have carried out analysis with mercury intrusion porosimetry to 
determine what the optimal sample size is for the determination of porosity. 
 
Fractal analysis carried out by Zhang et al., (2018) shows that 𝐷Y increases with decreasing particle 
size and 𝐷Z decreases with decreasing particle size. Larger particle sizes have more total pore 
volume as a result of the presence of a greater number of macro-pores, consequently the volume to 
surface area ratio is greater than for a smaller particle size. This is demonstrated with a larger 𝐷Z and 
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a smaller 𝐷Y indicating more network complexity and surface roughness, the opposite is true for 
smaller particle sizes. The correlation between 𝐷Y and surface area suggests that these samples 
would provide more adsorption sites (Wang et al., 2016) and are likely to have higher adsorption 
capacities compared to samples with lower 𝐷Y values. Additionally, increasing 𝐷Y values are 
correlated to increasing TOC% values (Yang et al., 2014; Wang et al., 2015; Ji et al., 2016) which 
further supports the widely accepted view that surface area and sorption are strongly related to the 
TOC%. The effect of 𝐷Z on sorption capacity has been seen to be negligible (Wang et al., 2016), and 
there also appears to be no relationship with clay content (Yang et al., 2014). 𝐷Z however has a 
strongly negative correlation with the average pore diameter (Ji et al., 2016) i.e. as the average pore 
diameter decreases the complexity of the pore network increase. 
 
By combining different techniques it enables you to probe different scale levels and characterise 
pore systems over a wider range of scales (Anovitz and Cole, 2015). Abell et al., (1999) combined 
mercury intrusion porosimetry (MIP) with scanning electron microscopy (SEM) to image a more 
complete picture of the pore systems. The SEM was carried out under pressured conditions so that 
mercury did not extrude before imaging. Rigby et al., (2003) combined nitrogen gas adsorption with 
MIP and repeated nitrogen gas adsorption in order to calculate the volume of mercury trapped in 
the sample by calculating the differences in nitrogen gas adsorption results. Watt-Smith et al., (2005) 
combined gas adsorption, SAXS and MIP in an attempt to deconvolve surface patches of samples. 
 
2.8. Sample Geological History 
The shale samples used in this thesis are the Marcellus shale (Preston County, WV), Utica shale 
(Portage County, OH) and Bowland shale. The geologic history of each sample is included below, but 
a summary is given here. 
 
The Marcellus is found in Pennsylvania east of West Virginia, and parts of New York, Ohio and 
Maryland and spans an area of 240,000km2 (Popova, 2017). It is Middle Devonian in age with total 
organic carbon (TOC) content in the range of 1-20% (Popova, 2017) and falls in the dry gas range for 
thermal maturity (Kargbo et al., 2010). The dominant mineralogy of the Marcellus can be described 
as carbonaceous silty, black shale that encloses scattered pyrite, carbonate concretions, and 
contains scarce fossils. 
 
The Utica shale underlies the Marcellus shale spanning 440,300km2 across New York, Pennsylvania, 
Ohio and West Virginia; as well as this it extends under adjacent parts of Ontario and Quebec in 
Canada and Kentucky, Maryland, Tennessee and Virginia. Underlying the Marcellus the Utica is older 
in age and dated to be Upper Ordovician in age, despite this it is a slightly less mature reservoir 
falling in the lower middle part of oil window into the dry gas window. Where the reservoir underlies 
the Marcellus it is part of the dry gas window, but in other areas (not underlying the Marcellus) the 
Utica has not reached burial depths sufficient for thermal maturation into the dry gas window. The 
average organic content for the Utica is approximately 3.5% (Patchen and Carter, 2015) and the 
mineralogy has been summarised as being calcite rich which lower percentages of clay, quartz and 
feldspar than the surrounding rock. 
 
The Bowland shale, often referred to as the Bowland-Hodder shale runs across the central part of 
the UK (Kaufman, 1993; Andrews, 2013). It was deposited in a series of tectonically active basins 
(Kaufman, 1993; Andrews, 2013) during the Carboniferous period (Andrews, 2013). The formation 
can be broken into four section called the Upper Bowland-Hodder Shale Gas Unit, Upper Bowland-
Hodder Shale Oil Unit, Lower Bowland-Hodder Shale Gas Unit and the Lower Bowland-Hodder Shale 
Oil Unit (in order of increasing depth) (Kaufman, 1993). Individual units are not laterally continuous 
across the entire central UK, but are cumulatively continuous. Upper shale units are 900m thick and 
are comprised of Type II organic matter, lower shale units are up to 3000m thick and are comprised 
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of Type II and Type III organic matter (Kaufman, 1993). The overall organic content for the Bowland-
Hodder shale is in the range of 1-3%, however in places can reach as much as 8% (Andrews, 2013). 
The formation is comprised of the Bowland Shale and Hodder Mudstone (Kaufman, 1993), and then 
transitions laterally into shallow-water shelf limestones and deltaic sandstones (Andrews, 2013). 
 
2.8.1. Marcellus 
The Marcellus is part of the Appalachian Basin (Popova, 2017) and belongs to a group of black, 
organic-rich shales that are deposited in the foreland basin roughly parallel to the structural front of 
the Appalachian Mountains. Stratigraphically the Marcellus shale represents the lowest unit of the 
Hamilton Group in the Devonian age and is divided into sub-units which are dominated by black 
shale but also contain lighter shales and are interbedded with limestone – the lithological 
heterogeneity within the Marcellus is as a result of depositional and diagenetic processes (Ver 
Straeten et al., 1994; Popova, 2017). The Middle Devonian Marcellus formation was deposited in a 
thickening wedge of shallow marine claystone and limestone (exposed as a result of NE-trending 
faults) (Harper, 1999). 
 
By paleogeographic reconstruction it is believed that the organic-rich deposition of the Marcellus 
occurred in a large, nearly enclosed embayment. The implications of this geometry restricted marine 
circulation within the basin (Ver Straeten et al., 1994; Popova, 2017) which leads to a more anoxic 
environment facilitating better organic matter preservation (Laughrey, Billman and Canich, 2004; 
Engelder and Lash, 2008). 
 
The thermal maturity of the Marcellus increases in the SE direction, and the formation overall falls 
within the dry gas window (Kargbo, Wilhelm and Campbell, 2010; Popova, 2017). Within the 
Marcellus formation the natural gas occurs in three different ways. Within the pore spaces of the 
shale, the vertical fractures of the shale formed by different stress and strain regimes over time, and 
by adsorption on mineral grains and organic matter. Most of the recoverable gas is contained within 
the pore spaces of the shale (Milliken et al., 2013). 
 
2.8.2. Utica 
The Utica and Point Pleasant Formations are a major shale gas play in the Appalachian Basin 
(Brinkley, 2016). The Utica Formation consists of dark grey to brown calcareous shale often 
laminated and bioturbated, with an organic content of approximately 3.5% (Smith, 2013). The 
samples from the Utica shale are calcite rich which lower percentages of clay, quartz and feldspar 
than the surrounding rock. Below the Utica Shale to the lower part there is a general upwards 
decreasing calcite content and an increasing clay content, this is then inversed for the middle 
portion of the unit (Wickstrom, 2013; Patchen and Carter, 2015). Then once again inversed (to the 
initial trend) for the upper part of unit into the overlying units (Lavoie et al., 2014).  
 
This transition from carbonates into clay rich sediments occurs alongside a cyclic series of authigenic 
and bioclastic calcite grains identified as being part of a storm-dominated area. At this transition 
point the storm-dominated region is identified to be part of an epicontental sea where there is little 
sediment input (clay) which results in the sediment forming processes being authigenic carbonate 
cements (Patchen and Carter, 2015). 
 
The Utica shale is a black, calcerous, organic-rich shale. Similarly, to most shale reservoir formations 
the organic content of the unit is highly variable both laterally and vertically as a result of its 
diachronous nature (Wickstrom, 2013; Chen et al., 2014). It is believed that several factors could 
have contributed to this variability; where the region is believed to have been subject to seasonal 
anoxia as a result of algal blooms (Patchen and Carter, 2015) and as a result of the deepening 
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foreland basin causing the area to be overwhelmed and the carbonate environments drowned 
(Wickstrom, 2013). 
 
Although the transformation ratio of kerogen has been calculated to indicate the thermal maturity 
(oil window into the dry gas window) of the area, it cannot be relied upon since the the 𝑇b?� derived 
from rock pyrolysis contains little information on the maturity level (Chen et al., 2014). Vitrinite 
reflectance is the measure commonly used to indicate thermal maturity however the Utica is made 
up of Type III organic matter which pre-date vitrinite. 
 
2.8.3. Bowland 
The Bowland Shale was deposited during the Carboniferous (Visean to Bashkirian) time period, and 
makes up a part of the Craven Group, it overlies the Pendeleside Formation and is overlain by the 
Millstone Grit. Data on the Bowland Shale is known from a combination of outcrop data and 
subsurface borehole data across the north of England, Isle of Man, parts of North Wales and the 
Midlands.  
 
During the Asbian period of the Carboniferous palaeomagnetic evidence suggests Britain was 
located at near-equatorial latitudes (Słowakiewicz et al., 2015). At this time there was likely to have 
been glacial eustasy with fluctuating sea levels (Gross et al., 2015) likely to have had a significant 
impact on sediment deposition. Deposition of shales and marine shales occurred from hemipelagic 
flows (Hough et al., 2014; Gross et al., 2015) moving laterally into basins and moving across the 
platform carbonates of the East Midlands and Derbyshire high. These platforms and basins were 
formed by a period of north-south regional extension in the early Carboniferous providing the 
beginnings of the shelf-type structural geology of the region. The area continued to be tectonically 
active over the period (Visean to Namurian) in which these shales were deposited, towards the late 
Carboniferous there was the start of a compressive regime which will have provided the necessary 
depth needed for the transformation of organic matter (Słowakiewicz et al., 2015). 
 
Despite the tectonically active basins shales are laterally continuous across the basins and platforms, 
as opposed to enclosed within basins and lacking on the platforms. The result however is shale 
deposits in the basins are significantly thicker and richer in organic material because of the presence 
of a stratified water column, and also means these marine shales have a higher total organic carbon 
content than the non-marine shales. The total organic carbon content ranges from 0.37-2.45%, and 
is predominantly made up of Type III organic matter (humic), with some input from Type II organic 
matter (planktonic) (Słowakiewicz et al., 2015). This organic matter make-up is likely due to the 
transport of terrestrial material in a hemipelagic flow into the basins and across the carbonate 
platforms, where planktonic organic matter is seen this is as a result of organic matter in the water 
column of the basinal deposits. In other areas of the Craven Group the Bowland Shale only contains 
Type III and Type IV (inert/residual organic matter which will not produce hydrocarbons) organic 
matter with no evidence of Type II organic matter which have been observed in other areas of the 
Bowland (Hough et al., 2014). It is likely that of the samples analysed there were none which 
represented a period where a stratified water column was able to develop as a result of the detrital 
carbonate supply being cut-off. Since this has not been cut-off it can be assumed that in samples 
with no evidence of Type II organic matter they are taken from one of the carbonate platform where 
the overlying mudrocks are thinner and less rich in organic matter (Hough et al., 2014). 
 
Due to the sea level fluctuations the sedimentary successions have developed in a cyclical fashion 
with non-marine and marine shales. Marine shales make up the minor bands in the sequence and 
are associated with maximum flooding surfaces and the maximum rate of sea level rise (Hough et al., 
2014; Gross et al., 2015). The sea level fluctuations have been attributed to repeated glaciation and 
melting in the southern hemisphere (Hough et al., 2014).  
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As a result the Bowland Shale is comprised of a series of non-marine and marine shales occurring 
cyclically throughout deposition. There is significant interest in this cyclicity and the consequential 
variations in total organic carbon throughout the cycle because of where certain areas may be of a 
greater or lesser prospect for oil or gas production. Research suggests that the Bowland Shale may 
have not reached the required depths and temperatures to move from the oil to the gas window 
(Hough et al., 2014). 
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3. Aims and Objectives 
The principal aim of this thesis is to develop a set of novel characterisation techniques which 
are able to measure a greater range of pore sizes than is possible with current techniques 
where only a few orders of magnitude can be measured by one technique. There are several 
reasons why this is both inefficient and problematic for research and industry. Firstly, the 
need to utilise several techniques for one sample characterisation is costly in terms of time 
and money – secondly, each experimental technique is susceptible to their own physical 
limits and contain a series of independent artefacts which require post analysis corrections. 
As a result each set of data needs independent analysis and therefore it cannot be 
guaranteed that the corrections made will produce a synchronous description of the pores 
and pore system within a sample. An example is the combined use of gas adsorption and 
mercury intrusion porosimetry which are often used to measure the smaller pores and then 
larger pores, however the pore property measured by each method is different (gas 
adsorption measures the pore body and mercury intrusion porosimetry measures the pore 
throat) and so the combination of these results does not result in a synchronous set of data. 
The ultimate aim is to therefore achieve pore characterisation more simply (with fewer 
individual experiments) over a wider range of pore sizes which produce a synchronous set of 
data, or to reveal additional characteristics previously missed by standard techniques.    
 
This principal aim can be subdivided into three separate aims each with their own set of 
objectives needed to achieve these aims. The following lists and explains each aim in more 
detail and expands on the individual objectives required to meet these aims and why they 
are necessary.  
 
3.1. First Aim 
The first aim of the project is to characterise the samples with a set of basic characterisation 
techniques in-line with current literature and industry standards to understand the samples 
at the currently accepted and industrially used level of detail. It is essential to do this at the 
outset so that any results derived by novel techniques can be compared to results from 
standard techniques. Without this initial basic characteristic it is not possible to confidently 
conclude whether the novel techniques were successful or not in measuring a wider pore 
range or revealing any other characteristic properties not seen by standard characteristic 
methods. The initial basic characterisation carried out are detailed below explaining their 
significance and the specific pore characteristic they are used to measure. 
 
The main physical characteristics that need to be measured to characterise pore systems are 
the pore size distribution, pore surface area, pore volume and the network connectivity. 
Additionally it is important to consider the degree of complexity, or the pore hierarchy in 
the pore system since this will strongly control the ability of fluids to flow through the 
reservoir. Gas adsorption and mercury porosimetry are fluid intrusion techniques which are 
the most common methods used to measure these properties. Since both use fluid intrusion 
they are only capable of measuring the open pore space within a sample, resulting in a large 
portion of the pore volume in the sample unmeasured as it is closed and inaccessible to 
probe fluids. A further technique used to measure this closed pore space is small-angle x-ray 
scattering (SAXS), however in use with shales there are often issues reducing the signal to 
noise ratio enough such that results of value can be obtained. The other main physical 
property to characterise is the ratio of organic to inorganic minerals within the sample – and 
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more specifically what the component parts of the inorganic fraction are. The techniques 
utilised to obtain the ratio of organic and inorganic components are thermogravimetric 
analysis and RockEval which are both pyrolysis techniques that burn off components of the 
sample at a designated temperature ramping rate. Therogravimetric analysis measures the 
weight lost at certain temperatures, whereas RockEval is used specifically for measuring 
organic matter properties such as the quantity, quality and type of organic matter. To 
characterise the components of the inorganic fraction x-ray diffraction can be used and the 
diffractogram peaks matched to those of known minerals, due to the complexity of shales 
and the number of complex minerals they contain this method can be weak when minerals 
such as quartz and calcite dominate the vertical scale. An additional method to resolve the 
inorganic components is scanning electron microscopy equipped with mineral liberation 
analysis to pick individual mineral grains and match the energy dispersive x-rays to those of 
known minerals. 
 
3.2. Second Aim 
The second aim is to introduce a more rigorous approach to the numerical analysis and 
modelling carried out in literature. Current practice is most often to use excel, sometimes 
utilising the solver function. However, the analysis is generally prone to some level of 
subjective discretion with regards to selecting the pressure range or the key parameters 
needed. Although often unintentional, when analysing data like this subconscious bias can 
often lead to data being handled in a way to produce the best results despite not covering 
enough data points, or by making non-physical assumptions. 
 
The first objective therefore is to develop a method to determine the fractal dimensions of 
gas adsorption data which reduces the extent to which the researcher makes any decisions 
pertaining key parameters i.e. pressure ranges. This will be conducted using R. where a 
series of steps must be completed, e.g. contain at least two-thirds the data points, and 
produce physically reasonable results. By doing this it allows a critical review between other 
numerical models and enables an assessment to take place where applications in their 
former may have fallen short. It is possible to also see if despite the greater objectivity in 
analysis if the correlation between fractal behaviours and other physical properties remains 
consistent. By using R. it has been identified as a novel innovation on an existing technique 
making it more rigorous and less prone to unconscious bias. The second objective is to build 
on this numerical analysis technique and address a modelling component in R. to produce a 
homotattic patch that enables the separation of organic and inorganic components in terms 
of their contribution to the overall sample properties. This information is valuable to further 
determining the economic value of a reservoir for production or storage since adsorbates 
will preferentially adsorb on some adsorbent surfaces and not others. 
 
3.3. Third Aim 
The last aim of the project is to transition this knowledge into the novel development of 
experimental techniques which will probe the physical properties of the samples. To 
measure more orders of magnitude in one technique than was previously possible it is 
necessary to enhance certain experimental methods, and also combine methods to enhance 
the resolution of imaged pores by introducing contrast fluids. It has been identified that it is 
necessary to quantify the network connectivity more precisely than has previously been 
achieved since this will control the flow of fluids during production and/or storage. 
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Additionally attempts will be made to assess the impact of formation mineralogy on 
production techniques using acidic fracking fluids. 
 
The novel techniques attempted, and the use for which they were developed follow below. 
Mercury intrusion porosimetry is only capable of measuring the pore throat of a pore and so 
additional experiments need to be carried out after this to “de-shield” the pore bodies. The 
nature of mercury intrusion porosimetry is such that if the pore throat is significantly 
smaller than the pore body mercury will be trapped in the body after completion of the 
experiment. At this point differential scanning calorimetry and computed x-ray tomography 
can be utilised to measure and visualise (respectively) the pore bodies containing trapped 
mercury. The limiting factor for nitrogen gas adsorption is that it does not condense in 
larger pore bodies so systematically underestimates the pore size distribution where there 
may be some much larger pores. Forcing condensation in this method and analysing the 
desorption it is possible to reveal larger pore bodies and additional levels of hysteresis. 
Other techniques developed relate more specifically to industry and assess the 
production/storage potential of shales; heat of adsorption, rate of adsorption and sample 
acidisation. 
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4. Methodology 
4.1. Gas Sorption 
4.1.1. Sample Preparation 
Samples were provided by Virginia Polytechnic University, drilled in conjunction with the United 
States Department of Energy (USDOE) - samples were sent as two-thirds cores, in 6 inch (average) 
height sections. More detailed sample information is provided in 2.8. Sample Geological History. The 
majority of the experimental techniques used required samples in powder form, although some 
were able to take larger pieces of sample and for these 3-5mm “chips” of sample were used. To 
prepare powdered and chipped sample from core they were initially broken down using a sledge 
hammer and chisel to remove smaller pieces. After this samples were pulverised using a Humboldt 
pulveriser with grinding rings, in order to maintain control over the particle size produced pulverising 
only occurred for 1-3 seconds at a time to retain enough coarser material. Between each round of 
pulverising the material was manually sieved in pans of varying size (Table 1) to remove the fine 
grained powder from the bulk material, included is also the average grain size based on work by EL-
Sayed and Mostafa (2014) where histograms show no skewed particle size distribution. This process 
was repeated until there was only a small amount of coarse material remaining and then the sieves 
were placed in the mechanical sieve shaker to separate out each particle fraction. 
 

Sieve Size (µm) Average Grain Size (µm) 
<75 - 
75-106 90.5 
106-150 128 
150-212 181 
212-425 318.5 
425-600 205 
>600 - 

Table 1: lists the grain sizes that samples were sieved to in the sample preparation procedure, and the average grain size for 
used for each grain size in some of the experimental analysis. 
 
Before gas adsorption experiments were conducted samples were degassed using a Micromeritcs 
VacPrep at 110°C for 16 hours to remove any pore water or other gases trapped within the pores. 
These degas parameters were guided by literature (Chen et al., 2014; Holmes et al., 2017; Zhang et 
al., 2018) and preliminary investigations into the nature of the samples where it was noted that 
above 110°C some significant changes may occur to the sample; such as morphological changes in 
the clay mineral, degradation of more volatile minerals which are broken down at higher 
temperatures and the over-drying of the sample such that it becomes more brittle than it would 
naturally be. However, the degas temperature still needed to exceed 100°C to remove water from 
the samples. Additionally the time under vacuum and temperature was evaluated in order to 
maximise the degassing process whilst not changing the structure of the sample. Using a degasser in-
situ it was possible to identify that after 4 hours the weight of the samples had stabilised, but to 
remain in line with literature (Chen et al., 2014; Holmes et al., 2017; Zhang et al., 2018), and make 
results comparable to those reported by others in literature, then a thermal pre-treatment time of 
16 hours was selected. During the investigation of sample degas preparation it was seen that 
between the period from 4-16 hours there was no additional change in sample mass, however 16 
hours was used for consistency. 
 
4.1.2. Micromeritics 3Flex 
Nitrogen (N2) and carbon dioxide (CO2) gas sorption was carried out using a Micromeritcs 3Flex 
(volumetric gas adsorption) to determine the surface area, pore space and pore size distribution for 
large micro-pores (<2nm), meso-pores (2-50nm) and small macro-pores (>50nm). Nitrogen gas 
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adsorption was carried out over the relative pressure range of 0-0.995 !
!"

 at 77 K, and carbon dioxide 

was carried out over the relative pressure range 0.-0.035 !
!"

 at 273.15K. Since carbon dioxide 

sorption was carried out at a lower relative pressure range, this enables a more detailed probing of 
the micro-pore region of the sample. 
 
For the adsorption branch of the isotherm, dosing of the adsorbate occurs in prescribed pressure 
increments up to 0.995 !

!"
 with a defined tolerance for each step i.e. 3% above or below the 

prescribed pressure point. The quantity adsorbed for this step is recorded as cm3/g and makes up 
the y-axis of the isotherm plot. The desorption branch of the isotherm is measured in a similar way 
with prescribed pressure steps moving back towards 0 !

!"
 with a defined tolerance – commonly the 

pressure tolerance in the desorption pressure steps is broader than in the adsorption steps. The 
combination of the adsorption and desorption branches make up the sorption isotherm for the 
material which is then used for several analysis techniques e.g. Langmuir, BET, BJH, DFT and 
additional mathematical analysis such as fractal dimensions and FHH. 
 
The experimental procedure for gas adsorption on the Micromeritcs 3Flex is as follows; 

• The experimental setup for the sample (Figure 14) comprises a sample cell with a 
bulb at the end (to contain the sample) and a narrower neck, the neck of the sample 
tube is closed off with a filler rod, a sample tube cap, ferrule and nut which contains 
an O-ring to ensure a tight closure 
 

 
Figure 14: schematic of the sample tube setup for Micromeritics 3Flex gas sorption. A, the sample tube. B, the filler rod. C, 

the ferrule and nut. D, the isotherm jacket used for N2 analysis. 
 

• The empty cell is weighed (to 4 decimal places), and then re-weighed (to 4 decimal 
places) with the fresh sample i.e. wet sample. Where enough material was available 
the target weight was approximately 2g to ensure that the minimum BET surface 
area was met for analysis; this is 20m2 total area i.e. 0.1g of sample is required if the 
sample area is around 200m2/g. 

• The sample is then degassed in a Micromeritcs VacPrep under vacuum for 16 hours 
at 110°C in order to remove the moisture in the sample. The length of time is 
determined based on previous experiments with similar samples under gravimetric 
experiments where after 16 hours at 110°C the mass of the sample remained 
constant 

• Once the 16 hour treatment period has been completed the sample is cooled to 
room temperature and brought back to atmospheric pressure by backfilling with 
helium 
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• The sample and cell are re-weighed (to 4 decimals places) to establish the dry weight 
of the sample 

• Samples are then loaded into the Micromeritics 3Flex ports for analysis 
 
If N2 is being used as the analysis gas the experiment is carried out at 77K with the sample cells being 
lowered into a dewar filled with liquid nitrogen. In order to keep the temperature constant 
throughout the cell, an isothermal jacket is fitted around the neck of the sample cell. A 
thermocouple is used to monitor the temperature of the sample tube as liquid nitrogen will 
evaporate over the course of an experiment. If CO2 is being used as the analysis gas, the experiment 
was carried out at 273.15K and the isothermal jackets and thermocouple are not required. A sub-
ambient, thermoelectric cooled dewar is used to maintain the temperature. 
 
The Micromeritics 3Flex was the principle machine used for the majority of the experimental gas 
adsorption analysis. With this piece of equipment I investigated the relationship between sample 
depth and physical properties, how these properties are affected by changing grain size and also to 
establish the heat of adsorption for some samples.    
 
4.1.3. XEMIS 
The Hiden Isochema XEMIS is a gravimetric sorption analyser which is designed for use with a range 
of gases up to vapour pressures of 200 bar (our XEMIS is limited to 60 bar as the transducers are not 
installed to reach 200 bar), the high level of accuracy and microbalance technology enables high 
resolution measurements for exceptionally small quantities of material. For shales, this allows highly 
accurate measurements across a larger range of pore sizes with carbon dioxide since this equipment 
is able to reach (closer to) saturation pressure than the 3Flex, and also investigate the sorption 
kinetics and produce equilibrium isotherms. 
 
The XEMIS consists of a microbalance which has the counterweight and sample suspended from it 
within twin thermostats so that they are separate units i.e. the sorption of the sample is not 
impacted by anything that happens to the counterweight. As both the counterweight and sample 
are suspended from the microbalance by fine metal wires there is an element of buoyancy which 
needs to be accounted for by the symmetric geometry and design of the microbalance. The 
microbalance has been designed to minimise buoyancy effects and, thereby, maximise sensitivity; 
however, despite this, corrections must still be made in cases where uptake quantity is small such 
that buoyancy is not negligible. 
 
Samples do not undergo any pre-preparation as samples are degassed in-situ allowing for less 
sample handling throughout the experimental procedure compared to 3Flex. Samples are weighed 
in a small quartz crucible with a small loop on top, allowing the sample to be suspended on the 
microbalance, and an opening to the side just below the centre. This opening position allows the top 
of the sample to be covered such that the carbon dioxide dosing cannot directly reach the sample 
and potentially displace it from the crucible; as a result sample integrity (in terms of not being blown 
away when gas is dosed, or sucked into the rig when brought under vacuum) can be ensured 
throughout the experimental process.  
 
To perform a sample degas, a furnace is attached externally to the twin thermostats and held by 
arms which rotate out beneath the twin thermostats to hold the external heating systems. The 
degas procedure and equipment status are all controlled from the Isochema HIsorp software to the 
specific requirements of the experiment. In order to maintain consistency all samples were degassed 
at 110°C for 16 hours under vacuum. The benefits of this in-situ degas on a gravimetric sorption 
analyser are that the weight lost by the sample can be monitored in real time, and thus, if a sample 
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weight had not stabilised after 16 hours, then the degas procedure could be extended until this 
point had been reached. 
 
After the sample weight has stabilised, the analysis procedure can be written into the software. 
Depending on the analysis temperature, it may be necessary to change from the furnace to the 
water bath for the analysis, all experiments were carried out at 20°C. This temperature was selected 
as the analysis temperature, as it enabled the full pressure range of XEMIS to be utilised, whilst also 
maximising the relative pressure range ( !

!"
) possible for carbon dioxide (saturation pressure at 20°C 

is 57.29 bar) in order to achieve close to 0.995 !
!"

. 

 
For the experimental procedure for XEMIS, a pressure step and ramping rate is selected such that 
the rate of pressure increase can be accurately controlled. This level of control allows for 
adjustments to be made if the ramping rate for the pressure is too high, such that it creates 
buoyancy in the analysis material. Once the target pressure has been achieved, it will maintain this 
for a designated period of time, or until the sample mass stabilises depending on the experimental 
conditions. If the pressure does not stabilise over this period of time it is indicative of a leak within 
the system which means that the pressure level cannot be sustained by XEMIS. If the sample mass is 
showing oscillatory behaviour outside of reasonable fluctuations (±0.0010g) then it is possible this is 
a result of a “valve effect” where the apparent bouncing is as a result of the slow valve response 
(Brandani et al., 2016), if the weight continues to increase and does not plateau then the sample 
likely has a very slow rate of uptake, or a really high adsorptive capacity, however if the weight 
increases and then begins to decrease this likely shows a very weak adsorptive capacity and the 
sample is beginning to desorb during the time given to the pressure step. 
 
4.1.4. Autosorb iQ 
Autosorb iQ – Chemisorption (& Physisorption) Gas Sorption Analyser (iQ-C/MP/Kr/MS) from 
Quantachrome Instruments was coupled to an in-situ mass spectrometry and calorimetry system 
(Setaram SenSys EVO 3D TG-DSC). The coupling of these two instruments enables the kinetics of 
each adsorption point to be measured and the heatflow calculated for each dosing. iQ measures 
adsorption enthalpy by calorimetry at a constant temperature, where the isotere method uses 
isotherms measured at different temperatures and involves a large number of assumptions to be 
made. A crucial use for this is to further distinguish between two samples which may produce very 
similar isotherms separated by minutiae detail; when kinetics and heatflow are included it is possible 
to differentiate samples by their rate of uptake i.e. how quickly the sample adsorbs the analysis 
adsorbate. 
 
The Autosorb iQ is a volumetric sorption analyser like the Micromeritics 3Flex, but the additional 
kinetics information allows the instrument to provide much more detailed information about the 
analysis sample. It contains two analysis stations and a 𝑃W cell (to measure the adsorbate saturation 
pressure) connected to the manifold, and two additional stations which were used for sample 
degassing. Sample preparation was therefore carried out the same way as Micromeritics 3Flex 
where the samples are weighed before and after degassing to establish the dry weight of the 
sample. After this the sample is loaded into the analysis station using the same set-up described for 
Micromeritcs 3Flex of a ferrule and nut containing an O-ring. This station is connected to the 
manifold and the experimental procedure is set up in the computer software as with Micromeritics 
3Flex and XEMIS. 
 
The Autosorb iQ experimental setup commences with the defining of the dosing quantity across the 
required pressure range e.g. x amount of points between 0-0.1 !

!"
 dosing at 3 cm3/g. As a 

consequence, the time of the experiment is not well defined since the transition to the next step is 
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taken based on a tolerance criterion relating to a plateau/equilibrium being reached at the current 
dosing step. The sensitivity can be controlled such that the perceived plateau/equilibrium is 
accepted at a lower or higher tolerance. Difficulties associated with this experimental setup are that 
for comparison between some samples the same dosing quantity may or may not work if a sample 
has a particularly high or low uptake. 
 
In the experimental setup used, only one of the analysis stations connected to the manifold is 
available for analysis as the other is a reference cell. The Setaram SenSys EVO 3D TG-DSC is 
connected to the Autosorb iQ such that the TG-DSC is able to measure the heatflow at each pressure 
point. This allows for direct comparison between the kinetics data for each pressure point from 
Autosorb iQ and the heatflow of each pressure point from Setaram SenSys EVO.  
 
Kinetics data from Autosorb iQ was analysed using the linear driving force proposed by Glueckauf 
(1955), and used recently in this application by Sircar and Hufton (2000) which uses the equation 
below to derive the 𝑘-value (mass transfer, 𝑠LY, or the diffusion coefficient) for each adsorption 
point. 
 
 𝑀(𝑡) = 𝑀W(1 − 𝑒L�^) (9. 1) 

 
Where 𝑀(𝑡) is the changing mass of the sample with respect to time, 𝑀W the mass of the sample 
where it reaches a plateau and 𝑡 the time duration for that adsorption point. For the heat flow data 
the following equation is used to derive 𝜏 the thermokinetic parameter in 𝑠 (Auroux et al., 2009).  
 
 𝐷(𝑡) = 𝐷b𝑒

(L^�) (9. 2) 
 
Where 𝐷(𝑡) is the deviation of the heat flow with time, 𝐷b  the maximum deviation and 𝑡 the time 
duration for that adsorption point. 
 
Corrections were made to the data based on the adsorption of CO2 to the surface of the sample 
tube. An experiment was run using non-porous white quartz under the experimental conditions 
needed for the experiment, for every new experimental procedure an additional blank run was 
needed so that adsorption points correlated. 
 
For the isotherm corrections a best-fit polynomial was fit to the blank sample data associated to the 
sample, and this was used as a baseline to subtract from the sample data as shown in Figure 15. This 
procedure was carried out again for the desorption branch of the isotherm. 
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Figure 15: iQ isotherm data corrections where a polynomial fitted to the blank data is used to subtract from the sample 

points for the exact pressure that the points are taken from. 
 
The kinetics data did not require blank corrections due to the short time it takes for the chamber to 
equilibrate relative to the length of time that data is collected over. The result of this is that any 
adsorption on the analysis tube surface would not have been measured and included in the analysis. 
The mass transfer 𝑘 (Glueckauf, 1955; Sircar and Hufton, 2000), needed correction with Henry’s 
Lawto account for the variation in the mass transfer which is as a result of the dissolved gas phase 
with respect to the partial pressure. Henry’s constant (𝐻) is calculated by taking the differential of 
the trendline for the sorption isotherm to calculate 𝐻 at each pressure point.. Corrections were then 
made to 𝑘 by multiplying it by 𝐻 + 1 for the respective pressure point (+1 ensures that the value of 
𝑘 is maintained and then fractionally altered by 𝐻). 
 

 
Figure 16: mass transfer kinetics for a blank run, and sample data collected using the same experimental procedure. 
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4.1.5. Over Condensation 
Nitrogen gas adsorption overcondensation was carried out on samples of Marcellus, Utica and 
Bowland shale to probe the larger pore sizes and any additional levels of hysteresis. 
Overcondensation experiments were carried out on a Micromeritics ASAP 2020 physisorption 
analyser using a method similar to that described by Murray et al., (1999). In the overcondensation 
experiment, the first stage is to increase the pressure in the sample tube to higher than the 
saturation vapour pressure of nitrogen. This pressure increase should facilitate sufficient 
condensation such that even the biggest pores are filled with liquid nitrogen at the start of the 
overcondensation desorption isotherm, which will also involve some bulk condensation in the 
sample tube. This bulk condensation is what is avoided in the conventional experiment. The required 
period to reach this stage is dependent upon the sample size and the pore volume. While it does not 
matter if the volume of condensate is much higher than that needed for complete pore filling, the 
total duration of the experiment would be much longer in that case. Once complete pore-filling had 
been achieved, the pressure was lowered to just below the saturated vapour pressure of nitrogen 
such that the bulk condensate vaporized completely while keeping all the sample internal porosity 
liquid-filled. Once this stage has been accomplished, the first data point on the overcondensation 
desorption isotherm can be measured. This point corresponds to the total pore volume of the 
sample. The pressure is then progressively lowered in small steps, and the rest of the desorption 
isotherm was obtained in the usual way. 
 
4.2. Mercury Intrusion Porosimetry (MIP) 
4.2.1. MIP Sample Preparation 
Prior to mercury intrusion porosimetry experiments samples were oven dried overnight at 70-100°C 
depending on the requirements of the other oven users. Due to the high pressure nature of mercury 
intrusion porosimetry it was found that any differences in those temperatures were negligible when 
samples had undergone prior degas for gas adsorption experiments. 
 
4.2.2. Experimental Procedure 
After sample preparation the analysis material can be prepared for mercury intrusion porosimetry 
which is carried out on a Micromeritics AutoPore IV 9500. Mercury intrusion porosimetry consists of 
low- and high- pressure analysis at ambient temperature and constant volume. The AutoPore IV 
9500 consists of two analysis ports for low- and high- pressure, which take the sample from 
atmospheric pressure to under vacuum and then to 207MPa and 414MPa respectively. 
 
Samples are analysed in penetrometers based on the material type i.e. powder or chips, the 
penetrometers consist of a thinner stem where mercury enters the analysis system and a bulb which 
holds the sample (Figure 17). Penetrometer bulbs vary by material type, when chips are used the 
bulb contains no additional features so long as the chip size is larger than the throat size of the 
penetrometer stem (Figure 17A); for a powder the penetrometer stem extends into the bulb such 
that the analysis material cannot enter the stem (Figure 17B). Analysis material must be kept out of 
the penetrometer stem so that the movement of mercury into the bulb is not impeded, and so 
during extrusion analysis material is not pulled back into the porosimeter. Once the sample has been 
put in the penetrometers bulb and weighed it is sealed with high vacuum grease around the rim of 
the bulb and a cap is affixed with a locking ring so that the system is air tight and can be taken under 
vacuum. 
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Figure 17: cross section of a penetrometer for mercury intrusion where the bulk material penetrometer (A) has no additional 

features, and the powder penetrometer (B) has an extended neck to stop material entering the penetrometer stem. 
 
The AutoPore IV 9500 works similarly to 3Flex where a set of pressure targets are prescribed in the 
experimental setup along with a tolerance for each step. The quantity intruded is calculated based 
on the difference in volume between what is injected into the system and the space in the bulb this 
takes up, the difference between these values is the quantity of mercury intruded into the sample, 
e.g. if 5mL of mercury are pushed into the system but only 4mL occupy the bulb volume then the 
quantity intruded would be 1mL. When moving from low- to high- pressure analysis the whole 
system is weighed so that the intrusion curve can continue from the correct intruded quantity. 
 
After intrusion has completed and the maximum pressure is reached and the mercury is extruded 
when the system is taken back down to atmospheric pressure. Resultantly the extrusion curve does 
not return under vacuum where the intrusion started so there will always appear to be an 
incomplete curve, however this is the convention of mercury intrusion porosimetry. Analysis of data 
takes place in excel with a report file exported from the system software. 
 
4.3. Differential Scanning Calorimetry (DSC) 
4.3.1. DSC Sample Preparation 
As with other experimental work samples all underwent the crushing and sieving process prior to 
any other experiment specific preparation. For Hg-DSC chips of sample were used so the analysis 
material could be easily recovered from the mercury intrusion porosimetry work. To recover analysis 
material mercury is safely drained from the penetrometer in-line with safety standards and placed in 
a steel DSC pan (aluminium reacts with mercury) which is sealed with an O-ring to ensure that it is 
fixed in place. These pans are loaded into the DSC and the experimental procedure setup on the 
analysis software. 
 
4.3.2. Experimental Procedure 
Differential scanning calorimetry was carried out on a TA Instruments DSC2500 and is used here as a 
thermoporometry technique using an intruded fluid within an analysis material to reveal pore size 
distributions based on the depression of the fluid melting point (Figure 18), using the relevant form 
of the Gibbs-Thomson equation; 
 
 𝛥𝑇b =

𝑘
𝑥

 (10. 1) 

 
Here, Δ𝑇b = 𝑇ba − 𝑇b(𝑥), the difference in the bulk melting temperature of the intruded fluid and 
the melting temperature in a pore of diameter 𝑥; 𝑘 is the Gibbs-Thomson constant and 𝑥 is the pore 
diameter. When conducted after mercury intrusion porosimetry DSC has the specific use to un-
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shield pore bodies with mercury trapped inside by using the depressed melting point to calculate the 
corresponding pore size.  
 

 
Figure 18 DSC melting curve where the melting point of mercury has been suppressed such that a separate peak exists ( -

45°C) before the bulk melting peak ( -39°C) (edit Rigby, 2018). 
 

The experimental procedure was set up on the TRIOS software associated with the DSC and is 
included in more detail. The parameters used for study of the mercury intruded samples was to 
decrease the sample temperature to -80°C and hold it at this temperature for 30 minutes to 
ensuring freezing of the trapped mercury and supercool the sample. The sample temperature is then 
increased to -60°C at a rate of 2°C/minute, the sample is the held at this temperature for a further 
30 minutes before the temperature is increased again to -30°C at a ramping rate of 0.1°C/minute. 
The melting point of mercury is -38.83°C so beyond this point once the mercury has all melted no 
more information can be learnt since it will all be in a liquid state.    
 
4.4. Computed X-Ray Tomography (CXT) 
4.4.1. Hg-CXT Sample Preparation 
As with other experimental work samples all underwent the crushing and sieving process prior to 
any other experiment specific preparation, for Hg-CXT chips of sample were used so that analysis 
material could be easily recovered from the mercury intrusion porosimetry work. To recover analysis 
material mercury is safely drained from the penetrometer in-line with safety standards and material 
is recovered for DSC analysis. These samples were then safely transferred for CXT analysis where 
samples were mounted with some blue tack to hold them in place. 
 
4.4.2. Experimental Procedure 
CXT was carried out by Martin Corfield (University of Nottingham, Department of Electrical & 
Electronic Engineering) on an Xradia Versa XRM-500. The Xradia Versa XRM-500 is a high-resolution 
3D X-ray CT system capable of submicron resolution. The samples were scanned with source 
parameters 140 kV and 71 µA with a resulting pixel size of 6.7997 µm. 
 
4.5. Scanning Electron Microscopy with Mineral Liberation Analysis (SEM MLA) 
4.5.1. SEM MLA Sample Preparation 
As with other experimental work samples all underwent the crushing and sieving process prior to 
any other experiment specific preparation, for SEM MLA chips of sample were used. Samples were 
embedded in epoxy resin in different orientations, i.e. parallel and perpendicular to the bedding 
plane. They were placed in a vacuum oven until the air bubbles were removed from the samples and 
left to set overnight. These were then polished with decreasing coarseness of polishing pads in order 
to expose the sample and produce a smooth surface in order to obtain the best energy dispersive X-
rays. Before analysis occurs, samples are carbon coated in a 10-20nm thick coat of carbon. 
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4.5.2. Experimental Procedure 
SEM MLA was carried out on an FEI Quanta 600 (operated at 20kV, working distance of 13mm and 
spot size 7) equipped with mineral liberation analysis software which enables the quantification of 
sample mineralogy by taking several energy dispersive X-ray (EDX) points. These EDX points are 
associated with a specific dispersive X-ray spectra which can be matched to known (from a mineral 
database) minerals. There are several identification and quantification techniques can be carried out 
in order to establish mineral phases within the sample. This identification allowed the modal 
mineralogy (area % of the sample) to be calculated by the computer software (Sylvester, 2012). 
 
After the acquisition of the backscattered electron (BSE) image several processing steps are taken 
before producing the mineral map and modal mineralogy for the sample. The processing steps that 
need to be are de-agglomeration/segmentation of chips, phase segmentation of minerals and 
mineral identification by x-ray analysis of the EDX points. Particles are de-agglomeration to remove 
potential bias where grains may be touching and mineral fractions in contact with each other which 
would not usually be. Phase segmentation is carried out to maximise the contrast in grey-scale 
between minerals so that phase boundaries defined as clearly as is possible; doing this enables 
mineral phases to be picked out in different grey-scales, with lighter elements appearing darker and 
heavier elements appearing brighter. Mineral identification is carried out by matching the EDX 
points from SEM to a known mineral database; colours are associated to minerals and the process 
repeated until as many of the minerals are identified. In samples with complex mineralogies, or 
mixed phase there are often a large number of un-resolved areas – although it is good to reduce this 
as much as possible one must be pertinent to not over-analyse the image. 
 
4.6. Thermogravimetric Analysis (TGA), X-Ray Diffraction (XRD) and RockEval 
4.6.1. Sample Preparation 
Prior to thermogravimetric analysis, x-ray diffraction and RockEval experiments no additional 
preparation was carried out beyond the previously described crushing of the samples. This is 
because none of the following experimental techniques probe the pore networks of the sample, 
they instead investigate the mineralogical make-up of the samples by a combination of pyrolysis and 
x-ray diffraction techniques. 
 
4.6.2. Thermogravimetric Analysis (TGA) 
Thermogravimetric analysis (TGA) was carried out on a TA Instruments Q600 SDT to indicate what 
the basic composition of the analysis material was i.e. volatiles, water, fixed carbon and ash, by 
measuring the change in physical and chemical properties as function of weight and increasing 
temperature. This was carried out as an early analysis technique to establish what temperature 
samples could be safely degassed up to without changing the nature of the sample. Using the 
computer software associated with the instrument experimental conditions were defined such that 
the sample was heated though 110°C (moisture) to 920°C (volatiles) using nitrogen – an inert gas. 
The gas then changes to oxygen as the temperature decreases and the components of fixed carbon 
and ash (600°C) can be determined. The contributions from the moisture, volatiles, ash, fixed 
carbon, dry volatiles, dry ash and dry fixed carbon can be calculated with the equations in Appendix 
2. 
 
4.6.3. X-Ray Diffraction (XRD) 
A Bruker Advance Series 2 X-Ray Diffractometer was used to analyse the mineral composition of the 
analysis material. An x-ray beam is aimed at the sample over a range of pre-defined angles, 𝜃 and 
the receiver/sensor detects the intensity of the diffracted beam at the respective angle. Diffraction 
takes place when these x-rays of a known wavelength, 𝜆 are diffracted by the crystal lattice spacing 
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of different minerals. The different crystal lattice spacing between minerals differs by an integer, 𝑛. 
The experimental angles are pre-defined such that Bragg’s law is satisfied by different 𝑑-spacings. 
 
 𝑛𝜆 = 2𝑑 𝑠𝑖𝑛 𝜃 (11. 1) 

 
Fourier transforms are used during data analysis to resolve the values and produce a unique 
diffractogram for the sample. The unique diffractogram produced can be matched against known 
records with the Inorganic Crystal Structure Database (ICSD), and analysis is carried out in EVA to do 
this. The XRD results derived from the Bruker Advance Series 2 are qualitative and cannot specify the 
quantity of each mineral present. 
 
4.6.4. RockEval 
RockEval pyrolysis was carried out by Dr. Christopher Vane (British Geological Society, Head of 
Organic Geochemistry BGS Keyworth). This technique is used to determine the hydrocarbon 
generation potential of rocks, the type of organic matter and the maturity of this. The experimental 
procedure is similar to that of thermogravimetric analysis however there is an additional detector 
which allows for the characterisation of specific carbon types. Samples are heated like in TGA 
through a pre-defined set temperatures which will determine the amount of hydrocarbons (S1 and 
S2 peaks) and the CO2 content (S3 peak), the temperature reached when the S2 peak occurs is 
known as 𝑇b?� the maximum temperature the sample reached.  
 
A standard experimental procedure would heat the sample in nitrogen using flame ionisation 
detection to detect and quantify the hydrocarbonaceous products. During this process the S1 peak is 
determined by heating up to 300°C, which corresponds to free hydrocarbons (gas and oil); the S2 
peak is determined by continued heating and will be present between 300-650°C and represents the 
hydrocarbons generated by organic matter cracking. The temperature at which this occurs i.e. 
maximum hydrocarbon quantity resulting from organic matter cracking, is known as 𝑇b?� and will 
be different across samples. The S3 peak is derived during the cooling period after the S2 peak has 
been established and corresponds to the quantity of carbon dioxide within the sample. After 
pyrolysis in nitrogen has completed the residual organic and inorganic carbon content is pyrolysed 
by combustion in air from 300-850°C. By establishing this parameters, the total organic carbon 
content (TOC %) can be calculated as the sum of the pyrolysed organic content and residual organic 
content. The hydrogen index corresponds to the quantity of pyrolysable organic compounds (S2 
peak) relative to the total organic carbon; the oxygen index corresponds to the quantity of CO2 (S3 
peak) relative to the total organic carbon. 
 
4.7. Numerical Modelling 
Prior to in-depth numerical modelling the different models available were evaluated to assess their 
fit to shale sorption data and refine the pressure range over which the model holds. 
 
The fractal BET (Wang et al., 2015) (8. 2) was fitted to the Marcellus shale and can be seen below in 
Figure 19. 
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Figure 19: fractal BET fit to the Marcellus shale in excel over the relative pressure range 0-0.995 !

!"
. The blue circles (●) 

are the experimental data and the orange line (---) is the modelled data. Modelling parameters used were 𝑉b (9.4386), 𝐶 
(520.0574) and 𝐷 (2.738713). 

 
The model fits in the lower pressure range however ascends too steeply through the mid-range of 
the graph before overestimating the quantity adsorbed at the high relative pressure range. This is 
because the BET model does not account for the physical occurrence of capillary condensation.  
 
The Langmuir model (Rouquerol et al., 2014) produced a poor fit over the data (Figure 20), even 
when the pressure range was reduced. Resultantly the Langmuir was not used for any further 
analysis of N2 sorption data. 
 

  
Figure 20: Langmuir fit to the Marcellus shale in excel of the relative pressure range 0-0.995 !

!"
. The blue circles (●) are the 

experimental data and the orange line (---) is the modelled data. Modelling parameters used were 𝑉b (12.9055) and 𝑏 
(292.902) 

 
The fractal FHH (Tang et al., 2003; S. Zhang et al., 2018) (8. 3) was fitted to the Marcellus shale 
(Figure 21), where it can only be used to model beyond approximately 0.3 !

!"
 and only up to 0.8 !

!"
 

making it difficult to model a dataset with solely this model. 
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Figure 21: 2 part fractal FHH fit to the Marcellus shale in excel of the relative pressure range 0-0.995 !

!"
. The blue circles 

(●) are the experimental data and the orange line (---) is the modelled data. Modelling parameters used were 𝑉b (9.32866), 
𝐷Y (3) and 𝐷Z (3). 

 
The finite multilayer form of the BET equation (Rigby et al., 2008); 
 
 

𝑉�L�MO = 𝑉b ×
𝐶

1
𝑥 − 1

×
1 − (𝑁 + 1)𝑥B + 𝑁𝑥B�Y

1 + (𝐶 − 1)𝑥 − 𝐶𝑥B�Y
 

(12. 1) 

 
Where 𝑉b, 𝐶 and 𝑥 are the same as for the fractal BET equation, 𝑉�L�MO  is the quantity adsorbed 
modelled by the n-BET and 𝑁 is the number of adsorption layers. The n-BET was used where the fit 
to the lower relative pressure was comparable to the fractal BET and FHH, however the fit through 
the mid-range up to the higher relative pressures was much better (Figure 22). 
 

 
Figure 22: finite multilater form of the BET fit to the Marcellus shale in excel of the relative pressure range 0-0.995 !

!"
. The 

blue circles (●) are the experimental data and the orange line (---) is the modelled data. Modelling parameters used were 𝑉b 
(9.4386) and 𝑁 (1). 

 
After this homotattic model fits were carried out using the kerogen data (12. 11) provided by 
Schlumberger and one of the fractal models, or the finite multilayer form of the BET. By doing this 
the fit to the shale sorption data was greatly improved (Figure 23, Figure 24 and Figure 25).  
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Figure 23: fractal BET and kerogen fit to the Marcellus shale in excel of the relative pressure range 0-0.995 !

!"
. The blue 

circles (●) are the experimental data and the orange line (---) is the modelled data. Modelling parameters used were 𝑘 −
𝑣𝑎𝑙𝑢𝑒 (0.049025), 𝑉b (9.4386), 𝐶 (235.4792) and 𝐷 (3). 

 

  
Figure 24: fractal FHH and kerogen fit to the Marcellus shale in excel of the relative pressure range 0-0.995 !

!"
. The blue 

circles (●) are the experimental data and the orange line (---) is the modelled data. Modelling parameters used were 𝑘 −
𝑣𝑎𝑙𝑢𝑒 (0.067328), 𝑉b (2.631502) and 𝐷 (2.95445) 

 

 
Figure 25: finite mulyilayer form of the BET and kerogen fit to the Marcellus shale in excel of the relative pressure range 0-
0.995 !

!"
. The blue circles (●) are the experimental data and the orange line (---) is the modelled data. Modelling parameters 

used were 𝑘 − 𝑣𝑎𝑙𝑢𝑒 (0.021917), 𝑉b (9.4386) and 𝑁 (1). 
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The methodology for this is explained in the rest of the chapter, and the analysis was moved from 
Excel to R. where code was written to describe the model parameters exactly. 
 
4.7.1. Fractal Dimensions 
Two different fractal regimes were used to analyse the surface and pore network properties of the 
samples from gas adsorption isotherms; the Brunauer-Emmett-Teller (BET) and Frankel-Halsey-Hill 
(FHH). 
 
4.7.1.1. Brunauer-Emmett-Teller (BET) 
BET fractal dimension (Wang et al., 2015) tells us about the surface roughness of the sample with a 
value between 2 and 3; where values near 2 indicate a smother surface, and values near 3 indicate a 
rougher surface. The BET fractal dimension is only relevant for the BET region of the isotherm (multi-
layer) which is generally taken from 0.035-0.5 !

!"
. The fractal form of the BET equation takes the 

following form: 
 
 𝑉 = 𝑉b ×

𝐶𝑥
1 + 𝑥(𝐶 − 1)

× (1 − 𝑥)tLf (12. 2) 

 
Where 𝑉 is the quantity adsorbed, 𝑉b  the monolayer capacity, 𝐶 a BET constant, 𝑥 the relative 
pressure ( !

!"
) and 𝐷 the fractal dimension.  

 
Initially excel was used to carry out this analysis by using the solver function to minimise the 
residuals between the experimental and modelled data. 𝐶 and 𝑉b  are constants which were taken 
from the analysis software associated with Micromeritics 3Flex when the BET model is fitted for the 
gas adsorption isotherm data, along with the quantity adsorbed and the associated relative 
pressures. When the solver add-in is used for analysis the aim is to minimise the sum of the residuals 
which is: 
 
 

`x𝑉\,��!L𝑉\,b��y
Z

\

\�Y

 
(12. 3) 

 
 
Where 𝑉\,��!  is the quantity adsorbed by the experimental results for the 𝑖th adsorption point, and 
𝑉\,b��  is the calculated quantity adsorbed by the BET model for the 𝑖th adsorption point; the 
residuals were only summed over the relative pressure range for which the BET model is relevant 
(0.035-0.8 P/Po). To minimise the sum of the residuals the values 𝑉b, 𝐶 and 𝐷 are able to vary under 
predefined conditions; 𝑉b > 0, 𝐶	 > 1 and 2	 ≤ 	𝐷	 ≤ 3. 
 
4.7.1.2. Frankel-Halsey-Hill (FHH) 
FHH fractal dimension (Tang et al., 2003; S. Zhang et al., 2018) can be applied over a broader relative 
pressure range than the BET fractal dimension, with 𝐷Y taken from 0.25-0.5 !

!"
 and 𝐷Z from 0.5-

0.995 !
!"

. 

 
 

𝑉 = 𝑉b × 𝑒� × o𝑙𝑛
1
𝑥
p
tLf

 
(12. 4) 
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In the FHH equation 𝑉 is the quantity adsorbed, 𝑉b  the monolayer capacity, 𝐶 a constant, 𝑥 the 
relative pressure ( !

!"
) and 𝐷 the fractal dimension. The FHH fractal dimensions can be resolved by 

taking the ln(𝑉(𝑥)) of the equation to produce a two stage linear graph of  ln( q
qr
) against ln(ln Y

�
). 

This version of the equation puts it in to the form 𝑦 = 𝑚𝑥 + 𝑐 and the fractal dimension can be 
calculated from the straight line gradient. 
 

 
𝑙𝑛 o

𝑉
𝑉b
p = 	𝐶 + (𝐷 − 3) 𝑙𝑛 o𝑙𝑛 o

1
𝑥
pp (12. 5) 

 
Initial analysis was carried out by plotting the graph in the form of 𝑦 = 𝑚𝑥 + 𝑐 over the full pressure 
range, it is then possible to identify where the regime changes from surface roughness to pore 
network complexity by a change in the straight line gradient making it appear like a step in the 
graph. The point that this change occurs should be around the relative pressure point, 0.5 !

!"
; 

however due to sample variation it is likely that this point will vary slightly above and below. By 
marking this gradient change it then makes it possible to plot the two lines as separate datasets so 
that a linear trendline can be fitted to each part, e.g. a trendline over pressure range 0.25-0.5 !

!"
 and 

another trendline over the pressure range 0.5-0.995 !
!"

. 

 
The equation for each of these respective trendlines is added to the graph, along with the R-squared 
value as a measure of goodness of fit. From the straight line equation it is possible to calculate the 
fractal dimensions by: 
 
 𝐷� = 3 − 𝑚� (12. 6) 

 
Where 𝐷� is the FHH fractal dimension for the first or second part and 𝑚� is the gradient of the line 
for the first or second part. This process is carried out for all samples and the fractal dimensions 
collected and used to compare with other material characteristics such as the pore surface area and 
pore volume. 
 
Excel was then used to carry out this analysis by using the solver function to minimise the residuals 
between the experimental and modelled data. 𝑉b  is a constant taken from the analysis software 
associated with Micromeritics 3Flex when the BET model is fitted for the gas adsorption isotherm 
data, along with the quantity adsorbed and the associated relative pressures; 𝐶 is a dimensionless 
value which is not associated to the properties of the sample. (12. 5) is solved for 𝑉 to the form: 
 

 
𝑉 = 𝑉b𝑒

(��(tLf) ��k��kY�nn (12. 7) 

 
Solver is then used to minimise the sum of the residuals between the experimental and modelled 
quantity adsorbed by: 
 
 

`x𝑉\,��!L𝑉\,b��y
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(12. 8) 

 
Where 𝑉\,��!  is the quantity adsorbed by the experimental results for the 𝑖th adsorption point, and 
𝑉\,b��  is the calculated quantity adsorbed by the BET model for the 𝑖th adsorption point; the 
residuals were only summed over the relative pressure range for which the BET model is relevant 
(0.25-0.5 and 0.5-0.995 !

!"
). To minimise the sum of the residuals the values 𝐶, 𝑉b  and 𝐷 are able to 

vary under predefined conditions; 𝐶	 > 0 𝑉b > 0, and 2	 ≤ 	𝐷	 ≤ 3. 
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4.7.1.3. R Analysis 
The code and a description of the code is included in Appendix 3.1. 
 
The next evolution of the fractal analysis was to implement the use of coding for the purpose of 
minimising the summed residuals further as it was felt that the degree to which excel did this could 
be improved. Using R. also enables a greater degree of control over the specific maths in place, thus 
ensuring that the process still derives a physically possible model fit i.e. the modelled isotherm 
should not go above the experimental isotherm. R. was also used to remove any potential subjective 
bias in the selection of a pressure range for the data to be analysed over. 
 
For the FHH fractal analysis there is a one part and two part analysis that can be carried out. Using R. 
code was created for both analysis types where the biggest difference was in the data handling to 
establish the pressure ranges over which to carry out the fractal analysis. 
 
4.7.2. Homotattic Patch 
The code and a description of the code is included in Appendix 3.2. 
 
The homotattic patch is based on the understanding that different materials will have different 
sorption capacities based on their surface chemistry - shales have a very heterogeneous surface 
formed of organic and inorganic minerals. This theory is used to de-convolve the organic and in-
organic matter contributions in the experimental isotherms. It is widely accepted that organic matter 
has a stronger affinity with the adsorbate which could result in a build-up of the adsorbate over this 
patch. In the same way quartz is understood to have a very low affinity for adsorption (in pure 
quartz samples this should effectively be zero) so patches of quartz may not have a lot of adsorbate 
adsorbed on them. Heterogeneity of pore surface can lead to “daisy patches” of adsorbate leading 
to under- or over-estimation, where there are multiple layers in one area and a mono-layer in 
others. 
 
The homotattic patch theory was used to separate the contributions from organic and inorganic 
matter in the conventional nitrogen isotherms using the fractal BET, n-BET (Rigby et al., 2008) and 
FHH equations, combined with data from an empirical kerogen isotherm (12. 9). Further work 
allowed for the incorporation of illite from an experimental isotherm of illite from Imperial College 
University who were provided with the material by the Clay Minerals Society. To ensure accurate 
fitting an equation fit was applied to the kerogen isotherm so that it could be fit to the same 
pressure points as the sample isotherm (12. 12). 
 
 𝑚𝑜𝑑𝑒𝑙\>� = x𝑉� . × 𝑝y + x𝑘𝑒𝑟𝑜𝑔𝑒𝑛\>� × (1 − 𝑝)y (12. 9) 

 
The same process was carried out for the illite isotherm and (12. 10) resulted where, 𝑝 + 𝑞 + 𝑟 = 1. 
 
 𝑚𝑜𝑑𝑒𝑙\>� = x𝑉� . × 𝑝y + (𝑘𝑒𝑟𝑜𝑔𝑒𝑛\>� × 𝑞) + (𝑖𝑙𝑙𝑖𝑡𝑒\>� × 𝑟) (12. 10) 

 
For this simplified form of the homotattic patch 𝑉� . is the quantity adsorbed calculated by either the 
BET (12. 2), n-BET (12. 1) or FHH (12. 4) equation. The  𝑘𝑒𝑟𝑜𝑔𝑒𝑛\>� and 𝑖𝑙𝑙𝑖𝑡𝑒\>� are equations from 
trendline fits of the experimental isotherms such that the isotherm can be derived from any 
distribution of relative pressure ranges.  
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𝑘𝑒𝑟𝑜𝑔𝑒𝑛\>� = ¢ ` 6.8705 ∙ 𝑙𝑛(𝑥) + 92.807
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�©W
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(12. 11) 

 

𝑖𝑙𝑙𝑖𝑡𝑒\>� = ¢ ` 15.795𝑥W.Z¯~¨
�§W.WWYZ¨

�©W

ª + ¢ ` 10.37𝑥W.ZW~¬
�§W.WY

�©W.WWYZ¨

ª

+ ¢ ` 23.882𝑥f − 28.421𝑥Z + 15.257𝑥 + 4.085
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�©W.WY

ª

+ ¢ ` 1824.5𝑥Z − 3348𝑥 + 1549.6
�§Y

�©W.®Y¨

ª 

(12. 12) 

 
Data was analysed over the range of 0-0.8 !

!"
 for the BET and n-BET model since only the multi-layer 

region of the isotherms are modelled with these theories. Pressure was analysed up to 0.8 !
!"

 

however to ensure that no data was missed. The FHH model was analysed over the pressure range 
gained by the Pressure_Op <- function used for the one part FHH in the fractal dimension 
analysis.  
 
The specific code used is included, but the general workflow used is described below; 

• Dataframe creation 
o Import data to .R as a .csv file 
o Cut data into the relative pressure range needed for analysis 
o Use the relative pressure values to generate the matching kerogen (and illite for 

three part analysis) isotherm 
o Use data.frame()to make a dataframe of the relative pressure quantity adsorbed 

and kerogen data (and illite if three part analysis) 
 

• Define the parameters 
o Define the parameters needed for each theory 

§ BET – 𝐶, 𝑉b, 𝐷 and 𝑝 (𝑞 and 𝑟 for three part) 
§ n-BET – 𝐶, 𝑉b, 𝑁 and 𝑝 (𝑞 and 𝑟 for three part) 
§ FHH – 𝐶, 𝑉b, 𝐷 and 𝑝 (𝑞 and 𝑟 for three part) 

o The parameters have their respective boundaries defined for each theory 
§ 𝐶; within 10% of the experimentally generated value for the BET and n-BET, 

for the FHH 𝐶 is an arbitrary constant that can vary without restraint 
§ 𝑉b; within 10% of the experimentally generated value 
§ 𝐷; between the values of 2 and 3 
§ 𝑁; a positive integer value 
§ 𝑝; between the values of 0 and 1 (for three part 𝑝 + 𝑞 + 𝑟 = 1) 

 
• Produce modelled data 

o Using the relevant equation a number of modelled isotherms are produced with the 
different generated parameters 

o These modelled isotherms are compared to the experimental isotherm to assess the 
best-fit 

o Modelled isotherms which sum to a greater value than the sum of the experimental 
data are disregarded as this is not a physically possible solution to the problem 

 
• Select optimised parameters 
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o Calculate the residuals of the physically possible data compared to the experimental 
data 

o Return the parameters associated to the modelled dataset with the smallest residual 
value 

 

4.7.3. Rationale 
The choice of K was made by selecting a series of increasing values and analysing the changes in the 
residuals with this increase. After several values had been attempted the residual was plotted 
against the value of K and a trendline applied to forecast where a plateau would be reached (Figure 
26). For all samples, by K equal to one million there was a plateau and so this was selected as the 
minimum analysis value. The decision was made to select K in this way as the analysis time increases 
significantly with greater K values and this needed to be established as quickly as possible. One 
million iterations were used as a minimum and where processing was quicker increased this value 
accordingly but remained consistent throughout the models i.e. all of the fractal BET were analysed 
by the same number of iterations. The replicate()function was used to check the repeatability of 
the code. By doing this the continuity and repeatability of the code was established from ten 
repetitions and by studying the variance of the residuals from the model. When the variance of the 
residual is a minimum this was considered to be an optimised solution, in instances where the 
residual value is large with respect to the residual of other datasets it is concluded that for these 
samples there is a significant part of the isotherm contributed by another input which was not 
include in the model. This “check step” is what dictated the number of code iterations required to 
achieve minimal variance in the residuals, by increasing the number of iterations the computation 
time increases and so iterations were also decided based on a reasonable computation time. 
 

 
Figure 26: decreasing residuals for the Marcellus 7804’-7807’ with the fractal BET (blue circles ●), FHH (grey cirlces ●) 

and n-BET (orange circles ●) in the homotattic patch using kerogen and illite isotherms against the number of model 
iterations with a trendline forecast to 1.6 million iterations. The same was done for all samples and it was determined that 

by 1 million iterations the relative further reduction against processing time was optimum. 
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5. The Marcellus Shale 
5.1. Methodology 
5.1.1. Thermogravimetric Analysis 
Thermogravimetric analysis experimental conditions were defined such that the sample was heated 
through 110°C (moisture) to 920°C (volatiles) using nitrogen – an inert gas. The gas was then 
changed to oxygen as the temperature decreased, at 600°C (when decreasing) the components of 
fixed carbon and ash can be determined. 
 
5.1.2. Gas Adsorption 
Samples were prepared for nitrogen (N2) and carbon dioxide (CO2) gas adsorption by the sample 
preparation standards outlined in 4.1. Gas Sorption. Gas adsorption was used to analysis Marcellus 
7795’-7798’ over a range of grain sizes (Table 2), and for Marcellus 7804’-7807’, 7834’-7837 and 
7864’-7867’ to analyse the relationship with depth. Experiments are carried out isothermally at 77K 
for N2, and 273.15K for CO2 analysis. In N2 analysis the relative pressure steps are carried out 
between 0-0.995 !

!"
 and measure a range of pore sizes from 2-50nm, larger micro-pores and meso-

pores, although results are often quoted to include small macro-pores also (100nm). CO2 analysis is 
carried out over a relative pressure range 0-0.035 !

!"
 and probes pores in the range 0.4-2.0nm 

(micro-pores). 
 
5.1.3. Mercury Intrusion Porosimetry 
As a result of the high pressures and vacuum involved in mercury porosimeter fine grained material 
can be susceptible to entering the analysis rig. As a result of this chips (3-5mm) of sample was used 
to ensure no analysis material enters the analysis rig, this also enables material to be more easily 
recovered for additional analysis. Samples were oven dried overnight to remove any physiosorbed 
water on the pore walls and then prepared for low- and high- pressure, which take the sample from 
atmospheric pressure to under vacuum and then to 207MPa and 414MPa respectively (results 
quoted to 310MPa to avoid any false data relating to crushing of the sample). 
 
5.1.4. X-Ray Diffraction (XRD) 
A Bruker Advance Series 2 X-Ray Diffractometer was used to carry out XRD on powdered samples 
from 10° 2Ɵ. 
 
5.1.5. Scanning Electron Microscopy, Mineral Liberation Analysis 
SEM MLA was carried out on an FEI Quanta 600 (operated at 20kV, working distance of 13mm and 
spot size 7) equipped with mineral liberation analysis software which enables the quantification of 
sample mineralogy. 
 
5.1.6. Numerical Modelling 
Numerical modelling was carried out as per the procedure outlined in 4.7. Numerical Modelling for 
the determination of fractal dimensions and fitting the homotattic patch model. The code is included 
in Appendix 3 which was used to derive the fractal dimensions, 𝑘 values and 𝑖 values. 
 
5.2. Results 
5.2.1. Gas Sorption Grain Size Analysis 
The first sample material analysed was the Marcellus shale from depth 7795’-7798’ in pre-crushed 
particle sizes listed in Table 2.  
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7795’-7798’ 
106-150μm 
150-212μm 
212-425μm 
425-600μm 

Table 2: the grain sizes used for the grain size study on the Marcellus 7795’-7798’. 

 
Figure 27: N2 gas adsorption results for the grain size study on the Marcellus 7795’-7798’ where desorption is depicted by 

dashed lines, 106-150µm by blue circles (●), 150-212µm by orange circles (●), 212-425µm by grey circles (●) and 425-
600µm by yellow circles (●). 

 
N2 isotherms generated for each particle size of the same sample are the same isotherm type/shape 
since they originate from the same sample. Figure 27 shows the variation in the form of the N2 
adsorption isotherm, with increasing grain size. It can be seen that there is a decreasing quantity 
adsorbed and slight increase in the size of the hysteresis loop as grain size increases. During the 
crushing process pore space is made more accessible to ingress and results in an increased quantity 
adsorbed. As there is also some decrease in the hysteresis loop size with increasing particle size 
there has been a decrease in sample complexity i.e. fewer leading small neck sizes. 
 
The hysteresis loops for each grain size were obtained to determine the emptying mechanisms of 
the pore network; pore-blocking occurs when hysteresis closure takes place at pressures >0.5 !

!"
 as a 

result of leading pore necks >4nm, cavitation takes place at 0.5 !
!"

 and includes all leading neck sizes 

<4nm, this is explained in more detail in 2.5.1.6. Gas Sorption Experimental Effects. For the varying 
grain size the pressure that the hysteresis loop closes at remains consistent at 0.5 !

!"
, this shows that 

throughout the varying grain sizes the leading pore necks controlling the desorption of N2 from 
larger pores are <4nm. 
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Figure 28: CO2 gas adsorption results for Marcellus 7795’-7798’ for grain sizes 106-150µm (blue circles ●), 150-212µm 

(orange circles ●), 212-425µm (grey circles ●) and 425-600µm (yellow circles ●). 
 
The CO2 gas adsorption results for Marcellus 7795’-7798’ (Figure 28) show very little difference in the 
maximum quantity adsorbed. Variations which do exist between isotherms are comparable to 
variations which would be seen from repeated analysis of the exact same sample, or of different 
analysis material from the same depth and the same grain size. This result is in line with the findings 
of (Y. Chen et al., 2015) who have carried out similar tests and found that, with changing particle 
size, there is little to no difference in the micro-pore volume of the sample. This is further supported 
by the low pressure range (associated with micro-pores) in the N2 gas adsorption isotherms (Figure 
27) where there is little to no variation between samples. 
 

 
Figure 29: BJH cumulative pore volume pore size distribution for Marcellus 7795’-7798’ for the grain sizes 106-150µm 

(blue circles ●), 150-212µm (orange circles ●), 212-425µm (grey circles ●) and 425-600µm (yellow circles ●). 
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The cumulative pore volume distributions obtained using the BJH adsorption (Figure 29) model 
demonstrate a grain size dependency where the finest grain size has a significantly greater 
cumulative pore volume. There is a smaller degree of separation in the cumulative pore volume 
curves between the largest three grain sizes, however these are still correlated by depth. 
 

 
Figure 30: BJH cumulative surface area pore size distribution for Marcellus 7795’-7798’ for the grain sizes 106-150µm 

(blue circles ●), 150-212µm (orange circles ●), 212-425µm (grey circles ●) and 425-600µm (yellow circles ●). 
 
The cumulative pore surface area (from BJH adsorption) is also correlated to grain size, although the 
deviation between the larger grain sizes is almost indistinguishable (Figure 30) due to the surface 
area to volume ratio. For example, if you were to take a cube with 1cm length sides the surface area 
is 6cm2 and the volume is 1cm3 resulting in a surface area to volume ratio of 6cm-1. If you change the 
1cm cube to a 2cm cube you end up with a surface area of 24cm2 and a volume of 8cm3 and a 
surface area to volume ratio of 3cm-1. 
 
As a result of this micro-pores contribute significantly to the total surface area of a sample, but do 
not contribute greatly to the pore volume. Conversely macro-pores do not contribute significantly to 
the total surface area, but do contribute greatly to the pore volume. For this reason the separation 
between grain sizes 150-212μm, 212-425μm and 425-600μm in the cumulative surface area (Figure 
30) is indistinguishable when compared to the cumulative pore volume (Figure 29). More generally 
the surface area measurements will be more strongly influenced by the presence of micro-pores, 
and the pore volume by the presence of macro-pores. 
 
It can be seen that the pore sizes most affected by crushing are the larger pores because of the 
increase in quantity adsorbed at higher relative pressures (larger pores) for the N2 sorption 
isotherms (Figure 27), and the lack of change in the CO2 sorption (Figure 28) isotherms. This is 
additionally reflected in the cumulative pore size distribution plots where the cumulative pore 
volume (Figure 29) shows the greatest difference between grain sizes (associated to macro-pores), 
and there is no significant change in the cumulative surface area distribution (Figure 30) associated 
to micro-pores. 
 
5.2.2. Gas Sorption Depth Analysis 
An additional three Marcellus samples were later provided (from depths 7804’-7807’, 7834’-7837’ 
and 7864’-7867’) from the same well, but different to 7795’-7798’. Having previously established the 
impact that varying grain size has on experimental results these samples were analysed for depth 
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dependence. Samples were crushed to 106-150μm and gas adsorption analysis previously described 
was carried out.  
 

 
Figure 31: N2 gas adsorption isotherm for Marcellus 7804’-7807’ (orange circles ●), 7834’-7837’ (grey circles ●) and 

7864’-7867’ (yellow circles ●) for 106-150um. The desorption braches of the isotherms are represented with dashed lines. 
 

Results from N2 gas adsorption (Figure 31) show that there is some correlation between depth and 
the maximum quantity adsorbed, where deeper samples adsorb a smaller quantity, and shallower 
samples a greater quantity. However, the size of the hysteresis loops is inconsistent with depth and 
is controlled by a different sample property influencing the pore network complexity. Specifically in 
this case the number of leading pore necks <4nm in size controlling desorption of N2 from larger 
pores.  
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Figure 32: CO2 gas adsorption isotherm for Marcellus 7804’-7807’ (orange circles ●), 7834’-7837’ (grey circles ●) and 
7864’-7867’ (yellow circles ●) for 106-150um. Isotherms were reversible and so desorption is not included. 

 
The CO2 gas adsorption results (Figure 32) also show a depth correlation, although the variability 
between samples is different to those observed for N2 gas sorption (Figure 31). In N2 gas sorption 
Marcellus 7834’-7837’ adsorbs almost the same as 7804’-7807’, however in CO2 gas sorption the 
quantity adsorbed by Marcellus 7834’-7837’ is much closer to the quantity adsorbed by 7804’-7807’. 
 

 
Figure 33: pore size distribution for the BJH cumulative pore volume for Marcellus 7804’-7807’ (orange circles ●), 7834’-

7837’ (grey circles ●) and 7864’-7867’ (yellow circles ●) for 106-150um. 
 

The cumulative pore size distribution for pore volume (Figure 33) shows the same distribution as the 
N2 isotherm does (Figure 31). From these two results it is possible to say that the quantity of larger 
pores in Marcellus 7804’-7807’ and 7834’-7837’ is the same. However the quantity of larger pores 
for the Marcellus 7864’-7867’ is much less as shown by the N2, isotherm (Figure 31) and cumulative 
pore size distribution for pore volume (Figure 33) where it adsorbs significantly less and higher 
relative pressures and has a much lower total pore volume. 
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Figure 34: pore size distribution for the BJH cumulative surface area for Marcellus 7804’-7807’ (orange circles ●), 7834’-

7837’ (grey circles ●) and 7864’-7867’ (yellow circles ●) for 106-150um. 
 

For the cumulative pore surface area (Figure 34) there is a significant difference between Marcellus 
7804’-7807’ and 7834’-7837’ where surface area is more influenced by the presence of micro-pores 
and it would be expected for the distribution to be more similar to the CO2 isotherm (Figure 32). 

 
5.2.3. Mercury Intrusion Porosimetry (MIP) 
The mercury intrusion porosimetry (MIP) results for the Marcellus shale (Figure 35) show the same 
correlation to depth as the N2 and CO2 gas sorption results. Marcellus 7804’-7807’ and 7834’-7837’ 
have the greatest intra-particle intrusion showing that they have a greater quantity of larger pores. 
Marcellus 7864’-7867’ on the other hand has a very small intra-particle intrusion in comparison to 
Marcellus 7804’-7807’ and 7864’-7867’ and reaches a plateau at 1.5MPa where it ceases to intrude 
any more mercury. This results shows that Marcellus 7864’-7867’ has a great number of pores which 
are too small for mercury to intrude (<4nm) and much of the pore network is not intruded by 
mercury. 
 
Results were normalised from 0.07MPa (10 psia) which is where mercury intrusion ceases to be a 
result of inter-particle intrusion, pressures >0.07MPa are as a result of intra-particle intrusion and so 
tell us about sample properties. Normalisation was achieved by discarding points up until 0.07MPa 
and then setting that pressure point to zero by subtraction of the perceived intruded volume at that 
point. This same value is subtracted for all pressure points and results in a normalised 
intrusion/extrusion graph which only contains intra-particle intrusion. Marcellus 7804’-7807’ and 
7834’-7837’ have a significantly greater intra-particle intrusion volume compared with 7864’-7867’. 
This is in agreement with N2 gas adsorption where 7804’-7807’ and 7834’-7837’ were observed to 
have a greater number of larger pores. 
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Figure 35: normalised mercury intrusion porosimetry results for Marcellus 7804’-7807’ (orange circles ●), 7834’-7837’ 
(grey circles ●) and 7864’-7867’ (yellow circles ●) for 106-150um identifying that Marcellus 7864’-7867’ has the lowest 

intruded volume and Marcellus 7804’-7807’ the greatest intruded volume. 
 
5.2.4. Mineralogy 
The sample composition and mineralogy, were investigated with several methods to characterise 
different components of the sample. Several methods were used for the Marcellus in order to find 
the best combination of methods to characterise the mineralogy; thermogravimetric analysis (TGA) 
was used initially however more specific mineral knowledge was required. As a result, x-ray 
diffraction (XRD) was used for specific mineral identification but it was concluded the particular 
mineral percentages were required for accurate characterisation. Since the XRD available to us was 
qualitative, scanning electron microscopy equipped with mineral liberation analysis (SEM MLA) was 
used to derive the specific mineral percentages by area of the studied sample. Further to this 
specific knowledge of the total organic content (TOC%) was required to completely characterise the 
sample composition and RockEval pyrolysis was used to do this. The sample mineralogy is significant 
as the pore surface area for minerals vary greatly (Table A5.2. 1) and will consequently impact the 
overall physical properties of the sample. 
 
5.2.4.1. Thermogravimetric Analysis (TGA) 
The first technique used was TGA with an experimental atmosphere of N2. TGA constantly records 
the sample weight, experiment time and experiment temperature; the specific temperature at 
which weight loss occurs indicates the quantity of the component associated to that temperature. 
The temperature at which each contribution is calculated was advised by Leco Corporation (2010), 
moisture mass was taken at 110°C, volatile mass at 920°C and ash mass at 600°C (after the gas 
changes to oxygen). 
 
Using Appendix 2 the constituents in Table 3 can be calculated. In Table 3 where there is a negative 
value for the fixed carbon %, this corresponds to an increase in mass where oxidation of a mineral 
has occurred after the TGA experimental atmosphere changes from N2 to O2. Dry amounts indicate 
where the moisture contribution has been removed from the initial values. Where negative values 
are seen, this indicates as weight gain related to some form of oxidation during the second burning 
process where the gas is changed. 
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Component Quantity (%) 
Moisture  0.0658 
Volatiles  41.7183 
Ash  58.5209 
Fixed Carbon  -0.3051 
Dry Volatiles 41.7458 
Dry Ash  58.5595 
Fixed Dry Carbon  -0.3053 

Table 3: shows the percentage contribution to the sample mass from moisture, volatiles, ash and fixed carbon calculated 
using the equation in Appendix 2.  
 
5.2.4.2. X-Ray Diffraction (XRD) 
X-ray diffraction (XRD) of the Marcellus shale did not start to produce a signal until 20° (2𝜃), and 
then continued to produce a signal until 70° (2𝜃) irrespective of sample. This 2𝜃 range is thus 
characteristic of all of the samples and shows that there is similarity in their composition where 
scattering does not begin until 70°. XRD results are shown in Appendix 4 where the largest peak at 
26-27° (2𝜃) present throughout all samples is quartz (Taylor et al., 1970; Stanjek, 2004; Whittig, 
2015). The signal for quartz is very strong and as a result makes other minerals more difficult to 
identify and separate from the noise. Other identifiable minerals carbonates (29°) and pyrite (25°). 
The presence of these minerals is as a result of the common depositional settings. The counts for an 
identified mineral do not correlate to the quantity of the mineral within the sample, as a result of 
this although quartz has the greatest number of counts it does not mean that it will be the primary 
component of any or all samples. 
 
5.2.4.3. Scanning Electron Microscopy Mineral Liberation Analysis (SEM MLA) 
As a result of the qualitative nature of XRD results and highly variable BET surface areas, a more 
precise quantitative analysis technique is required to determine the quantities of each mineral since 
this will affect the properties of the samples (Table A5.1. 1). 
 
A scanning electron microscope equipped with mineral liberation analysis software (SEM MLA), 
allows the mineral phases in the samples to be quantified, and mineral maps produced. To reduce 
bias analysed chips were taken from a range of points across the respective core (i.e. from different 
points along the core for Marcellus 7804’-7807’ etc); samples were also analysed in different 
orientations with respect to the bedding plane (i.e. looking parallel and perpendicular to the bedding 
plane). Table A5.2. 1 shows the mineral types measured by SEM-MLA for each sample based on a 
shared primary chemical composition; broken down as carbonates (CaCO3), clays (SiO2.Al2O3.H2O), 
silicates (SiO), sulphides (Su) and oxides (O) (Carbonates; limestone and dolomite. Clays; illite, 
kaolinite and goethite. Silicates; quartz, muscovite and albite. Sulphides; pyrite, chalcopyrite and 
sphalerite. Oxides; apatite and rutile). 
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Figure 36: showing a bar chart for the mineral % of chips of the Marcellus shale from SEM MLA. Bars are ordered by 

depth (left to right) with Marcellus 7795’-7798’ represented by the diagonal empty bricks, 7804’-7807’ the textured black, 
7834’-7837’ diagonal stripes and 7864’-7867’ the textured grey. 

 
Figure 36 shows that for Marcellus 7795’-7798’, 7804’-7807’ and 7834’-7837’ the mineralogy is very 
similar and they are all clay dominated samples with about 5% carbonates and 10% quartz. 
Marcellus 7864’-7867’, on the other hand, has a 1:1 ratio of clays and quartz (40%) and about 10% 
carbonates. SEM MLA also produces mineral maps of the samples colour coded (Error! Reference s
ource not found.) to clearly show the distribution of minerals throughout the sample. The diagrams 
in Figure 37, Figure 38 and Figure 39 are predominantly coloured in orange showing that for the 
surfaces imaged Marcellus 7795’-7798’, 7804’-7807’ and 7834’-7837’ are clay dominated, with fine-
grains of quartz interspersed and coarse inputs of limestone/pyrite. Marcellus 7864’-7867’ (Figure 
40) is coloured equally with orange (clay) and blue (quartz) with some limestone (pale blue) present 
in some chips of sample. The mineral maps allow this to be seen visually with the shift from orange 
(illite) to blue (quartz) in the last sample. 
 

 
Figure 37: BSE image and corresponding mineral map for Marcellus 7795’-7798’ highlighting an illite dominated matrix 

(orange), with fine grained quartz (blue) interspersed throughout the matrix and some coarse grains of limestone (turquoise) 
with a 5mm scale bar. 
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Figure 38: BSE image and corresponding mineral map for Marcellus 7804’-7807’ highlighting an illite dominated matrix 
(orange), with fine grained quartz (blue) interspersed throughout the matrix and a coarse grain of pyrite (mustard) with a 

5mm scale bar. 
 

 
Figure 39: BSE image and corresponding mineral map for Marcellus 7834’-7837’ highlighting an illite dominated matrix 

(orange), with fine grained quartz (blue) interspersed throughout the matrix and some coarse grains of limestone (turquoise) 
with a 5mm scale bar. 

 

 
Figure 40: BSE image and corresponding mineral map for Marcellus 7864’-7867’ where there seems to be an equal 

presence of both illite (orange) and quartz (blue); there are also some coarser limestone grains (turquoise with a 5mm scale 
bar). 
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All samples show consistency in the average grain size they are made up of, specifically, clay sized 
particles making up an illite dominated matrix. Samples 7795’-7798’, 7804’-7807’ and 7834’-7837’ 
are composed of similar ratios between minerals and can be seen in more detail in Figure 41, 
scanning electron microscopy (SEM) images of 7804’-7807’ representative of 7795’-7798’ and 7834’-
7837’. In these figures coarser limestone grains can be identified which are significantly larger than 
the surrounding illite matrix. In addition to this there are quartz and pyrite grains which are finer 
grains than the limestone, but significantly larger than the clay sized particles. 
 
Further mineralogical and textural detail can be gained from scanning electron microscopy (SEM) 
images of the samples at greater magnification than SEM MLA is carried out. At this magnification 
specific forms of the minerals can be identified, such as biogenic or authegenic carbonates, as well 
as the particular grain sizes and any preferential alignment. Figure 41 show these details with the 
sample described in more detail in the caption. 
 

  
Figure 41: SEM images of the Marcellus 7804’-7807’ with a clay sized particle matrix dominated by illite. There are non-

uniformly distributed coarse grains of quartz and limestone throughout the samples. The second SEM image shows that 
there are two separate inputs for quartz and limestone, where grains are within the clay dominated matrix they have been 
transported and deposited. Whereas contiguous grains of quartz and limestone are due to in-situ precipitation/dissolution. 

These textural and mineral properties are shared by the Marcellus samples 7795’-7798’ and 7834’-7837’. 
 
Marcellus 7864’-7867’ is distinct among the samples and contains a significantly greater quantity of 
quartz. In the mineral maps (Figure 40) this is visible from the significantly greater amount of blue 
pixels in comparison to the other Marcellus samples. The mineral map (Figure 40) indicates that the 
quartz is a part of the sample matrix, and not as coarser grains within the matrix and identified by 
larger isolated sections on the mineral map. Figure 42 is the SEM images for Marcellus 7864’-7867’ 
and more clearly shows the nature of the quartz and limestone. 
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Figure 42: SEM images of the Marcellus 7864’-7867’ showing the clay sized particle matrix dominated by illite, and 

containing slightly coarser quartz grains. In the second SEM image the nature of the limestone can be more clearly seen as 
a cement or precipitate between the illite-quartz matrix. In the third SEM image the contrast and brightness have been 

adjusted to highlight the smaller quartz grains within the clay sized particle matrix. 
 
The data from SEM MLA was correlated to the gas sorption results to identify if there are any 
mineral dependencies with properties such as pore surface area and pore volume. It can be seen in 
Figure 43A that there is a positive correlation between the BJH pore volume and the clay content, 
and an inverse correlation with the carbonates and silicates as shown in Figure 43B. This however is 
a general trend and there is some variation where some minerals are more influential then another, 
i.e. in the presence of a significantly large clay content the influence of any carbonate or silicate may 
become less. 
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Figure 43: (A) BJH pore volume and the clay content, (B) BJH pore volume and the carbonate and silicate content. The BJH 
pore volume is shown with a yellow diamond (♦) in (A) and (B), the clay content with a cross (✖), the carbonates with a 

plus (➕) and the silicates with an asterix (✱).   
 
5.2.4.4. Total Organic Carbon Content (TOC%) 
The total organic carbon (TOC%) was measured with RockEval pyrolysis and the results are displayed 
in Table 4, these results do not correlate to sample depth. 
 

Sample TOC (%) 
7795’-7798’ 6.88 
7804’-7807’ 7.22 
7834’-7837’ 4.39 
7864’-7867’ 6.11 

Table 4: TOC% for the Marcellus shale samples acquired through RockEval Pyrolysis. 
 
The TOC% is plotted alongside the BJH pore volume (Figure 44A), the BJH surface area (Figure 44B), 
the BET monolayer capacity (Figure 44D) and the BET surface area (Figure 44D). From these results it 
can be seen that the TOC% correlates best to the properties derived from the BET model, and do not 
correlate well to the properties derived from the BJH model. As previously discussed (2.5.1.2. 
Brunauer-Emmett-Teller (BET) Model) the BET model takes into account data over the relative 
pressure range 0-0.35 !

!"
 and best characterise smaller pores, whereas the BJH model takes into 

account data up to 0.995 !
!"

 and better characterise the full pore range up to the largest pores. 

Consequently this correlation to the BET model shows that the TOC% has a greater impact on 
smaller pores, and does not correlate well when larger pores are involved in the comparison model. 
Resultantly it is likely that the TOC% is predominantly comprised of micro- and meso-pores, when 
there are a larger number of pores in this size range the sample surface area (overall) is considerably 
greater than a sample comprised predominantly of macro-pores. 
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Figure 44: (A) BJH pore volume and the total organic content (TOC%), (B) BJH pore surface area and the total organic 

content (TOC%), (C) BET surface area and the total organic content (TOC%). The BJH pore volume and surface area, and 
the BET monolayer quantity adsorbed and surface area are shown by a yellow diamond (♦) and the total organic carbon is 

shown by a cross (✖). 
 
5.2.5Numerical Modelling 
5.2.5.1. Fractal Dimensions 
Surface fractal dimensions take values between 2 and 3. A fractal dimension near 2 describes a 
material which has a small degree of surface roughness, while 3 describes a material with a large 
degree of surface roughness when analysing isotherms in the lower pressure range.  
 
The fractal Brunauer-Emmett-Teller (fBET), one part fractal Frenkel-Halsey-Hill (fFHH) and two part 
fFHH as described in, 4.7.1. Fractal Dimensions, were used to calculate the fractal dimensions for the 
Marcellus shale (Figure 46). The specific values given by the models vary slightly, but the distribution 
of values for each sample is the same. Looking at Figure 46 it can be seen that the fBET and fFHH 𝐷Z 
are roughly equal to each other, and that fFHH and Ffhh 𝐷Y are roughly equal to each other; as a 
result of this the two part fFHH will be used for all further analysis. 
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Figure 45: FHH 𝐷Y (✖) and 𝐷Z (✱) for the four grain sizes analysed of Marcellus 7795’-7798’ showing an increase in 

fractal dimension with increasing grain size for both 𝐷Y and 𝐷Z. Parameters used are listed in Table 5. 
  

𝑫𝟏 𝑽𝒎𝟏 (cm3/g 
STP) 

𝑫𝟐 𝑽𝒎𝟐 (cm3/g 
STP) 

106-150μm 2.584957 
± 

0.00533 

9.677809 
± 

0.36481 

2.760251 
± 

0.00126 

9.415164 
± 

0.54008 
150-212μm 2.606905 

± 
0.0052 

9.662674 
± 

0.46947 

2.828004 
± 

0.00136 

9.185609 
± 

0.36605 
212-425μm 2.64314 

± 
0.00678 

9.745059 
± 

0.52893 

2.877996 
± 

0.00237 

9.815396 
± 

0.56182 
425-600μm 2.661345 

± 
0.00475 

9.781104 
± 

0.30326 

2.91078 
± 

0.00138 

9.381315 
± 

0.63974 
Table 5: parameters used to model the values presented in Figure 45. 
 

   
Figure 46: fBET (♦), fFHH (▲) and fFHH 𝐷Y (➕) and 𝐷Z (✖) compared with each other for the Marcellus shale samples. 

Parameres used are listed in Table 6. 
 



81 
 

 fBET fFHH 1 part fFHH 2 part 

 𝐶 𝑉b (cm3/g 
STP) 

𝐷 𝑉b (cm3/g 
STP) 

𝐷 𝑉bY (cm3/g 
STP) 

𝐷Y 𝑉bZ (cm3/g 
STP) 

𝐷Z 

7795'-7798' 593.6277 
± 

0.2328406 

10.36327 
± 

0.00962596 

2.826387 
± 

0.00126545 

9.751444 
± 

0.44490339 

2.591414 
± 

0.00250265 

9.677809 
± 

0.36480926 

2.584957 
± 

0.00533078 

9.415164 
± 

0.54008336 

2.760251 
± 

0.00126411 
7804'-7807' 939.3546 

± 
3.3710178 

11.50698 
± 

0.00477268 

2.813069 
± 

0.00057855 

10.46507 
± 

0.58654607 

2.603534 
± 

0.0020235 

10.70661 
± 

0.57495926 

2.610574 
± 

0.00711447 

10.91071 
± 

0.6792774 

2.784031 
± 

0.00193069 
7834'-7837' 723.3531 

± 
0.67809634 

9.057219 
± 

0.00877738 

2.739446 
± 

0.0017639 

8.762789 
± 

0.28077085 

2.459025 
± 

0.00360379 

7.973042 
± 

0.48374232 

2.460745 
± 

0.00329368 

8.082057 
± 

0.40722256 

2.677463 
± 

0.00127199 
7864'-7867' 947.6474 

± 
0.67501327 

10.03812 
± 

0.0062052 

2.818605 
± 

0.00133906 

9.127238 
± 

0.36212667 

2.614363 
± 

0.00242908 

9.578161 
± 

0.49931534 

2.622338 
± 

0.0054801 

8.833256 
± 

0.45560395 

2.76576 
± 

0.00147689 
Table 6: parameters used to model the values presented in Figure 46. 
 
When the grain size increases for Marcellus 7795’-7798’ the surface roughness (𝐷Y) and network 
complexity (𝐷Z) both increase (Figure 45) and are correlated to each other. This same trend is 
observed for the other Marcellus samples and it can be seen in Figure 46 that the surface roughness 
and network complexity are correlated to each other, e.g. where a surface is rougher, the pore 
network is also more complex. 
 

 
Figure 47: (A) the first fractal dimension, 𝐷Y (➕), for the FHH correlated to the BET surface area (♦), (B) the second 
fractal dimension, 𝐷Z (➕), correlated to the monolayer capacity 𝑉b from the BET model (♦) and (C) the first fractal 

dimension, 𝐷Y (➕) for the FHH correlated to the TOC% (♦). 
 
When compared with mineralogy the only component which correlates to the fractal dimensions is 
the TOC% (Figure 47C). So for an increased TOC% there is an increase in surface roughness denoted 
by the fractal dimension moving nearer 3 than 2. 
 
5.2.5.2. Homotattic Patch 
The trend between fFHH 𝐷Y and TOC% (Figure 47C), is not as close a correlation as would be ideal 
since values of 𝐷Y and TOC% for Marcellus 7834’-7837’ and 7864’-7867’ are significantly different. By 
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introducing the homotattic patch it is possible to model an organic portion of the isotherm and de-
convolve this from the inorganic components contribution to the isotherm (inorganic components 
are jointly determined by the isotherm model at this point). Results show that (Figure 48) the 𝑘-
value derived by the BET, FHH and nBET model, although inconsistent in value are consistent in 
distribution. Due to the previous correlation between fBET and fFHH 𝐷Y (Figure 46) continued 
analysis will be made using the fBET model for analysis of the 𝑘-value. 
 

  
Figure 48: 𝑘-value derived by each of the isotherm models BET (♦), FHH (■) and nBET (▲). Although the specific values 

vary they are distributed in the same way. Parameters used are listed in Table 7. 
  

fBET fFHH 1 part nBET 
 

𝐶 𝑉b (cm3/g 
STP) 

𝐷 𝑘 − 𝑣𝑎𝑙𝑢𝑒  𝑉b (cm3/g 
STP) 

𝐷 𝑘 − 𝑣𝑎𝑙𝑢𝑒  𝐶 𝑉b (cm3/g 
STP) 

𝑁 𝑘 − 𝑣𝑎𝑙𝑢𝑒  

7795'-7798' 590.3138 
± 

5.78451984 

8.568361 
± 

0.05056075 

2.943722 
± 

0.01732893 

0.026183 
± 

0.00143396 

9.69434 
± 

0.46005809 

2.78117 
± 

0.02796478 

0.010015 
± 

0.00458627 

581.9901 
± 

10.6377837 

8.510361 
± 

0.03006026 

1 0.029965 
± 

0.00047774 
7804'-7807' 962.7471 

± 
26.7429152 

9.600161 
± 

0.04825956 

2.893206 
± 

0.01259514 

0.026731 
± 

0.00095337 

10.89604 
± 

0.69354482 

2.82521 
± 

0.0585842 

0.012862 
± 

0.00828137 

1032.309 
± 

24.599136 

8.505335 
± 

0.02567783 

1 0.042721 
± 

0.0004918 
7834'-7837' 928.5334 

± 
14.7491158 

8.414324 
± 

0.05874202 

2.898567 
± 

0.01026656 

0.022341 
± 

0.00104109 

8.302725 
± 

0.47243446 

2.684808 
± 

0.04063623 

0.009021 
± 

0.00792398 

721.908 
± 

4.98886345 

7.555324 
± 

0.11913595 

2 0.01244 
± 

0.00150975 
7864'-7867' 938.4165 

± 
11.507666 

8.384414 
± 

0.08105509 

2.908261 
± 

0.01618001 

0.022691 
± 

0.00161758 

9.054042 
± 

0.49608852 

2.7957 
± 

0.02736852 

0.010838 
± 

0.00337037 

921.7164 
± 

15.4005075 

8.344631 
± 

0.01572368 

1 0.02751 
± 

0.00028998 
Table 7: parameters used to model the values presented in Figure 48. 
 
From Figure 49 it can be seen that the correlation between the 𝑘-value and TOC% is improved in 
comparison to the correlation between fFHH 𝐷Y and TOC% in figure Figure 47C. 
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Figure 49: 𝑘-value from the BET model (♦) to the TOC% (➕) from RockEval Pyrolysis where there is a correlation 

between the relative increase and decrease of values. 
 

Extensions to the homotattic patch model can be made to include other models, and/or mineral 
phases where isotherm data is available, and the mineralogy known. From SEM MLA it is known that 
the dominant clay fraction in these Marcellus shale samples is illite, which also makes up the primary 
mineral phase of the samples. An N2 gas adsorption isotherm for illite (Clay Mineral Society) was 
shared by Imperial College London to enable the development of the homotattic patch model. 
 
The modelled illite constituent, 𝑖, produces a strong correlation to the clay content in the Marcellus 
samples (Figure 50B), similarly to the 𝑘-value the actual clay content value is not derived however 
the same distribution and relationship between the samples is demonstrated. Importantly the 𝑘-
value when modelled alongside the 𝑖-value still maintains its correlation with the TOC% (Figure 50A).  
 

 
Figure 50: (A) kerogen modelled data, 𝑘-value (■) with the BET model from the 3 part homotattic patch and the TOC% (▲)  

showing a correlation between Marcellus 7804’-7807’, 7834’-7837’ and 7864’-7867’, however the model underestimates 
the kerogen for Marcellus 7795’-7798’ and (B) the illite modelled data, 𝑖-value (■) with the BET model from the 3 part 

homotattic patch and the clay % (▲) where the same correlation is observed for Marcellus 7804’-7807’, 7834’-7837’ and 
7864’-7867’ and the model underestimates the clay for Marcellus 7795’-7798’. Parameters used are listed in Table 8. 
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𝑪 𝑽𝒎 (cm3/g 

STP) 
𝑫 𝒌 − 𝒗𝒂𝒍𝒖𝒆 𝒊 − 𝒗𝒂𝒍𝒖𝒆 

7795'-7798' 567.3987 
± 

21.94609 

9.003215 
± 

0.473736 

2.874483 
± 

0.045858 

0.010221 
± 

0.00494 

0.008612 
± 

0.005623 
7804'-7807' 909.5686 

± 
52.41047 

9.874094 
± 

0.249313 

2.911871 
± 

0.031874 

0.015531 
± 

0.007135 

0.010493 
± 

0.004964 
7834'-7837' 643.7726 

± 
35.49937 

7.813869 
± 

0.358566 

2.823984 
± 

0.047003 

0.008961 
± 

0.00577 

0.009643 
± 

0.006108 
7864'-7867' 846.9443 

± 
49.11641 

8.699595 
± 

0.513204 

2.891237 
± 

0.039122 

0.010401 
± 

0.006621 

0.005056 
± 

0.006247 
Table 8: parameters used to model the values presented in Figure 50. 
 
5.3. Discussion 
5.3.1. Grain Size 
Since the quantity adsorbed increases with decreasing particle size it is likely that the process of 
crushing has enhanced accessibility to the larger pore sizes by opening the pore network and 
reducing the complexity. For an increase in average grain size of four times (106-150µm to 425-
600µm) there is only a reduction in quantity adsorbed of 0.78, this suggests that although quantity 
adsorbed decreases it is by an order of magnitude less than the grain sizes differ by. As a result of 
this finding, it may be possible to upscale to reservoir/formation scale with the use of a much 
smaller analysis sample than previously anticipated so long as the magnitude by which the quantity 
adsorbed varies continues to decrease with respect to the magnitude difference between changing 
sample size. It may also be possible to use the variation in quantity adsorbed with grain size to 
determine a potential spatial distribution of pores in the samples. Across grain sizes where there is 
little change to the maximum quantity adsorbed it can be inferred that over these ranges the pore 
network is very similar and the process of crushing does not create any significant physical changes. 
For example, if across the grain sizes 150-212µm and 212-425µm there was no variation to the 
measured isotherms it would indicate that there are no pore network variations which occur over 
the range from 150µm to 425µm which allows us to picture what the level of heterogeneity is within 
the sample. Where large changes to the maximum quantity adsorbed are observed it indicates that 
over that range of grain sizes there is significant variability in the distribution of pores and so results 
in significant changes to the pore network. By making these observations it is possible to determine 
an indication for the network complexity of the sample without conduction of fractal dimension 
analysis. 
 
The same analysis can be done for the size of the hysteresis loop allowing a more precise 
understanding of the physical changes that have taken place in the pore network. In the isotherms 
for Marcellus shale all hysteresis closure takes place at 0.5 !

!"
 which relates to cavitation and the 

emptying of larger pores through pore necks <4nm. When there is a large change in the hysteresis 
loop it means that the process of crushing has removed a lot of pore blocking within pore networks. 
By observing where this significant change occurs it allows you to define a threshold over which the 
pore network becomes more accessible i.e. large hysteresis at 212-425μm which significantly 
reduces at 150-212μm tells us that the pore network is more complex for grains larger than 212μm 
due to the presence of many pore necks which are <4nm in size, compared to grains smaller than 
212µm where alternative routes around the neck sizes <4nm have been exposed allowing the 
adsorbate to desorb more easily from the sample. If there is little change to the hysteresis loop this 
would signify that although more pores have been made accessible there is no alteration to the 
leading neck size of the pores and there remains the same quantity of <4nm pores. For the Marcellus 
7795’-7798’ the hysteresis across all grain sizes is consistent showing that over the size range 106-



85 
 

600µm there is no significant change to blocking by pore necks of sizes <4nm and these exist 
pervasively throughout all samples. 
 
By analysing the isotherms more broadly it is possible to identify at which particular point pore sizes 
are opened and made more accessible. For the Marcellus 7795’-7798’ all isotherms overlay each 
other until just over 0.5 !

!"
 the hysteresis closure for cavitation. Beyond this point isotherms begin to 

separate with 106-150μm and 150-212μm separating from 212-425μm and 425-600μm at 0.6 !
!"

 

(separation 1). 212-425μm and 425-600μm do not diverge from each other until 0.75 !
!"

 (separation 

2), then 106-150μm and 150-212μm do not diverge until 0.9 !
!"

 (separation 3). This relates to pores 

>3nm for separation 1, >5nm for separation 2 and >11nm for separation 3. When the BET model is 
used for the analysis of sorption data, only relative pressure values up to 0.35 !

!d
 are used. As a result 

of this the differences in the isotherms for grain size are not reflected in the BET surface area and 
monolayer capacity because isotherms do not diverge until relative pressures >0.6 !

!"
.  Taking this 

into account it is clear that results must be evaluated across the entire range of relative pressures 
due to variations which do not necessarily present at the lower pressure ranges. 
 
The pore size distributions show a consistent dependence on grain size, when the grain size is 
smaller there is an overall larger pore surface area and pore volume. However, the relationship 
between grain size and the pore size distributions is influenced by the surface area to volume ratio 
of pores, where larger pores have a greater impact on the pore volume than the surface area, and 
smaller pores have a greater impact on the surface area than the pore volume. For example, if you 
were to take a cube with 1cm length sides the surface area is 6cm2 and the volume is 1cm3 resulting 
in a surface area to volume ratio of 6cm-1. If you change the 1cm cube to a 2cm cube you end up 
with a surface area of 24cm2 and a volume of 8cm3 and a surface area to volume ratio of 3cm-1. In 
application to pore sizes macro-pores have a much smaller surface are to volume ratio compared to 
micro-pores which have a larger surface area to volume ratio. Consequently the grain size 
differences are only truly reflected in the cumulative pore volume pore size distribution at the 
greater pore sizes since the process of crushing more greatly impacts accessibility to larger pores. 
For the cumulative surface area only the finest grain size shows any difference to the other samples. 
 
5.3.2. Depth 
Although the isotherm results (Figure 31 and Figure 32) are correlated to depth there is variation in 
the pore size distribution (Figure 33 and Figure 34) and hysteresis which are not depth correlated. 
Marcellus 7834’-7837’ has a similar quantity of larger pores as Marcellus 7804’-7807’ but a lot fewer 
smaller pores, although hysteresis loops are not solely dependent on the pore size, the wider 
hysteresis loop for Marcellus 7834’-7837’ does signify the presence of many pores >4nm spatially 
arranged such that cavitation takes place. At very low relative pressures (<0.05 !

!"
) the isotherm for 

Marcellus 7804’-7807’ (Figure 31) immediately diverges from Marcellus 7834’-7837’ and 7864’-7867’ 
showing it has a considerably larger number of micro-and fine meso-pores. After this initial 
divergence, the isotherms for 7804’-7807’ and 7834’-7837’ run parallel to each other until 0.6 !

!"
 

when 7834’-7837’ converges on 7804’-7807’ and they resultantly reach !
!"

 = 0.995 at the same 

quantity adsorbed. The result of this is that Marcellus 7834’-7837’ has a greater number of large 
meso- and small macro-pores than Marcellus 7804’-7807’. Marcellus 7864’-7867’ diverges from both 
samples at low relative pressure and does not converge again like 7834’-7837’ did demonstrating a 
lower quantity of all pore sizes. 
 



86 
 

The mercury intrusion porosimetry also reflects this variation in pore size distribution where the 
intrusion curves for 7804’-7807’ and 7834’-7837’ cross each other. At lower pressures Marcellus 
7834’-7837’ has a greater volume of intruded mercury (Figure 35) demonstrating that there is a 
greater number of larger pores accessed easily by mercury, at higher pressures Marcellus 7804’-
7807’ intrusion increases above Marcellus 7834’-7837’ (Figure 35) were more smaller pores have 
been filled in comparison. 
 
Due to the variability with depth across gas sorption isotherms (Figure 31 and Figure 32), pore size 
distributions (Figure 33 and Figure 34) and mercury intrusion porosimetry (Figure 35), it is likely that 
data is better correlated to factors such as depositional environment, structural history and 
mineralogy.  
 
5.3.3. Mineralogy 
Since clays have a much greater surface area than minerals like quartz and carbonates the 
expectation is that surface area could directly correlate to clay content, however the Marcellus 
results do not support the hypothesis that surface area is correlated to clay content. Marcellus 
7864’-7867’ has the smallest quantity of clay (40.805%), but does not have the smallest BET surface 
area (40.33 m2/g). On the other hand Marcellus 7834’-7837’ has the greatest quantity of clay 
(79.96%), but the smallest BET surface area (35.726 m2/g). Despite the large surface areas associated 
to clays (>20 m2/g) (Diamond and Kinter, 1956; Kini et al., 2005; Macht et al., 2010; Lammers et al., 
2017), the BET surface area does not correlate with clay content. Additional investigation shows that 
the BET surface area for the Marcellus samples, instead, correlates to TOC% (Figure 44D). From this 
it is clear that the primary influence on shale surface area is the TOC% however the correlation in 
Figure 44D shows some variation. The variations identified are where the TOC% for Marcellus 7804’-
7807’ plots below the BET SA, where for the other samples the TOC% plots above the BET surface 
area. As a consequence of this it is hypothesised that although TOC% is the primary influence on the 
BET surface area, in the presence of a large quantity of a low surface area mineral the resultant BET 
surface area will be altered to reflect this. 
 
Figure 36 (Table A5.1. 1) for the mineralogy of the Marcellus shale shows that Marcellus 7804’-7807’ 
in addition to having the greatest TOC% (7.22%) also has the lowest quantity of silicates (10.095%) 
which are known to have a very low surface area (Meloni et al., 2012; Pennell, 2016), and one of the 
largest clay quantities (77.945%) known to have a large surface area. This may explain, and 
demonstrates how although TOC% has the primary influence on BET surface area, other minerals are 
still impactful to these correlations. The surface area of organic matter however is highly variable 
depending on the type and maturity of the specific kerogen in the sample.  
 
The surface area is considered to be the most significant property with respect to reservoir 
production as the majority of methane is stored by adsorption on the pore walls. Since most 
methane is stored by adsorption the accurate evaluation of sample pore surface area is necessary to 
industry so accurate gas-in-place estimations can be made. However, the pore volume and minerals 
which are known to retard or create buffers to flow are mechanically important to understand since 
they will impact the producibility of a reservoir. 
 
5.3.4. Numerical Modelling 
Wang et al., (2015) have identified the fractal dimensions results to be significant to the 
understanding of material surface properties, since samples with a larger 𝐷Y (the surface fractal 
dimensions) will have a rougher surface and provide more adsorption sites and consequently own 
relatively higher adsorption capacities.	𝐷Y is most greatly impacted by the presence of micro- and 
fine meso-pores as a result of their large surface area to volume ratio, since macro-pores have a 
small surface area to volume ratio they do not significantly impact 𝐷Y. Results show that for an 
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increased TOC% (Figure 47C) there is an increase in surface roughness denoted by the fractal 
dimension moving towards 3 and further away from 2. The significance of this is that with an 
increased TOC% the increase in surface roughness results in more adsorption sites for either 
methane production or for carbon storage. Marcellus 7834’-7837’ is the only sample with a fractal 
dimension, 𝐷Y, less than 2.5 suggesting that it may have an overall smoother surface than the other 
samples. Given this low value for the fractal dimension, combined with the lowest surface area it is 
clear that there is a physical difference to this sample which lead to variations from the sample 
population. 
 
It is also necessary to consider the second fractal dimension, 𝐷Z, taken at higher pressures and 
describing the pore network complexity. At values near 2 the pore network is open and easily 
accessed by the adsorbate, for values near 3 the network is complex and not easily accessible. 
Although 𝐷Y was impacted by the presence of micro- and fine meso-pores, 𝐷Z is not impacted by 
macro-pores within the sample. 𝐷Z is concerned with the complexity of pore neck sizes where a 
greater degree of heterogeneity is likely to result in more narrow neck sizes. Where the ratio 
between the neck size and pore body is near 1:1 it suggests that there is a low level of heterogeneity 
and so the network complexity should be low (𝐷Z = 2). As the ratio of the pore neck to pore body 
moves from unity the heterogeneity in the pore network increase and so the complexity is likely to 
increase reflected in a fractal dimension of 𝐷Z = 3. 
 
The pore filling properties are most affected by 𝐷Z since a large value suggests a complex pore 
network with a high degree of heterogeneity in the size difference between pore necks and pore 
bodies. Consequently, samples with a large value of 𝐷Z may not be easily accessible, as a result even 
if a sample has a large value for 𝐷Y (greater adsorption capacity) but the value of 𝐷Z is also large 
(complex network) it is likely that production or storage in this sample could be very difficult. 
Although 𝐷Z correlates to the monolayer capacity from the BET model it is not necessarily the case 
that 𝐷Z will correlate to all pore filling (volume) properties. For example the pore volume may be 
large but easily accessed due to a near 1:1 ratio of the pore neck and body resulting in a sample with 
low level of heterogeneity, on the other hand the volume could be small but not easily accessed 
resulting in a large fractal dimension. In this instance the graph would demonstrate an inverse 
relationship to the fractal dimension and pore volume. 
 
When the grain sizes are varied the changes to the fractal dimensions can be observed (Figure 45), 
for an increasing grain size both fractal dimensions increase, although 𝐷Z is most affected. This is the 
expected result for 𝐷Z as for a smaller grain size you would anticipate the degree of network 
complexity to be reduced due to the opening of previously closed pores, and additional networks 
being provided to the desorbing adsorbate. Larger grain sizes however have more closed pore space 
and fewer alternative paths for the adsorbate to desorb via, so this results in an increasing value for 
𝐷Z with increasing grain size. For 𝐷Y however this result shows that it is not solely dependent on the 
quantity of micro and fine meso-pores opened by the process of crushing and increasing the 
accessibility of the adsorbate to these pores. This shows that surface roughness is also correlated to 
the grain size which was not previously hypothesised, and so it must be considered whether 𝐷Y is a 
true measure of the internal surface roughness, or if it is also a measure of the external surface 
roughness. If this is the case then this is a systematic error which will need to be investigated further 
and considered in future fractal dimension analysis. 
 
The fractal dimension results (Figure 47C) indicate that the TOC% has the greatest impact on 𝐷Y, by 
using the homotattic patch it is possible to derive a value (𝑘-value) which represents the 
contribution of the kerogen phase to the isotherm. When the 𝑘-values are plotted with the TOC% 
(Figure 49) it can be seen that the distribution between more closely reflects that of the actual 
TOC%. As a result of this it may be possible in future to use the homotattic patch as an indication for 
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relative TOC% within a formation where experimental analysis is not available. When a second 
mineral phase (illite) was introduced to the model the results (𝑖-value) of this mineral phase 
correlated to the mineralogy results from SEM MLA (Figure 50B), without affecting the correlation of 
the 𝑘-value to the TOC% (Figure 50A). 
 
Although the 𝑘- and 𝑖-values derived from the homotattic patch are not the same as the values from 
SEM MLA it is possible that the model provides a “measure of influence” of the mineral on the 
overall isotherm. For example, the Marcellus 7795’-7798’ has an 𝑖-value (illite contribution) of 
0.0086 and 𝑘-value (kerogen contribution) of 0.0102, despite having a clay content and TOC% of 
73.515% and 6.877% respectively. When the ratio of the mineral content from SEM MLA multiplied 
by the BET SA (illite 33.7202 m²/g and kerogen 342.2751 m²/g) is compared to the ratio of the 𝑘- and 
𝑖-value (13. 1) they are the same (Figure 51). 
 
 𝑚𝑖𝑛𝑒𝑟𝑎𝑙Y%	 ×	𝐵𝐸𝑇	𝑆𝐴Y

𝑚𝑖𝑛𝑒𝑟𝑎𝑙Z%	 ×	𝐵𝐸𝑇	𝑆𝐴Z
=
𝑛Y
𝑛Z

 (13. 1) 

 

  
Figure 51: ratio of TOC% to clay content (■) for experimental and homotattic patch values (♦), where there is a strong 

correlation between these values showing that the ratio of derived values is equivalent to the ratio of surface area 
contributions from experimental work. 

 
This extension to the homotattic patch analysis is not yet fully proved however the success so far of 
the homotattic patch at this early stage is encouraging for future developments to the model. 
 
5.4. Conclusion 
The process of crushing a sample creates more pore volume, but does not have an impact on the 
pore surface area as micro-pores are not significantly altered by the process of crushing. It has been 
shown that with study of more grain sizes forecasting could be used on the quantity adsorbed to 
predict the results of much larger samples. Marcellus samples 7804’-7807’, 7834’-7837’ and 7864’-
7867’ are depth correlated by their isotherms however not correlated by BET surface area and 
monolayer capacity. It is likely that samples correlate more strongly with mineralogy than they do 
with depth. TOC% and clay content have the strongest correlation to surface area and pore volume 
of the samples, where carbonates and quartz can have a negative correlation to these properties. 
Mineralogy is not simply defined and the ratio of various minerals has a greater impact than the 
presence and quantity of one mineral independently. By using the fractal dimensions and homotattic 
patch it is possible to deconvolute some of the constituents of the samples and derive values which 
describe the surface and network properties of the samples which produce a good correlation to the 
surface area and volume.  
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6. The Utica Shale 
6.1. Materials 
Fifteen samples of the Utica shale were provided by Virginia Polytechnic Institute and State 
University, drilled by CNX Gas Company in July 2012. Samples were drilled in Potage County, Ohio 
and span the depth range from 5800’ to 6106’ (306’) in a series of 3 feet steps (Table 9), for some 
core from each foot of the 3 foot section were provided and for others just one section of the 3 foot 
section was provided. All samples were analysed as 106-150µm grains (powder), or as 3-5mm chips 
where grains were unsuitable for the experimental technique. 
 

Sample Carbonates Clays Silicates TOC% Ro% 

5800'-5803' 24.9 50 19.115 2.97 0.796 

5860'-5863' 25.115 58.985 12.025 2.33 0.958 

5869'-5872' 29.945 49.955 17.025 1.36 0.922 

5872'-5875' 1 15.565 58.925 19.385 1.79 0.94 

5872'-5875' 2 22.265 55.325 17.985 1.65 0.85 

5875'-5878' 41.285 33.68 20.93 1.27 0.904 

5899'-5902' 1 33.015 44.755 16.385 1.2 0.958 

5899'-5902' 2 30.8 44.855 17.72 1.38 0.958 

5899'-5902' 3 28.45 49.765 16.74 1.46 0.976 

5998'-6001' 1 53.96 28.02 15.265 2.67 0.976 

5998'-6001' 2 55.865 25.375 13.96 4.33 0.976 

6102'-6103' 79.56 10.015 5.41 0.28 0.94 

6103'-6106' 62.35 0.565 32.91 0.27 0.76 

6102'-6106' 1 78.75 9.41 8.185 0.39 1.048 

6102'-6106' 2 86.29 4.28 6.67 0.18 1.048 

Table 9: sample depths, mineral content, TOC% and Ro% the thermal maturity given by (14. 1) (Jarvie et al., 2005) for all 
Utica samples. Carbonates are comprised of limestone and dolomite; clays are comprised of illite, kaolinite and goethite; 
silicates are comprised of quartz, muscovite and albite. 
 

 𝑅�% = 0.018𝑇b?�(°𝐶) − 7.16 (14. 1) 
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Figure 52: N2 gas adsorption branch for all samples, desorption branches are omitted to make the data clearer. Samples are 

grouped by colour where there are multiple samples from a single 3 foot core. In the N2 sorption experiments there is no 
correlation to depth, however samples over the depth range 6102’-6106’ consistently have the lowest uptake. 

 

 
Figure 53: CO2 gas adsorption branch for all samples, desorption branches are omitted to make the data clearer. Samples 

are grouped by colour where there are multiple samples from a single 3 foot core. In the CO2 gas sorption experiments there 
is some correlation to depth at the extreme ends, however the samples between are not as neatly correlated.  

 
Samples were collected from the Upper Ordovician Utica and Point Pleasant Formations, major shale 
gas plays, in the Appalachian Basin (Colton, 1961; Brinkley, 2016; Sweda, 2019), where the Utica 
shale accumulated in a deepening foreland basin (Colton, 1961; Sweda, 2019). Deposition of this 
transgressive sequence (Wickstrom, 2013) is characterised by the transition from shallow marine 
carbonates of the Point Pleasant Formation to siliciclastic mudstones of the Utica Formation 
(Patchen and Carter, 2015) which transition between formations marked by generally elevated total 
organic carbon (TOC%) concentrations (Hickman et al., 2015), Figure 54. The Utica Formation 
samples are fine grained light to dark grey calcareous mudstones. As the depth decreases the 
quantity of carbonates also decreases resulting in reduced evidence of bioturbation and more clearly 
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defined laminations, from 6102’ and deeper it is believed to be the Point Pleasant Formation which 
is a calcareous grey mudstone with abundant thin 0.5-4cm interbedded light grey limestone. 
 

 
Figure 54: relationship of carbonates (empty ■), clays (empty ●), silicates (empty ▲) and TOC% (➕) with depth. Where 
there are multiple samples per 3 feet of core the quantities have been averaged in order to show the overall trend as simply 

as possible. The smaller graph superimposed on the larger graph more clearly shows the trend over 5860’-5900’ feet. 
 
Due to the conclusions made in 5. The Marcellus Shale that shale properties are more strongly 
correlated to depositional environment than they are depth, five Utica samples were selected for 
more detailed analysis based on Figure 54 so that the transition of carbonate-rich to clay-rich 
lithotype is captured and comparisons can be made. 
 
The five selected samples were from depths 5800’-5803’, 5872’-5875’ 1, 5998’-6001’ 2, 6102’-6103’ 
and 6103’-6106’ and will be referred to as U1, U2, U3, U4 and U5 respectively. Samples U1 and U2 
are from the Utica Formation, U3 from the base of the Utica Formation where it transitions into the 
Point Pleasant Formation, and samples U4 and U5 represent the Point Pleasant Formation. They are 
defined such that there is an increasing carbonate content with increasing depth, and a decreasing 
clay content with increasing depth. These five samples were also chosen to capture the variation in 
TOC% which is not depth correlated and to observe the impact that this has on the overall properties 
of the shale such as surface area, pore volume and connectivity. 
 
6.2. Methodology 
All samples underwent conventional nitrogen (N2) (Figure 52) and carbon dioxide (CO2) (Figure 53) 
gas sorption analysis at 77K and 273.15K respectively using a Micromeritics 3Flex physisorption 
analyser. Analysis was carried out over the relative pressure ( !

!"
) range 0-0.995 (N2) and 0-0.035 

(CO2). As well as scanning electron microscopy mineral liberation analysis (SEM MLA), carried out on 
an FEI Quanta 600 (operated at 20kV, working distance of 13mm and spot size 7) equipped with 
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mineral liberation analysis software by JKTech/FEI which enables the quantification of sample 
mineralogy by taking several energy dispersive X-ray (EDX) points. RockEval pyrolysis (carried out by 
the British Geological Survey) was additionally used to determine the mineralogy and total organic 
carbon content (TOC%). Analysis was carried out in line with that described in 4. Methodology. 
 
Following the completion of these analysis results were analysed and this provided the information 
to guide selection of the five samples based on previously recognised rationale. The five selected 
samples then underwent the further methodology (experimental and numerical) described in the 
rest of the chapter. 
 
6.2.1. Mercury Intrusion Porosimetry 
Samples were oven dried overnight at 100°C in order to remove any pore water that may be present 
within the sample. Once dried, samples were prepared for mercury intrusion porosimetry (MIP) 
where they underwent low- and high- pressure analysis at ambient temperature and constant 
volume. Low-pressure analysis was carried out up to 207 MPa, and high-pressure to 414 MPa on a 
MicroMeritics AutoPore IV 9500, before mercury was extruded and the system returned to ambient 
pressure. 
 
6.2.2. Computerised X-ray Tomography (CXT) 
Following mercury porosimetry, CXT was carried out on an Xradia Versa XRM-500. The Xradia Versa 
XRM-500 is a high-resolution 3D X-ray CT system capable of submicron resolution. The samples were 
scanned with source parameters 140kV and 71µA with a resulting pixel size of 6.7997µm. 
 
6.2.3. Nitrogen Overcondensation 
The overcondensation experiments were carried out on a Micromeritics ASAP 2020 physisorption 
analyser using a method similar to that described by Murray et al., (1999). The equilibration times 
used were 20s and 60s. Two different times were tested to ensure that the sample isotherm was 
fully equilibrated. The samples were outgassed at 140°C for 2 hours under vacuum prior to analysis. 
In the overcondensation experiment, the first stage is to increase the pressure in the sample tube to 
higher than the saturated vapour pressure of nitrogen. This pressure increase should facilitate 
sufficient condensation such that even the biggest pores are filled with liquid nitrogen at the start of 
the overcondensation desorption isotherm, which will probably inevitably also involve some bulk 
condensation in the sample tube. This bulk condensation is what is avoided in the conventional 
experiment. The required period to reach this stage is dependent upon the sample size and the pore 
volume. While it does not matter if the volume of condensate is much higher than that needed for 
complete pore filling, the total duration of the experiment would be much longer in that case. Once 
complete pore-filling had been achieved, the pressure was lowered to just below the saturated 
vapour pressure of nitrogen such the bulk condensate vaporized completely while keeping all the 
sample internal porosity liquid-filled. Once this stage has been accomplished, the first data point on 
the overcondensation desorption isotherm can be measured. This point corresponds to the total 
pore volume of the sample, following this the pressure is decreased in small steps before desorption 
then continues in the usual way. 
 
6.3. Results 
6.3.1. Sample Petrology 
The major mineral composition of the samples as determined using MLA varies as expected (Figure 
55 with the Point Pleasant Formation samples U4 and U5 enriched in carbonate and the Utica 
Formation samples enriched in clay. The Utica Formation ranges from 25-59% illite content and the 
Point-Pleasant Formation 0.5-10%. Less than 1% kaolinite was observed in all samples and any other 
clay fractions were too small to resolve. Carbonate minerals identified are limestone and dolomite, 
the latter associated with localised fracturing. In the Utica Formation carbonates make up 15-56% 
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with no dolomite. In the Point Pleasant formation carbonates make up 63-80% with 2% and 10% 
dolomite in samples U5 and U4 respectively. The silicates present in the samples are primarily quartz 
and muscovite with some small quantities of albite identified; for the Utica Formation (U1, U2 and 
U3) silicates comprise 13-20% and 5-33% for the Point Pleasant Formation (U4 and U5). Several 
sulphides and oxides were also identified however these do not contribute more than 2% in any 
sample when combined. TOC% peaks in sample U3 from the base of the Utica Formation and is 
generally higher in samples (U1, U2) from the Utica Formation than those in the Point Pleasant 
Formation (U4, U5). 
 
Detailed examination of sample textures (Figure 57, Figure 59, Figure 61, Figure 63 and Figure 65) 
indicates that the Utica Formation samples are characterised by bioclastic carbonates with intra-
particle calcite cement in a fine grained illite and quartz grain matrix. Organic carbon is observed as 
discrete particles running parallel to bedding compacted around neighbouring siliciclastic grains. 
However the Point Pleasant samples are characterised by authigenic carbonates which have 
undergone some dolomitisation. In U5 there is some fine grained illite, however U4 is made up of a 
fine-grained illite matrix with coarse grained authigenic carbonate cement within it. Organic carbon 
is not observed in U5, but is observed in discrete particles in U4. 
 
The Utica Formation consists of dark grey to brown calcareous shale often laminated and 
bioturbated, with a TOC% of approximately 3.5% (Smith, 2013). Samples (U1 and U2, Figure 58 and 
Figure 60 respectively) are predominantly siliclastic siltstones with lesser amounts of bioclastic 
material (Table 9). The matrix is dominated by illite with lesser amounts of calcite cement. Whether 
the illite is primary or secondary was not determined. Organic matter is present as discrete particles 
or agglomerations (Figure 59). U3 (Figure 62) is taken from the base of the Utica Formation which is 
defined to be organic and carbonate rich (Hickman et al., 2015). 
 
The underlying Point Pleasant Formation is overall defined by an organic-rich, calcareous shale with 
interbedded limestone. The Upper interval of the Point Pleasant Formation (such as samples U4 and 
U5 in Figure 64 and Figure 66, respectively), however, is an organic-poor grey shale with abundant 
thin limestone beds. A TOC% of <1% (Figure 55) is typical of this interval with low organic carbon and 
intermediated composition in terms of the balance between siliciclastic and bioclastic material. The 
lower interval of the Point Pleasant Formation (below the samples studied here) is much more 
carbonate rich, with an average TOC% of 4%–5%, is a storm-influenced formation, and has common 
burrows, even in the organic-rich facies (Luft, 1971; McDowerll, 1986; Hickman et al., 2015). In the 
locations of the borehole, from which the samples studied here were obtained, the formations were 
deposited on a storm dominated shelf, hypothesised to have been part of a semi-enclosed 
epicontinental sea (Popova, 2017). 
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Figure 55: variation of mineral composition for the Utica shale samples U1 to U5. Carbonates (empty ■) and clays (empty 

●) are inversely correlated to each other with increasing carbonate content and decreasing clay content with depth. 
Silicates (empty ▲) show an overall decreasing correlation with depth, however there is a spike in U5 where the silicate 
content is almost twice at any other depth. TOC% (➕) also shows an overall decreasing correlation with depth but has a 

spike at U3 where the TOC% is significantly greater than for any other sample.  
 

 
Figure 56: (A) the TOC% and BET surface area and (B) the clay content and the BET surface area. 

 

 
Figure 57: a typical electron micrograph of sample U1, with mud to silt-sized quartz (q) and bioclastic calcite (cc) grains in 

an illite matrix (d) with intra and inter granular calcite cement (cc). 
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Figure 58: U1 BSE and corresponding mineral map showing the clay sized particle matrix dominated by illite (orange) with 

interspersed grains of quartz (blue) and carbonate (turquoise), with 5mm scale bar. 
 

 
Figure 59: An electron micrograph of a typical sample U2, with mud to silt-sized quartz (q) and authigenic calcite (cc) 
grains within an illite (d) matrix with some finer-grained silicate and carbonate material. Some inter-particle calcite 

cements (cc). 
 

 
Figure 60: U2 BSE and corresponding mineral map demonstrating the same clay sized particle matrix dominated by illite 
(orange). Compared to U1 there are fewer carbonate (turquoise) grains, and they show no preferential alignment and/or 

distribution (with 5mm scale bar). 
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Figure 61: An electron micrograph of sample U3 with mud to silt-sized quartz (q), bioclastic and authigenic calcite (cc) 

grains within an illite (d) matrix with some finer-grained silicate and carbonate material. This sample is from close to the 
transition zone between the Utica shale and Point Pleasant Formation. There is evidence of intra-particle calcite cement 

(cc) within the bioclastic calcite grains. Within this there is some inter-particle calcite cements (cc). 
 

 
Figure 62: U3 BSE and corresponding mineral map showing the presence of a clay sized grain matrix dominated by illite 
(orange) as well as grains of quartz (blue), however there is a significantly greater quantity of carbonates (turquoise) in 

comparison to U1 and U2. These carbonates are present as bands and also in biogenic forms (with 5mm scale bar).  
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Figure 63: An electron micrograph of a typical sample of U4, being part of the Point Pleasant Formation with coarse silt-

grained carbonate zoned minerals which are comprised of calcite (cc) and dolomite (dol) due to the dolomitisation of calcite 
to form dolomite. There are silt-grained quartz (q) and calcite (cc) grains surrounded by an illite (d) and finer-grained 

carbonate matrix. Observed post-sedimentation events are some inter-particle calcite cement (cc) and dolomitisation of the 
calcite. 

 

 
Figure 64: U4 BSE and corresponding mineral map showing the presence, but reduction in the clay sized illite (orange) 

dominated matrix, within this matrix there are some quartz grains (blue) but far fewer than can be seen for samples U1, U2 
and U3. There is a significant quantity of carbonates (turquoise) which take on a biogenic form likely as a result of 

bioturbation (with 5mm scale bar). 
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Figure 65: An electron micrograph of a typical sample of U5, which is part of the Point Pleasant Formation with typical 

calcite (cc) grains (5-10 µm), with some finer inter-granular illite (d). There are some darker coloured minerals which have 
been identified as dolomite, and the other grains some inter and intra particle cement. 

 

 
Figure 66: U5 BSE and corresponding mineral map showing a carbonate grain (turquoise), with some fine grained quartz 

(blue) within it. There are also some areas of dolomite (green) where some mineral alteration has occurred (with 5mm scale 
bar). 

 
6.3.2. Mercury Intrusion Porosimetry (MIP) 
Figure 67 shows the raw mercury intrusion and extrusion curves for samples U1 to U5. It can be seen 
that, for some samples (U1-3), the mercury intrusion curves are of a hyperbolic form at the highest 
pressure, thereby suggesting that mercury has not been able to fill the entire void space. It is noted 
that, typically, very little of the mercury extruded when the pressure was reduced, and thus mercury 
entrapment is apparently high. Simple pore geometries are shown in Figure 68 to visually depict the 
possible trapping of mercury in samples U1-U5. The high pressure that mercury intrusion 
porosimetry is carried out at can result in crushing of the sample which results in the appearance of 
entrapment. The distinction of trapping or crushing will be made and confirmed by analysis of the 
CXT data. 
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Figure 67: mercury porosimetry intrusion and extrusion normalised to zero intrusion at 0.7MPa to remove the effect of 

mercury intruding and moving around the external spacing of the chips for samples U1 (♦), U2 (✖), U3 (✖), U4 (✖) and 
U5 (➕) (colours and symbols consistent with Figure 52 and Figure 53 of the N2 and CO2 gas sorption isotherms). U2 and 

U1 have the greatest volume of intruded mercury and U4 and U5 the smallest volume of intruded mercury, however U3 has 
the greatest volume of trapped mercury. 

 

 
Figure 68: (A) basic ink-bottle pore geometry of a pore which mercury could get trapped in, (B) a simplified example of the 

possible trapping of mercury in samples U1 and U2 where some mercury has been extruded but a large quantity is still 
trapped in the sample, (C) a simplified example of the possible trapping of mercury in sample U3 where very little mercury 
has been extruded and a significant quantity is trapped in the sample, (D) a simplified example of the possible trapping of 

mercury in samples U4 and U5 where most, if not all, of the intruded mercury has been extruded. Trapped mercury (■), the 
shale sample (■) and empty space (□). 

 

 
Figure 69:  cumulative intra-particle pore size distributions for Utica shale samples U1 (♦), U2 (✖), U3 (✖), U4 (✖) and 
U5 (➕) (colours and symbols consistent with Figure 52 and Figure 53 of the N2 and CO2 gas sorption isotherms). Results 

for the pore size distributions are consistent with the intrusion – extrusion curves in Figure 67. 
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6.3.3. Computerised X-Ray Tomography (CXT) 
Figure 72 shows typical examples of reconstructed 2D slices from the CXT imaging of sample U3 
following mercury porosimetry (examples for U1, U2 U4 and U5 are included in Figure 70, Figure 71, 
Figure 73 and Figure 74 respectively). Some 2D slice images of samples of fresh mercury shale chips 
before mercury porosimetry are included in the Figure A6.2. 1. Since mercury has a much higher 
electron density than the surrounding shale it absorbed many more x-rays, and appears as bright 
white in the images, while the rock is mid-grey (and empty space is black). However, electron-dense 
minerals such as iron pyrites would also strongly adsorb x-rays and also be expected to appear as 
bright white pixels. However, the CXT images of fresh samples given in Figure A6.2. 1 show that the 
spatial incidence of strongly x-ray adsorbing minerals is very low before porosimetry. Hence, virtually 
all the bright white pixels in Figure 72 are due to entrapped mercury. The presence of mercury 
within the sample suggests that the entrapment in the porosimetry extrusion curves is real and not 
just apparent, due to sample compression. The high mercury entrapment during porosimetry means 
that the mercury provides a good tracer for the intruded volume. 
 
The high contrast between entrapped mercury and the rock means the images can be 
unambiguously gated to show only the entrapped mercury phase. Figure 70, Figure 71, Figure 72, 
Figure 73 and Figure 74 shows a 3D reconstruction of chips of sample U1-U5 containing entrapped 
mercury. From Figure 70 and Figure 71, it can be seen that the pores intruded in mercury 
porosimetry are generally parallel to the bedding planes in the shale for sample U1, though there is 
some more intrusion at the edge of the sample. From Figure 71, for sample U2, the residual mercury 
also picks out fainter, smaller macro-pores/fractures not directly visible otherwise, and the “cloud-
like” entrapped mercury around them. It is possible that some cracks may have formed during the 
drilling and transportation of the cores from the United States, and further cracking may have 
occurred when the cores were reduced to millimetre-sized chip samples for mercury porosimetry. 
The CXT images of fresh samples given in Figure A6.2. 1, suggest that visible cracking for these 
materials is limited to the edge of the chips and the pervasiveness of these cracks (Figure 71) is low 
such that the order of the typical lattice size for the nanoscopic pore network will not have been 
affected. Resultantly the relative accessibility of the meso-pore network will not have been greatly 
affected. 
 
In contrast, from Figure 72, the entrapped mercury in U3 suggests more pervasive and 
homogeneous mercury penetration and entrapment, but only up to a particular front in the shale. 
The entrapped mercury in U3 is located in broad bands and extended regions, rather than being 
more closely associated with fractures and adjacent borders along fractures, as for U1 and U2. This 
greater spatial prevalence of entrapped mercury away from defined planes or fractures also 
suggests greater disorder. The dark regions of the chips in the CXT images represent areas with pore 
necks too small to permit mercury intrusion and/or low voidage fraction. From a consideration of 
the grey-scale it looks most likely to be the carbonate phases that have been intruded in U3, since 
intrusion was in the lighter coloured mineral phases. The greater pervasiveness of mercury intrusion 
in U3, compared to U1 and U2, would then be consistent with the data in Figure 54 which shows 
that U3 has much more carbonate than U1 and U2. Clays, which are more abundant in U1 and U2, 
are likely to have more pores too small for mercury to intrude. This is also consistent with the more 
pervasive distribution of entrapped mercury across the chip of U4, shown in Figure 73, which, from 
Figure 54, has the highest carbonate content of all samples. However, the intensity of the bright 
regions in Figure 73 are lower than for Figure 72 for U3 suggesting less mercury intrusion for U4 
consistent with the lower intruded volumes for U4, compared with U3, in Figure 67. The spatial 
distribution of entrapped mercury in U5, seen in Figure 74, is less pervasive than for samples U3 and 
U4, and back to more like U2. Overall, the aforementioned findings from CXT suggests that, across 
the series U1-U5, also shows an evolution in the amount and spatial distribution of entrapped 
mercury. 
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Figure 70: 2D reconstructed slice from CXT data-set for a chip of U1 shale following mercury porosimetry (left, scale bar at 
1000µm), it is possible to see where mercury has intruded between micro-fractures and potentially between laminations of 
the shale and an example of 3D reconstruction (right) of CXT images of chip of U1 shale following mercury porosimetry. 

 

   
Figure 71: 2D reconstructed slice from CXT data-set for a chip of U2 shale following mercury porosimetry (left, scale bar at 
1000µm), it is possible to see where mercury has intruded between micro-fractures and potentially between laminations of 
the shale, and an example of 3D reconstruction (right) of CXT images of chip of U2 shale following mercury porosimetry. 
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Figure 72: 2D reconstructed slice of CXT data-set for a chip of U3 following mercury porosimetry (top, scale bar at 

1000µm), it is possible to see where mercury has intruded around the edges in a more “cloud-like” way through more 
accessible pore as opposed to through fractures and laminations in the sample, and an example of a 3D reconstruction 

(bottom) of CXT images of chip of U3 shale following mercury porosimetry. 
 

  
Figure 73: 2D reconstructed slice from CXT data-set for a chip of U4 shale following mercury porosimetry (left, scale bar at 

1000µm), it is possible to see where mercury has intruded along the edges of the sample, and an example of a 3D 
reconstruction (right) of CXT images of chip of U4 shale following mercury porosimetry. 
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Figure 74: 2D reconstructed slice from CXT data-set for a chip of U5 shale following mercury porosimetry (left, scale bar at 

1000µm), it is possible to see where mercury has intruded along the edges of the sample, and an example of 3D 
reconstruction (right) of CXT images of chip of U5 shale following mercury porosimetry. 

 
6.3.4. Gas Sorption 
Figure 75 shows the conventional nitrogen sorption isotherms, overcondensation boundary 
desorption isotherms, and scanning curves for the Utica shale samples.. A scanning curve is formed 
when on the desorption branch following overcondensation the pressure is increased at a point (i.e. 
0.8 !

!"
) to the highest relative pressure possible in a conventional isotherm. Following this the 

pressure is further reduced to 0, or to another point at which a scanning loop will be completed. The 
benefit of this is to observe where particular phases of pore sizes are responsible for the increased 
adsorption resulting from overcondensation. Consequently it is possible to further breakdown and 
investigate the various limiting cases for each analysed sample. 
 
 
From a comparison of Figure 75A-E it can be seen that sample U3 has the highest ultimate gas 
uptake in both the conventional and overcondensation experiments. U3 also has the largest amount 
adsorbed at the marked step at a relative pressure of approximately 0.5 in the overcondensation 
desorption isotherm. 
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Figure 75: Conventional nitrogen sorption isotherms (empty ●), overcondensation boundary desorption isotherms, a 0.5 !

!"
 

scanning loop (✖), and a 0.8 !
!"

 scanning loop (✖) for chip samples of Utica shales (A) U1, (B) U2, (C) U3 , (D) U4 and (E) 
U5.  

 
The overall forms of the boundary adsorption and desorption isotherms for samples U1 to U5 in 
Figure 75 are generally very similar. Following the BET region, the adsorption isotherms rise almost 
linearly until a relative pressure of 0.6-0.7 where they begin to curve upwards, at first gently, and 
then more sharply beyond relative pressures of 0.9. The ultimate amount adsorbed achieved for the 
conventional isotherms is lower than the top of the overcondensation desorption isotherm. In all 
cases, the overcondensation boundary desorption isotherm, broadly, consists of three regions. 
Following the vertical fall in amount adsorbed at relative pressure 0.995, that represents the 
evaporation of bulk condensate, the first section of the intra-particle desorption is typically a 
concave hyperbolic curve down until a relative pressure of approximately 0.5 where there is a steep, 
near vertical, step down to the lower hysteresis closure point. Thereafter, the desorption isotherm 
overlays the adsorption isotherm, as expected for reversible multi-layer adsorption. However, 
sample U3 is an exception to this otherwise general pattern, since the upper part of the boundary 
desorption isotherm is convex, with a marked knee at a relative pressure of 0.75-0.8. Further, from 
Figure 75C, it can be seen that the relative size of the step in the conventional desorption isotherm 
at relative pressure approximately 0.5 grows, as a fraction of the corresponding step in the 
overcondensation boundary desorption isotherm, for the series U1-U4. U5 has a relatively very small 
step at a relative pressure of approximately 0.5. 
 
Given the presence of two knees in the overcondensation boundary desorption isotherm for U3, it 
was decided to probe the hysteresis for all samples with ascending scanning loops springing from 
the relative pressures in the regions of the U3 isotherm where the knees occur. Hence, in all cases, 
the ascending branches of two scanning loops were initiated at relative pressures of 0.5 (henceforth 
denoted scanning loop 1, SL1) and 0.8 (SL2), respectively, on the overcondensation boundary 
desorption isotherm, and the descending branches of both loops were initiated at a relative pressure 
of 0.995. The corresponding pore radii from the Broekhoff de Boer method for hemispherical 
menisci are 2.6 (SL1), 6.4 (SL2), and 300 nm, respectively. From Figure 75, it can be seen that, for all 
samples, both the scanning loops have an overall crescent shape. The ascending branches of the 
scanning loops cross the majority of the hysteresis gap with very little additional adsorption, and 
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then rise sharply as they approach the region of the boundary adsorption isotherm. Desorption 
commences immediately on the descending branch of the loops and, in some cases, U2 and U3 
particularly, hysteresis remains relatively narrow compared to the width of the hysteresis between 
the boundary curves. However, the relative juxtaposition of the loops changes between samples. 
While, for samples U1 and U5, the ultimate amount adsorbed at the top of the adsorption branch 
increases markedly over the series consisting of the conventional isotherm, SL1, and SL2, the 
corresponding amounts adsorbed are very similar for sample U4. Samples U2 and U3 show 
behaviour intermediate between the two. It is also noted, that for sample U1, the conventional 
desorption isotherm, SL1 and SL2 do not cross each other. Although, it is the case that the ascending 
branch of SL1 overlays the conventional desorption isotherm for relative pressures 0.91-0.97, while 
the descending branch overlays the ascending branch of SL2 over the relative pressure range 0.95-
0.98. In contrast, for sample U2, the ascending branch of SL2 unambiguously crossed the descending 
branch of SL1. Further, for samples U3 and U5, the ascending branch of SL1 crossed the conventional 
desorption isotherm. For sample U4, the ascending branches of both SL1 and SL2 cross the 
conventional desorption isotherm. In addition, it is noted that the descending branches of both SL1 
and SL2 for sample U4 more or less overlay the overcondensation boundary desorption isotherm, 
whereas for samples U1 and U5 it is only the desorption branch of SL2 that overlays the boundary 
desorption isotherm. This suggests that the ranges of pore body and neck sizes involved in the 
scanning loops are different in each sample. The forms of the scanning loops will be interpreted 
further in the discussion. 
 
Figure 76 shows the variation across the shale series U1 to U5 of the kerogen mass fraction from the 
fits to the aforementioned homotattic patch models with either fractal BET or finite multilayer BET 
equations. Also shown in Figure 76 is the variation across the Utica shale series U1-5 of the total 
organic carbon. From Figure 76, it can be seen that the TOC% and the kerogen isotherm contribution 
fractions all show a rising and falling trend with a peak for sample U3. This shows how the parameter 
optimisation for the homotattic patch model fitting procedure is able to distinguish samples which 
have the greatest contribution from their organic content component.  
 
Despite the variation in the absolute values of the kerogen fractions for the respective fits to the 
homotattic patch models involving fractal BET or finite multilayer BET equations, both produce the 
same distribution of values which allow for consistent comparisons across a dataset for either model 
to assess the impact that the organic component of the sample has. It is also noted that the TOC% 
data includes a contribution from the overcondensation that is inaccessible to the exterior. 
However, overall, the isotherm homotattic model fitting suggested that the higher accessible surface 
area present in U3 shale is organic material, due to the higher TOC%. 
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Figure 76: Variation across the shale series U1-5 of the 𝑘-value (●) from the fits to the homotattic patch models with either 
fractal BET (♦) (eq.6) or finite multilayer BET (▲) (eq.7). Also shown is the variation across the Utica shale series U1-5 of 

the total organic carbon (TOC%). Parameters used to calculate these values are shown in Table 10. 
  

fBET nBET 
 

𝐶 𝑉b (cm3/g 
STP) 

𝐷 𝑘 − 𝑣𝑎𝑙𝑢𝑒 𝐶 𝑉b (cm3/g 
STP) 

𝑁 𝑘 − 𝑣𝑎𝑙𝑢𝑒 

U1 47.36406 
± 

2.848009 

0.385275 
± 

0.003896 

2.241188 
± 

0.014634 

0.000797 
± 

0.000008 

49.39205 
± 

1.928238 

0.383252 
± 

3.23E-06 

7 0.000455 
± 

1.804E-09 
U2 48.92447 

± 
2.930557 

0.373289 
± 

0.002328 

2.243202 
± 

0.006847 

0.000879 
± 

0.000005 

55.76718 
± 

1.386536 

0.431395 
± 

0.002098 

7 0.000549 
± 

4.15E-09 
U3 32.20889 

± 
1.700259 

0.680334 
± 

0.007694 

2.229568 
± 

0.013330 

0.001448 
± 

0.000108 

36.09552 
± 

1.182177 

0.674172 
± 

0.00202 

8 0.000861 
± 

2.56E-08 
U4 66.04899 

± 
2.960567 

0.430387 
± 

0.00173 

2.333958 
± 

0.009353 

0.001186 
± 

0.000007 

69.60184 
± 

0.816255 

0.431387 
± 

0.001816 

6 0.000619 
± 

2.51E-09 
U5 43.0456 

± 
2.458375 

0.116331 
± 

0.001835 

2.289126 
± 

0.014604 

0.000253 
± 

0.000003 

44.7796 
± 

1.960964 

0.114864 
± 

0.001117 

6 0.000183 
± 

6.63E-10 
Table 10: parameters used to model the values in Figure 76. 
 
Figure 77 compares the conventional sorption isotherms and overcondensation desorption 
isotherms for samples of shale U3 in chip (approximately mm particle size) and powder form. It can 
be seen that the ultimate amount adsorbed increased for the powder sample in both conventional 
and overcondensation experiments. It is also noted that the sharpness of the higher knee in the 
overcondensation boundary desorption isotherm is slightly reduced for the powder sample. It can 
also be seen that neither of the conventional desorption isotherms for chip or powder samples have 
any sign of convexity. 
 



109 
 

 
Figure 77: compares the conventional sorption isotherms (empty ▲) and overcondensation desorption isotherm (empty ■) 

for samples of shale U3 in chip (approximately mm particle size, represented by black symbols) and powder form 
(represented by blue sympols). It can be seen that the ultimate amount adsorbed increased for the powder sample in both 

conventional and overcondensation experiments. It is also noted that the sharpness of the higher knee in the 
overcondensation boundary desorption isotherm is slightly reduced for the powder sample. It can also be seen that neither of 

the conventional desorption isotherms for chip or powder samples have any sign of convexity. 
 
6.4. Discussion 
6.4.1. Sedimentology  
From the SEM images (Figure 57, Figure 59, Figure 61, Figure 63 and Figure 65), it was possible to 
identify that through the series U1-5, there is a transition from a shallow carbonate platform into a 
cyclic series of authigenic and bioclastic calcite grains likely deposited as a result of the area being 
storm-dominated. Samples U4 and U5 were deposited during a period of closure within an 
epicontinental sea with little sediment input as there are low quantities of clay in these samples. In 
sample U3 there are still significant volumes of carbonate, but there is also clay input and a high 
quantity of organic matter. By geological descriptions of the area U3 can be placed at the base of the 
Utica Formation which is organic and carbonate rich. It is hypothesised that U3 has been sampled 
from a period where there has been some opening (or it has just opened) to the epicontinental sea 
which has allowed sediment input increasing the mineral heterogeneity of the sample. As a result of 
the previously enclosed sea and formation of carbonate cements the environment is more anoxic 
allowing for greater preservation of organic matter. Samples U1 to U2 are sampled from later in the 
Utica Formation (younger and shallower) where it has transitioned from carbonate to clay rich. At 
this point the epicontinental sea had spent a longer period of time open allowing sediment transport 
which resulted in the dominant mineral composition transitioning from carbonate to calcite. As the 
sea had been open it would have been re-oxidised making organic matter less easily preserved.  
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6.4.2. Typical Pore Structure of Shales (a model) 

 
Figure 78: schematic depictions of the model pore spatial arrangements probed by scanning loops in samples (a) U1, U2 

and U5, and (B) U3 described in the main text. The model in part (A) is a “jam-jar” type arrangement with inter-
connections, with the bottom very largest pore shielded by very narrow necks. The model in part (B) has a large macro-pore 

surrounded by a disordered “sea” of smaller pores. 
 

A transition across the series U1 to U5 is evident in the pore structure as manifested in the gas 
sorption data. The crossing ascending scanning curves obtained here for Utica shales are similar in 
type to those obtained for Rempstone shale by Rigby et al., (2020) and for Middle Eastern shales by 
Barsotti et al., (2020), probably because the underlying pore geometries of Utica and Rempstone 
shales probed by scanning data have some similarities. The overall form of the conventional 
adsorption isotherm, overcondensation boundary desorption isotherm, and scanning loops suggests 
a void space consisting of large pore bodies shielded by narrow pore windows with a relatively much 
wider range of sizes than for the bodies, as shown in Figure 78A. The pores thus have a typical shape 
similar to a jam-jar (preserve jar). The relatively flat (almost horizontal for U5) form of the 
conventional adsorption isotherm, and the ascending branches of SL1 and SL2, for relative pressures 
in the range approximately 0.50 to 0.85 (corresponding to pore sizes of approx. 4-12 nm), followed 
by a steep rise at high relative pressures, suggests capillary condensation in pore bodies of just 
relatively larger sizes, as seen in Figure 79. In contrast, the overcondensation boundary desorption 
isotherms show steady declines in amount adsorbed over the whole relative pressure range from 
0.995 to 0.5 (corresponding to pore sizes of approximately 500-5 nm), apart from the hiatus for 
sample U3 at a relative pressure of approx. 0.75-0.8. This suggests a much wider range of shielding 
pore window sizes than pore body sizes, which means pore bodies steadily empty in order of 
shielding necks down the overcondensation isotherm as seen in Figure 79. 
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Figure 79: Schematic diagram of the state of pore-filling with condensate (blue shading) of the model pore system shown in 
Figure 78A at various positions (indicated by red arrows) around the conventional and overcondensation isotherms of the 

form found in this work. Regions left white represent vapour-filled pores. It is noted that the multilayer film build-up is 
omitted for simplicity. 

 
The very wide range of relative pressures over which amount adsorbed declines on the boundary 
desorption isotherm suggests that even larger windows have direct external access and the 
corresponding model for the pore structure would be like an array of similar “jam-jar”- like pores 
with a range of mouth sizes, as seen in Figure 78. These pore mouths may also empty directly into 
the type of large macro-pores evident in the CXT images of samples U1 and U2 after mercury 
entrapment in Figure 70 and Figure 71, as these would empty at the very top of the desorption 
isotherm. The ‘penumbra’ of entrapped mercury bordering the mercury-filled macroporosity in the 
CXT images of U2 may represent entrapment within this jam-jar porosity along their length. 
 
6.4.3. Pore-Pore Co-Operative Effects in Gas Sorption Data 
However, there is also evidence for pore-pore co-operative effects in sorption, and, thus, also more 
network complexity. The aforementioned hiatus in the overcondensation boundary desorption 
isotherm at relative pressures approximately 0.75-0.8 (corresponding to pore sizes approx. 10-17 
nm) for sample U3 is a percolation knee. The pause in the decline in amount adsorbed is caused by 
shielding of pore body and neck sizes larger than the knee by the smaller neck sizes at the knee, as 
shown schematically in Figure 80. This enhanced shielding arises when the spatial juxtaposition of 
pore necks (and bodies) is more jumbled. The presence of greater shielding is also consistent with 
the reduction in the sharpness of the percolation knee with the decline in particle size from chip to 
powder evident in Figure 77, since a reduction in lattice size of a random pore network leads to a 
smearing out of the percolation transition due to less shielding arising in smaller lattices (Seaton, 
1991). 
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Figure 80: schematic diagram of the state of pore-filling with condensate at two positions along the overcondensation 

desorption isotherm for the pore structural model, given in Figure 78B, for shale sample U3. The blue shading represents 
pores filled with condensate, while white represent an empty pore. 

 
It is noted that the sign of greater complexity in the desorption data (the percolation knee) occurs 
for the same sample, U3, for which the mineralogy data in Figure 54 also suggests has a more 
complex mixture of components, and the SEM data (Figure 57, Figure 59, Figure 61, Figure 63 and 
Figure 65) suggests has a more jumbled spatial arrangement of component mineral grains and inter-
granular cements. The overall crossover from high illite content to high calcite content, and spike in 
TOC%, around the depth of sample U3, together with the morphological data indicating increased 
disorder in this sample, suggests that some sort of high energy transition from a primarily marine to 
a primarily terrestrial source of sediments occurred, that also caused a transient increase in influx 
and/or lay-down of organic material in the sediments. The existence of this evidence for the high 
disorder in the complex sediments in U3 suggests it was rapidly fixed by relatively swift subsequent 
burial and inter-granular cementation processes following initial lay-down, since otherwise it would 
have been removed by longer timescale processes.  
 
Besides the pore-pore co-operative effect (pore-blocking) in the desorption data there is also 
evidence for network-related co-operative effects in the adsorption data too. The ultimate amount 
adsorbed at the top (highest pressure) of the conventional adsorption isotherm (CAI) and the 
ascending branches of SL1 and SL2 increases in that order for samples U1 and U5. Further, the 
ultimate amount adsorbed for SL1 and SL2 for sample U2 is much higher than the ultimate amount 
adsorbed on the conventional adsorption isotherm. The difference in step heights, at relative 
pressure of approximately 0.5 (corresponding to a pore size approximately 4-5 nm), between the 
conventional and overcondensation desorption isotherms suggests that some of the very largest 
pores filled only by overcondensation remain filled with condensate even down to a relative 
pressure of approx. 0.5, as shown in Figure 79. This is because (as shown schematically in Figure 
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78A) the very largest pores (pore J, in Figure 78A) are shielded by very narrow pore necks of sizes 
(diameters) smaller than approximately 4 nm (necks H & I in Figure 78A), and the aforementioned 
step in desorption is due to the cavitation effect (Gregg and Sing, 1982). For SL1, these very largest 
pores, shielded by very narrow necks, remain filled at the start of the loop, in addition to those that 
would be filled by the conventional adsorption isotherm. Hence, this head-start in condensate 
amount means that the ultimate adsorption volume for SL1 will necessarily be higher than that for 
the conventional isotherm. However, it is noted that, for SL1, for samples U1, U2 and particularly U5, 
the additional ultimate amount adsorbed, compared to the conventional isotherm, is actually larger 
than that anticipated simply from the difference in step height, at relative pressure of approx. 0.5, 
between the overcondensation and conventional desorption isotherms. This means some additional 
adsorption is occurring on the ascending branch of SL1, for samples U1, U2 and U5, than occurred on 
the corresponding conventional adsorption isotherm. This is because the presence of residual 
condensate in some larger pore bodies (pore J in Figure 78A) may mean that adjoining empty pore 
bodies connected via narrower windows (like pore G in Figure 78A) may, themselves, fill with 
condensate at a lower relative pressure, via a hemispherical meniscus rather than via a cylindrical-
sleeve meniscus in a co-operative adsorption effect (Rigby, 2018, 2020). This is shown schematically 
in Figure 81. This means that the ultimate pressure at the top of the scanning loop adsorption 
branches exceeds the filling pressure of more pores than is the case for the conventional adsorption 
isotherm starting with no already filled pores. Hence, the pores that fill via hemispherical menisci at 
the pressures towards the upper end of SL1 for samples U1, U2 and U5 are specifically the large 
pores that adjoin, and inter-connect with, the very largest pores blocked by narrow necks of sizes 
below approx. 4 nm (see Figure 78A and Figure 81). While pore-blocking can only arise from pores 
located between a given pore and the path(s) to the exterior, co-operative condensation can arise 
from neighbouring pores in any direction, including laterally (as in Figure 81), or stowards the 
interior. This feature of the two effects allows them to be utilised independently in interpreting gas 
sorption data. The presence of co-operative condensation thereby suggests that rather than being 
largely disconnected “jam-jar” pores, the pore bodies do form an inter-connected network via 
adjoining necks. 
 

 
Figure 81: schematic diagram of pore filling via a co-operative pore-pore mechanism, as described in main text. The blue 
shading indicates the presence of condensate and the arrow indicates the direction of the co-operative pore-filling process 

originating from the still-filled pore body. The diagram also shows the difference in pore-filling at the springing off point for 
SL1, compared with the boundary adsorption isotherm at the same pressure. 

 
For sample U5 the ultimate amount adsorbed for SL2 exceeds that for SL1, and the desorption 
branch for SL2 follows, more or less, the overcondensation boundary desorption isotherm, 
suggesting there are no even larger pores left unfilled at the top of SL2. The additional ultimate 
amount adsorbed for SL2, over and above its initial head-start on SL1 (the vertical distance between 
the springing off point for SL2 and the adsorption branch of SL1 at the same pressure), must result 
from co-operative adsorption initiated from pores still left filled at the springing off point of SL2, but 
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unfilled at the inception of SL1 and the conventional adsorption isotherm. The SL2 head-start pores 
thus must be shielded by pore necks that empty on the boundary desorption isotherm below the 
springing-off point of SL2 but before the step at relative pressure of approx. 0.5. Hence, the spatial 
juxtaposition of the particular pores surrounding those that fill additionally for SL2 in U5 can be 
deduced from the overcondensation and SC data. 
 
The similarity in ultimate adsorbed amounts for SL1 and SL2, and also their closeness to the ultimate 
amount adsorbed for the conventional isotherm too, for sample U4, compared to U1, suggests that 
there are fewer very large pore bodies in the distribution for U4 than that for U1. This is consistent 
with the much lower intra-particle intruded volume in the mercury porosimetry data for U4 
compared to U1 and U3. In addition, this suggestion is also reflected in the fact that the step at a 
relative pressure of approx. 0.5 in the conventional desorption isotherm is a larger fraction of the 
height of the corresponding step in the overcondensation desorption isotherm, meaning relatively 
more pore bodies shielded by very narrow pore necks (approximately <4 nm) are filled in the 
conventional experiment. 
 
6.4.4. Hysteresis Width in Gas Sorption Data 
The width of the hysteresis between the adsorption and desorption branches of the scanning loops 
varies amongst the various examples in the data in Figure 75. However, there are key trends in this 
variation. It is noted that the thinnest hysteresis occurs for those cases when the ultimate amount 
adsorbed for that loop, compared to those of the other loop or the conventional adsorption 
isotherm, suggests that many more of the largest pore bodies are left unfilled with condensate (i.e. 
there is a big gap between the top of the loop and the overcondensation isotherm). Conversely, the 
widest hysteresis (when desorption is nearest the path of the boundary desorption isotherm), such 
as that for both loops for sample U4, occurs when there is relatively less difference between the 
complete pore filling at the top of the overcondensation boundary curve and the top of the loop 
itself. When large pore bodies (say like pore A in Figure 82) are left unfilled at the top of adsorption 
branches they provide alternative locations, in addition to the exterior of the sample, into which 
condensate (such as in neighbouring pore B in Figure 82) can evaporate via free menisci, thereby 
making desorption easier (i.e. earlier), in the sense that pore-blocking is reduced. This process is 
known as seeded percolation (Parlar and Yortsos, 1988). In Figure 82, pore A acts as the seed site for 
the penetration of the vapour phase into pore B. For this to happen in the shale there must be 
connections or windows between the largest pore bodies left unfilled with condensate, and the 
pores that fill on the adsorption branches of the loops or boundary adsorption isotherm. 
 

 
Figure 82: schematic diagram of the seeded percolation process. The blue shading represents the presence of liquid 

condensate, while regions left white represent vapour-filled pores. The arrow signifies the presence of a free meniscus from 
which desorption can occur in the direction shown. 

 
It is noted that, for the series of SL2s for samples from U1 to U3, the ultimate adsorbed amount at 
the top of the loop (i.e. the loop height) decreased relative to the corresponding adsorbed amount 
on the overcondensation isotherm, and the hysteresis width of the loop decreased from the 
maximum possible. Therefore, the gap between the top of the SL2 and the overcondensation 
isotherm, and the gap between the desorption branch and the boundary desorption, increased, 
across the series. However, for the next sample in the series, U4, the height and width of the SL2 had 
returned to the maximum possible, as for sample U1. It is also noted that the amount (shown by 
intra-particle intruded volume) of the largest, accessible pores, detected by mercury intrusion 
porosimetry, also increases in the series U1 to U3 and then drops back down markedly for sample 
U4. This correlation between the trends in gas sorption SLs and mercury porosimetry data suggests 
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the trend in the SL2s occurs because of the increasing prevalence of very large pore bodies that can 
act as percolation seeds (as suggested by greater spatial dispersion of entrapped mercury in CXT 
images of U3), which then disappear again for U4 (where CXT pixel intensity is reduced relative to 
U3). Hence, the width of the hysteresis of the scanning loops indicates when there is a close 
juxtaposition and good interconnections between the pore sizes that fill in the loop and the very 
largest pores in the material. The very largest pores in U3 must be shielded by smaller pores that 
have critical pressures such that they empty on the overcondensation boundary desorption isotherm 
towards the springing off point of SL2, since, otherwise, this boundary curve would have taken a 
path more similar to that of the desorption branch of SL2. 
 
Experiments in glass micro-models by (Wardlaw and McKellar, 1981) have shown that the shielding 
of larger pore bodies by narrow necks, or a surrounding sea of smaller pores, leads to high mercury 
entrapment. Hence, the proposed juxtaposition of pore sizes above for U3 is consistent with the high 
mercury entrapment observed in the porosimetry data for sample U3. The more pervasive and 
jumbled locations of entrapped mercury, observed in the CXT images of sample U3 after 
porosimetry, suggest a more disordered structure than U1 and U2. Figure 78 shows schematic 
diagrams of the pore size spatial arrangements for samples before (U1) and at (U3) the 
palaeodepositional transition. The thinning of the hysteresis of SL2 tracks the development and loss 
of the largest pores, and the thinnest hysteresis corresponds to the crux of the paleodepositional 
transition occurring at the depth of sample U3. However, the development of the percolation knee 
on the overcondensation boundary desorption isotherm for U3 below SL2 means that, at this 
transition, the next set of pores down are surrounded by a more complex network structure 
containing the smaller pore (-neck)s (of sizes approx. 10-17 nm) that provide the pore shielding that 
the knee represents (see Figure 78B). 
 
6.5. Conclusions 
The mineralogical, SEM and multilayer adsorption data have revealed the presence of a 
paleodepositional transition in the Utica shale series U1 to U5, associated with a change-over in the 
predominant inorganic phase and a peak in the organic phase. The overcondensation desorption 
isotherm data has demonstrated the presence of very large pore bodies not detected in 
conventional sorption experiments, and the scanning curves have revealed their structural 
relationship to smaller pores below the limits of many imaging modalities. Hence, overcondensation 
allows the bridging between very diverse length-scales in the pore structure. Further, uniquely in the 
depth series considered, the overcondensation desorption isotherm for sample U3 exhibits a 
percolation knee, consistent with the presence of a more complex, disordered pore structure at this 
depth, not evident in the conventional sorption data. The disorder in the pore structure, represented 
by the percolation knee, is consistent with the more complex mixture of mineralogical phases 
present in U3. Complementary integrated mercury porosimetry and CXT data has also shown an 
evolution in the macroscopic spatial distribution of the accessible nanoporosity across the 
depositional transition. This is associated with the changes in amount and spatial disposition of the 
carbonate minerals. 
 
6.6. Additional Work 
Differential scanning calorimetry (DSC) was used in conjunction with mercury intrusion porosimetry 
to try and reveal pores that were shielded during the mercury intrusion experiments. When a fluid is 
within a pore body (black blobs in previous slide) its melting temperature decreases as a function of 
the pore size it is in. The methodology for this experimental procedure is detailed in 4.3. Differential 
Scanning Calorimetry (DSC), and the results from this are shown below (samples analysed were U1, 
U2, U3 and U5). Conclusions of the experiment were unsuccessful due to the pores in which mercury 
was trapped being too large to differentiate from the bulk mercury peak in the DSC results (Figure 
83). In samples U1, U2 and U3 mercury trapped in pores melted enough before the bulk melting 
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peak to skew the symmetry of this. An example of a sample which has supressed the melting point 
below that of bulk mercury and produced a separate melting peak is included (Figure 18). 
 

 
Figure 83: (A) DSC for U1 where there is some depression of the bulk mercury peak skewing the symmetry of it, however the 
lack of separate peak means that the determining pore size distributions accurately from this data is not possible, (B) DSC 

for U2 where there is some depression of the bulk mercury peak skewing the symmetry similar to U1, (C)  DSC for U3 where 
the bulk peak appears significantly more skewed than for U1 and U2, however no separate peak is formed making accurate 
determination of the pore size distribution not possible and (D) DSC for U5 where there is no skewed symmetry of the bulk 

peak in comparison to U1, U2 and U3. 
 
The maximum heat flow achieved by each sample is correlated to the volume of trapped mercury. 
From Figure 67 it can be seen that U2 and U3 have a similar quantity of trapped mercury and both 
have a maximum heat flow of approximately -0.004 W/g (Figure 83B) to approximately -0.005 W/g 
(Figure 83C), U1 has the next largest volume of trapped mercury (Figure 67) and has a maximum 
heat flow of approximately -0.002 W/g (Figure 83D) and finally U4 the smallest volume of trapped 
mercury for these samples (Figure 67) and a maximum heat flow of approximately -0.001 W/g 
(Figure 82D). 
 
By comparing the DSC results of U2 (Figure 83B) and U3 (Figure 83C) it can be seen that the relative 
depression to the bulk melting peak is significantly greater for U3 than for U2. This can specifically be 
seen by comparing the “wavelength” of the peak where U2 spans 2°C and U3 7°C and begins melting 
at -43°C compared to U2 at -41°C. From this it is possible to say that in U3 trapped mercury is 
trapped in pores of a smaller size than they are for U2. 
 
Although the desired results were not achieved, analysis of the bulk peaks can still be used to 
identify potential complexity of the pore networks and where mercury is trapped in smaller or larger 
pores. Further, these results are in line with the other results of the Utica samples showing that 
although separate melting peaks were not derived the measured results were consistent with the 
findings of other experiments. 
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7. The Bowland Shale 
7.1. Materials 
The three samples studied in this work were obtained from the British Geological Survey, Keyworth, 
UK. They were originally taken from the Preese Hall Well 1 in north-western England, as shown in 
Table 11. 
 

Sample Reference Source Depth (m) 
Above Marine Band BLD3 Preese Hall-1 2500.92 
Within Marine Band BLD2 Preese Hall-1 2501.17 
Below Marine Band BLD1 Preese Hall-1 2501.37 

Table 11: details of shale samples studied in this work. 
 
The Bowland Shale was deposited during the Carboniferous (Visean to Bashkirian) time period, and 
makes up a part of the Craven Group; it overlies the Pendeleside Formation and is overlain by the 
Millstone Grit. Data on the Bowland Shale is known from a combination of outcrop data and 
subsurface borehole data across the north of England, Isle of Man, parts of North Wales and the 
Midlands.  
 
During the depositional period for the Bowland Shale sea level fluctuations led to the sedimentary 
successions developing in a cyclical fashion with non-marine and marine shales. Marine shales make 
up the minor bands in the sequence and are associated with maximum flooding surfaces and the 
maximum rate of sea level rise (Hough et al., 2014; Gross et al., 2015). There is significant interest in 
this cyclicity and the consequential variations in total organic carbon throughout the cycle because 
of where certain areas may be of a greater or lesser prospect for oil or gas production. As has been 
seen in the 6. The Utica Shale there is a lot of variation across these boundaries which greatly affects 
the resultant pore surface area, pore volume and total organic carbon content of the sample. 
Specifically seen in the increased complexity of the mineral assemblage resulting (for U3) in a highly 
heterogeneous pore network. 
 
7.2. Methodology 
7.2.1. Gas Sorption 
A Micromeritics 3Flex was used for conventional sorption experiments, using nitrogen (at 77K) and 
carbon dioxide (at 273.15K) as adsorbates, over the relative pressure range 0-0.995 !

!"
, and 0-0.035 

!
!"

, respectively, for shale chip samples of characteristic sizes of 3-5mm. This technique is used to 

measure pore sizes in the range of 2-50nm, although the analysis can provide data for larger pore 
sizes, it is not possible to be confident that complete filling of these pores has occurred. Hence, 
nitrogen overcondensation experiments were also performed on a Micromeritics ASAP 2020 
physisorption analyser to probe the larger pore sizes and upper end of the hysteresis. In the 
overcondensation experiment, the pressure is increased above the standard vapour pressure of 
nitrogen which should facilitate condensation such that even the largest pores are filled with liquid 
nitrogen at the start of the desorption isotherm. With the overcondensation adaptation to the 
standard gas adsorption technique, it is possible to analyse pores which are greater in size than 
50nm. Further, the overcondensation experiment also incorporated scanning loops. The ascending 
branches of two scanning loops were initiated at relative pressures of 0.5 (henceforth denoted 
scanning loop 1, SL1) and 0.8 (SL2), respectively, on the overcondensation boundary desorption 
isotherm, and the descending branches of both loops were initiated at a relative pressure of 0.995. 
The pore radii corresponding to these relative pressures from the Broekhoff and de Boer (1967, 
1968), method for hemispherical menisci are 2.6 (SL1), 6.4 (SL2), and 300 nm, respectively. 
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Secondary analysis was carried out on an Autosorb iQ – Chemisorption (& Physisorption) Gas 
Sorption Analyser (iQ-C/MP/Kr/MS) from Quantachrome Instruments coupled to an in-situ mass 
spectrometry and calorimetry system (Setaram SenSys EVO 3D TG-DSC) with carbon dioxide at 
283.15K over the relative pressure range of 0-0.027 (lower pressure reached due to increased 
temperature). The coupling of these systems provides the data to analyse the system kinetics and 
heat of adsorption at each pressure step. 
 
As part of the analysis conditions, the degas and equilibration times were varied to investigate the 
effect of sample pre-treatment on the results. Experiments were conducted where the intensity of 
the thermal pre-treatment was varied in terms of temperature and time, and the equilibration time 
during the gas sorption experiment itself was also varied. In this way the impact of any degassing on 
the pore structure and its subsequent accessibility can be assessed. The primary aim is to investigate 
the pore properties and characterisation of the samples, as opposed to measuring the impact of 
mineral swelling on potential production and storage uses. 
 
Shale samples were pre-treated in a range of different ways before adsorption experiments. Samples 
were given either no thermal pre-treatment at all (just evacuation to vacuum), or were degassed at 
110°C for 16 hours overnight, or degassed at 140°C for 3 hours, or degassed at 140°C for 16 hours, 
and then degassed at 140°C for a further 3 hours after initial degassing and a nitrogen sorption 
experiment. Nitrogen sorption experiments were conducted with equilibration times of either 20 s 
or 60 s. 
 
7.2.1.1. Gas Sorption Theory 
Fractals provide a mathematical model that can quantitatively describe some of the pore structural 
heterogeneity found in shales, and thus fractals have been used extensively in characterisation 
studies of shale rocks (Ojha et al., 2017; Wang et al., 2019). One way in which the particular 
geometry of fractals is made manifest is through its effects on gas sorption data. Fractal surfaces are 
rough, with the surface fractal dimension providing an index of that roughness, with a value of 2 
meaning the surface is flat, and a value of 3 implies the surface is very contorted such that the 
surface is space-filling. The impact of fractal geometry on multi-layer build-up in gas has been 
incorporated into physical models of this process. Two examples of this include the fractal version of 
the BET equation (Mahnke and Mögel, 2003): 
 
 𝑙𝑜𝑔(𝑉) = 𝑙𝑜𝑔(𝑉b) + 𝑙𝑜𝑔 Á

𝐶𝑥
1 − 𝑥 + 𝐶𝑥

Â − (3 − 𝐷)𝑙𝑜𝑔(1 − 𝑥) (15. 1) 

 
where 𝑉 is the amount adsorbed, 𝑥 is the relative pressure, 𝑉b  is the monolayer capacity, 𝐶 is the 
BET constant, and 𝐷 is the fractal dimension. The Frankel-Halsey-Hill (FHH) model for adsorbed films 
has also been adapted for fractal surfaces, such that (Rigby, 2020): 
 
 𝑉

𝑉b
= 𝐵 Á𝑙𝑛 o

1
𝑥
pÂ
>

 
(15. 2) 

 
where 𝐵 is a constant and s is an exponent that depends upon the mechanism of adsorption. At 
lower pressures, during the early stages of multilayer build-up, the film/gas interface is controlled by 
attractive van der Waals forces which tends to make the said interface replicate the surface 
roughness. In this case, the value of the constant 𝑠 is given by (tLf)

f
. However, at higher coverages, 

the position of the interface is determined by the liquid/gas surface tension which makes the 
interface move further away from the surface so as to reduce the surface area. In this second case, 𝑠 
is given by (𝐷 − 3). Hence, the FHH model can incorporate the influence of surface tension, and 
thus fitting can be extended into regions of the isotherm where capillary condensation might be 



119 
 

occurring, whereas the BET model only takes account of van der Waals interactions, and thus 
applicability is strictly limited to multilayer build-up regions.  
 
The Toth isotherm model is often used to describe adsorption on heterogeneous surfaces (Tóth, 
1995). The Toth isotherm is given by (Kumar et al., 2011): 
 

 𝑞 =
𝑞b𝑝

(𝑏 + 𝑝O)Y/O
 (15. 3) 

 
where 𝑞 is amount adsorbed and 𝑝 is pressure, and the three characteristic Toth parameters are 𝑞b, 
which is the maximum adsorption capacity, 𝑏, which is a constant related to the binding affinity and 
specific to particular adsorbate–adsorbent combinations and 𝑇 is an exponent related to surface 
heterogeneity, which typically has a value less than or equal to unity. 
 
Composite materials, like shales, have further types of heterogeneity besides surface roughness, and 
these can be accounted for in other ways. The homotattic patch model was introduced in order to 
account for the effects of chemical heterogeneity of surfaces on adsorption (Walker and 
Zettlemoyer, 1948). This model considers the surface of the adsorbent to consist of a patchwork of 
different types of site each with their own characteristic adsorption behaviour. The model assumes 
that each of these patches is large, such that edge effects, where they neighbour other patches, are 
negligible. The resulting overall adsorption is thus a composite of the behaviour of the set of 
patches, such that: 
 
 𝑉 = 𝑉b(𝑓Y𝐼Y + 𝑓Z𝐼Z +⋯+ 𝑓\𝐼\ + ⋯) (15. 4) 

 
where 𝐼\  is the isotherm equation describing adsorption on the 𝑖th patch, and 𝑓\  is the fraction of the 
surface occupied by patches of type 𝐼\, such that the various 𝑓\  -values obey: 
 
 𝑓Y + 𝑓Z +⋯+ 𝑓\ +⋯ = 1	 (15. 5) 

 
The homotattic patch is based on the understanding that different materials will have different 
sorption behaviours based on their surface chemistry. Shales have a very heterogeneous surface 
formed of organic and inorganic minerals. In this work, the homotattic patch theory will be used to 
separate the contributions to adsorption from each of the organic and inorganic matter phases in 
the shale. The homotattic patch models used represented adsorption on the inorganic phase using 
the fractal BET equation, or the FHH isotherm, while the organic phase was represented by an 
empirical fit to an experimental isotherm for a pure kerogen sample extracted by acid-dissolution of 
the inorganic matrix. 
 
7.2.1.2. Mass Transport 
Gas phase mass transfer rates for coupled diffusion with adsorption processes within the shale were 
probed by two independent methods, namely mass uptake and adsorption (micro) calorimetry 
(Auroux, 2013). In adsorption calorimetry the raw data consists of the heat-flow produced from the 
sample in the course of a given pressure step in the adsorption isotherm. The longer-time trailing 
edge of this heat-flow data is typically fitted to an exponential decay function to obtain the 
characteristic time constant, denoted 𝑡. The time constant, 𝑡, is defined by the exponential decay 
function: 
 
 𝐷(𝑡) = 𝐷b𝑒

L^� (15. 6) 
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where 𝐷(𝑡) is the deviation of heatflow at a given time, 𝐷b  is the maximum deviation of the heat-
flow, and 𝑡 is time.  
 
The alternate method also used in this work was the measurement of the kinetic mass uptake with 
time. The raw data from this experiment typically takes the mathematical form of an exponential 
growth, and is often fitted to the so-called Linear Driving Force (LDF) model (Glueckauf, 1955; Sircar 
and Hufton, 2000). The characteristic parameter of this process is the mass transfer coefficient, 
denoted 𝑘. The LDF 𝑘-value is defined by the function (Rigby, 2020): 
 
 𝑀 = 𝑀Wx1 − 𝑒L�^y (15. 7) 

 
where 𝑀 the amount of carbon dioxide adsorbed at time 𝑡, 𝑀W is the ultimate total adsorbed 
amount of carbon dioxide for the adsorption pressure point, and 𝑘 is the mass transfer coefficient. 
The apparent mass transfer coefficient, obtained from a fit to raw uptake data, must be corrected 
for the effect of concurrent adsorption using the slope of the isotherm at the relevant adsorption 
pressure point. In this way the actual mass transfer coefficient is obtained. The mass transfer 
coefficient can be converted to an equivalent time constant by taking the reciprocal.  
 
The thermokinetic parameter is thought to characterise the accessibility of adsorption sites, since it 
is obtained from the heat evolved when molecules reach their adsorption sites (Auroux et al., 2009). 
The LDF model is thought to particularly characterise the limitations arising from surface barriers. 
 
7.2.2. Mercury Intrusion Porosimetry (MIP) 
A Micromeritics AutoPore IV 9500 was used for low- and high-pressure mercury intrusion 
porosimetry at ambient temperature and constant volume. The low- and high- analysis ports take 
the sample from atmospheric pressure, to under vacuum, and then to 207MPa (low-pressure) and 
414MPa (high-pressure). Mercury intrusion porosimetry enables the analysis of macro-pores, but 
only measures the throat size of the pore and not the body size (which gas adsorption does). The 
mercury is also only able to access pores which have throat sizes >4nm which can lead to very low 
intruded volumes in samples which are dominated by micro-pores or fine meso-pores. 
 
7.2.3. Scanning Electron Microscopy with Mineral Liberation Analysis (SEM MLA) 
SEM MLA was carried out on an FEI Quanta 600 (operated at 20kV, working distance of 13mm and 
spot size 7) equipped with mineral liberation analysis software. This enables the quantification of 
sample mineralogy by taking several energy dispersive X-ray (EDX) points which are associated with 
a specific dispersive X-ray spectra and can be matched to known minerals from a mineral database. 
The necessity of comprehensive mineralogical understanding is such that the adsorptive properties 
of the samples can be thoroughly understood and analysed.  
 
7.3. Results 
7.3.1. Sample Petrology 
As can be seen from Figure 84, the Bowland Shale samples analysed in this work are clay dominated 
with the presence of some silicates (predominantly quartz) and a variable quantity of carbonates 
(limestone). Considering the aforementioned depositional environment of the samples, the 
mineralogy supports the locations from which they were taken. Below the marine band is a period of 
shallowing sea levels where the quantity of carbonates is increasing as the carbonate platform 
begins to form, although deposition is still dominated by the transport of mud sized particles. The 
marine band is a period of the lowest sea level where there was a greater carbonate platform and 
less input from mud sized particles in hemipelagic flows. The sea level then fluctuates again and 
increases moving towards a maximum flooding surface in the above marine band sample, during this 
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time there is a much greater input of sediment and results in a clay dominated sample with very 
little carbonate content.  
 

 
Figure 84: mineral composition of the above marine band (grey textured), marine band (diagonal empty bricks) and below 

marine band (textured black) shale samples studied in this work. 
 
Figure 85, Figure 86 and Figure 87 show typical scanning electron microscopy (SEM) images of the 
three Bowland samples. It can be seen that the texture is dominated by clay-particles, but also with 
coarser quartz and calcite grains throughout the samples. With decreasing depth of origin of the 
shale, the coarseness of the quartz and calcite grains decreases, and they are more aligned with a 
particular direction. While visual inspection of the images suggests a similar incidence of total 
organic carbon (TOC%) in the below marine and marine band samples, there is a much greater 
quantity of (visible) TOC% in the above marine band sample. The above and below marine band 
samples exhibit some suggestion of an ordering in the TOC% distribution, where the long axis of 
particles is aligned in the same direction, but this is not seen in the marine band sample, where the 
distribution and direction of TOC% is non-uniform. Additionally, with decreasing depth there is an 
increase in the quantity of pyrite within the samples which indicates an excess quantity of iron and 
sulphides within an anoxic environment, as, in the presence of oxygen, iron oxides such as hematite 
would have preferentially formed. 
 
At the resolution of these SEM images it is not clear whether there are any biogenic carbonate 
inputs from fossils or tracks, and it also appears that all carbonate inputs are as a result of 
sedimentary deposition and not precipitation. Consequently, it is likely that, in this particular area, a 
shallow marine environment may have not formed, or have had time to form, and lead to the 
preservation of any fossil evidence. 
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Figure 85: BSE SEM image (top), and corresponding SE (bottom) SEM image, from the above marine band showing a clay 

sized particle matrix [denoted d] dominated by illite with courser quartz [denoted q] and carbonate [denoted cc] grains 
interspersed throughout. These are aligned bottom left to top right across the image, and the total organic carbon [denoted 
a] is similarly aligned, the presence of pyrite [denoted py] is indicative of an anoxic environment. In the SE image (bottom) 
the organic carbon particles have been highlighted with a red border. In the second BSE SEM image (top right) the mineral 

and organic matter alignment can be seen more clearly. 
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Figure 86: BSE SEM image (top), and corresponding SE (bottom) SEM image, from the marine band showing a clay sized 

particle matrix [d] dominated by illite. There are coarser grains of carbonate [cc] and quartz [q] which are not 
preferentially aligned. In the SE image (bottom) the organic carbon particles have been highlighted with a red border. The 

second BSE SEM image (top right) samples a different field of view. 
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Figure 87: BSE SEM image (top), and corresponding SE (bottom) SEM image, for the below marine band shale. The images 
show a clay sized particle matrix [d] dominated by illite, with coarser quartz [q] and carbonate [cc] grains interspersed and 

showing no preferential alignment. The decrease in total organic carbon [a] and pyrite [py], relative to Figure 85 and 
Figure 86, potentially indicates a less anoxic environment. 
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7.3.2. Conventional Nitrogen Sorption and Overcondensation 

 
Figure 88: nitrogen adsorption (solid symbols) and desorption (open symbols) isotherms for the marine band shale obtained 

under a variety of pre-treatment and experimental conditions, namely either no thermal pre-treatment (●) at all (just 
evacuation to vacuum) and equilibration time (ET) of 20 s, or degassed at 140°C for 3 hours and ET=20 s (●), or degassed 

at 140°C for 16 hours and ET=20 s (●). The sample was then degassed at 140°C for a further 3 hours after initial 
degassing and nitrogen sorption experiment before conducting a further nitrogen sorption experiment with ET=60 s (●) in 

the second figure. 
 
Nitrogen sorption isotherms were obtained at 77K for samples of the marine band shale, that had 
previously been exposed to the atmosphere for 8 days, utilising a variety of pre-treatment and 
experimental conditions, namely either no thermal pre-treatment at all (just evacuation to vacuum) 
and equilibration time (ET) of 20s (condition #1), or degassed at 140°C for 3 hours and ET=20s (#2), 
or degassed at 140°C for 16 hours and ET=20s (#3,), and then degassed at 140°C for a further 3 hours 
after initial degassing and nitrogen sorption experiment before conducting a further nitrogen 
sorption experiment with ET=60s (#4,). From Figure 88, it can be seen that as the harshness of the 
thermal pre-treatment conditions increases through conditions sets 1-3, the degree of low pressure 
hysteresis increased. However, for conditions set 4, the low pressure hysteresis is lower. It is noted 
that the times for equilibration of the first data-point in each of the isotherms 1-4 in Figure 88, were 
54, 119, 214 and 835 minutes, respectively. The micro-pore volumes from these initial data points 
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were 0.046, 0.180, 0.282, and 0.497ml/g, for isotherms 1-4, respectively. These findings suggest 
there is some phase which if given minimal pre-treatment (#1) or gentle pre-treatment probably 
keeps much of pre-adsorbed atmospheric moisture, which freezes at 77K and thus the phase is 
inaccessible to N2, and the isotherm is reversible. If a progressively harsher (longer time at higher 
temperature) pre-treatment is applied then more water is released from this phase, and nitrogen 
can enter slowly, and not leave over experimental timescales, so there is increasing low pressure 
hysteresis. However, this water loss or other process can be overcome with even longer outgassing 
and longer equilibration times (#4) but these are getting very long to be practicable for routine 
analysis. The narrowing of hysteresis between experimental conditions sets #3 and #4 suggests some 
stabilisation of structure and equilibrating of isotherm can occur but these are very slow processes. 
Hence, in subsequent data discussed in this section a gentler pre-treatment data will be used which 
means the gas sorption characterisation is thus restricted to characterising other non-swelling 
phases only. It is noted that the marine band shale sample was the least stable against varying 
thermal pre-treatment conditions, while the above marine band (data not shown) was much more 
stable. 
 

 

 
Figure 89: conventional nitrogen (top) and carbon dioxide (bottom) adsorption (solid symbols) and desorption (open 

symbols) isotherms obtained for samples of the above marine band (●), marine band (●), and below marine band shales 
(●) with equilibration times of 30 s for the micro-pore region, and 20 s for the meso-pore and above region, following 

degassing at 110°C for 16 hours. 
 

Figure 89 shows the conventional nitrogen sorption isotherms obtained for the three different shale 
samples, following degassing at 110°C for 16 hours, and using equilibration times of 30 s for the 
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micro-pore region and 20 s for the meso-pore and above region. It is noted that this set of conditions 
results in little low pressure hysteresis, especially compared with harsher outgassing conditions, as 
seen in Figure 88. It can be seen that each isotherm still has a steep step at low relative pressure 
associated with the filling of some microporosity, with the above marine band having a larger step 
than the other two samples. Thereafter the adsorption isotherms increase slowly in a linear fashion. 
However, at higher relative pressures above 0.8, there is a significant rise in amount adsorbed. The 
top of all the conventional adsorption isotherms has a hyperbolic form suggesting that complete 
pore-filling has not been achieved at the ultimate pressure obtained in the conventional experiment. 
In all three cases, desorption commences immediately upon the reverse of the change in pressure 
and the top of the isotherms are reversible. However, all three isotherms show a widening of the 
hysteresis with decreasing pressure on the desorption branch. While the width of hysteresis remains 
narrow for the marine band and below marine band shales, it widens into a large rhomboid-shape 
for the above marine band sample. All three shale samples also have a sharp knee in the desorption 
branch at relative pressure of 0.45-0.5, it is much steeper for the above marine band shale.  
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Figure 90: a comparison of the conventional isotherm (empty ●) with the overcondensation boundary desorption isotherm 
(empty ●) with scanning loops SL1 (0.5 !

!"
 scanning loop ✖) and SL2 (0.8 !

!"
 scanning loop ✖) for samples of the (A) above 

marine band, (B) marine band and (C) below marine band shales. The equilibration time for the isotherm points was 20 s. 
 
Figure 90 shows a comparison of the nitrogen overcondensation desorption isotherm with the 
conventional sorption isotherms, all obtained with an equilibration time of 20s, for all three shale 
samples From Figure 90, it can be seen that while SL2 crosses SL1 for the below marine band shale, it 
does not for the above marine band shale, where the ascending branch for the former merely 
touches the descending branch of the latter. From Figure 90, it can be seen that the height of the 
step at a relative pressure of 0.45-0.5 is increased in the overcondensation desorption isotherm, 
when compared to the conventional desorption isotherm, for the above marine band shale  
 
7.3.3. Conventional Carbon Dioxide Sorption 
Figure 91 shows carbon dioxide isotherms obtained at 273.15K obtained for the three different shale 
samples, following degassing at 110°C for 16 hours. It can be seen that uptake is highest for the 
above and below marine band samples over the pressure range obtained. 
 

 



129 
 

Figure 91: carbon dioxide adsorption isotherms obtained at 273.16 K for the above marine band (●), marine band (➕), and 
below marine band (✖) shale samples. Also shown (solid lines) are fits of the adsorption data to the Toth isotherm equation. 

The resultant fitted parameters are given in Table 14. 
 
7.3.4. Mercury Intrusion Porosimetry (MIP) 
Figure 92 shows the raw mercury porosimetry data for the three shale samples. The initial steep rise 
in the intrusion curves for the marine band and below marine band samples represents inter-particle 
intrusion. For all three samples the intra-particle intrusion at higher pressures (>1000 psi) is very 
small indeed. Hence, mercury intrusion seems unable to access the interior of the samples, thereby 
suggesting that pore openings on the exterior are all below approximately 3.5nm, which is the lower 
limit for the mercury porosimeter used in this work. 
 

 
Figure 92: mercury intrusion (solid symbols) and extrusion (open symbols) porosimetry data for the above marine band (▲), 

marine band (●), and below marine band (♦) shale samples.  
 
7.3.5. Mass Transfer 
Figure 93 shows typical examples of raw data-sets obtained from the carbon dioxide adsorption 
kinetics experiments to study mass transport in the shales. From Figure 93A, it can be seen that the 
heat-flow for a typical adsorption step, obtained by microcalorimetry, exhibits the ‘shark-fin’ like 
asymmetric peak form, as observed in previous studies of carbon monoxide adsorption on carbon 
materials (Auroux et al., 2009). There is an initial relatively steep rise in heat released, followed by a 
slower decrease. It can be seen, from the good fit of (15. 6) obtained to the trailing edge of the 
shark’s fin, that it follows an exponential decay. The region fitted was well beyond the peak but 
stopped at the marked change in slope. In addition, from Figure 93B, it can be seen that the mass 
uptake response with time for the same typical adsorption step follows an exponential growth akin 
to the form of ((15. 7). 
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Figure 93: typical raw data-sets for the eighth adsorption point from an adsorption calorimetry experiment on a sample of 

above marine band shale, (A) showing heat-flow and (B) mass uptake. Also shown (solid orange lines) are fits of the 
experimental data to equations 6 (a) and 7 (b). 
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Figure 94: comparisons of the mass transfer parameters obtained from the adsorption calorimetry and adsorption-corrected 
mass uptake methods at different carbon dioxide saturations for adsorption isotherms on the above marine band (●), marine 
band (●) and below marine band (●) shales. The dashed lines shown are fits of the data to straight line functions through 
the origin including data points from 0-730 mbar. Where the straight line fit has not been modelled is indicated with a ●   

 
Figure 94 shows correlations of the characteristic mass transfer parameters obtained from the 
adsorption microcalorimetry (𝑡 in equation (15. 6)) and mass uptake (𝑘 in equation (15. 7)) methods 
for the same adsorption step for a range of saturation levels of carbon dioxide during adsorption 
experiments on the three shale samples. The observed mass transfer coefficients 𝑘, as obtained 
from plots like Figure 93B, have been corrected for adsorption before plotting in Figure 94, but the 
correction factors were very close to unity due to low saturations in shales. It can be seen that over 
the pressure range 0-730 mbar, which is associated to the lowest and medium-sized values of time 
constant, 𝑡, there is a good fit to a straight line correlation with the reciprocal of the mass transfer 
coefficient. This relationship suggests that both methods are probing the same mass transfer 
processes and could thus be interchangeable as a kinetics measurement at the lower pressure 
region. When the fits deviate from the straight line at pressures greater than 730 mbar (larger time 
constants) there is a tendency for the fits to form a plateau where the reciprocal of 𝑘, increases at a 
greater rate than 𝜏. In further work the fit of another trendline could be analysed which is in the 
form of a Langmuir, where a derived constant from this method is indicative of the amount of 
“shuffling” occurring within a sample and thus the overall sample internal complexity. 
 
Figure 95 shows the variation in mass transport coefficient parameter 𝑘 with carbon dioxide 
saturation. From Figure 95 it can be seen that the rate of mass transfer declines steeply with 
increasing carbon dioxide saturation for all three shale samples.  
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Figure 95: variation of mass transfer coefficient k with fractional carbon dioxide saturation for the above marine band (●), 

marine band (▲), and below marine band (■) shale samples. 
 
It should be noted that in the calculation of carbon dioxide saturation used in this work, the 
determination of the Gurvitsch volume (specific pore volume from quantity of liquid adsorbate 
required to completely fill the void space) used nitrogen as the adsorbate. The result is that the pore 
volume probed could be different from that by carbon dioxide, and, when a sample has an especially 
low volume of pores larger than micro-pore sizes, then the Gurvitsch volume method will potentially 
underestimate the specific pore volume resulting in the ratio of quantity adsorbed between nitrogen 
and carbon dioxide to be skewed. Consequently the trend of the data for the samples is more 
significant than the exact values which are derived from the analysis. 
 
7.3.6. Numerical Modelling 
The nitrogen adsorption isotherms shown in Figure 89 were each fitted to separate fractal versions 
of the BET (12. 2) or FHH (12. 4) model isotherms over relative pressure ranges of 0.2-0.5 and 0.5-
0.995 in order to obtain the surface fractal dimensions that applied over these two ranges, denoted 
𝐷Y and 𝐷Z, respectively. The cut-offs for these relative pressure ranges were selected as follows. The 
FHH model is only valid above monolayer coverage, where the surface film is complete, and so a 
lower relative pressure cut-off well above the initial knee (known as Point B Gregg and Sing, (1982)) 
was selected. The cut-off relative pressure of 0.5 corresponds to the upper bound for cavitation 
effects for nitrogen (Rouquerol et al., 2014). Cavitation is associated with desorption from pore 
bodies shielded by very narrow necks (<4nm diameter). The fits to the fractal BET and FHH models 
gave very similar results so only those for the FHH model are explicitly reported here. 
 
Figure 96 shows the variation of surface fractal dimension 𝐷Y, and the clay content, for the three 
shale samples. It can be seen that there is a correlation between 𝐷Y and the clay content. This might 
be anticipated because the fitting range for 𝐷Y corresponds to the small mesopore sizes expected in 
clay materials. 
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Figure 96: variation of surface fractal dimension 𝐷Y (♦) from a fit of the fractal FHH model to nitrogen adsorption 
isotherms over relative pressure ranges of 0.2-0.5 (left), and the clay content (✱), for the three shale samples and  

comparison of the variation of 𝐷Z (♦), and the carbonate (✖) and silicate (➕) mineral composition (right), for the three 
shales. Parameters used are listed in Table 12. 

  
𝑽𝒎𝟏 (cm3/g 

STP) 
𝑫𝟏 𝑽𝒎𝟐 (cm3/g 

STP) 
𝑫𝟐 

Above 1.194125 
± 

0.0702553 

2.673499 
± 

0.00272335 

1.143949 
± 

0.06941411 

2.461631 
± 

0.0018165 
Marine 0.202592 

± 
0.01057948 

2.440007 
± 

0.00373475 

0.204128 
± 

0.0107589 

2.688219 
± 

0.00110031 
Below 0.105632 

± 
0.00601543 

2.461348 
± 

0.00336458 

0.100682 
± 

0.00644917 

2.125772 
± 

0.00212069 
Table 12: parameters used for the modelled values presented in Figure 96. 
 
It was found that there was no correlation between the values of 𝐷Y and 𝐷Z for each shale, 
suggesting that the structures over larger length-scales are different to those for shorter length-
scales, which might be expected if the origins of the porosity over these length-scales was different. 
Figure 96 shows that 𝐷Z correlated well with the carbonate and silicate content in the shale samples. 
 
The BJH PSDs were obtained from the conventional nitrogen adsorption isotherms in Figure 89, and 
are shown in Figure 97. It was assumed that the multi-layer build-up was described by the Harkins-
Jura t-layer equation and capillary condensation occurred via a hemispherical meniscus. The range of 
pore sizes in the BJH PSD for the cumulative surface area and pore volume parameters discussed 
below was 0.7-320nm. It can be seen that the above marine band shale had substantially more 
mesoporosity than the other two shale samples, particularly at the lower end of the range. The 
amounts of microporosity were more similar in the range probed. 
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Figure 97: BJH pore size distributions for the above marine band (●), marine band (●), and below marine band shales 

(●). 
 
Figure 98 compares the variation of the fraction of the accessible void space surface occupied by 
organic carbon (kerogen), according to the homotattic patch model (8. 6), across the three different 
shale samples with the variation in the standard BET specific surface area, and the BJH cumulative 
surface area and pore volume for pores with diameters in the range 0.7-320nm. It can be seen that 
the accessible kerogen surface fraction shows the same trend across the three shale samples as the 
total surface area and pore volume parameters. 
 

 
Figure 98: variation of homotattic patch fraction for kerogen (♦), standard BET surface area (✖), BJH cumulative surface 
area (➕) (left), and BJH cumulative pore volume between pore sizes of 320-0.7 nm (✱) (right), for the three shale samples. 

Parameters used are listed in Table 13. 
  

𝑪 𝑽𝒎 (cm3/g 
STP) 

𝑫 𝒌− 𝒗𝒂𝒍𝒖𝒆 

Above 144.7331 
± 

1.97078392 

0.9964751 
± 

0.01352281 

2.60097 
± 

0.03223904 

0.0041649 
± 

0.0003414 
Marine 32.469475 

± 
1.60347824 

0.18461085 
± 

0.00579659 

2.4209555 
± 

0.0367809 

0.0005328 
± 

7.27E-05 
Below 41.57727 

± 
2.35616744 

0.09563398 
± 

0.00193564 

2.453311 
± 

0.0364394 

0.0002667 
± 

3.06E-05 
Table 13: parameters used for modelled values presented in Figure 98. 
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The experimental carbon dioxide sorption data shown in Figure 91 was fitted to the Toth isotherm 
equation, and the resultant fitted isotherm parameters are shown in Table 14. From Table 14, it can 
be seen that the adsorption capacity parameter is highest for the marine band shale, followed by the 
above marine and then below marine shales. This is different to the trend in the corresponding 
nitrogen sorption data which suggested the above marine band had the highest capacity. It is noted 
that the exponent 𝑇 increases from above marine band, through marine, to below marine band. 
Since a 𝑇 value of unity is what is expected for a homogeneous surface, this suggests the degree of 
surface heterogeneity, as perceived by carbon dioxide, increases from below to above the marine 
band. The surface affinity parameter 𝑏 peaks for the marine band, with the overall pattern of 
variation amongst the shale samples similar to that seen for the silicates in Figure 96. 
 

Sample Capacity parameter 
(cm3/g) 

Affinity parameter (b) Toth exponent 

Above Marine Band 66.3 0.603 0.194 
Within Marine Band 116 0.920 0.209 
Below Marine Band 43.7 0.548 0.212 

Table 14: parameters from fits of Toth isotherm (15. 3) to carbon dioxide adsorption isotherms for shale samples. 
 
7.4. Discussion 
It has been seen that Bowland shale samples present several issues for the standard methods and 
data analysis techniques used for common pore structure characterisation techniques, such as 
conventional gas sorption and mercury porosimetry. However, while very little mercury can intrude 
in from the surface of the shale samples, it is possible to probe the macroporosity, and other 
elements of the void space, of the shale samples using nitrogen overcondensation. Hence, this work 
demonstrates that overcondensation can probe very tight shale rocks that are impossible for 
mercury porosimetry. Overcondensation also has the advantage that high pressures are not needed 
to conduct the experiment, as in mercury intrusion, which risk crushing the sample.  
 
However, careful sample preparation is necessary for gas sorption studies. The increase in the width 
of the low pressure hysteresis with increasing equilibration time in the nitrogen sorption data is 
opposite to the direction of change expected if mass transport limitations were causing the 
hysteresis. The low temperature of the nitrogen experiments means that the nitrogen mass 
transport is slow. This low temperature often means that the nitrogen diffusivity is small and, 
thence, the allowed equilibration time can be too short to enable all of the desorbed nitrogen to 
leave the sample in the time permitted. The low pressure hysteresis observed here for Bowland 
shale samples is in marked contrast to the lack, or very little, low pressure hysteresis observed for 
Utica, Norland and Rempstone shales studied in previous work (Rigby et al., 2020). 
 
The sharp step down at a relative pressure of 0.4-0.5 in desorption isotherms is generally considered 
to be due to cavitation associated with the evaporation of unstable condensate in larger pore bodies 
shielded by pore necks of small sizes <4nm (Rouquerol et al., 2014). It is likely that it is these small 
necks that prevent access of mercury to the interior of the shale samples, as they are too narrow for 
mercury to intrude even at the highest pressures. For the marine band and below marine band 
shales the size of the cavitation step remains shallow even in the overcondensation boundary 
desorption isotherms suggesting only a small fraction of the larger pore bodies are shielded by very 
small necks. The predominantly narrow hysteresis at the upper part of the isotherms for these two 
shales suggests relatively small differences between pore bodies and pore necks for the largest pore 
sizes in these shales.  
 
The overall form of the nitrogen sorption isotherms for the above marine band sample is very 
different to the form of the other two shale samples. The very wide rhomboid hysteresis loop of the 
above marine band shale data suggests a much greater fraction of the large pore bodies in this shale 
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are shielded by narrow necks <4 nm in size, compared to the other shales. The higher 
overcondensation data suggests that the conventional adsorption experiment misses some very 
large pore bodies that are shielded by necks smaller than 4 nm.  
 
It is noted that, for the above marine band shale, the conventional desorption isotherm between 
relative pressures of approximately 0.9 and 0.55 is tilted down at a similar angle to the 
overcondensation boundary desorption isotherm, while the ascending branch of SL1 is much flatter 
(horizontal). These findings suggest that a large fraction of the pores that empty on the 
overcondensation curve between these relative pressures are the large pore bodies that can fill in 
the conventional adsorption experiment and are shielded by necks that have radii over a wide range 
from 2.5 to 13 nm. Hence, a large fraction of the pores that are only filled by overcondensation, and 
are thus very large (radius >100 nm), are probably ultimately shielded by very narrow necks of sizes 
<4 nm. 
 
The gaps between the descending (desorption) branches of SL1, or SL2, and the overcondensation 
boundary desorption isotherm for the above marine band shale suggest that seeded percolation of 
vapour phase penetration is occurring for the desorption on the scanning curves (Parlar and Yortsos, 
1988). This means that the very largest pores left unfilled with condensate at the top of SL1 and SL2, 
but are filled by overcondensation, are sufficiently well dispersed and pervasive to act as efficient 
seed sites for desorption to commence at higher pressures than on the overcondensation 
desorption boundary curve. In contrast, the adsorption and desorption branches of SL1 and SL2 for 
the marine band converge with the overcondensation desorption isotherm at the top of each, 
suggesting less residual vapour pockets exist then. The narrowness of the equivalent gaps for the 
below marine band sample also suggests few residual vapour pockets.  
 
The ultimate amounts adsorbed at the tops of SL1 and SL2, at a relative pressure of 0.995, for the 
above marine band shale both greatly exceed that at the top of the conventional adsorption 
boundary isotherm at a relative pressure of 0.995. This suggests that some of the additional very 
large pores filled by overcondensation still remained filled at the springing-off point of SL1, due to 
the very small necks shielding them. The relative flatness of the adsorption branch of SL1 between 
relative pressures of 0.55 and 0.9 suggests that the additional adsorption is not due to a swelling 
phase. It is also noted that, for the above marine band shale, the difference in amount adsorbed, at 
a relative pressure of 0.8, between the adsorption branch of SL1 and the springing off point for SL2 
on the overcondensation desorption boundary curve is larger than the difference in ultimate amount 
adsorbed at the tops of SL1 and SL2 at a relative pressure of 0.994. Hence, this ultimate relative 
pressure is insufficient to refill some pores that were empty at the springing-off point of SL1 (relative 
pressure of 0.55) but were still filled at the springing-off point for SL2 (relative pressure of 0.8). This 
suggests that the gap between the tops of SL1 and SL2 is due to very large pores that emptied 
between relative pressures of 0.8 and 0.55 on the overcondensation desorption boundary curve that 
can only be re-filled by overcondensation. Further, this means that this small volume of very large 
pores (0.2 ml/g) is shielded by necks in the range 2.9 to 6.4 nm. 
 
As has been seen, the characteristic time constants from adsorption calorimetry and mass uptake 
measurements of mass transfer rates in the shales are very well correlated up to the (relatively) 
longer time-scales associated with ingress at high existing carbon dioxide saturations. Thereafter the 
pattern of variation of the mass transport parameters diverges, with the calorimetry time constant 𝑡 
showing signs of plateauing out at a more or less constant value. This suggests that at higher 
saturations the mass transfer processes probed by the two different experimental techniques are 
different. The foregoing pore structural characterisation suggests that the void space of the shales 
consists, to an extent, of larger pore bodies shielded by very much narrower pore necks, in an ‘hour-
glass’ type configuration. Dynamic mean-field density function theory simulations of the kinetics of 
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adsorption into carbon pore networks, consisting of pore bodies surrounded and interspersed by 
pore necks, suggests that the early stages of adsorption are characterised by filling of the pore necks 
with plugs of adsorbate (Woo and Monson, 2003; Desouza and Monson, 2021). Thereafter, there is a 
slower filling process for the progressively more deeply buried pore bodies. Therefore, it is 
suggested, for the Bowland shale, that adsorption proceeds as follows. The initial rapid adsorption at 
low saturation fills adsorption sites at narrow pore necks. However, as most of these necks become 
filled, access to the larger pore bodies becomes more restricted. The mechanism of adsorption then 
consists of the adsorbate initially adsorbing near a neck site, thereby releasing most of the heat of 
adsorption. However, this adsorption is metastable because a lower energy configuration of 
adsorbate involving more deeply buried adsorption sites is possible. There, thus, then follows a 
slower re-configuration of the adsorbed phase to a more stable arrangement. This process releases 
much less heat of adsorption over a longer period than the initial adsorption, and so is harder to 
detect with calorimetry, but can be detected by mass uptake methods, as the re-arrangement of 
adsorbed phase makes more room for further uptake. If this model is correct then the saturation 
levels where the calorimetry time constant plateaus out for a given shale characterises the 
accessibility of the pore network in the shale, and the degree of shielding provided by the 
aforementioned pore necks. The earlier plateauing of the time constant comparison plot in Figure 
95, and the more rapid decline in k-values with saturation, for the above marine band shale suggest 
that the pore necks most severely restrict the accessibility of the interior void spaces in this shale, 
compared to the others. This is consistent with the higher cavitation step in the nitrogen desorption 
isotherm for the above marine band shale. This also has implications for gas flow through this shale, 
and, thus, expected relative producibility. 
 
7.5. Conclusions 
It has been seen that gas overcondensation can be used to study macroporosity within shale 
samples impenetrable by mercury intrusion. There is a general decline in macroporosity and its 
accessibility from above to below the marine band in the Bowland shale samples studied here. In the 
above marine band, in particular, some very large macro-pores are shielded by very narrow pore 
necks which significantly restrict mass transport. 

8. Shale Treatment 
8.1. Rationale 
An important, and more recent area of research is the impact of acidisation on the shale matrix 
during the different stages of production. There are several points and ways in which acidisation 
could occur; this is to remove drilling and completion damage (Morsy et al., 2013) where fines may 
have blocked the natural permeability of the formation and these can be removed with weak acids, 
hydraulic fracturing where fracturing fluid is often at the strength of a very weak acid (Morsy et al., 
2013), and the potential acidisation of pore water due to CO2 injection (Hall et al., 2016). In matrix 
acidisation the objective is to dissolve calcite in natural fractures in order to improve the 
conductivity in the reservoir (Morsy et al., 2013), and for acid fracturing the aim is to dissolve 
sediments which will result in improved permeability (Morsy et al., 2013). 
 
Work carried out by Morsy et al., (2013) concluded that low HCl acid concentrations (0.8-3% active 
HCl) could improve porosity and recovery factors without affecting rock stability by opening natural 
micro-fractures via calcite dissolution. However, matrix acidising can have no significant impact if the 
rock mineralogy is unsuitable. Morsy et al., (2013) also observed improved oil recovery rates in the 
Eagle Ford shale when low concentrations of HCl were introduced into the rock. Morsy et al., (2013) 
additionally noted mineral changes in some samples, as well as other physical properties alterations, 
which may suggest not all rocks will remain stable under matrix acidisation. In their study four 
different shales underwent matrix acidisation; these shales were Barnett (quartz-dominant 
mudstone shale), Eagle Ford (carbonate rich shale), Marcellus, and Mancos (quartz-rich 
phyllosilicate-bearing shales). The Eagle Ford shale was the only sample with any significant 
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improvement in oil recovery. This was likely due to the reactive nature of carbonates with HCl. Hall 
et al., (2016) specifically identified mass loss and increased secondary porosity to be as a result of 
dissolution of interparticle cements and k-feldspar grains as well as some loss of clay, carbonate and 
mudstone clasts.  
 
8.2. Methodology 
Nitrogen (N2) and carbon dioxide (CO2) gas adsorption was carried out using a Micromeritcs 3Flex 
(volumetric gas adsorption). Nitrogen gas adsorption was carried out over the relative pressure 
range of 0-0.995 !

!d
 at 77K; and carbon dioxide was carried out over the relative pressure range 0-

0.035 !
!d

 at 273.15K. Following this Hiden Isochema XEMIS and Autosorb iQ – Chemisorption (& 

Physisorption) Gas Sorption Analyser (iQ-C/MP/Kr/MS) from Quantachrome Instruments which is 
coupled to an in-situ mass spectrometry and calorimetry system (Setaram SenSys EVO 3D TG-DSC), 
experiments were carried out in the order given descrirbed. XEMIS and Autosorb iQ were used to 
investigate samples in more detail since the results from Micromeritcs 3Flex. Hiden Isochema XEMIS 
is a gravimetric sorption analyser which is designed for use with a range of gases up to vapour 
pressures of 200 bar (XEMIS is limited to 60 bar as the transducers are not installed to reach 200 
bar), isotherms were carried out at 20°C up to 0.87 !

!d
 (XEMIS). Autosorb iQ – Chemisorption (& 

Physisorption) Gas Sorption Analyser (iQ-C/MP/Kr/MS) from Quantachrome Instruments was used at 
10°C up to 0.27 !

!d
. Following the completion of these analysis SEM MLA was carried out on an FEI 

Quanta 600 (operated at 20kV, working distance of 13mm and spot size 7) equipped with mineral 
liberation analysis software by JKTech/FEI to visualise and quantify the mineral changes by taking 
several energy dispersive X-ray (EDX) points. For completeness fractal analysis was carried out using 
the 2-part FHH as described in 4.7.1. Fractal Dimensions. 
 
8.2.1. Acidisation Sample Preparation 
The acid treatment carried out was based on the methods used by Harrison et al., (2017) and Jew et 
al., (2017). Grains (106-150µm) of Marcellus and Utica samples were acidised in conditions used to 
recreate those of hydraulic fracturing fluid in the formation. This was established based on patents 
(Dawson and Le, 2005) and in-line with sample treatment carried out by others for similar 
experimental work. Shale samples were places in a closed batch reactor and stirred for 3 hours at 
60°C with a rock/fluid ratio of 1/100 and HCl of 0.12 weight%. 
 
8.3. Results 
8.3.1. Clay-Rich Sample (Marcellus) 
Results for the clay-rich sample show a consistent decrease in quantity adsorbed and uptake with 
the acid treated sample across nitrogen and carbon dioxide over a range of relative pressures up to 
0.995 !

!d
 (Figure 99), 0.035 !

!d
  (Figure 100), 0.027 !

!d
 (Figure 101) and 0.87 !

!d
 (Figure 102). 
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Figure 99: N2 isotherm at 77K from Micromeritcs 3Flex for the clay rich sample before (●) and after acid treatment (●).  

 
Figure 99 shows that acid treatment resulted in a large reduction in the quantity of nitrogen 
adsorbed compared with the untreated sample, both isotherms were close to reversible and so the 
desorption branch has been excluded so the adsorption branches are clearer. 

 
Figure 100: CO2 isotherm at 273.15K from Micromeritcs 3Flex for the clay-rich sample before (●) and after acid treatment 

(●).  
 
Figure 100, Figure 101 and Figure 102 show that the impact of acid treatement (●) was a reduction 
in the quantity of carbon dioxide adsorbed compared to the untreated sample (●). The difference 
compared to Figure 99 is much less indicating that the impact of acidisation on the micro- and fine 
meso-pores is less significant than on the much larger pores. 
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Figure 101: CO2 isotherm at 283.15K from Autosorb iQ for the clay-rich sample showing before (●) and after (●) acid 

treatment. 
 

 
Figure 102: CO2 isotherm at 293.15K from XEMIS for the clay-rich sample showing before (●) and after (●) acid 

treatment. 
 
The greatest difference between samples is seen for N2 sorption (Figure 99) where the uptake for 
the acid treated Marcellus is near 0 cm3/g until 0.8 !

!d
, for all CO2 sorption isotherms (Figure 100, 

Figure 101 and Figure 102) the same trend is seen where the acid and not acid treated samples 
diverge with increasing relative pressure. Autosorb iQ provides the opportunity to analyse the mass 
transfer kinetics by a linear driving force model proposed by Glueckauf (1955) and used recently by 
Sircar and Hufton (2000). From the results of Figure 103 it can be seen that the mass transfer 
kinetics after acidisation are significantly slower than those of the sample not treated with acid. By 
considering the results of SEM MLA (Figure 105 and Figure 106) it is possible to see that a significant 
portion of the matrix has been broken down making the length of the diffusion path significantly 
longer in comparison to the untreated sample, resultantly making 𝑘 smaller. 
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Figure 103: mass transfer kinetics from Autosorb iQ showing the acid treated sample (●) to have an incredibly slow rate of 

mass transfer when compared to the untreated sample (●).  
 

Figure 105 and Figure 106 for the SEM MLA results shows that there has been a relative increase in 
the quantity of clays and a decrease in the carbonate quantity. SEM MLA produces percent values 
based on what is imaged which can sometimes lead to misleading results, i.e. a reduction in 
carbonates as a result of dissolution from the acid will lead to a relative increase in clay content 
although the quantity may still be the same. 
 

 
Figure 104: SEM MLA for the clay-rich samples showing the mineral quantities before (textured grey) and after acid 

(diagonal stripes) treatment.  
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Figure 105: BSE and mineral maps for the untreated Marcellus sample showing a fine grained illite (orange) matrix with 

some fine grained quartz (blue) and other material interspersed throughout (with a 0.5mm scale bar). 
 

 
Figure 106: BSE and mineral maps for the acid treated Marcellus sample showing that there have been significant changes 

to the illite (orange) matrix (with a 0.5mm scale bar). 
 

The relative quantity of clays (Figure 104) is greater for the acid treated sample than it is for the 
untreated sample. There has also been a large change in the quantity of carbonates and some 
changes to the silicate quantity. By also considering the results of Figure 105 and Figure 106 it can be 
seen that significant changes have been made to the illite matrix (Figure 106) which has now got 
many additional “holes” within it lengthening the diffusion paths to the centre of the particle. It is 
likely that where these holes now exist is where the carbonates (turquoise) were present within the 
illite matrix, and they have now been almost completely dissolved. The quartz (blue) grains appear 
unaffected and are still interspersed throughout the sample. 
 
 
8.3.2. Carbonate-Rich Sample (Utica) 
Results for the carbonate-rich sample show an inconsistency with the quantity adsorbed and uptake 
between the acid and untreated sample. For nitrogen sorption up to 0.995 !

!d
 (Figure 107) there is a 

relative low quantity adsorbed for both samples which demonstrate a hyperbolic shape at maximum 
relative pressure. This indicates that there may be a presence of macro-pores which have remain 
unfilled due to the nitrogen not condensing as a result of the rig design to avoid bulk condensation in 
conventional sorption. Carbon dioxide sorption up to 0.027 !

!d
 (Figure 109) shows the untreated 

sample to have a greater uptake, however at this point there is a hyperbolic increase in the acid 
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treated sample where the uptake increases at a greater rate than for the untreated sample. CO2 gas 
sorption was carried out at 273.15K using Micromeritcs 3Flex to investigate up to 0.035 !

!d
 (Figure 

108) it can be seen that at 0.027 !
!d

 the acid treated sample crosses over the untreated sample and 

then continues to adsorb a greater quantity of CO2. Following this CO2 gas sorption was carried out 
at 293.15K using XEMIS up to 0.87 !

!d
 (Figure 110) where it is possible to see that following the acid 

treated sample crossing the untreated sample the acid treated sample continues to uptake a greater 
quantity of CO2. 
 

 
Figure 107: N2 isotherm at 77K from Micromeritcs 3Flex for the carbonate-rich sample, showing the before (●) and after 

(●) acid treated samples. 
 
 

 
Figure 108: CO2 isotherm at 273.15K from Micromeritcs 3Flex for the carbonate-rich sample, showing the before (●) and 

after (●) acid treated samples. 
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Figure 109: CO2 isotherm at 283.15K from Autosorb iQ for the carbonate-rich sample, showing the before (●) and after 

(●) acid treated samples. 
 

 
Figure 110: CO2 isotherm at 293.15K from XEMIS for the carbonate-rich showing the before (●) and after (●) acid treated 

samples. 
 

The results (Figure 107) show a decrease in quantity adsorbed after acid treatment compared to the 
untreated sample, however the variation observed is not significant and only diverges at 0.2 !

!d
 then 

converge at 0.95 !
!d

. It may be that only pores in the meso-pore region have been affected by the 

process of acidisation and micro- and macro-pores have been unaffected. For the CO2 results (Figure 
108) there is an initial decrease in quantity adsorbed before acid treatment, but at 0.025 !

!d
 the 

isotherms cross over and the acid treated sample adsorbs a greater quantity. Overall the difference 
is minimal however and by looking at the low pressure region of the N2 isotherms (Figure 107) they 
overlap and are indistinct from each other. The same trend is seen in the Autosorb iQ results (Figure 
109) as for 3Flex (Figure 108) where there is a decrease in uptake for the acid treated sample, 
however at 0.025 !

!d
 there is an increase in the acid treated isotherm where it looks as though it may 

cross over with the untreated sample. These are the same results as seen in the CO2 isotherm from 
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3Flex. XEMIS (Figure 110) allows for analysis beyond 0.025 and 0.035 !
!d

 up to 0.87 !
!d

 where the 

trend of the acid treated sample increasing above the untreated sample continue. 
 

 

 
Figure 111: mass transfer kinetics form Autosorb iQ before (●) and after (●) acid treatment. 

 
Using Autosorb iQ  again the mass transfer kinetics can be analysed by the linear driving force model 
(Glueckauf, 1955; Sircar and Hufton, 2000), showing that after acid treatment the mass transfer is 
faster than it was for the untreated sample (Figure 111). This may be that the length of diffusion 
paths may have decreased as a result of the acid treatment where the relative quantity of silicates is 
much greater (Figure 112). 
 

 
Figure 112: SEM MLA for the carbonate-rich samples showing that after acid treatment (textured grey) the relative quantity 

of carbonate is much lower than before acid treatment (diagonal stripes).  
 



146 
 

 
Figure 113: BSE and mineral map images for the untreated Utica sample showing predominantly carbonate (turquoise) 
grains, with some quartz (blue) grains and a dolomite (green) grain. There are some finer quartz (blue) grains within the 

carbonate (turquoise) grains, however overall the individual grains have a much simpler mineralogy than the corresponding 
Marcellus sample (with a 0.5mm scale bar). 

 

 
Figure 114: BSE and mineral map for the acid treated Utica shale where there is a considerable increase in the number of 
quartz (blue) grains and a decrease in the number of carbonate (turquoise) grains in comparison to the untreated sample 

(with a 0.5mm scale bar). 
 

Figure 112 for the quantity of minerals shows there’s been a large change in the quantity of 
carbonates and silicates, although it is likely that the increase in silicate content is a relative increase 
reflecting the decrease in carbonate content (silicates are inert minerals which do not react to weak 
acid). The results from SEM MLA (Figure 113 and Figure 114) show there to be no intra-particle 
alterations where diffusions paths are created into the centre of the particle as observed for the 
clay-rich sample, however there is a much more significant change to the overall sample mineralogy 
(Figure 112). Most notably there is a large decrease in the carbonate content which leads to a 
relative perceived increase in the silicate content. Since the overall change due to acid treatment (in 
the context of individual grains and not as a reservoir) is to the overall composition, instead of intra-
particle structures, the sorption results therefore vary in-line with what could be expected of 
samples of a slightly different composition (i.e. U4 and U5 from 6. The Utica Shale) which have not 
undergone any chemical alteration. 
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8.3.3. Fractal Analysis 
Nitrogen adsorption results were used to obtain the fractal dimensions for the acid and none acid 
treated samples to identify where particular changes have occurred as defined by (Wang et al., 
2015). Here 𝐷Y is a measure of surface roughness and 𝐷Z a measure of network complexity. 
 

Sample 𝑽𝒎𝟏 (cm3/g 
STP) 

𝑫𝟏 𝑽𝒎𝟐 (cm3/g 
STP) 

𝑫𝟐 

Utica No Acid 0.125963 
± 

0.0079398 
 

2.407622 
± 

0.0037426 

0.122771 
± 

0.0042458 
 

2.549896 
± 

0.0019922 
Utica Acid 9.989156 

± 
0.3961581 

2.665422 
± 

0.0026854 

9.598778 
± 

0.6228177 

2.91157 
± 

0.0010565 
Marcellus No Acid 10.70661 

± 
0.5749593 

2.610574 
± 

0.0071145 

10.91071 
± 

0.6792774 

2.784031 
± 

0.0019307 
Marcellus Acid 0.125963 

± 
0.0079398 

2.407622 
± 

0.0037426 

0.387821 
± 

0.0241014 

2.582339 
± 

0.0013335 
Table 15: fractal dimensions for the acid and none acid treated samples using a two part FHH model to derive a fractal 
dimension for the surface roughness and network complexity. 
 
𝐷Z for the network complexity verifies the results in Figure 103 and Figure 111 where mass transfer 
was slowest for Utica Acid and Marcellus No Acid. 𝐷Y (surface fractal) decreases for the acid treated 
Marcellus sample, and increases for the acid treated Utica sample which correlates to previous 
conclusions where a more rough surface has a greater adsorption capacity. In (Figure 99 and Figure 
107) it can be seen that the acid treated Utica sample adsorbs a greater quantity than the untreated 
Utica sample (Figure 107), and the acid treated Marcellus sample adsorbs a smaller quantity 
compared to the untreated Marcellus sample (Figure 99). The results of the fractal analysis strongly 
support the experimental findings since the trend was consistent with the experimental results 
where the acid treatment of the clay- and carbonate-rich samples affected the samples differently. 
 
8.4. Discussion 
While, fine-grained matrix samples with carbonates within the sample matrix showed less difference 
in mineralogy however they were the most affected in sorption experiments due to intra-particle 
alterations impacting the pore network of the sample. When samples were made up of coarser 
carbonate grains the overall impact on the sorption result was minimal. This is likely due to fewer 
intra-particle alterations where structures were affected as was the case for the Marcellus. 
Importantly, although there were more significant changes to the Utica mineralogy than the 
Marcellus mineralogy, the expected sorption results were not seen due to the lack of internal 
particle alteration and instead due to whole carbonate grains being dissolved.  
 
The implications of these results when scaled to a reservoir however are uncertain since the 
behaviour of the carbonate-rich sample has not been accurately assessed with the use of powdered 
shale. To obtain a better understanding this experimental work would need to be carried out on a 
core sample to assess. The clay-rich sample on the other hand seems to have effectively created 
more diffusion paths to the centre of the particle enabling more easy movement of gas into and out 
of the sample. Although the intra-particle alterations have been witnessed for the Marcellus it is 
uncertain how extensive these impacts would be at reservoir scale and so repeating this 
experimental work on a core sample would be extremely beneficial to the other understanding of 
the impact on acid treatment.  
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8.5. Conclusion 
The effect of acid on fine-grained matrix samples is much more significant on this scale (106-150µm) 
than it is for coarse grained samples. Observed changes for the fine-grained sample are within the 
individual grain and thus influence the overall sorption of the sample. For the coarse grained sample 
whole grains of carbonate are dissolved creating a more quartz dominant sample where the pore 
networks of the grains are not significantly changed in comparison. 
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9. Discussion 
The first aim of the project was to characterise all shale samples by the standard methods used in 
literature, the rationale behind this was so there was a starting point of characterisation obtained via 
standard methodology which novel characterisation could then build on. The shale properties which 
are universally reported; surface area and pore volume (gas sorption and mercury intrusion 
porosimetry), mineralogy (XRD and SEM MLA), the organic content (RockEval). By doing this it has 
enabled specific identification where the novel techniques have gone above the limitations of 
standard methodology in characterisation, and also to identify the heterogeneity within samples 
from one formation. By using gas sorption, pore size distributions have been established over the 
range 0.4-2nm (CO2) and 2-50nm (N2). Mercury intrusion porosimetry then allows the measurement 
of the distribution of pores in the range of 3.2nm to 1000µm. Although the combination of these 
three techniques allows measurement of (most) micro-pores through to macro-pores and some 
micro-fractures, because they are conducted independently the continuity of measurement across 
the pore ranges is poor. Consequently, assessment of the connectivity of the pore network in a 
wider context is not effectively characterised and important network properties are overlooked. 
 
The grain size of the samples was varied to assess how significant the differences in results were and 
to highlight that there are properties and pores missed when just one grain size is used. For the 
Marcellus 7795’-7798’ sample, varying grain size meant larger pores were opened as shown by the 
isotherm data for the two finest grain sizes (Figure 27). 106-150µm and 150-212µm overlay each 
other until 0.9 !

!"
 when they diverged and 106-150µm increases at a greater rate than 150-212µm, 

this relative pressure (by the Broekhoff de Boer method) is associated to pores >11nm. The coarsest 
grains (212-425µm and 425-600µm) overlay each other until 0.75 !

!"
 when they diverge and 212-

425µm increases at a greater rate than 150-212µm, the pore sizes associated to this relative 
pressure are >5nm. These two pairs of grain sizes, 106-150µm and 150-212µm, pair one and 212-
425µm and 425-600µm, pair 2 overlay each other until 0.6 !

!"
 where they diverge and pair 1 

increases at a greater rate than pair 2 (0.6 !
!"

 is associated to pores >3nm). By looking at the 

Gurvitsch volume (complete pore filling) it is possible to determine the overall increase in accessible 
pore network for the sample, from the grain size study of the Marcellus 7795’-7798’ it is possible to 
see that for a grain size four times larger the respective decrease in quantity adsorbed was only by a 
factor of 0.78. 
 
 
 
Gas adsorption analysis was repeated for some samples to demonstrate the repeatability of the 
method. Figure 115, shows two N2 and two CO2 sorption isotherms with two repetitions each.  
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Figure 115: N2 and CO2 sorption isotherms with two repetitions to show repeatability of the procedure. 

 
From these results it is clear that although there is a small amount of variability in the repeated 
analysis the results derived are the same and the method is repeatability. Where there is a slightly 
larger degree of variation present, this coincides with a greater degree of hysteresis and perhaps 
shows that from the first to second treatment there is some residual adsorbate which is not 
successfully removed. For the same sample with repeated analysis these results demonstrate the 
repeatability of the experimental technique, however the similarity in results was also assessed for 
different sub-sections of one sample (Figure 116). 
 

 
Figure 116: three Marcellus 7864’-7867’ N2 sorption analysis from different sub-sections. 

 
For different sub-sections of the same sample there is a degree of variability in the sorption isotherm 
across the Gurvitsch volume, hysteresis and the flattening through the meso-pore region. It was 
because of this that the decision was made, to as much as possible, focus on ensuring there was a 
mix of sample across the section as well as maintaining consistency with the analysis material (i.e. 
performing all gas sorption analysis prior to a destructive experimental technique). 
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By performing grain size analysis over a larger range of grains sizes and on other samples it may be 
possible to build a large enough set of data which can enable the forecasting of the quantity 
adsorbed for larger grain sizes through to chips and core plugs. Due to the unavailability of 
equipment it was only possible to analyse samples up to approximately 5mm in size due to the 
limiting neck size of the sample tube used for Micromeritcs 3Flex (Figure 14). The neck size of the 
sample tube used for Autosorb iQ limits analysis of samples up to approximately 2mm, and the mass 
balance of XEMIS is in the order of micrograms and thus not capable of holding a much larger 
sample.  
 
Depth analysis was carried out for different samples of the Marcellus (three), Utica (fifteen) and 
Bowland (three) shales, using gas sorption (N2 and CO2) and SEM MLA to compare the surface area, 
pore volume and mineralogy. The Gurvitsch volume for the Marcellus shale was correlated to depth 
where the deepest sample (7864’-7867’) had the smallest Gurvitsch volume. However, when the 
surface area and pore volumes for the Marcellus shale are analysed the correlation to depth breaks 
down and the middle sample (7834’-7837’) has the lowest surface are and pore volume suggesting 
that the relationship governing these properties is more complex. The Bowland shale demonstrates 
the same Gurvitsch correlation to depth as the Marcellus, and also maintains this correlation for the 
pore surface area and pore volume which are correlated to depth. Both the Marcellus and Bowland 
shales are comprised of three samples and span 70 feet and 1 foot respectively. The Utica however 
is comprised of fifteen samples spanning 300’ and provides a much better set of samples to assess 
the depth dependence of sorption data. From the Utica shale results it is clear that there is no 
correlation to depth with the gas sorption technique. It was previously hypothesised in 5. The 
Marcellus Shale that these properties are more strongly correlated to sedimentary environment and 
the resultant mineralogy of the sample. 
 
Having hypothesised that the mineralogy, sedimentary environment and diagenetic processes were 
likely the primary control on sample properties (surface area, pore volume, surface roughness, pore 
network connectivity etc.) and not depth, these need to be accurately quantified. Evidence of 
diagenesis and the sedimentary environment can be seen in the sample mineralogy and so this 
needed to be quantitatively determined. X-ray diffraction (XRD) was initially used but did not provide 
the quantitative detail needed for thorough analysis, and so scanning electron microscopy mineral 
liberation analysis (SEM MLA) was used to quantitatively view and measure the mineral content of 
the exposed sample surfaces. The values obtained are area values of the exposed surface, and it is 
not overlooked that these values represent only a small part of the core section. In order to 
overcome these limitations several chips have been used from across the core section and 
embedded in different orientations to the bedding plane to try and capture all possible 
heterogeneities of the sample and not produce a dataset with any bias. Additionally, since shales 
have a high degree of complexity in the clay sized particle matrix caution must be taken in the de-
convolution of these mineral phases since the accuracy of SEM MLA is only to the precision that EDX 
points can be measured. For the very fine grained clay matrices it is difficult to resolve the mineral 
boundaries with the resolution available to us, consequently the given value is more of an average 
over the area, i.e. if there is a 1µm2 area which is actually comprised of 85% clay and 15% carbonates 
the SEM MLA result will likely measure the whole 1µm2 area as 100% illite. 
 
All samples are predominantly comprised of carbonates, silicates and clays; specifically calcite or 
limestone, quartz and illite. By simplifying the mineralogy into these components correlations 
between surface area and pore volume were made, however no strong correlations were present 
besides a generally positive correlation of the surface area to illite. Once RockEval was completed it 
was clear that the strong correlation was between TOC% and the surface area of the samples; the 
mineralogy will be discussed further when combined with the numerical analysis models. 
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Taking into consideration the shortcomings of conventional gas sorption, namely the inability to 
condense in larger pores, then nitrogen overcondensation was used to extend the pore size range by 
ensuring complete condensation of N2 in the larger pores. By comparing the differences in the 
conventional isotherms and the overcondensation isotherm it is possible to identify the points at 
which more pores have been filled, and whether secondary levels of hysteresis are present within 
samples. Taking U3 as a particular example the additional hysteresis at approximately 0.75 !

!"
 (pore 

sizes >10 nm) demonstrates where there is shielding of pores by narrower necks which are wider 
than the small neck sizes (>4 nm) attributed to hysteresis at 0.5 !

!"
. Across all other samples there 

was an increase in the size of the hysteresis loop at 0.5 !
!"
	as a result of leading neck sizes <4nm, 

however this second hysteresis step at 0.75 !
!"
	 is only seen in one sample (U3) and showing that it is 

not an artefact of the overcondensation method and it is a measure of the network present in the 
sample. 
 
The secondary hysteresis in U3 for the overcondensation has not been correlated to a particular 
mineralogy, however it has been correlated to a transition in sedimentary environments where a 
greater degree of chaos is present leading to more disorder within the sample. Further detail can be 
gained from the overcondensation technique by performing scanning loops where particular 
increases in the isotherm can be identified and attributed to certain pore sizes based on the 
deviation from the conventional isotherm. Where scanning loops deviate from the conventional 
isotherm it is possible to conclude that additional pores have been filled by overcondensation which 
were not filled by the conventional isotherm. 
 
Although weaknesses of mercury intrusion porosimetry have been discussed previously it has been 
utilised in the development of a two stage method to analyse the intrusion network based on 
imaging trapped mercury. Mercury is able to access much larger pores than gas sorption 
(conventional and overcondensation), but it is handicapped by the minimum pore size it can intrude. 
Therefore, large micro- and fine meso-pore phases are overlooked by this technique, and where 
samples are highly complex they will also stop the flow of mercury into larger pores which are 
connected to the network via smaller (inaccessible to mercury) pores. Further, mercury measures 
the neck size of a pore and not the pore body which consequently makes the comparison to gas 
adsorption results difficult since the pore dimension measured is different (gas adsorption measures 
the pore body). It is mathematically possible to relate the different properties, however it is not easy 
to do since there is a lack of knowledge regarding the specific pore geometry (e.g. slit, spherical, 
cylindrical). The pore geometry needs to be known since this geometry is used to transform the data 
for mercury into a dataset comparable to gas sorption. Mercury intrusion however offers an 
invaluable experimental insight due to the high contrast imaging potential that it has to visualise 
mercury trapped in the sample. When mercury intrudes pore networks of a highly complex 
geometry and the difference in the pore neck and body varies such that during extrusion the 
mercury column in the pore body becomes disconnected from the column in the pore neck which 
empties at a higher pressure than the pore body. However, this technique is only useful when the 
mercury is able to access the pore network. Work in NMR failed due to the inability of an intrusion 
fluid to sufficiently saturate the sample. 
 
Imaging shales is often problematic due to the resolution needed to identify pore networks or micro-
fracture networks. Trapped mercury offers the option to image where it is trapped and to assign 
likely intrusion mechanisms based on the resultant 3D reconstructions. Resultantly it provides 
additional value to the results where intrusion can be assigned to a particular mechanism and more 
information gained about the sample. This also aids the broader understanding of a sample 
alongside other experimental results, where a sample may have an unusually high intruded volume 
in comparison to sorption results (which will not show micro-fractures) meaning can be given to this 
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and a more detailed understanding of the pore network gained. Additional image analysis can take 
place so that the quantity of mercury trapped in the sample still can be calculated based on the 
number of white voxels when the mercury isolated. 
 
Alongside the development of novel experimental techniques, more robust, and novel, numerical 
analysis was developed to analyse the datasets acquired through standard methods. Current analysis 
is often carried out using trend line fits in excel, or with the use of Solver, also in excel, by using R. a 
more rigorous analysis methodology can be developed where objective constraints can be placed on 
the data to remove any subjective data range selections.  
 
Across the different models there was a propensity for values to be high or low as a set (a set is 
defined by the model, i.e. one set is the fBET and another set would be the fFHH), with a variation 
across the models of <0.3 i.e. across the BET, one part FHH and two part FHH the fractal dimension 
for one sample may range from 2.3-2.6. However, the distribution of samples for one dataset (e.g. 
the Marcellus) were consistent across all four models (Figure 46). 
 
Values for the fractal FHH (one part) and 𝐷Y of the two part FHH directly overlay each other, and 
values for the fractal BET and 𝐷Z for the two part FHH overlay each other (Figure 46). The likely 
reason for this overlapping in values is because of the analysis code including a greater or fewer 
number of pressure points. Thus, the analysis code has analysed roughly the same range of pressure 
values for the FHH (one part) and 𝐷Y of the two part FHH, and vice versa for the fractal BET and 𝐷Z 
of the two part FHH. Going forward it may only be necessary to perform the two part FHH (one code 
script to fit two separate pressure ranges of the isotherm) to describe the fractal dimension for the 
surface roughness, and fractal dimensions for the network complexity; this would result in a 
decreased computing time. The fractal dimension models also allow for the constants 𝑉b  (all 
models) and 𝐶 (BET) to be optimised within a set of boundaries chosen by the researcher to allow 
flexibility around the software calculated constants. In time it would be good to create a model 
where the only input needed is the isotherm and the constants can be defined by the constraints, 
𝑉b 	≥ 0 and 𝐶	 ≥ 1 and the resultant model fits match those produced by the analysis software. 
 
To give an uncertainty of the numerical modelling results the standard deviation was taken of the 
ten repetitions and this was used to produce a value and plus or minus that standard deviation. The 
decision was taken to measure uncertainty in this way since the degree of flexibility written into the 
code for each parameter was 10% of the value given at the beginning (this value was given by 
Micromeritics 3Flex). The quantity of the standard deviation between the reported runs however 
was far smaller than this 10% variation permitted, consequently the uncertainty has been reported 
as the standard deviation in results of repeated numerical modelling runs. 
 
The numerical modelling in R. was further developed to create a novel characterisation technique 
which includes more of the experimental data acquired previously. The homotattic patch was set up 
with an isotherm model (one of the fractal BET, fractal FHH or the nBET) and the experimental 
isotherm for a mineral constituent which was primarily the TOC%, but later extensions to the model 
also included illite. The homotattic patch has been used to successfully model the mineral 
components of the isotherms for shales based on the sorption results of pure mineral phases (TOC% 
and illite). It was found that the resultant ratio of the values for TOC% and illite from the model 
matched the ratio of the mineral BET surface area multiplied by the mineral % derived by SEM MLA 
and RockEval. For cases where ratios are not equal it is hypothesised that this is an indicator of the 
accessibility of this mineral phase to the adsorbate used, or to the SEM MLA measurements. 
Depending on how the ratio swings will determine by which process the mineral phase has been 
impacted.  
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When the ratio of R. derived values (𝑚𝑜𝑑, as described in 5.3.4. Numerical Modelling) and ratio of 
experimentally derived values (𝑒𝑥𝑝, as described in 5.3.4. Numerical Modelling) are equal it tells us 
that there the TOC% and illite are equally accessed by the isotherm used for numerical modelling 
and the SEM MLA. In the situation where 𝑒𝑥𝑝 > 𝑚𝑜𝑑 it can be inferred that the quantity of TOC% 
measured is not recognised by the isotherm fit from the model indicating that the TOC% phases are 
not easily accessed. For the case that 𝑒𝑥𝑝 < 𝑚𝑜𝑑 the same can be said for the illite phase being less 
accessible to gas sorption analysis. The isotherm hysteresis loop size should provide an indication to 
adsorbate accessibility, but this is based on pore neck sizes and access to the sample in general. The 
addition of the homotattic patch can highlight, in particular, where certain mineral phases 
have/have not been accessed. It is possible that this can help identify where a sample is particularly 
heterogeneous on a larger scale such that these heterogeneities are not captured within 1-2g of 
sample, in these cases variation across all experimental techniques is likely to occur and so must be 
mindful of talking too specifically about any single result and instead consider the results in a wider 
context. 
 
The previously discussed methods and results were developed using the Marcellus and Utica 
samples, they were then repeated on the Bowland shale where the most appropriate methods were 
selected. An additional analysis methodology was introduced for the Bowland shale samples using 
two different methods to calculate the kinetics of the adsorption within the sample, whereby one 
method used mass uptake against time (with characteristic parameter for mass transport from LDF 
𝑘-value) and the other used heatflow against time (𝜏) as described by (Auroux, 2013) for each 
adsorption point. The values of 𝑘 and 𝜏 should be linearly correlated to the graph of one against the 
inverse of the other. This correlation held well with LDF MTC 𝑘-value from mass uptake curves, as 
would be expected if 𝜏 probes mass transfer as (Auroux, 2013) claims. However, the correlation only 
held for low adsorbate saturation levels. Once the amount adsorbed reached a certain level (that 
differed between samples) 𝜏 plateaued out, but 𝑘 still changed. It is theorised that at low saturation 
incoming CO2 can readily diffuse within the sample and easily access the highest energy adsorption 
sites. However, as saturation is increased the pore network is blocked by the already adsorbed 
phase and molecules end up initially sitting at a non-optimal adsorption site. In order for the system 
to reach equilibrium, the configuration of the adsorbed phase needs to restructure to reach the 
lowest energy state. This involves the molecules shuffling around to make room for incoming 
adsorbate, and find the lowest energy arrangement. It is believed that this occurs for samples with 
very slow adsorption related to lower porosities and hence a reduced ability for the adsorbate to 
move through the sample, therefore this provides another measure for determining the complexity 
of the samples pore network. The point at which the distribution of values (if at all) strays from the 
linear relationship indicates at how low, or high pressure the uptake is affected such that molecules 
cannot easily access adsorption sites. 
 
Additional investigations were made on these results by using differing equilibrium times in N2 gas 
sorption experiments (Figure 88) to observe what differences are seen in the isotherms, and 
whether these support the hypothesis that at the higher relative pressure points more time is 
needed for the adsorbate to achieve the optimal arrangement. There was an increase in the width of 
the low pressure hysteresis with increasing equilibration time in the nitrogen sorption data which is 
the opposite to the direction of change expected if mass transport limitations were causing the 
hysteresis. Given the N2 sorption takes place at low temperature it means mass transport is slow. 
This low temperature often means that the nitrogen diffusivity is small and, thence, the allowed 
equilibration time can be too short to enable all of the desorbed nitrogen to leave the sample in the 
time permitted. However, in the case of the samples studied here the hysteresis width increased 
with equilibration time suggesting that more N2 has been able to enter highly confined spaces, which 
are also difficult for the nitrogen to leave. This is in marked contrast to the lack, or very little, low 
pressure hysteresis observed for Utica, Norland and Rempstone shales studied in previous work 
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(Rigby et al., 2020). These late adaptations to current standard analysis techniques have 
demonstrated how pore characterisation can be enhanced with not only the novel development of 
techniques, but with the novel use of current techniques.  
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10. Conclusion 
10.1. Introduction 
In this chapter the aim is to demonstrate how the conclusions of each chapter, Marcellus, Utica, and 
Bowland feed into, and build on the findings of each other. Additional work on Acid Treated samples 
aims to show the relevance of the work directly to the industrial world. Finally, future work will be 
laid out and steps provided as to work that can be carried out to further the development of this 
research. 
 
The main objective of this study was to develop novel characterisation methods to overcome the 
existing drawbacks in the characterisation of pore systems in seal rocks which are used for downhole 
gas production (CH4) and storage (CO2), in the context of this study shale rocks have been used as 
the analysis seal rock. To achieve this the project was broken down into several objectives laid out to 
meet the aims of the project; the first to characterise samples with a set of basic characterisation 
techniques, secondly introduce more rigorous numerical analysis techniques and finally to develop 
novel techniques capable of measuring pore sizes over several orders of magnitude (i.e. micro-
pores through to macro-pores) in one technique (further explanation of these aims is in 3. 
Aims and Objectives). Whilst working to achieve the first aim it was quickly determined that 
characterisation using conventional gas sorption, mercury intrusion porosimetry and 
microscopy could not be used as a standalone analysis techniques. Although all techniques 
have their merits they ultimately result in “data gaps” across pore size measurements, and 
in an insufficient quantity of information regarding the network complexity and ability for a 
fluid to move through the sample. This led to the investigation of data analysis where fractal 
dimensions were used to characterise the surface roughness (𝐷Y) and network complexity 
(𝐷Z) (Tang et al., 2003; Wang et al., 2015; S. Zhang et al., 2018), and develop a more rigorous 
modelling approach that was able to fit models to the data instead of “best-fit” lines. The 
main questions which were sought to be answered with the transition into the second aim 
were; can model fitting with the use of coding (R.) be used to elevate current data analysis 
techniques by removing any subjective bias in “best-fit” lines? And can more rigorous data 
analysis techniques provide additional information regarding the intra-particle properties 
without additional experimental techniques? Finally the development of novel experimental 
techniques sought to demonstrate that it is possible to characterise pore systems with 
fewer analysis techniques, and to simplify the dependencies of surface are and pore volume 
in shale samples. 
 
10.2. Empirical Findings 
Results of 5. The Marcellus Shale, 6. The Utica Shale and 7. The Bowland Shale have shown that by 
using standard characterisation techniques you can gain a very good suite of important information, 
e.g. surface area, pore volume and pore size distributions. However, the broader translation of these 
values across orders of magnitude is unclear and leaves uncertainty regarding the pore size ranges 
overlooked by each experimental method, e.g. from nitrogen gas sorption to mercury intrusion 
porosimetry. It can also be seen with 5. The Marcellus Shale, 6. The Utica Shale and 7. The Bowland 
Shale that the characterisation successes of these techniques varies with the sample; the Marcellus 
was characterised well with the combination of nitrogen gas sorption where it demonstrated 
relatively narrow hysteresis closure loops, whereas samples of the Utica and Bowland were not as 
well characterised by nitrogen gas sorption with some samples having large hysteresis closure loops. 
This demonstrates the presence of a significant number of small pores (<4nm) controlling the 
movement of the adsorbate into and out of the sample. This due to the variation in intra-particle 
complexity and the openness of the pore networks reflecting the adsorbate ability to move 
throughout the sample. 
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Gas sorption results for Marcellus 7795’-7798’ using variable grain sizes have shown that by doing 
this you can infer network complexity however the ability of this technique to give a quantitative 
measurement of the complexity was limited. It was determined that the process of crushing creates 
more pore volume, but has a negligible effect on the pore surface area. There is potential in this 
technique for forecasting to much larger samples which would address an industry problem where 
scaling laboratory findings to reservoir engineering recommendations is often poor.  
 
Mineralogy was quantified using SEM MLA, and TOC% was quantified using RockEval. Following this 
correlations could be made with the surface area and pore volume to mineralogy and TOC% for all 
the Marcellus and Utica samples. In 5. The Marcellus Shale it was seen that TOC% and clay content 
had the strongest correlation to surface area and pore volume for all samples, where carbonates and 
quartz had negative correlations to these properties. For 6. The Utica Shale the correlations between 
mineralogy, and the surface area and pore volume, were not as strong, where correlations to TOC% 
were the dominant correlation and the correlation to clays was tenuous. After this fractal 
dimensions were calculated for all samples and were correlated to the mineralogy and TOC%. It was 
seen that the TOC% correlated to the fractal dimensions for all samples as seen in 5. The Marcellus 
Shale, 6. The Utica Shale and 7. The Bowland Shale. By using the fractal dimension correlation to 
minerals it has enabled specific sample characteristics, e.g. surface roughness and pore connectivity, 
to be attributed to certain minerals thus indicating which minerals are responsible. In a similar vein 
to Wang et al., (2015), by making correlations between the mineralogy and 𝐷Y it shows which 
minerals make surfaces rougher and provide the most adsorption sites. 
 
By developing the rigorous model fitting procedure for isotherm data, it has been possible to 
produce a homotattic patch model which can deconvolute some of the surface-accessible 
constituents of the sample, identified to be significant from the previous work (clays and TOC%). 
Results from the Marcellus and Utica shale produced a strong correlation of the derived TOC% from 
the homotattic patch to the values established from RockEval. While RockEval data was not acquired 
for the Bowland shale, by using an isotherm for experimentally extracted kerogen and illite (Clay 
Minerals Society), TOC% and illite quantities were modelled. The quantities of kerogen (𝑘-value) and 
illite (𝑖-value) derived from the homotattic patch model produced the expected correlation to 
surface area, pore volume and fractal dimensions based on results from the Marcellus and Utica 
shale.  
 
Having achieved the aim of producing a more rigorous numerical analysis technique which has 
successfully provided information beyond the limits of standard analysis, the focus moved onto the 
use of novel characterisation techniques. With the aim of overcoming the existing drawbacks of 
shale characterisation overcondensation gas sorption was used as the primary novel characterisation 
technique. Gas overcondensation has been shown to be successful at bridging the gaps across very 
diverse length-scales in the pore structure, by demonstrating the presence of very large pore bodies 
in the Utica shale which were undetected by conventional gas sorption. With the addition of 
scanning curves the structural relationship to smaller pores was able to be further understood 
beyond the use of desorption hysteresis in conventional isotherms. This was first used in 6. The Utica 
Shale, and was used again for Bowland characterisation where macroporosity was identified that 
was impenetrable by mercury intrusion porosimetry as a result of the narrow leading necks which 
mercury could not enter thus restricting mass transport in the sample. 
 
Additional work was carried out with the overcondensation gas sorption results where the transition 
in mineralogy was probed to identify if additional complexities are introduced into pore systems of 
shales with a change in mineral regime. In 6. The Utica Shale there is an identified change-over in the 
predominant inorganic phase, which is also associated to a peak in the organic phase. The sample at 
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which this particular transition occurs is observed to have the most complex, disordered pore 
structure as evidenced by a percolation knee not seen in the conventional gas sorption data. This 
observation was confirmed with the use of Hg-CXT which showed mercury to be trapped in this 
sample by a significantly different mechanism than the other samples at different levels in the 
succession. In 7. The Bowland Shale, overcondensation samples were taken before during and after 
the presence of a marine band. By studying the samples across this boundary it was identified that 
the shale deposited immediately above the marine band possessed the greatest pore surface area, 
pore volume and likely also organic matter (as indicated by the homotattic patch model). This 
discovery is also in-line with the findings of 6. The Utica Shale where U5 demonstrated these 
properties in relation to the other Utica samples.  
 
The shale characterisation in 7. The Bowland Shale, in addition to the overcondensation method, 
used mass transfer and thermokinetic parameters to identify and establish the complexity of pore 
networks, accessibility of the adsorbate to the sample and the length of the diffusion paths. This 
work on kinetics was then applied to industry based work by assessing the effect of acid on fine-
grained matrix samples. It was observed that for samples with fine grained carbonate grains 
throughout the impact on the intra-particle properties was significantly more than for samples with 
coarse grains of carbonates. Where fine-grains of carbonates were present the overall impact was 
on lengthening diffusion paths to the centre of the particle however this also had the effect of 
making mass transfer significantly slower. 
 
10.3. Future Work 
Four main areas where future work can be done have been identified. The first of these areas 
involves a more in-depth investigation of the grain size analysis and the ability for the Gurvitsch 
volume to be scaled up. Additional scaling should be done on the acid treatment study in 8. Shale 
Treatment to understand how samples behave when in a core plug compared to what was seen with 
the use of powdered samples. Continued use of gas overcondensation with complimentary mass 
transfer and thermokinetic parameters to understand the spatial juxtaposition of pores and the 
adsorbate movement throughout the sample. Finally, the use of a wider set of samples with more 
variation in their mineralogy but critically in their organic matter (e.g. thermal maturity and type). 
 
The proposed future work for the grain size analysis would be to test much larger samples (core 
plug) with nitrogen gas sorption and use the measured Gurvitsch volume to examine the trend in the 
maximum filling values with varying particle size (mid-point of the grain size). It may be possible to 
infer the spatial distribution of pores within the samples, and by forecasting to larger samples scale 
up the results. Figure 117 shows how this process would be carried out, although the grain sizes 
available do not allow for any reliable scaling of results. Scaling up the acid treatment work is also of 
interest since the work outlined in this study used powdered samples which may act differently to 
core plug samples. For the carbonate-rich samples whole grains of carbonate were dissolved 
resulting in an overall mineralogy change but minimal change to the pore structures. The dissolution 
of these grains within a core plug may have a more noticeable impact on the gas sorption results 
following acid treatment.  
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Figure 117: using the Gurvitsch volume against grain size and using trend line forecasting to predict what the maximum 

quantity adsorbed may be for larger samples. 
 
Further work could be carried out on the use of gas overcondensation, mass transfer kinetics and 
the thermokinetic parameters. Work in 7. The Bowland Shale outlined results where the combined 
use of these methodologies was able to identify where some very large macropores existed (by using 
overcondensation), however these were shielded by pores with very narrow necks resulting in 
restricted mass transport (kinetics).  
 
The final area of future work is focused on broadening the mineralogy and organic matter by 
introducing samples which vary more greatly to the population of samples used in this study. By 
doing this it will test the applicability of the methods to other samples, and determine how 
universally the homotattic patch model can be used. The main focus of this additional work will be 
on acquiring samples with more varied organic matter properties, such as the thermal maturity and 
organic matter type. Both these organic matter properties have been identified as key controlling 
factors on sample surface area and pore volume and will provide a true test of the homotattic patch 
model. To achieve this a database of other pure mineral types, organic matter of different thermal 
maturities and types will need to be formed such that samples of a more varied mineral composition 
can be analysed. 
 
10.4. Summary 
It has been shown that standalone characterisation methods are insufficient in characterisation the 
pore surface area, pore volume and pore network of shale samples where several key observations 
are overlooked which could be influential to industry. By developing a more rigorous numerical 
analysis system it has been possible to extend the knowledge gained from standard characterisation 
techniques, and in some cases reduce the quantity of specific experimental work needed (i.e. 
homotattic patch work). Further the development of experimental techniques, such as 
overcondensation gas sorption and the coupled mass transfer and thermokinetic parameters have 
enabled more information about the pore networks and fluid movement through the samples to be 
gained. Both the numerical analysis and novel characterisation techniques have been proven to 
exceed the results of standard characterisation techniques. 
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Appendix 2 
 
𝐼𝑛𝑖𝑡𝑖𝑎𝑙	𝑀𝑎𝑠𝑠 −𝑀𝑜𝑖𝑠𝑡𝑢𝑟𝑒	𝑀𝑎𝑠𝑠

𝐼𝑛𝑖𝑡𝑖𝑎𝑙	𝑀𝑎𝑠𝑠 × 100 

 

A2. 1: moisture % 
 

 
𝑀𝑜𝑖𝑠𝑡𝑢𝑟𝑒	𝑀𝑎𝑠𝑠− 𝑉𝑜𝑙𝑎𝑡𝑖𝑙𝑒	𝑀𝑎𝑠𝑠

𝐼𝑛𝑖𝑡𝑖𝑎𝑙	𝑀𝑎𝑠𝑠
× 100 

A2. 2: volatiles % 
 

 
𝐴𝑠ℎ	𝑀𝑎𝑠𝑠
𝐼𝑛𝑖𝑡𝑖𝑎𝑙	𝑀𝑎𝑠𝑠 × 100 

A2. 3 : ash % 
 

 
100 − (𝑀𝑜𝑖𝑠𝑡𝑢𝑟𝑒 + 𝑉𝑜𝑙𝑎𝑡𝑖𝑙𝑒 + 𝐴𝑠ℎ) A2. 4: fixed carbon % 

 
100

100−𝑀𝑜𝑖𝑠𝑡𝑢𝑟𝑒 × 𝑉𝑜𝑙𝑎𝑡𝑖𝑙𝑒 

 

A2. 5: volatile dry % 

 
100

100−𝑀𝑜𝑖𝑠𝑡𝑢𝑟𝑒 × 𝐴𝑠ℎ 
A2. 6: ash dry % 

 
100 − (𝑉𝑜𝑙𝑎𝑡𝑖𝑙𝑒	𝐷𝑟𝑦 + 𝐴𝑠ℎ	𝐷𝑟𝑦) A2. 7: fixed carbon dry % 

 
The above equations were used to calculate the contributions to each sample (Corporation, 2010) 
where moisture mass was taken at 110°C, volatile mass taken at 920°C and ash mass taken at 600°C 
(after the gas change). 
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Appendix 3 
Appendix 3.1 
Appendix 3.1.1 
Below is the code used for the BET fractal analysis in R. with annotations explaining what each 
function does. The code can be altered for K number of generated numbers - where a greater K 
value will result in a higher degree of accuracy i.e. the smallest value of the summed residuals. 
# Read the data 
data = read.csv("filepath.csv") 
 
# Assign observational data (x,y) to DF 
DF <- data[, 1:2] 
 
# Cut data at relative pressure greater than 0.8 
df <- DF[which(DF$x <= 0.8),] 
 
# Assign initial parameters from the file read to data in the form (C,Vm,D) 
init_parameters <- data.frame("C" = data[1, 3], 
                              "Vm" = data[1, 4], 
                              "D" = 2.5) 
 
# Simulate K number of uniformly distributed random numbers for each of the 
parameters where prop is the proportion above and below the initial 
parameters to generate 
generateRandomParameters <- 
  function(K, initial_parameters, prop = 0.1) { 
    initial_parameters <- as.numeric(initial_parameters) 
    C <- initial_parameters[1] 
    Vm <- initial_parameters[2] 
    D <- initial_parameters[3] 
     
    parameters <- 
      data.frame( 
        "C" = runif(K, min = C * (1 - prop), max = C * (1 + prop)), 
        "Vm" = runif(K, min = Vm * (1 - prop), max = Vm * 
                       (1 + prop)), 
        "D" = runif(K, min = 2, max = 3) 
      ) 
    return(parameters) 
  } 
 
# Use the BET equation and return v and the residual sum of squares 
BET_Eq <- function(obs_data, parameters) { 
  parameters <- as.numeric(parameters) 
  x <- obs_data$x 
  y <- obs_data$y 
  C <- parameters[1] 
  Vm <- parameters[2] 
  D <- parameters[3] 
   
  v <- Vm * ((C * x) / (1 + x * (C - 1))) * (1 - x) ^ (-(3 - D)) 
   
# Discard combinations of parameters where the modelled isotherm is greater 
than the experimental 
  if(sum(y) >= sum(v)){ 
    RSS <- sum((y - v) ^ 2) 
  } else { 
    RSS <- NA 
  } 
  RSS <- sum((y - v) ^ 2) 
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  output <- list("v" = v, 
                 "RSS" = RSS) 
  return(output) 
} 
 
# Return the RSS given the observed data at the given parameter values 
using the function BET_Eq 
returnRSS <- function(obs_data, parameters) { 
  BET <- BET_Eq(obs_data, parameters) 
  RSS <- BET$RSS 
  return(RSS) 
} 
 
# Minmize the residual sum of squares by cycling through K random 
parameters and returning the row which best fits the data 
minimizeRSS <- 
  function(K, obs_data, initial_parameters, prop = 0.1) { 
    # Simulate K random parameters using the function defined above 
    parameters <- 
      generateRandomParameters(K, initial_parameters, prop) 
     
    # Calculate the RSS by evaluating the function at every row of the 
parameters  
    matrix, i.e. each combination of the simulated parameter values 
    RSS <- apply(parameters, 1, returnRSS, obs_data = obs_data) 
    minimizedLocation <- which.min(RSS) 
    optimisedParameters <- as.numeric(parameters[minimizedLocation, ]) 
    output <- data.frame( 
      "C" = optimisedParameters[1], 
      "Vm" = optimisedParameters[2], 
      "D" = optimisedParameters[3], 
      "RSS" = RSS[minimizedLocation] 
    ) 
    return(output) 
  } 
 
# Optimise the parameters by minimising the residuals with K simulated 
numbers for the data points 1 to i, for i = 1,2,...,N where N is the number 
of observations 
incrementMinimize <- 
  function(K, obs_data, initial_parameters, prop = 0.1) { 
    N <- nrow(obs_data) 
    outputMatrix <- matrix(rep(NA, N * 4), nrow = N) 
    cur_output <- 
      minimizeRSS(K, obs_data, initial_parameters, prop) 
    outputMatrix <- as.numeric(cur_output) 
    return(outputMatrix) 
  } 
 
# Return the optimised parameters by incrementing 
minimised_data <- incrementMinimize(K, df, init_parameters) 
 
print(minimised_data) 
 
The output of the code will look like the below example, where values are "C", "Vm", "D" and 
"RSS" respectively. 
 
[1] 49.97430287  0.44629110  2.27408888  0.04065305 
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Iterations of the code can be increased by telling the whole function to run against for n number of 
times and K number of generated parameters. 
# Repeat the incrementMinimize function  
Reps = t(replicate(n, incrementMinimize(K, df, init_parameters))) 
 
# Write reps to a csv file 
write.csv(reps,"filepath.csv") 
 
The output of the additional code will write to a .csv document with each value taking up a single 
cell such that data is easily analysed after. By having the additional repetitions of the function it is 
possible to see how reproducible the code is and see how the summed residuals are affected by the 
variations in K. 
 
Appendix 3.1.2 
The code below is the one part FHH fractal analysis which consists of less complex code to establish 
the pressure range for analysis. The pressure range was established with the use of a moving 
window where the mid-point of the data is established and a window of increasing size is applied 
over the data e.g. 2 data points, 4 data points, 6 data points etc. This is achieved by having n-1 and 
n+1 where n is the mid-point and repeating this process to include a greater and greater portion of 
the data. Several conditions were then put in place such that the r-squared value must be greater 
than 0.88, and at least two-thirds the whole dataset was included i.e. if the data set had 60 points 
there must be at least 40. Once these conditions were met the dataset which had the smallest r-
squared value was used as the data for the FHH fractal analysis.  
# Read the data 
Imp = read.csv("filepath.csv") 
 
# Pressure_Op is a function to optimise the pressure range over which to 
conduct the fractal analysis 
Pressure_Op <-  
  function(obs_data){ 
    x <- obs_data$x 
    y <- obs_data$y 
     
    # One part FHH occupies the middle part of the pressure data. An 
increasing window 
    size of data points from mid-point of data is analysed for the best fit 
linear line 
    FHH_Pressure <-  
      function(a, b, obs_data){ 
        # Call R-Sqaured package from the library 
        library(rsq) 
         
  # Define the parameters needed for the linear model from the imported 
dataset 
        x <- obs_data$x 
        y <- obs_data$y 
        Vm = rep(obs_data$Vm[1], length(y)) 
 
        # Make the x- and y- axis for the straight line graph and create a 
new    
  dataframe 
        xt <- log(log((1 / (x[a:b])), exp(1)), exp(1)) 
        yt <- log(y[a:b] / Vm[a:b], exp(1)) 
        dft <- data.frame(xt, yt) 
         
   # Conduct linear analysis to find the gradient of the straight line 
graph 
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        l1 <- lm(yt~xt) 
        r2 <- rsq(l1) 
   
  # Set that the R-squared value must be greater than 0.88 
        R <- ifelse(r2 >= 0.88, r2, NA) 
         
# n is the length of the data set – difference between a and b which 
decrease    and increase respectively to form the moving window 
        n <- (b-a) 
 
  # Set that N the length of the analysis dataset must be at least two-
thirds the 
  length of the total dataset  
        N <- ifelse( n >= 2 / 3 * length(x),  n,  NA) 
         
  # Report the R-sqaured, gradient, intercept, low and high pressure points 
and  
  the length of the dataset. Where a column contains an NA the whole row is  
  omitted such that only values are repored which fit the analysis 
conditions  
  laid out 
        values = na.omit(data.frame("R2" = R, "Gradient" = 
l1$coefficients[2],    
        "Intercept" = l1$coefficients[1], "P1" = x[a], "P2" = x[b], 
"Length" = N)) 
         
        return(values) 
         
      } 
     
    # Define the mid-point as halfway through the data set 
    mid = as.integer((1 / 2) * length(imp$x)) 
     
    # Call the moving window function 
    FHH = data.frame(t(sapply(1:(mid-1), function(i){FHH_Pressure(abs(mid-
i), (mid+i),  
    imp)}))) 
     
    # Return the row which contains the maximum R-squared value 
    FHH_P <- FHH[which.max(FHH$R2),] 
     
    # Call the data over which the relevant pressure range apples 
    DF <- data.frame(X=(x[which(x >= FHH_P$P1 &  
    x <= FHH_P$P2)]),Y = (y[which(y >= y[which(x == FHH_P$P1)] & y <= 
y[which(x == FHH_P$P2)])])) 
     
    # Sigma is determined for Van der Waals or Capillary Condensation as 
this will  
    change how the fractal dimension is calculated from the gradient 
    sig = 3 * (1 + as.numeric(FHH_P$Gradient)) - 2 
    sigma = rep(sig, length(DF[,1])) 
     
    return(cbind(DF, sigma)) 
  } 
 
Pressure_range=Pressure_Op(imp) 
 
# Assign observational data (x,y) to df 
df <- Pressure_range 
 
# Assign initial parameters from the file read to data in the form (C,Vm,D) 
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init_parameters <- data.frame("C" = 6, 
                              "Vm" = imp$Vm[1], 
                              "D" = 2.5) 
 
# Simulate K number of uniformly distributed random numbers for each of the 
parameters where prop is the proportion above and below the initial 
parameters to generate 
generateRandomParameters <- 
  function(K, initial_parameters, prop = 0.1) { 
    initial_parameters <- as.numeric(initial_parameters) 
    C <- initial_parameters[1] 
    Vm <- initial_parameters[2] 
    D <- initial_parameters[3] 
     
    parameters <- 
      data.frame( 
        "C" = runif(K, min = -10, max = 10), 
        "Vm" = runif(K, min = Vm * (1 - prop), max = Vm * 
                       (1 + prop)), 
        "D" = runif(K, min = 2, max = 3) 
      ) 
    return(parameters) 
  } 
 
# Use the FHH equation and return v and the residual sum of squares 
FHH_Eq <- function(obs_data, parameters) { 
 
  parameters <- as.numeric(parameters) 
  x <- obs_data$X 
  y <- obs_data$Y 
   
  C <- parameters[1] 
  Vm <- parameters[2] 
  D <- parameters[3] 
  
  # Select the correct fractal equation based on the sigma value 
  if(obs_data$sigma[1] >= 0){ 
    M <- ((D – 3) / 3) 
  }else{ 
    M <- D - 3 
  } 
   
  # Modelled isotherm 
  v <- Vm * exp(C) * (log((1 / x), exp(1))) ^ (M) 
 
  # Ensure that the modelled isotherm doesn't exceed the experimental 
  if(sum(y) >= sum(v)){ 
    RSS <- sum((y - v) ^ 2) 
  } else { 
    RSS <- NA 
  } 
   
  RSS <- sum((y - v) ^ 2) 
  output <- list("v" = v, 
                 "RSS" = RSS) 
  return(output) 
} 
 
# Return the RSS given the observed data at the given parameter values 
using the function FHH_Eq 
returnRSS <- function(obs_data, parameters) { 
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  FHH <- FHH_Eq(obs_data, parameters) 
  RSS <- FHH$RSS 
  return(RSS) 
} 
 
# Minimise the residual sum of squares by cycling through K random 
parameters and returning the row which best fits the data 
minimizeRSS <- 
  function(K, obs_data, initial_parameters, prop = 0.1) { 
    # Simulate K random parameters using the function defined above 
    parameters <- 
      generateRandomParameters(K, initial_parameters, prop) 
     
    # Calculate the RSS by evaluating the function at every row of the 
parameters  
    matrix, i.e. each combination of the simulated parameter values 
    RSS <- apply(parameters, 1, returnRSS, obs_data = obs_data) 
    minimizedLocation <- which.min(RSS) 
    optimisedParameters <- as.numeric(parameters[minimizedLocation, ]) 
    output <- data.frame( 
      "C" = optimisedParameters[1], 
      "Vm" = optimisedParameters[2], 
      "D" = optimisedParameters[3], 
      "RSS" = RSS[minimizedLocation] 
    ) 
    return(output) 
  } 
 
# Optimise the parameters by minimising the residuals with K simulated 
numbers for the data points 1 to i, for i = 1,2,...,N where N is the number 
of observations 
incrementMinimize <- 
  function(K, obs_data, initial_parameters, prop = 0.1) { 
    N <- nrow(obs_data) 
    outputMatrix <- matrix(rep(NA, N * 4), nrow = N) 
    cur_output <- 
      minimizeRSS(K, obs_data, initial_parameters, prop) 
    outputMatrix <- as.numeric(cur_output) 
    return(outputMatrix) 
  } 
 
# Return the optimised parameters 
minimised_data <- incrementMinimize(K, df, init_parameters) 
 
print(minimised_data) 

 
The output of the code will look the same as the fractal BET code with values in the order "C", "Vm", 
"D" and "RSS" respectively. Iterations of the code can be increased by telling the whole function to 
run against for n number of times and K number of generated parameters, this add-on is also the 
same as in the fractal BET. 
 
Appendix 3.1.3 
The following code outlines the process taken for the two part FHH fractal analysis where 
establishing the separate pressure ranges was a more complex task. The data was modelled to the 
linear form of the FHH, a linear fit was applied to this and the residuals derived. The data was 
separated at the point that the residuals were greatest, this is identified to be the point at which the 
linear trend will change from the first to the second fractal dimension. This data is the transformed 
back into the form of the experimental data (relative pressure and quantity adsorbed). For the first 
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fractal dimension it does not apply over relative pressure ranges less than 0.25, we have chosen to 
cut the data off at 0.2 to allow the code some flexibility in fitting. This data separation is carried out 
in functions Fractal_Data_1 and Fractal_Data_2 whose output is the data frame needed for 
the fractal analysis including Vm and sigma. This data is then analysed with functions 
Fractal_Dimension_1 and Fractal_Dimension_2, the output of these functions is the same 
as the output from the fractal BET and one part FHH (these functions are the same as in the one part 
FHH).  
 
The final line of code: 
result <- unique(rbind(Fractal1, rep(0, 4), Fractal2)), 
combines the two sets of results for 𝐷Y and 𝐷Z with a line of zeroes between two ensure data 
separation when exported to a .csv. 
 
# Import data for  
Imp = read.csv("filepath.csv") 
 
# Import the r-squared package from the library() 
library(rsq) 
 
# Separating the first set of data for D1 fractal dimension, describing the 
surface properties of the sample 
Fractal_Data_1 <- function(data) { 
  # Linear form of the FHH 
  x1 = log(log((1 / data$x), exp(1)), exp(1)) 
  Vm = data$Vm[1] 
  y1 = log((data$y / replicate(length(data$y), Vm)), exp(1)) 
   
  # Line of best fit and residuals of the fit 
  Linear = lm(y1~x1) 
  res = linear$residuals 
   
  # Cutting off the data at the point that the residuals are greatest 
  df = data.frame(res, x1) 
  end = df[which.max(df$res)] 
  x = na.omit(ifelse(x1 >= end$x1, x1, NA)) 
  y = na.omit(ifelse(x1 >= end$x1, y1, NA))  
   
  # Returning values to experimental form, relative pressure and quantity 
adsorbed 
  XX = 1 / exp(exp(x)) 
  YY = exp(y) * replicate(length(y), Vm) 
  X = na.omit(ifelse(XX >= 0.2, XX, NA)) 
  Y = na.omit(ifelse(XX >= 0.2, YY, NA)) 
   
  # Calculating sigma for the data so that the correct form of D is applied  
  Lin = lm(y~x) 
  Grad = lin$coefficients[2] 
  sig = 3 * (1 + Grad)-2 
  sigma = replicate(length(Y), sig) 
   
  # Forming the dataset for fractal analysis with Vm and sigma 
  Vm = replicate(length(Y), Vm) 
  df1 = data.frame(X, Y, Vm, sigma) 
  return(df1) 
} 
 
df1 <- Fractal_Data_1(imp) 
 
Fractal_Dimension_1 <- function(data){ 
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  # Assign initial parameters from the file read to data in the form 
(C,Vm,D) 
  init_parameters <- data.frame("C" = 6, 
                                "Vm" = data$Vm[1], 
                                "D" = 2.5) 
   
   
# Simulate K number of uniformly distributed random numbers for each of the 
parameters where prop is the proportion above and below the initial 
parameters to generate 
  generateRandomParameters <- 
    function(K, initial_parameters, prop = 0.1) { 
      initial_parameters <- as.numeric(initial_parameters) 
      C <- initial_parameters[1] 
      Vm <- initial_parameters[2] 
      D <- initial_parameters[3] 
       
      parameters <- 
        data.frame( 
          "C" = runif(K, min = -10, max = 10), 
          "Vm" = runif(K, min = Vm * (1 - prop), max = Vm * 
                         (1 + prop)), 
          "D" = runif(K, min = 2, max = 3) 
        ) 
      return(parameters) 
    } 
   
  # Use the FHH equation and return V and the residual sum of squares 
  FHH_Eq <- function(data, parameters) { 
    parameters <- as.numeric(parameters) 
    x <- data$X 
    y <- data$Y 
     
    C <- parameters[1] 
    Vm <- parameters[2] 
    D <- parameters[3] 
     
    # Select the correct fractal equation based on the sigma value 
    if(data$sigma[1] >= 0){ 
      M <- ((D - 3) / 3) 
    }else{ 
      M <- D - 3 
    } 
     
    # Modelled isotherm 
    V <- Vm * exp(C) * (log((1/x), exp(1)))^(M) 
     
    # Ensuring that modelled isotherm doesn't exceed the experimental 
    if(sum(y) >= sum(V)){ 
      RSS <- sum((y - V) ^ 2) 
    } else { 
      RSS <- NA 
    } 
     
    RSS <- sum((y - V) ^ 2) 
    output <- list("V" = V, 
                   "RSS" = RSS) 
    return(output) 
  } 
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# Return the RSS given the observed data at the given parameter values 
using the function FHH_Eq 
  returnRSS <- function(data, parameters) { 
    FHH <- FHH_Eq(data, parameters) 
    RSS <- FHH$RSS 
    return(RSS) 
  } 
   
   
# Minimise the residual sum of squares by cycling through K random 
parameters and returning the row which best fits the data 
  minimizeRSS <- 
    function(K, data, initial_parameters, prop = 0.1) { 
      # Simulate K random parameters using the function defined above 
      parameters <- 
        generateRandomParameters(K, initial_parameters, prop) 
       
      # Calculate the RSS by evaluating the function at every row of the 
parameters     
      matrix, i.e. each combination of the simulated parameter values 
      RSS <- apply(parameters, 1, returnRSS, data = data) 
      minimizedLocation <- which.min(RSS) 
      optimisedParameters <- as.numeric(parameters[minimizedLocation, ]) 
      output <- data.frame( 
        "C" = optimisedParameters[1], 
        "Vm" = optimisedParameters[2], 
        "D" = optimisedParameters[3], 
        "RSS" = RSS[minimizedLocation] 
      ) 
 
# Return the optimised parameters by incrementing minimised_data <- 
minimizeRSS(1000,    df, init_parameters) 
      return(output) 
    } 
 
# Optimise the parameters by minimising the residuals with K simulated 
numbers for    the data points 1 to i, for i = 1,2,...,N where N is the 
number of observations 
  incrementMinimize <- 
    function(K, data, initial_parameters, prop = 0.1) { 
      N <- nrow(data) 
      outputMatrix <- matrix(rep(NA, N * 6), nrow = N) 
      cur_output <- 
        minimizeRSS(K, data, initial_parameters, prop) 
      outputMatrix <- as.numeric(cur_output) 
      return(outputMatrix) 
    } 
   
  # Repeat the incrementMinimize function  
  reps = t(replicate(n, incrementMinimize(K, df, init_parameters))) 
  return(reps) 
   
} 
 
# Call the function for fractal dimension D1 and call Fractal1 
Fractal1 <- Fractal_Dimension_1(df1) 
 
# Fractal dimension 2 for the pore network properties using FHH model 
Fractal_Data_2 <- function(data) { 
  #Linear form of the FHH 
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  x2 = log(log((1 / data$x), exp(1)), exp(1)) 
  Vm = data$Vm[1] 
  y2 = log((data$y / replicate(length(data$y), Vm)), exp(1)) 
   
  # Line of best fit and residuals of the fit 
  Linear = lm(y2~x2) 
  res = linear$residuals 
   
  # Cutting off the data at the point that the residuals are greatest 
  df = data.frame(res, x2) 
  end = df[which.max(df$res),] 
  x = na.omit(ifelse(x2 <= end$x2, x2, NA)) 
  y = na.omit(ifelse(x2 <= end$x2, y2, NA))  
   
  # Returning values to experimental form, relative pressure and quantity 
adsorbed 
  X = 1 / exp(exp(x)) 
  Y = exp(y) * replicate(length(y), Vm) 
   
  # Calculating sigma for the data so that the correct form of D is applied 
  Lin = lm(y~x) 
  Grad = lin$coefficients[2] 
  sig = 3 * (1 + Grad) - 2 
  sigma=replicate(length(Y), sig) 
   
  # Forming the dataset for fractal analysis with Vm and sigma 
  Vm = replicate(length(Y), Vm) 
  df2 = data.frame(X, Y, Vm, sigma) 
  return(df2) 
} 
 
df2 <- Fractal_Data_2(imp) 
 
Fractal_Dimension_2 <- function(data){ 
   
  # Assign initial parameters from the file read to data in the form 
(C,Vm,D) 
  init_parameters <- data.frame("C" = 6, 
                                "Vm" = data$Vm[1], 
                                "D" = 2.5) 
   
# Simulate K number of uniformly distributed random numbers for each of the 
parameters where prop is the proportion above and below the initial 
parameters to generate 
  generateRandomParameters <- 
    function(K, initial_parameters, prop = 0.1) { 
      initial_parameters <- as.numeric(initial_parameters) 
      C <- initial_parameters[1] 
      Vm <- initial_parameters[2] 
      D <- initial_parameters[3] 
       
      parameters <- 
        data.frame( 
          "C" = runif(K, min = -10, max = 10), 
          "Vm" = runif(K, min = Vm * (1 - prop), max = Vm * 
                         (1 + prop)), 
          "D" = runif(K, min = 2, max = 3) 
        ) 
      return(parameters) 
    } 
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  # Use the FHH equation and return V and the residual sum of squares   
  FHH_Eq <- function(data, parameters) { 
    parameters <- as.numeric(parameters) 
    x <- data$X 
    y <- data$Y 
     
    C <- parameters[1] 
    Vm <- parameters[2] 
    D <- parameters[3] 
     
    # Select the correct fractal equation based on the sigma value 
    if(data$sigma[1] >= 0){ 
      M <- ((D - 3) / 3) 
    }else{ 
      M <- D - 3 
    } 
     
    # Modelled isotherm 
    V <- Vm * exp(C) * (log((1 / x), exp(1))) ^ (M) 
     
    # Ensuring that modelled isotherm doesn't exceed the experimental 
    if(sum(y) >= sum(V)){ 
      RSS <- sum((y - V) ^ 2) 
    } else { 
      RSS <- NA 
    } 
     
    RSS <- sum((y - V) ^ 2) 
    output <- list("V" = V, 
                   "RSS" = RSS) 
    return(output) 
  } 
   
   
# Return the RSS given the observed data at the given parameter values 
using the function FHH_Eq 
  returnRSS <- function(data, parameters) { 
    FHH <- FHH_Eq(data, parameters) 
    RSS <- FHH$RSS 
    return(RSS) 
  } 
   
   
# Minimise the residual sum of squares by cycling through K random 
parameters and    returning the row which best fits the data 
  minimizeRSS <- 
    function(K, data, initial_parameters, prop = 0.1) { 
      # Simulate K random parameters using the function defined above 
      parameters <- 
        generateRandomParameters(K, initial_parameters, prop) 
       
      # Calculate the RSS by evaluating the function at every row of the 
parameters     
      matrix, i.e. each combination of the simulated parameter values 
      RSS <- apply(parameters, 1, returnRSS, data = data) 
      minimizedLocation <- which.min(RSS) 
      optimisedParameters <- as.numeric(parameters[minimizedLocation, ]) 
      output <- data.frame( 
        "C" = optimisedParameters[1], 
        "Vm" = optimisedParameters[2], 
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        "D" = optimisedParameters[3], 
        "RSS" = RSS[minimizedLocation] 
      ) 
 
# Return the optimised parameters by incrementing minimised_data <- 
minimizeRSS(1000,    df, init_parameters) 
      return(output) 
    } 
   
# Optimise the parameters by minimising the residuals with K simulated 
numbers for    the data points 1 to i, for i = 1,2,...,N where N is the 
number of observations 
  incrementMinimize <- 
    function(K, data, initial_parameters, prop = 0.1) { 
      N <- nrow(data) 
      outputMatrix <- matrix(rep(NA, N * 6), nrow = N) 
      cur_output <- 
        minimizeRSS(K, data, initial_parameters, prop) 
      outputMatrix <- as.numeric(cur_output) 
      return(outputMatrix) 
    } 
   
  # Repeat the incrementMinimize function  
  reps=t(replicate(n = N, incrementMinimize(K, df, init_parameters))) 
  return(reps) 
} 
 
Fractal2 <- Fractal_Dimension_2(df2) 
 
result <- unique(rbind(Fractal1, rep(0, 4), Fractal2)) 
 
# Write result to a csv file 
write.csv(result,"filepath.csv”) 
 
The output of these different fractal dimension analysis can then be compared to each other for 
continuity and also to physical parameters of the shales established through experimental analysis. It 
is expected, that although the values won’t be exactly the same, the trend between the BET, FHH 
and FHH 𝐷Y should be the same and correlate to the same properties as one another. FHH 𝐷Z on the 
other hand is the only one of these fractal analysis to describe the pore network properties of the 
shale and is expected to be different to the other fractal dimensions and correlate to different 
physical properties. 
 
Appendix 3.2 
Appendix 3.2.1 
The homotattic patch for the BET and n-BET models are dealt with in the exact some way with the 
change of variable from 𝐷 to 𝑁 and the model equation from the BET to the n-BET. The areas of 
code which are changed for one another in the model are highlighted in grey. 
 
# Read the data 
imp = read.csv("filepath.csv") 
 
# Organise data into a dataframe containing x, y, kerogen, C and Vm 
parameters 
Data <- 
  function(data){ 
    # Omit values where the relative pressure range is greater than 0.8 
    x = na.omit(ifelse(data[,1] <= 0.8, data[,1], NA)) 
    y = na.omit(ifelse(data[,1] <= 0.8, data[,2], NA)) 
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    # Create the kerogen isotherm over the relative pressure range defined 
above 
    x1 = na.omit(ifelse(x > 0 & x <= 0.025, x, NA)) 
    x2 = na.omit(ifelse(x > 0.025 & x <= 0.7, x, NA)) 
    x3 = na.omit(ifelse(x > 0.7 & x <= 0.925, x, NA)) 
    x4 = na.omit(ifelse(x > 0.925 & x <= 1, x, NA)) 
    y1 = 6.8705 * log(x1, base = exp(1)) + 92.807 
    y2 = -34.08 * (x2 ^ 2) + 110.81 * x2 + 76.7 
    y3 = 56.209 * exp(1.2458 * x3) 
    y4 = (67470 * x4 ^ 2) – 128284 * x4 + 61174 
     
    k = append(append(y1, y2), append(y3, y4)) 
     
    # Create the illite isotherm over the relative pressure range defined 
above 
    x11 = na.omit(ifelse(x > 0 & x <= 0.00125, x, NA)) 
    x22 = na.omit(ifelse(x > 0.00125 & x <= 0.01, x, NA)) 
    x33 = na.omit(ifelse(x > 0.01 & x <= 0.915, x, NA)) 
    x44 = na.omit(ifelse(x > 0.915 & x <= 0.975, x, NA)) 
     
    y11 = 15.795 * x11 ^ 0.2645 
    y22 = 10.37 * x22 ^ 0.2047 
    y33 = (23.882 * x33 ^ 3) + (-28.421 * x33 ^ 2) + (15.257 * x33) + 4.085 
    y44 = (1824.5 * x44 ^ 2) – 3348 * x44 + 1549.6 
     
    i = append(append(y1, y2), append(y3, y4)) 
     
    C = data$C[1] 
    Vm = data$Vm[1] 
 
    # Make a dataframe of the relative pressure, quantity adsorbed, kerogen 
isotherm,  
    illite isotherm and experimentally derived values of C and Vm 
    DF = data.frame(x, y, k, i, C, Vm) 
     
    return(DF) 
  } 
 
df=Data(imp) 
 
# Define the model parameters 
initial_parameters <- data.frame("C" = df$C[1], 
                                 "Vm" = df$Vm[1], 
                                 "D" = 2.5, 
                                 "N" = 1, 
                                 "p" = 0.5, 
                                 "q" = 0.5, 
                                 "r" = 0.5) 
 
# Simulate K number of uniformly distributed random numbers for each of the 
parameters here prop is the proportion above and below the initial 
parameters to generate 
generateRandomParameters <- 
  function(K, initial_parameters, prop = 0.1) { 
    initial_parameters <- as.numeric(initial_parameters) 
    C <- initial_parameters[1] 
    Vm <- initial_parameters[2] 
    D <- initial_parameters[3] 
    N <- initial_parameters[3] 
    p <- initial_parameters[4] 
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    q <- initial_parameters[5] 
    r <- initial_parameters[6] 
     
    parameters2 <- 
      data.frame( 
        "C" = runif(K, min = C * (1 - prop), max = C * (1 + prop)), 
        "Vm" = runif(K, min = Vm * (1 - prop), max = Vm * 
                       (1 + prop)), 
        "D" = runif(K, min = 2, max = 3), 
        "N" = as.integer(runif(K, min = 1, max = 10)), 
        "p" = runif(K, min = 0, max = 1), 
        "q" = runif(K, min = 0, max = 1), 
        "r" = runif(K, min = 0, max = 0) 
      ) 
     
    for (i in 1:K){ 
      parameters2$r[i] <- 1 - (parameters2$p[i] + parameters2$q[i]) 
      if (parameters2$r[i] >= 0){ 
        parameters2$r[i] = parameters2$r[i] 
      } else { 
        parameters2$r[i] = NA 
      } 
      parameters <- na.omit(parameters2) 
    } 
     
    return(parameters) 
     
  } 
 
# Use the BET or n-BET equation and return v1 and the residual sum of 
squares 
BET_Eq <- function(obs_data, parameters) { 
  parameters <- as.numeric(parameters) 
 
  x <- obs_data$x 
  y <- obs_data$y 
  k <- obs_data$k 
  i <- obs_data$i 
   
  C <- parameters[1] 
  Vm <- parameters[2] 
  D <- parameters[3] 
  N <- parameters[3] 
   
  p <- parameters[4] 
  q <- parameters[5] 
  r <- parameters[6] 
   
  # BET for data 
  v1 <- Vm * ((C * x) / (1 + x * (C - 1))) * (1 - x) ^ (-(3 - D)) 
 
  # n-BET for data 
  v1 = Vm * ( C / (( 1 / x ) - 1 )) * (( 1 - ( N + 1 ) * x ^ N + N * x ^ ( 
N + 1 )) / (  
  1 + ( C - 1 ) * x - C * x ^ ( N + 1 ))) 
   
  # Homotattic patch data 
  V <- (v1 * p) + (k * q) + (i * r) 
  
 # Remove values where the modelled isotherm is greater than the 
experimental 
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  if(sum(y) >= sum(V)){ 
    RSS <- sum((y - V) ^ 2) 
  } else { 
    RSS <- NA 
  } 
  RSS <- sum((y - V) ^ 2) 
  output <- list("V" = V, 
                 "RSS" = RSS 
                 ) 
  return(output) 
} 
 
# Return the RSS given the observed data at the given parameter values 
using the function BET_Eq 
returnRSS <- function(obs_data, parameters) { 
  BET <- BET_Eq(obs_data, parameters) 
  RSS <- BET$RSS 
  return(RSS) 
} 
 
# Minmize the residual sum of squares by cycling through K random 
parameters and returning the the row which best fits the data 
minimizeRSS <- 
  function(K, obs_data, initial_parameters, prop = 0.1) { 
    # Simulate K random parameters using the function defined above 
    parameters <- 
      generateRandomParameters(K, initial_parameters, prop = 0.1) 
     
    # Calculate the RSS by evaluating the function at every row of the 
parameters  
    matrix, i.e. each combination of the simulated parameter values 
    RSS <- apply(parameters, 1, returnRSS, obs_data = obs_data) 
    minimizedLocation <- which.min(RSS) 
    optimisedParameters <- as.numeric(parameters[minimizedLocation, ]) 
    output <- data.frame( 
      "C" = optimisedParameters[1], 
      "Vm" = optimisedParameters[2], 
      "D" = optimisedParameters[3], 
      "N" = optimisedParameters[3], 
      "p" = optimisedParameters[4], 
      "q" = optimisedParameters[5], 
      "r" = optimisedParameters[6], 
      "RSS" = RSS[minimizedLocation] 
    ) 
    return(output) 
  } 
 
# Optimise the parameters by minimising the residuals with K simulated 
numbers for the data points 1 to i, for i = 1,2,...,N where N is the number 
of observations 
incrementMinimize <- 
  function(K, obs_data, initial_parameters, prop = 0.1) { 
    N <- nrow(obs_data) 
    outputMatrix <- matrix(rep(NA, N * 6), nrow = N) 
    cur_output <- 
      minimizeRSS(K, obs_data, initial_parameters, prop) 
    outputMatrix <- as.numeric(cur_output) 
    return(outputMatrix) 
  } 
 
# Return the optimised parameters by incrementing 
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minimised_data <- incrementMinimize(K, df, init_parameters) 
 
# Repeat the incrementMinimize function 
reps = t(replicate(n, incrementMinimize(K, df, initial_parameters))) 
 
# Write reps to a csv file 
write.csv(reps,"filepath.csv") 

 
 
Appendix 3.2.2 
The homotattic patch model for the FHH is based on the one part fractal dimension code and also 
includes the kerogen and illite isotherms. 
# Read the data 
imp = read.csv("filepath.csv") 
 
# Pressure_Op is a function to optimise the pressure range over which to 
conduct the fractal analysis 
Pressure_Op <-  
  function(obs_data){ 
    x <- obs_data$x 
    y <- obs_data$y 
     
    # One part FHH occupies the middle part of the pressure data. An 
increasing window 
    size of data points from mid-point of data is analysed for the best fit 
linear line 
    FHH_Pressure <-  
      function(a, b, obs_data){ 
        # Call R-Sqaured package from the library 
        library(rsq) 
         
        # Define the parameters needed for the linear model from the 
imported dataset 
        x <- obs_data$x 
        y <- obs_data$y 
        Vm = rep(obs_data$Vm[1], length(y)) 
         
  # Make the x- and y- axis for the straight line graph and create a new    
  dataframe 
        xt <- log(log((1 / (x[a:b])), exp(1)), exp(1)) 
        yt <- log(y[a:b] / Vm[a:b], exp(1)) 
        dft <- data.frame(xt, yt) 
         
  # Conduct linear analysis to find the gradient of the straight line graph 
        l1 <- lm(yt~xt) 
        r2 <- rsq(l1) 
         
    # Set that the R-squared value must be greater than 0.88 
  R <- ifelse(r2 >= 0.88, r2, NA) 
         
        # n is the length of the data set – difference between a and b 
which decrease    and increase respectively to form the moving window 
        n <- (b - a) 
 
  # Set that N the length of the analysis dataset must be at least two-
thirds the 
  length of the total dataset  
        N <- ifelse(n >= 2 / 3 * length(x),  n,  NA) 
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  # Report the R-sqaured, gradient, intercept, low and high pressure points 
and  
  the length of the dataset. Where a column contains an NA the whole row is  
  omitted such that only values are repored which fit the analysis 
conditions  
  laid out 
        values = na.omit(data.frame("R2" = R, "Gradient" = 
l1$coefficients[2],    
        "Intercept" = l1$coefficients[1], "P1" = x[a], "P2" = x[b], 
"Length" = N)) 
         
        return(values) 
         
      } 
     
    # Define the mid-point as halfway through the data set 
    mid = as.integer((1 / 2) * length(imp$x)) 
     
    # Call the moving window function 
    FHH = data.frame(t(sapply(1:(mid - 1), function(i){FHH_Pressure(abs(mid 
- i), (mid + i), imp)}))) 
     
    # Return the row which contains the maximum R-squared value 
    FHH_P <- FHH[which.max(FHH$R2),] 
     
    # Call the data over which the relevant pressure range apples 
    DF <- data.frame(X = (x[which(x >= FHH_P$P1 &  
    x <= FHH_P$P2)]),Y = (y[which(y >= y[which(x == FHH_P$P1)] & y <= 
y[which(x == FHH_P$P2)])])) 
     
    # Kerogen isotherm data given the selected pressure range 
    onex = na.omit(ifelse(DF[,1] > 0 & DF[,1] <= 0.025, DF[,1], NA)) 
    twox = na.omit(ifelse(DF[,1] > 0.025 & DF[,1] <= 0.7, DF[,1], NA)) 
    threex = na.omit(ifelse(DF[,1] > 0.7 & DF[,1] <= 0.925, DF[,1], NA)) 
    fourx = na.omit(ifelse(DF[,1] > 0.925 & DF[,1] <= 1, DF[,1], NA)) 
    oney = 6.8705 * log(onex, base = exp(1)) + 92.807 
    twoy = -34.08 * (twox ^ 2) + 110.81 * twox + 76.7 
    threey = 56.209 * exp(1.2458 * threex) 
    foury = (67470 * fourx ^ 2) – 128284 * fourx + 61174 
     
    k <- append(append(oney, twoy), append(threey, foury)) 
     
    # Illite isotherm data given the selected pressure range 
    onexx = na.omit(ifelse(DF[,1] > 0 & DF[,1] <= 0.0125, DF[,1], NA)) 
    twoxx = na.omit(ifelse(DF[,1] > 0.0125 & DF[,1] <= 0.01, DF[,1], NA)) 
    threexx = na.omit(ifelse(DF[,1] > 0.01 & DF[,1] <= 0.915, DF[,1], NA)) 
    fourxx = na.omit(ifelse(DF[,1] > 0.915 & DF[,1] <= 0.975, DF[,1], NA)) 
    oneyy = 15.795 * onexx ^ 0.2645 
    twoyy = 10.37 * twoxx ^ 0.2047 
    threeyy = (23.882 * threexx ^ 3) + (-28.421 * threexx ^ 2) + (15.257 * 
threexx) + 4.085 
    fouryy = (1824.5 * fourxx ^ 2) – 3348 * fourxx + 1549.6 
     
    i <- append(append(oney, twoy), append(threey, foury)) 
     
    # Sigma is determined for Van der Waals or Capillary Condensation as 
this will  
    change how the fractal dimension is calculated from the gradient 
    sig = 3 * (1 + as.numeric(FHH_P$Gradient)) - 2 
    sigma = rep(sig, length(DF[,1])) 
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    Vm <- rep(obs_data$Vm[1], length(k)) 
     
    return(cbind(DF, k, i, sigma, Vm)) 
  } 
 
Pressure_range=Pressure_Op(imp) 
 
# Assign observational data (x,y) to df 
df <- Pressure_range 
 
# Assign initial parameters from the file read to data in the form (C,Vm,D) 
initial_parameters <- data.frame("C" = 6, 
                                 "Vm" = df$Vm[1], 
                                 "D" = 2.5, 
                                 "p" = 0.5, 
                                 "q" = 0.5, 
                                 "r" = 0.5) 
 
# Simulate K number of uniformly distributed random numbers for each of the 
parameters where prop is the proportion above and below the initial 
parameters to generate 
generateRandomParameters <- 
  function(K, initial_parameters, prop = 0.1) { 
    initial_parameters <- as.numeric(initial_parameters) 
    C <- initial_parameters[1] 
    Vm <- initial_parameters[2] 
    D <- initial_parameters[3] 
    p <- initial_parameters[4] 
    q <- initial_parameters[5] 
    r <- initial_parameters[6] 
     
    parameters2 <- 
      data.frame( 
        "C" = runif(K, min = -10, max = 10), 
        "Vm" = runif(K, min = Vm * (1 - prop), max = Vm * 
                       (1 + prop)), 
        "D" = runif(K, min = 2, max = 3), 
        "p" = runif(K, min = 0, max = 1), 
        "q" = runif(K, min = 0, max = 1), 
        "r" = runif(K, min = 0, max = 0) 
      ) 
     
    for (i in 1:K){ 
      parameters2$r[i] <- 1 - (parameters2$p[i] + parameters2$q[i]) 
      if (parameters2$r[i] >= 0){ 
        parameters2$r[i] = parameters2$r[i] 
      } else { 
        parameters2$r[i] = NA 
      } 
      parameters <- na.omit(parameters2) 
    } 
     
    return(parameters) 
     
  } 
 
 
# Use the FHH equation and return v1 and the residual sum of squares 
FHH_Eq <- function(obs_data, parameters) { 
  
  parameters <- as.numeric(parameters) 
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  x <- obs_data$X 
  y <- obs_data$Y 
  k <- obs_data$k 
  i <- obs_data$i 
   
  C <- parameters[1] 
  Vm <- parameters[2] 
  D <- parameters[3] 
   
  p <- parameters[4] 
  q <- parameters[5] 
  r <- parameters[6] 
   
  # Select the correct fractal equation based on the sigma value 
  if(obs_data$sigma[1] >= 0){ 
    M <- ((D - 3) / 3) 
  }else{ 
    M <- D - 3 
  } 
   
  # Modelled isotherm 
  v1 <- Vm * exp(C) * (log((1 / x), exp(1))) ^ (M) 
   
  # Homotattic patch isotherm 
  V <- (v1 * p) + (k * q) + (i * r) 
   
  # Ensure that modelled isotherm doesn't exceed the experimental 
  if(sum(y) >= sum(V)){ 
    RSS <- sum((y - V) ^ 2) 
  } else { 
    RSS <- NA 
  } 
   
  RSS <- sum((y - V) ^ 2) 
  output <- list("V" = V, 
                 "RSS" = RSS) 
  return(output) 
} 
 
 
# Return the RSS given the observed data at the given parameter values 
using the function FHH_Eq 
returnRSS <- function(obs_data, parameters) { 
  FHH <- FHH_Eq(obs_data, parameters) 
  RSS <- FHH$RSS 
  return(RSS) 
} 
 
# Minmize the residual sum of squares by cycling through K random 
parameters and returning the row which best fits the data 
minimizeRSS <- 
  function(K, obs_data, initial_parameters, prop = 0.1) { 
    # Simulate K random parameters using the function defined above 
    parameters <- 
      generateRandomParameters(K, initial_parameters, prop) 
     
    # Calculate the RSS by evaluating the function at every row of the 
parameters  
    matrix, i.e. each combination of the simulated parameter values 
    RSS <- apply(parameters, 1, returnRSS, obs_data = obs_data) 
    minimizedLocation <- which.min(RSS) 
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    optimisedParameters <- as.numeric(parameters[minimizedLocation, ]) 
    output <- data.frame( 
      "C" = optimisedParameters[1], 
      "Vm" = optimisedParameters[2], 
      "D" = optimisedParameters[3], 
      "p" = optimisedParameters[4], 
      "q" = optimisedParameters[5], 
      "r" = optimisedParameters[6], 
      "RSS" = RSS[minimizedLocation] 
    ) 
    return(output) 
  } 
 
# Optimise the parameters by minimising the residuals with K simulated 
numbers 
# for the data points 1 to i, for i = 1,2,...,N where N is the number of 
observations 
incrementMinimize <- 
  function(K, obs_data, initial_parameters, prop = 0.1) { 
    N <- nrow(obs_data) 
    outputMatrix <- matrix(rep(NA, N * 6), nrow = N) 
    cur_output <- 
      minimizeRSS(K, obs_data, initial_parameters, prop) 
    outputMatrix <- as.numeric(cur_output) 
    return(outputMatrix) 
  } 
 
# Return the optimised parameters by incrementing 
minimised_data <- incrementMinimize(K, df, init_parameters) 
 
# Repeat the incrementMinimize function 
reps = t(replicate(n, incrementMinimize(K, df, initial_parameters))) 
 
# Write reps to a csv file 
write.csv(reps,"filepath.csv") 

 
The output of this data within .R is as below where the values are "C", "Vm", "D" (“N”), "p", 
"q", "r" and "RSS" respectively. When the replicate() function is used the .csv output is n 
rows of the output where each values occupies one cell. 
 
[1] 714.5896 7.0821 2.8491 8.9763e-01 3.8994e-02 6.3373e-02 2.8593 
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Appendix 4 

 
Figure A4. 1: diffractogram for Marcellus 7795’-7798’ showing the dominant quartz peak at 27° which causes all other 

signals to be part of the noise. 
 

 
Figure A4. 2: diffractogram for Marcellus 7804’-7807’ showing the dominant quartz peak at 27° which causes all other 

signals to be part of the noise. 
 
 

 
Figure A4. 3: diffractogram for Marcellus 7834’-7837’ showing the dominant quartz peak at 27° which causes all other 

signals to be part of the noise. 
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Figure A4. 4: diffractogram for Marcellus 7864’-7867’ showing the dominant quartz peak at 27°, there is also a clear 

carbonate based peak at 29°. Both these dominant signals cause all other signals to be part of the noise. 
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Appendix 5.2 
Mineral BET 
Quartz (SiO2) is formed when there is silica present in excess, i.e. it has not been consumed by other 
silicate minerals. The Earth’s crust becomes enriched in silica by magmatic differentiation of silica-
rich igneous rocks, and continued accumulation when it is formed into quartz. Carbonates are 
defined by containing the compound CO3 which reacts with carbonic acids to form carbonates. There 
are many different carbonates depending on what other elements they contain. They are formed by 
precipitation from aqueous solutions which forms the significant difference between clastic 
sediments (deposited) and carbonate sediments (precipitated).  Clays are generally defined as 
hydrous phyllosilicates and are major components of many rocks. They are hugely varying in their 
composition depending on available elements at the time of formation. As well as this one type of 
clay, for example montmorillonite will have different end members such as calcium or sodium, 
aluminium or magnesium causing its composition to cover a range. There will be other minerals 
present more closely related to the depositional environment, or as derivatives of another mineral 
altered due to burial, uplift, weathering etc. 
 

Quartz SiO2 0.041±0.002 m2/g (Meloni et al., 2012) 
2.26 m2/g (Pennell, 2016) 

Muscovite KAl2(AlSi3O10)(OH)2 2.3 m2/g (Kini et al., 2005) 
2.36 ± 0.05 m2/g (Lammers et al., 2017) 
 

Calcite CaCO3 29.4-34.0 m2/g (Ahsan, 1992) 
Pyrite FeS2 17.4 m2/g (Chiang et al., 1988)  
Illite K0.65Al2.0[Al0.65Si3.35O10](OH)2 67-100 m2/g (Diamond and Kinter, 1956) 

46 m2/g (Macht et al., 2010) 
Kaolinte Al2(Si2O5)(OH)4 7-30 m2/g (Diamond and Kinter, 1956) 

10.05 m2/g (Pennell, 2016) 
Montmorillonite (Na,Ca)0.33(Al,Mg)2(Si4O10)(OH)2 

· nH2O 
72 m2/g (Macht et al., 2010) 
31.82-97.42 m2/g (Pennell, 2016) 

Table A5.2. 1: BET surface area of various minerals which make up the majority of shales. 
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Appendix 6 
Appendix 6.1 

 
Figure A6.1. 1: U1 core sample of clay sized grain shale with planar lamination and no evidence of bioturbation at core 
scale. Cracks in the core are presumed to be as a result of drilling from depth, and transportation from the United States 

. 

 
Figure A6.1. 2: U2 core sample of clay sized grain shale with predominantly planar lamination, there is some potential 

evidence of additional mineralogical input between laminations although cannot be confident that this has not been imbibed 
during the drilling process. 

 

 
Figure A6.1. 3: U3 core sample of clay sized grain shale with a mix of planar and wavey laminations. There are visible pore 
network openings on the surface of the core and a mineralogical transition at 5.5 cm (on the ruler) from a darker to lighter 
mineral phase. Cracks in the core are presumed to be as a result of drilling from depth, and transportation from the United 

States. 
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Figure A6.1. 4: U4 core sample of clay sized grains which are in three phases from 2-3cm, 5-6cm and 10-11cm. These 
sections have wavey laminations and there is some additional mineral input in 5-6cm and 10-11cm from the underlying 

parts. From 3-5cm and 6-10cm there is a coarser grained section with some pore openings to the core surface, as well as 
some vein like mineral phases in wavey laminated layers. 

 

 
Figure A6.1. 5: U5 core sample of very fine grained sample with no visible laminations, there’s some isolated areas of 

darker sediment, juxtaposed by some more vein like mineral phase. From 3-6cm vertically, half-way across horizontally 
there is a separation in the lighter grey sediment with a column of darker sediment due to a mud injectite where it’s been 

overpresured and flamed through the overlying section. The areas of lighter colour which are more round in nature are only 
on the surface and believed to be an artefact of the drilling process.  

 
Appendix 6.2 

  
Figure A6.2. 1: reconstructed 2D slice CVT images of fresh samples of  U1 (left) and U3 (right), with a 1000 µm scale bar. 
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