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Abstract

This Thesis focuses on using ultrafast time-resolved infrared spectroscopy and two-dimensional

infrared spectroscopy (2D-IR) for determining the structure and dynamics of a system.

Chapter 1 gives an introduction to 2D-IR spectroscopy which is a technique that involves

vibrationally exciting a sample, with an initial IRpump pulse, then after a waiting time the

sample is probed using an IRprobe pulse. A spectrum is obtained by scanning the frequency

of the IRpump pulse at a fixed waiting time. This technique allows the multiple transitions to

be probed and valuable information (e.g. the coupling of vibrational modes) such as how

energy is transferred, both within a molecule and to its environment, to be elucidated.

Chapter 2 describes investigations of the photodissociation of Fe(CO)5. This was chosen as a

model system to investigate controlling the process of photodissociation using a vibrational

excitation in solution. Transient 2D-IR spectroscopy (T-2D-IR) is a powerful tool, as

electronic and vibrational pump pulses can be combined together with a sensitive IR probe

to interrogate such processes on the ultrafast timescale. The T-2D-IR spectra of Fe(CO)5

in heptane and CH2Cl2 are presented and we demonstrate that photolysis of Fe(CO)5 can

be controlled using a vibrational excitation such that the yield of the photoproducts can be
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altered. We find that for Fe(CO)5 in heptane, exciting either vibrational mode 2 ps before

photolysis by a 266 nm UV pulse results in a small increase in the formation of Fe(CO)3.

Interestingly for CH2Cl2, exciting only the lower vibrational mode 2 ps before photolysis

by a 266 nm UV pulse results in decrease in the formation Fe(CO)3, no change is observed

if the higher vibrational mode is excited. No change in the formation of Fe(CO)3 was also

observed when the sample was immediately excited with an IRpump pulse after the UVpump

pulse. These observations are discussed and the process of vibrationally controlling the

photodissociation of Fe(CO)5 is clearly a very complex problem which requires further work

to understand the underlying mechanism.

Chapter 3 discusses the use of 2D-IR spectroscopy to investigate the gelation mechanism of

carrageenan. Polysaccharide gels are a very important component in the food, pharmaceutical

and cosmetic industries. In the food industry these gels act as thickeners and stabilisers.

They help give products their structure and physical properties such as texture. Carrageenan

is one such polysaccharide gel and contains organosulfate groups. It has been shown that

it limits ice crystals growth in frozen foods which is crucial to the stability of the product.

There are three different types: ι , κ and λ -carrageenan, each of these differ in the number

and position of the organosulfate functional groups. The interactions in and around these

functional groups are thought to be critical to the properties of the gel and the gelation

mechanism. 2D-IR spectroscopy was used to directly probe these functional groups and

how their interactions change as gelation occurs. For ι-carrageenan in the solution state,

the organosulfate groups exist in a large broad range of environments. Upon gelation, cross

peaks were observed in the 2D-IR spectra, indicating that the organosulfate groups exist in
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three main conformations which all interact with each other. The different environments

are thought to relate to different cation interactions. These distinct environments were not

observed for κ-carrageenan. We found that the spectral slices remained similar at different

temperatures and this was interpreted to be due to the structural differences between ι-

carrageenan and κ-carrageenan, with the latter only having one organosulfate group per

monomer. The solvent dynamics of carrageenan was also investigated using ferrocyanide

as a probe molecule by measuring the spectral diffusion using 2D-IR. The energy of water

H-bonds in carrageenan was determined to be approximately half that of bulk water. This

was thought to be because of disrupted H-bonding networks. While the bond reformation

time was estimated to be approximately four times that of bulk water and was assumed to be

due to confined water bonding networks. There was no discernible difference between the

two types of carrageenan.

Chapter 4 investigated the interaction between salivary mucins and tea polyphenols. 2D-IR

spectroscopy was used to probe the interactions of the milk protein, β -lactoglobulin, and

the green tea polyphenol, epigallocatechin gallate, specifically using the amide I band in

order to observe any conformational changes of the protein. The N-terminal domain of

MUC5B (NT5B) has been previously shown to interact the most with theaflavins, specifically

theaflavin digallate. Again, using 2D-IR spectroscopy, the secondary structure of NT5B was

determined to be formed of mainly β -sheet and some α-helix. When NT5B and theaflavin

digallate interacted, conformational changes were observed. A reduction in β -sheet was

observed while the α-helix conformation remained largely unchanged. There was also an
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indication of formation of aggregates and the results were interpreted to indicate that the

β -sheet conformation is potentially important in the process of mucins cross linking.

Chapter 5 outlines the details of the equipment and experimental approaches used in the

Thesis, and two appendices contain other work I have been associated with during my PhD.

Appendix B contains the investigation of tryptophan to heme electron transfer in myoglobin,

using TRIR spectroscopy where the experimental data had been previously collected with

my work undertaking all the analysis and interpretation of these results. Appendix C details

an investigation of lignin formation, which is a complex biopolymer, and is important in

the formation and function of cell walls. Confocal Raman microscopy was used to show

chemically distinct lignin was produced when altering a cell signalling pathway, where, again

the experimental Raman data had been previously collected with my work undertaking the

multivariate analysis and interpretation of these results.
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Chapter 1

Introduction

When investigating various systems, the structure and dynamics are of great importance. In

order to determine the structure of the system, the probing technique needs to have good

structural resolution i.e. can it distinguish between different conformations/bonds within

the sample? NMR is a great example of a technique that has excellent structural resolution,

as each nucleus (spin dependent) can emit a signal distinguishing itself.1 Infrared (IR)

spectroscopy also has good structural resolution which is bond specific.2 The dynamics are

the second important property in understanding various systems, as it allows non-equilibrium

states to be studied. NMR can be used to study the dynamics of a system, however, even with

modern advancements, the time resolution is limited to microseconds.1 Two-dimensional

infrared (2D-IR) spectroscopy provides excellent time resolution down to femtoseconds as

well as great structural resolution where vibrational couplings can be probed.3
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Fig. 1.1 Schematic of normal IR spectroscopy showing incident light on a sample with the
signal emitted being measured using a spectrometer and detector. Reproduced from [4].

1.1 Infrared spectroscopy

Although conventional IR spectroscopy (1D-IR) provides a lot of information about a sample,

for example bond sensitive peaks, no information is provided as to how each of the peaks in

the spectra correlate with each other. For example, the peaks could be different vibrations

from the same molecule or they could be vibrations for different types of molecules. This is

indistinguishable using 1D-IR spectroscopy.

1D-IR essentially involves the sample interacting with an incident electric field, causing

the electrons of a molecule to oscillate. These oscillating electrons emit an electric field

collinear to the incident electric field, with a phase shift of π . This results in the emitted

signal destructively interfering with the incident field, which appears as an absorption in the

IR spectrum. For 1D-IR only one transition is probed at a time.2
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(b) Schematic showing the pump-probe set-up of a TRIR spectrometer with
an electronic excitation pulse followed by an IR probe pulse incident on the
sample. The signal is then emitted into a spectrometer and finally measured
using a detector.

Fig. 1.2 Schematic of TRIR spectroscopy.

1.2 Time-resolved infrared spectroscopy

Femtosecond time-resolved infrared spectroscopy (TRIR) is a 3rd order non-linear spec-

troscopy technique. It involves a UV or visible pump pulse together with a broadband IR

probe pulse. The pump pulse is first incident on a sample which electronically excites the

sample. Then, after a delay time t a broadband probe pulse is incident on the sample which

measures the spectrum with the sample in the excited state. A spectrum collected without the

pump pulse (with the sample in electronic ground state) is then subtracted from the excited

state spectrum to create a TRIR difference spectrum. The time delay can then be varied to

‘watch’ how the excited state changes with time. This is summarised in Figure 1.2.5
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1.3 2D-IR Spectroscopy

2D-IR allows multiple vibrational transitions to be probed simultaneously.3 This provides

a more significant amount of information about how various vibrational modes correlate

and couple. 2D-IR spectra can be collected in either the frequency or time domain.4 The

frequency domain method called double resonance spectroscopy is similar, conceptually,

to time resolved IR spectroscopy (TRIR) and is the easiest to understand. The following

section first describes the basic set-up of the double resonance technique and how spectra are

obtained, followed by what information can be extracted from them. Finally, the set-up of the

time domain pulse shaping method is described. 2D-IR spectroscopy was used throughout

this work to investigate intra and intermolecular processes. Spectra were obtained in both the

frequency and time domain technique. Therefore the remainder of this chapter is dedicated

to the details of this technique.

1.3.1 Double resonance technique

The double resonance technique essentially involves a narrowband pump pulse which excites

the sample, then after a waiting time T a broadband probe pulse is incident on the sample

(the pulse train is shown in Figure 1.5). A spectrum is then recorded by dispersing the signal

using a spectrometer and the intensity is then measured using a Mercury Cadmium Telluride

(MCT) array detector. The difference spectrum is obtained by measuring the signal produced

from only the probe pulse and comparing it with the signal produced form the pump pulse

followed by the probe pulse.6 The pump pulse frequency is then scanned over a range at
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Fig. 1.3 Schematic showing the pump-probe set-up of a 2D-IR spectrometer which is similar
to that of TRIR. A narrowband IR pump pulse is incident on the sample followed a broadband
IR probe pulse. The signal is then emitted into a spectrometer and finally measured by a
detector. Above, the vibrational ground state and excited spectra are shown alongside the
calculated difference spectrum.

a fixed waiting time to collect a complete 2D-IR spectrum (shown in Figure 1.4). This

allows the resonance of the vibrational modes to be probed. Figure 1.3 shows a schematic

representation of the pump-probe geometry set-up.

1.3.2 Single vibrational mode

Figure 1.6 displays the vibrational energy levels for a single vibrational mode along with the

corresponding 2D-IR spectrum. Initially molecules are in the ground state (|0⟩), the pump

pulse then excites the molecules into the first excited state (|1⟩) undergoing the fundamental

transition (where ω01 is the transition frequency). After a waiting time, the probe pulse then

interacts with the molecules. This can cause two things to happen: stimulated emission
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IR peak

Excitation pulses

Fig. 1.4 The black peak represents a normal IR spectral band in the frequency domain. The
narrower peaks represent the pump pulses at different wavelengths along the spectral band.

Pump Probe
Time

Fig. 1.5 The pulse train used to obtain 2D-IR spectra in the frequency domain. A long
narrowband pump pulse is incident on the sample, then after a waiting time T a short
broadband probe pulse is incident.

occurs in which the molecule returns back to the ground state (ω01) or excited state absorption

(ω12) occurs where the molecule is excited to the second state (|2⟩).7 This results in a 2D-IR

spectrum containing one positive (red) and negative peak (blue). The negative peak located

on the diagonal axis represents the fundamental transition (bleach or parent band) and occurs

because there is a loss in the ground state population of molecules. The positive peak located

at a slightly lower frequency in the probe axis, represents the first hot band transition (ω12)

and is redshifted due to the anharmonicity of the potential. This occurs because there is

an increase in the population of |1⟩. The anharmonicity (∆) of the potential can easily be

calculated by simply measuring the distance between the two peaks.4
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(a) (b) (c)

Fig. 1.6 (a) Vibrational energy levels of a single vibrational mode, showing the fundamental
ω01 and the first hot band ω12 transitions. The solid arrow represents the pump pulse action,
the dotted arrows represent the probe pulse action (stimulated emission and first hot band
transition). (b) The corresponding 2D-IR spectrum, the blue and red circles represent negative
and positive peaks respectively. ∆ = ω01 −ω12 is the anharmonicity of the vibrational mode.
(c) Is a pump spectral slice of the 2D-IR spectrum showing a difference spectrum taken at
ω01, showing the two peaks and anharmonicity.

1.3.3 Coupled oscillator

While the 2D-IR spectrum of a single vibrational mode provides a lot of information, the

spectrum of a relatively simple coupled oscillator system contains much more information,

but as can be seen from Figure 1.7, becomes very complex. This is because the system can

evolve using many more different energy pathways. The solid arrows represent processes

caused by the pump pulse and the dashed arrows represent the processes caused by the probe

pulse. The cross peaks in this case can be exploited to calculate the coupling angle and

distance.4
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Fig. 1.7 (a) The vibrational energy levels of a two-level coupled oscillator, the solid arrows
show processes performed by the pump pulse, the dashed arrows shows processes caused by
the probe pulse. (b) The corresponding 2D-IR spectrum of the coupled oscillator system. The
diagonal peaks correspond to spectral bands from normal 1D-IR, whereas the cross peaks
correspond to the coupling between the vibrational modes. Reproduced from [4].

1.3.4 Inhomogeneous broadening and spectral diffusion

Peaks in a 1D-IR spectrum are a convolution between the homogeneous and inhomogeneous

broadening of signals. The homogeneous broadening is caused by the uncertainty in the

vibrational lifetime of a state. Whereas, inhomogeneous broadening results from molecules

being contained within slightly different environments (micro-ensembles). It is almost

impossible separate the two types of line broadening using 1D-IR. The two different types of

broadening can be separated using 2D-IR spectroscopy by varying the waiting time between

pump and probe pulses. Figure 1.8 shows two 1D-IR and two 2D-IR spectra corresponding

to a small and large waiting time.8

When there is a small waiting time, the narrowband pump pulse only excites the micro-

ensemble within in the spectral band, the probe pulse then immediately measures this excita-
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tion. However, the system has not had any time to evolve, therefore the excited molecules

remain in the same micro-ensemble. This results in two peaks in the 2D-IR spectrum which

are broad in the diagonal axis but narrow in the anti-diagonal axis. The conventional line-

shape (1D-IR) is replicated along the diagonal axis whereas the homogeneous lineshape is

sometimes represented in the anti-diagonal axis. If the waiting time is then increased to allow

the system to evolve, then the excited molecules in the micro-ensemble redistribute among the

range of environments, transferring energy. This results in the peaks becoming symmetrical

and broadening in the anti-diagonal axis, this is due to inhomogeneous broadening. The

inhomogeneous broadening can be measured as function of the waiting time, this gives great

insights into the dynamics of the system.9

Spectral diffusion essentially utilises this process to measure the spatial vibrational coupling.

For example you can excite one vibrational mode and measure how the vibrational energy is

transferred to the surrounding environment. The changes can then be viewed as a function

of time. This is typically utilised to investigate local solvent fluctuations.7 In Chapter 3,

the spectral diffusion of the probe molecule, ferrocyanide, in carrageenan solutions was

measured to investigate the effect the gel had on the solvent environment.

1.3.5 2D-IR cross peaks

Cross peaks are spectral features located on the off diagonal axis of spectra, they represent

how the various diagonal peaks correlate with each other. These peaks contain a lot of
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Fig. 1.8 (a) 1D-IR spectrum of the sample with the micro-ensembles represented by the
narrower peaks. (b) The corresponding 2D-IR spectrum of the sample with only a small
waiting time between pump and probe pulses. (c) 1D-IR spectrum of the sample, here the
molecules have evolved in time and changed environments (micro-ensembles). (d) The
corresponding 2D-IR spectrum of the sample with a larger waiting time between the pump
and probe pulses. This allows the system to evolve leading to broader lineshape in the
anti-diagonal axis. Reproduced from [4].
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Fig. 1.9 (a) 1D-IR spectrum (left) of a sample with two conformations A and B with the
corresponding 2D-IR spectrum with small waiting time between pump and probe pulses - a
bimodal distribution is observed (only diagonal peaks). (b) 1D-IR (left) and 2D-IR (right)
spectra for the sample at larger waiting times, cross peaks are observed between diagonal
peaks demonstrating that molecules are ‘pumped’ in one conformation but are then ‘probed’
as the other conformation.

information about the system and could be a result of spectral diffusion, coupling, chemical

exchange or fermi resonance.7

Chemical exchange

NMR has been used for many years to measure chemical exchange of molecules, however this

process only has a time resolution of microseconds.1 2D-IR spectroscopy can also be used to
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measure chemical exchange but down to a femtosecond timescale, which allows processes

such as cis to trans interconversion to be measured. Take for example a mixture of A and B

conformations separated by a small energy barrier. Figure 1.9 displays the 2D-IR spectra

for small and long waiting times. At small waiting times a bimodal distribution is observed

(two sets of diagonal peaks), because at early times molecules are in either conformation and

there is a very low transition probability. If the waiting time is increased, then cross peaks

are observed in the off diagonal axis. This is because there is greater transition probability

due to energy fluctuations overcoming the energy barrier – i.e. a molecule is ‘pumped’ while

in the A conformation but then ‘probed’ as the B conformation.4

1.4 Time-domain 2D-IR spectroscopy

The double resonance technique for obtaining 2D-IR spectra has some limitations. For

example the time resolution is limited to the duration of the narrowband pump pulse, which

is ca. 1-2 ps due to its narrowband nature. The lineshape of the peaks in the spectra are also

limited to the bandwidth of the pump pulse which is usually ca. 10 cm−1.6 Two separate

optical parametric amplifiers (OPA) and difference frequency generators (DFG) are also

required to produce individually tuned mid-IR pulses for the pump and probe. The method

for collecting 2D-IR spectra in the time-domain is more sophisticated but allows some of the

limitations stated above to be resolved.10,11
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ProbePump Signal

Time

(a) (b)

Fig. 1.10 (a)The pulse train used to obtain 2D-IR spectra in the time domain, all pulses are
broadband. The first two pulses are pump pulses separated by a time τ . Following this a
probe pulse is incident on the sample after a waiting time T . The signal is then emitted from
the sample after a time delay. (b) The energy level diagram on the right represents each pulse
interaction with the system.

1.4.1 Four wave mixing technique

The original method for time-domain 2D-IR involved a technique called four-wave mixing.12

Simply put, three incident pulses from different directions were spatially overlapped on the

sample. A signal was then emitted in a separate direction, this was then combined with

a local oscillator pulse (LO) to measure the signal in the time domain. This technique is

however, extremely difficult to perform experimentally.4,7

1.4.2 Pulse-shaping technique

The pulse-shaping technique is the most recent method developed to collect 2D-IR spec-

tra.13 It combines the relative ease of a pump-probe set-up but collects spectra in the

time-domain.10

Figure 1.10 shows the pulse train used to collect 2D-IR spectra in the time domain. There

are three pulses incident on the sample, two pump pulses and one probe pulse. All three
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pulses typically have the same large bandwidth (providing excellent time resolution).4 The

first pump pulse creates an initial coherence in the system, then after a time τ the second

pump pulse creates a population in the excited state. The probe pulse is then incident on the

sample after a waiting time T , this creates a second coherence in the system. A signal is then

emitted from the system within τ . A complete 2D-IR spectrum is then obtained by scanning

through τ . This causes the different vibrational modes to go in and out of resonance which is

reflected in the spectrum. The pump axis of the spectrum arises from Fourier transforming

(FT) the scan of τ values.7

Pulse shaper

The pulse shaper is the key part of the apparatus that controls the frequency, phase and time

delay of the pump pulses.13 Figure 1.11 is a schematic of the basic pulse shaper design which

contains various gratings, cylinderical mirrors and an acousto-optic modulator (AOM). An

initial laser pulse is first dispersed by a grating onto a cylindrical mirror, this aligns the range

of frequencies spatially along the face of the AOM. A computer is used to generate arbitrary

waveforms which are then transmitted to the AOM crystal, standing acoustic waves are

then generated in the crystal itself which sets the amplitude and phase of each IR frequency

diffracted by the AOM.14,15 The emitted frequencies are then focused onto another grating

using a cylindrical mirror, this re-collimates the frequencies into one collinear path. The

pulse-shaper, with the time-domain method, is specifically used to split one incident pump

pulse into two pulses separated by τ .13
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Fig. 1.11 Schematic showing the internal set-up of a pulse shaper. An incident laser pulse is
split by frequency onto a cylindrical mirror, this aligns frequencies of light spatially along
the face of the AOM. The AOM can then control the phase, frequency and pulse duration.
Another cylindrical mirror then focuses the frequencies of light onto another grating which
collimates the frequencies of light onto one beam path. Reproduced from [16].
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Experimental set-up

A representation of the pulse-shaping 2D-IR spectrometer used is shown in Figure 1.12.

A Ti:Sapphire laser emits 800 nm, ca. 100 fs pulses at a repetition rate of 1 kHz. This

enters an OPA which converts the frequency of these pulses into two near-IR frequencies.

A DFG then combines these two frequencies together to create tunable mid-IR pulses. The

mid-IR pulse is then split into pump and probe pulses using a beam splitter. The pump pulse

enters the pulse shaper, two pump pulses separated by τ are then emitted by pulse shaper

and incident on the sample. After a waiting time TW the probe pulse is then incident on the

sample, following this a signal is then emitted which is collinear with the probe pulse. This

allows the probe pulse to act as a LO with the signal which is dispersed by a spectrometer

and the time varying signal is measured using a MCT array detector. A 2D-IR spectrum is

collected by scanning the delay time between the two pump pulses while the waiting time is

fixed. The pump axis of the spectrum is from the FT of τ whereas the probe axis is from the

FT signal by the spectrometer.

The pulse-shaping method has many advantages over the double resonance technique. Mainly,

it has superior time resolution ca. 100 fs compared with ca. 1-2 ps for the frequency domain

method, due to the broadband nature of the pulses. The phase of each pump pulse can be

controlled using the pulse shaper, which allows the phases to be progressively cycled. This

reduces the scatter and background from signals significantly, which results in a superior

signal to noise ratio.10,13–15
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Fig. 1.12 Schematic showing the PHASETECH 2D-IR spectrometer set-up. Tuneable mid-IR
pulses are produced by a Ti:Sapphire laser in conjunction with an OPA and DFG. It is then
split into pump, probe and reference pulses using beam splitters (BS and VBS), the pump
pulse is split into two pulses by the pulse shaper. Finally, all three pulses interact with the
sample producing a signal which is measured using a spectrometer and MCT array detector.
The reference pulse is used to account for shot-to-shot variations.
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1.5 2D-IR spectroscopy of Proteins

2D-IR spectroscopy is ideally suited to investigating biomolecular systems because they

have many IR active vibrational modes and the virtually limitless time resolution available

allows aspects such as protein folding, ligand binding, protein-solvent interactions and

tertiary structures to be probed.17,18 Interactions between a salivary mucin protein and tea

polyphenols have been investigated in Chapter 4. Below is a brief introduction into the

structure and IR spectroscopy of proteins.

Proteins are biomolecules formed of units called amino acids and are critical to life. The

function of proteins are fundamentally linked to their structure. These polypeptide chains

consist of repeating core units called a peptide, with each peptide containing a specific side

chain which defines the amino acid. The sequence of the amino acids forming the protein

is known as its primary structure. The repeating units of the peptide interact by forming

H-bonds between them, these result in local structural elements which are defined as the

secondary structure of the protein. β -sheet and α-helix are the two main types of secondary

structure (shown in Figure 1.13) with others including random coil and PPII conformations.

The overall 3D structure of the protein is referred to as the tertiary structure. Finally, the

quaternary structure is defined as how the monomeric protein units interact to form larger

protein complexes.19

Vibrational spectroscopy has been used extensively to probe protein structure.21 Changes

in side-chain environments can result in frequency shifts, however, IR spectroscopy is

particularly sensitive to the amide vibrational modes. There are three main modes: the amide
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(a) (b)

Fig. 1.13 (a) Peptide unit showing the amide I vibrational mode. (b) α-helix structure above
and β -sheet structure below showing the H-bonding between peptide units. Reproduced
from [20].

I mode (ca. 1650 cm−1) is mainly due to the stretching mode of C=O and in-plane bending

mode of N-H and the amide II (ca. 1550 cm−1) and III (ca. 1350 cm−1) modes are both from

different combinations of the N–H in plane bending and of the C–N stretching mode.2,22

The amide I band is particularly sensitive to the H-bonding and dipole-dipole interactions of

the backbone but not significantly influenced by the side chain groups. The interactions of

the individual vibrational modes result in what is called transition dipole coupling (TDC)

which is the process by which the local oscillators couple with nearest neighbours resulting in

de-localisation of the amide I mode. This results in it being an excellent probe of the protein

secondary structure,23 There are characteristic frequencies for different types of secondary

structure for example, α-helix – ca. 1650 cm−1, β -sheet – ca. 1630 cm−1, β -turn – ca. 1670

cm−1 and random coil/disordered - ca. 1645 cm−1.24 In IR spectroscopy, these characteristic
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Fig. 1.14 2D-IR spectra of Myoglobin (α-helix), Ubiquitin (α-helix and β -sheet), and
Concanavalin A (β -sheet) with the corresponding structures above. Each protein has a
different spectrum due to the different structures. Reproduced from [7].

frequencies have been exploited to estimate the relative secondary structure composition

by peak fitting the large broad amide I band.25 However, this method does have to be used

cautiously as the subjective nature of it can result in spurious results.26

2D-IR

2D-IR spectroscopy is particularly sensitive to different protein conformations due to de-

localisation of the vibrational modes and TDC. This results in complex but unique spectral

lineshapes for α-helix and β -sheet secondary structures. Figure 1.14 illustrates the different

2D-IR spectra obtained for proteins in different conformations (Myoglobin, Ubiquitin, and



1.5 2D-IR spectroscopy of Proteins 21

Fig. 1.15 FTIR (above) and 2D-IR (below) spectra of idealised secondary structures, showing
the distinctive line shapes caused by different secondary structures. Reproduced from [7].

Concanavalin A). It can be seen that the FTIR spectrum for each protein is very similar but

the 2D-IR spectra are all significantly different.7

β -sheet

Figure 1.15 shows the spectrum for an idealised β -sheet conformation. Two modes are

visible, β⊥ (1620 cm−1) and β ∥ (1670 cm−1) which are responsible for forming the ‘Z’

shape in the spectrum, with the coupling causing cross peaks in the off-diagonal region. The

more intense β⊥ vibrational mode is due to inter-strand coupling i.e. through the H-bonding

of strands. Whereas the less intense β ∥ mode is due to the intra-strand coupling of oscillators

i.e. bonded neighbours. The size of the β -sheet directly affects the β⊥ inter-strand coupling,

which undergoes a redshift in frequency as well as an increase intensity as a result of a larger

β -sheet. While the β ∥ mode is largely unperturbed by the size of β -sheet. Therefore the

β⊥/β ∥ ratio and β⊥ – β ∥ splitting can be used to estimate changes in β -sheet size. Parallel
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β -sheet structures are similar to anti-parallel ones except the β ∥ mode has virtually no

intensity.27

α-helix

α-helical structures have two different vibrational modes, an A mode at 1640 cm−1 and a

much less intense double degenerate mode E1 at 1650 cm−1. However, even though 2D-IR

lineshapes are narrower than FTIR, the peak widths are generally still too broad to distinguish

them. Therefore α-helix spectra result in two broad diagonal peaks as shown in Figure 1.15.

The size of the α-helix is inversely proportional to the anharmonic splitting of, specifically,

the A vibrational mode.28 Random coil secondary structures exhibit a similar spectrum to

α-helix, however, the transition dipole strength of vibrational modes can be calculated using

2D-IR spectroscopy and the two conformations can be distinguished using this.29,30

1.5.1 Examples of 2D-IR spectroscopy

Proteins

Moran et al. applied 2D-IR to investigate the process of amyloid fibril formation (aggregation

of disordered proteins), specifically the denaturation process of γD-crystallin by either

thermally inducing it or by subjecting it to acidic conditions.31 This involved labelling the

N-terminal domain with 13C (shifts the amide I mode to lower wavenumber), then measuring

the amide I region of the 2D-IR spectrum of γD-crystallin in either a thermally induced
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Fig. 1.16 Left, structural representations of the N- and C-terminal domains of γD-crystallin.
Right, 2D-IR spectra of γD-crystallin for (A) thermally induced aggregates, (B) Native and
(C) acid induced aggregates. This shows the different types of aggregates produced as a
result of different denaturing processes. Reproduced from [18].

environment, or an acidic induced environment. Figure 1.16 shows the structures of the

N- and C-terminal domains (yellow and blue respectively) with the 2D-IR spectra under

(A) thermally induced, (B) native or (C) acid induced conditions. The native spectrum

contains two sets of peaks, lower wavenumber region represents the doped N-terminal

domain, the higher wavenumber region represents the C-terminal domain. When spectra A

and B are compared, both regions shift to lower wavenumbers. However when spectra C and

B are compared only the upper region (C-terminal domain) shifts to lower wavenumbers. It

was therefore concluded that both the N- and C-terminal domains are denatured thermally,

whereas only the C-terminal domain became denatured in acidic conditions.31

Deflores et al. investigated protein-solvent interactions using 2D-IR spectroscopy. The

spectra were analysed in such a way that certain parts of the protein were observed to

interact with D2O while the other part of the protein interacted with itself. This was done by

analysing the cross peaks between the amide I and II modes. The cross peaks of exposed

parts of the protein appeared redshifted when compared with the solvent-shielded parts of

the protein.32
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Water dynamics

2D-IR spectroscopy has also been used to investigate water dynamics which occur on a

very fast timescale ca. 50-500 fs. Kraemer et al. investigated the temperature dependence

(67 - 1 ◦C) of the water dynamics and found that while the structural correlations persist

for longer at lower temperature, the intermolecular spectral diffusion is unaffected.33 The

dynamics of isotope doped ice has also been investigated; a very broad peak for the first

excited state transition was observed in comparison with the ground state transition. This has

been attributed to quantum beats between oxygen atoms of H-bonded water molecules.34 The

different dynamics of water molecules located in the bulk solution compared with molecules

located at an interface (confined water) have also been investigated by collecting spectra of

water located inside reverse micelles. It was observed that the dynamics of confined water

was on the timescale of forming and breaking H-bonds, which was significantly slower than

bulk water.35

1.6 Transient 2D-IR

Transient 2D-IR spectroscopy (T-2D-IR) can be used to investigate how excited state reactions

proceed because it provides femtosecond time resolution which is critical in probing photo-

chemical dynamics . This technique was exploited in Chapter 2, where the photodissociation

of Fe(CO)5 was vibrationally controlled. T-2D-IR provides the same detailed information

as ground state 2D-IR but probes the system in a non-equilibrium state.4 Essentially, the
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Fig. 1.17 The two different pulse sequences used to obtain T-2D-IR. (a) Conventional
sequence of an initial UVpump followed by an IRpump after time T1, and finally the IRprobe
after waiting time T2. (b) The pulse sequence used to obtain T-2D-IR-EXSY spectra, where
the sample is initially excited by an IRpump pulse followed by a UVpump after T1 and finally
an IRprobe pulse after a waiting time T2.

process involves perturbing the system into a non-equilibrium state using either a UV/visible

pulse or a sharp temperature change (T-jump), created using an IR pulse (typically excites

the overtone of the OH stretch in water).4 The first example can be probed from a timescale

of hundreds of femtoseconds up to nanoseconds or longer and examples include mapping

ground vibrational states to electronically excited vibrational states. Whereas for the second

example, it is typically on the timescale of microseconds and looks at processes such as

protein folding.36 The focus here will be on UV/visible excitation.

There are two T-2D-IR spectral techniques which contain three pulses (two pump and one

probe pulse). The first is the most conventional and involves first exciting the sample with a

UVpump pulse followed by an IRpump and finally an IRprobe. This is technically a fifth order

process although if there is a long enough delay time between UVpump and IRpump then it can
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be approximated to a third order process like normal 2D-IR. This technique allows reactions

to be triggered and then watch how they evolve. The second method is called T-2D-IR-EXSY

and involves the IRpump being the first pulse followed by the UVpump and finally the IRprobe

pulse, this is shown in Figure 1.17. This sequence essentially ‘labels’ the vibrational modes

and allows the observation of how the ground state vibrational modes translate into excited

state vibrational modes.37

Stewart et al. used T-2D-IR to elucidate the photoproduct formed from irradiation of (µ-

propanedithiolate) Fe2(CO)6 – an inorganic analogue of a site in the hydrogenase enzyme.

The T-2D-IR spectrum showed that there was only one photoproduct ((µ-propanedithiolate)

Fe2(CO)5(heptane)), this was because all of the ground state bleaches correlated to the new

transient bands in the off-diagonal axis. The vibrational dynamics information was used

to infer that the solvent coordinated to the new product. Finally, the likely structure of the

photoproduct was determined by manipulating the polarisations of the various pulses.38

T-2D-IR spectroscopy was used to characterise the spectral dynamics of the photoactivated

catalyst Re(CO)3(bpy)Cl in tetrahyrofuran. This was the first example where the ground

state 2D-IR spectrum was compared with the T-2D-IR spectrum. Changes in the spectral

diffusion and vibrational relaxation between states were measured to give an insight into the

microscopic effects the solvent has on charge transfer reactions.39

Bredenbeck et al. demonstrated the first use of T-2D-IR-EXSY in 2004 with [Re(CO)3

Cl(dmbpy)].40 This molecule had already been studied extensively using TRIR, where the

three carbonyl stretches were observed to blue shift when the molecule was excited and they
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were thought to maintain their ordering. However, DFT calculations suggested that order

of the modes switched. By employing T-2D-IR-EXSY, ground state vibrational bands were

able to be labelled and tracked based on the off-diagonal cross peaks in the spectra when the

molecule was excited. It was shown, conclusively, that the order of the carbonyl stretches

was not preserved upon excitation of the molecule.40

The previous sections above give an introduction to the technique of 2D-IR spectroscopy.

Each of the following chapters and the two appendices contain specific applications of this

and related techniques. Thus each chapter will contain its own specific introduction followed

by detailed result and discussion sections. The two appendices report other research work I

have been involved in in the form of a full paper which has either been submitted or is soon

to be submitted.





Chapter 2

Vibrationally controlling the

photodissociation of iron

pentacarbonyl

2.1 Introduction

The overall aim of this work was to use vibrational excitations to control a photochemical

process in solution. Many different phenomena can occur when a molecule is excited by light,

for example intramolecular energy transfer, charge transfer, luminescence and dissociation.41

All of these different pathways are summarised in Figure 2.1. This chapter focusses on aiming

to control the photodissociation process, for this Fe(CO)5 was selected as a model system to
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Fig. 2.1 A diagram showing all the different physical processes that can occur as a result of a
photoexcitation. Reproduced from [41].

investigate. This is because it has been extensively studied meaning that the photochemistry

and process of photodissociation (at least in the gas phase) is well understood.42

Chemists have been trying to control chemical reactions for many centuries, various methods

of control have been employed such as temperature, catalysts and light. Some of these

provide very specific control of reactions such as light where the reaction can be switched on

or off, whereas something like temperature provides far less control and mostly impacts the

rate of reaction. A vibrational excitation along with a photoexcitation can provide extreme

specificity to the chemical process where, not only can the reaction be switched on and

off, but it can be steered down different pathways. This can eventually lead to increasingly

complex systems to control.43
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Fig. 2.2 A schematic representation of the experiment performed by Delor et al. (A) Molec-
ular structure of donor-bridge-acceptor molecule. (B) The pulse sequence used in the
experiment to influence the electron transfer. (C) A schematic showing the energy pathways
the molecule takes during the experiment. If the bridge is vibrationally excited after UV
excitation then this makes the charge separated state (3D+BA−) inaccessible. The molecule
then has to relax via the other two pathways. Reproduced from [44].
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2.1.1 Vibrational control of photochemical reactions

T-2D-IR spectroscopy can also be used to steer reactions by using the IRpump pulse to perturb

the energy of a photochemical reaction.43 This can either increase or decrease the probability

of a reaction occurring. An example of this is manipulating the process of charge transfer in

donor–bridge–acceptor (DBA) assemblies.44 Delor et al. investigated the photoexcitation

and charge transfer (CT) of Pt(II) trans-acetylide. Here the excited state can decay via three

pathways: straight back down to the ground state, via an acceptor-localised π −π∗ triplet

state (3NAP) or via a charge separated state (CSS). When the certain stretching modes of

the acetylene bridge are vibrationally excited, the CSS pathway suddenly becomes ‘blocked’

and the excited state is forced to decay via the other two pathways, this is shown in Figure

2.2.45

The process of vibrationally controlling reactions takes advantage of vibronic coupling – in

particular manipulating conical intersections. However, this process is very challenging to

execute successfully as: vibrational lifetimes can be very small (e.g. H2O has a lifetime of ca.

60 fs) and intramolecular vibrational redistribution (IVR) can result in a very fast transfer of

energy into undesirable states.45 In order to influence reactions there is a need for the correct

frequency and timing of pulses so that the right vibrational mode is excited in the correct

state. Ultrafast multidimensional spectroscopy technique provides the apparatus required

for this fine control. If these factors are accounted for, the yield of certain photochemical

reactions can be altered using IRpump pulses.43
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Kern-Michler et al. employed a vibrational excitation to control the photochemistry of

isotopomers.46 The mixture of isotopomers in solution exhibit a near identical UV-Vis

spectrum, however, this changes when the molecules are in a vibrationally excited state and

since the molecules contain different isotopes their respective vibrational spectra are different.

This allows the isotopomers to be selectively excited and therefore the photochemistry of

near-identical molecules to be controlled. This work used the VIPER (Vibrationally Promoted

Electronic Resonance) pulse sequence (IRpump → UVpump → IRprobe which is effectively

T-2D-IR) to selectively perform photochemistry.

2.1.2 Photochemistry of Fe(CO)5

The photodissociation of Fe(CO)5 has been extensively studied due to its interesting pho-

tochemistry.47 It has been used as a model system to study spin forbidden reactions. Upon

photolysis, the complex can lose one or more CO ligands, this has been studied at low

temperatures as well as in gas and solution phases.48–50 Fe(CO)5 has been used in catalytic

applications such as alkene hydrogenation and isomerisation.51,52 The main focus will be

on the photodissociation of Fe(CO)5 in the solution phase, with a particular interest in the

formation of 3Fe(CO)3. A brief summary of the literature follows.

Low temperature matrix isolation experiments

The photolysis of Fe(CO)5 was originally studied Stolz et al. using the matrix isolation

technique which allows Fe(CO)5 to be studied at low temperatures, where molecules are
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Fig. 2.3 The structures and electronic states are shown for Fe(CO)5, 3Fe(CO)4 and 3Fe(CO)3.
Reproduced from [47].

trapped in inert materials (polymers or frozen inert gases such as Xe or Ar). When photolysis

occurs the products have long lifetimes due to the low temperature and inert nature of the

matrix. It was shown that after UV photolysis of Fe(CO)5 in various matrices at 4 K and

20 K that Fe(CO)4 is generated, IR spectroscopy was used to measure this.53 The structure

was initially assumed to be C3v, however this was later shown to be C2v by Poliakoff and

Turner who used 13CO enriched Fe(CO)5 to determine this (shown in Figure 2.3).48 Fe(CO)4

was predicted to be in the triplet ground state by Burdett using molecular orbital theory.54

This was confirmed by Barton using magnetic dichroism studies and later with ab intio

calculations.55,56

Multiple other photoproducts were also observed in matrix isolation including Fe(CO)3,

polynuclear iron carbonyls and evidence for Fe(CO)4X (where X = Xe, CH4, N2).57 The

geometry of Fe(CO)3 was determined to be C3v (shown in Figure 2.3), again using isotope
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substituted CO and was thought to be formed via sequential CO dissociation. Burdett also

predicted that Fe(CO)3 would exist in a triplet ground state and this was confirmed by Barnes

et al. using ab intio calculations.54,58 Bridged and unbridged polynuclear iron carbonyls

were also observed in concentrated matrix isolation experiments where Fe2(CO)9, Fe2(CO)8

and Fe3(CO)12 were all determined to be photoproducts.

Photochemical gas phase studies of Fe(CO)5

Low temperature matrix isolation techniques combined with IR spectroscopy was a very

powerful combination because the photoproducts were stable long enough for steady state

IR spectroscopy to measure them. However, in the gas phase the photoproducts of Fe(CO)5

were expected to be relatively short lived in comparison due to the nature of the unsaturated

product 3Fe(CO)4. Time resolved IR spectroscopy (TRIR) was therefore required to observe

these reaction intermediates.

Ouderkirk et al. observed the photodissociation of Fe(CO)5 in the gas phase with an argon

buffer using a UV excitation wavelength of 248 nm.49,59 The first evidence of 3Fe(CO)4

and 3Fe(CO)3 was observed using TRIR with a time resolution of microseconds. 3Fe(CO)3

was observed to quickly convert into Fe(CO)4, and Fe(CO)4 is observed to slowly reform

Fe(CO)5 (in a CO atmosphere), however not all of the photolyzed products reformed into

Fe(CO)5.49 Following this study, Seder et al. proposed that formation of 3Fe(CO)3 was due

to a one photon and not a two photon process. This was determined based on the observation

that increasing the laser power (flux) did not result in a change in the photoproduct yields.60
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Fig. 2.4 A plot of the energy for different iron carbonyl complexes, showing the small amount
of energy required to remove the second CO ligand. Reproduced from [63].

However, different photoproducts can be obtained by changing the excitation wavelength

of the UV laser.61 The formation of Fe(CO)3 was thought to occur via a stepwise loss of

CO ligands. After electronically exciting Fe(CO)5– 3Fe(CO)4 is initially formed, while

this is still vibrationally ‘hot’ another CO ligand is expelled forming 3Fe(CO)3.62 A laser

photoelectron study of Fe(CO)5 determined the dissociation energy of losing successive

CO ligands to be 55, 5, 32 and 23 kcal mol−1 for 1, 2, 3 and 4 CO ligands respectively

(Figure 2.4).63 This supported the possibility of the second CO ligand being expelled when

the molecule is vibrationally ‘hot’.

Transient ionisation was performed by Trushin et al. to investigate the ultrafast photodis-

sociation of Fe(CO)5. Five different processes were determined, ranging from 20 to 3300

fs, four of which were consecutive processes involved in the formation of 1Fe(CO)4. It was

determined that Fe(CO)5 was initially excited into a MLCT state but then quickly crossed

into a ligand field state, which is dissociative. This resulted in more than one of the equatorial
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Fig. 2.5 A schematic of the proposed singlet pathway proposed by Trushin et al. for the
photodissociation of Fe(CO)5, via a sequential pathway, in the gas phase. Reproduced from
[64].

ligands accelerating with only one CO molecule ejected. The final step was assigned to

the thermal loss of a further CO ligand to form Fe(CO)3. It was therefore concluded that

sequential loss CO ligands occurred which is summarised by Figure 2.5.64

Sequential loss of CO ligands for Fe(CO)4 was only recently observed directly by Wernet

et al. using photoelectron spectroscopy.65 The Fe metal centres and free CO molecules

were probed and a kinetic model was fitted to the data which proved the sequential loss

mechanism in the gas phase. A timescale of 3 ps was determined for the loss of the second CO

ligand. These results also validated the mechanism photodissociation mechanism proposed

by Trushin et al.
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Bergt et al. controlled the photodissociation of Fe(CO)5 in the gas phase using coherent

control techniques. This was done by attempting to maximise or minimise Fe(CO)5/Fe ratio

by controlling an 800 nm pulse using a pulse shaper. It was maximised when the pulse was

very ‘sharp’ i.e. a short pulse. When the pulse was broadened by the pulse shaper the ratio is

reduced by a factor of ca. 100. This suggested that it was likely a two photon process which

was creating the Fe ions.66

Photochemical solution phase studies of Fe(CO)5

The first solution phase TRIR study was performed by Church et al. in benzene-d6. 1Fe(CO)4

was observed to coordinate to a benzene-d6 molecule. However, this experiment was

performed on a microsecond timescale which was thought to be too long to observe triplet

state photoproducts.67 Snee et al. performed the first TRIR picosecond measurements in

heptane where 3Fe(CO)4 was observed in solution phase for the first time (through the

presence of two transient bands), however there was no evidence of 3Fe(CO)3.68

Another, later study, again by Snee et al. but this time using an alcohol and PEt3 as solvents,

observed the presence of 3Fe(CO)3 (sol) and 3Fe(CO)3 (sol)2 for the first time. 3Fe(CO)3

(PEt3) was observed to form within 10 ps of a UV excitation of 295 nm, the 3Fe(CO)3 (PEt3)2

form was shown to be produced later via a further reaction with another solvent molecule.

Another interesting result from the experiment was the formation of 1Fe(CO)4 (PEt3) only

in PEt3 whereas 3Fe(CO)4 was formed followed by solvent coordination when alcohol was

used.68
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Fig. 2.6 A schematic of the different pathways of Fe(CO)5 after photoexcitation at 266 nm.
Reproduced from [50].

Fe(CO)5 was also investigated in cyclohexane using TRIR, it was shown that 3Fe(CO)3 (sol)

is formed via a one photon process as in the gas phase.69 This was further supported by

Portius et al., where the photochemistry of Fe(CO)5 was studied in a variety of solvents:

heptane, supercritical argon, xeon and methane with a UV excitation of 266 nm.50 Figure 2.7

shows TRIR spectra obtained of Fe(CO)5 in heptane. Early time delays (<20 ps) show broad

peaks due to vibrationally hot products, whereas at later times these peaks become more

resolved as the excess energy is dissipated by solvent molecules. The two negative parent

bands at 2000 and 2020 cm−1 are the ground state vibrational modes of Fe(CO)5, the two

positive transient peaks at 1988 and 1967 cm−1 are assigned to 3Fe(CO)4 and the one small

transient peak at 1926 cm−1 is assigned to 3Fe(CO)3. These products were observed to be

stable up to the ns timescale. Interestingly, the yield of Fe(CO)3 relative to Fe(CO)4 increases

from heptane → scCH4 → scXe → scAr. This was thought to be explained by a sequential

loss of CO ligands, e.g. Fe(CO)5 → Fe(CO)4 → Fe(CO)3, as well as a contribution from

the solvent cage. Figure 2.6 summarises the different processes that occur after Fe(CO)5

has been photoexcited. A more recent study showed that 3Fe(CO)3 remains uncoordinated
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Fig. 2.7 TRIR spectra of Fe(CO)5 in heptane excited at 266 nm. Two negative bands are
observed for Fe(CO)5, two large positive transient bands at 1988 and 1967 cm−1 are assigned
to 3Fe(CO)4 and the small transient band at 1926 cm−1 is assigned to 3Fe(CO)3. Reproduced
from [50].

in alkanes but coordinates to the solvent if it is an alcohol on the ps timescale. It was also

shown that the triplet spin state is preserved upon coordination of the solvent.70

A recent study used resonant inelastic X-ray scattering (RIXS) to investigate the photodisso-

ciation of Fe(CO)5 in ethanol at 266 nm. Only Fe(CO)4 was observed as a photoproduct, no

Fe(CO)3 was observed in the spectra up to a time limit of a few picoseconds. The authors

attributed this to not enough Fe(CO)3 having formed in solution at that stage. This, however,

is unlikely considering TRIR experiments with Fe(CO)5 in alcohol have shown broad peaks

indicating Fe(CO)3 has already formed at these short time timescales.70,71.
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2.1.3 2D-IR study of Fe(CO)5

The fluxional rearrangement of Fe(CO)5 in dodecane was investigated using 2D-IR spec-

troscopy.72 The exchange of axial and equatorial CO ligands was probed by collecting

spectra with a range of waiting times between IRpump and IRprobe pulses and at a variety

of temperatures. This allowed the exchange of vibrational energy between modes to be

probed by viewing the off-diagonal peaks in particular. A small energy barrier was found

between the exchange of vibrational energy, furthermore the rate of this exchange was found

to increase by 78% over the temperature range. If this vibrational energy exchange was

due to IVR then only a smaller increase of 26% would be expected. Therefore the small

energy barrier is consistent with a pseudo rotation mechanism (and not IVR) where the

axial and equatorial ligands are exchanged. This occurs on the timescale of 8 ps at room

temperature.72

2.1.4 Aims

The aim of the work in this chapter was to control the photodissociation of Fe(CO)5 in solution

using a vibrational excitation. More specifically, can we vibrationally excite Fe(CO)5 in

solution and would that result in a change in the relative amounts of Fe(CO)4 and Fe(CO)3

formed as a result of the UV excitation at 266 nm? According to previous literature,50,64

it was hypothesised that Fe(CO)3 is formed via a vibrationally excited Fe(CO)4 state, i.e.

via sequential CO loss. It was thought that the yield of Fe(CO)3 could be enhanced by

vibrationally exciting the Fe(CO)4 molecules immediately after the UV photoexcitation.
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Photodissociation of ligands occurs on the ultrafast timescale (ca. fs-ps)73 and therefore the

excitation and measurement of these experiments must be performed on a similar timescale

(Fe(CO)3 is stable up to the nanosecond timescale).50 Therefore, T-2D-IR spectroscopy was

the ideal technique to perform this experiment with. It involves an UV and IR (vibrational)

excitation pulse, as well as an IR probe pulse, which was sufficient to detect and distinguish

all the photoproducts on the femtosecond timescale.

2.2 Results

This section presents TRIR, 2D-IR and T-2D-IR spectra obtained for the photodissociation of

Fe(CO)5 in heptane and CH2Cl2. 266 nm UV and IR pump pulses (at a range of frequencies)

were used to excite the sample, and an additional IR probe pulse was used to measure the

photoproducts. The IR probe pulse was typically ca. 100 ps after the UV excitation, which

was a time delay that ensured the spectral peaks were well resolved and not vibrationally

‘hot’.50 The T-2D-IR spectra were obtained using the double resonance technique as opposed

to the pulse-shaping method.4 Two different types of plots are displayed below: contour

maps which display a T-2D-IR spectrum across probe and pumps axes and spectral slices at

a set IRpump frequency, both for a given time delay.
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Fig. 2.8 (a) TRIR spectra of Fe(CO)5 in heptane excited at 266 nm at various delay times
showing the vibrational cooling. There are two parent bleaches at 2000 and 2020 cm−1

representing Fe(CO)5, two large transient peaks at 1985 and 1965 cm−1 for the formation
of Fe(CO)4 and a small transient peak at 1925 cm−1 indicating Fe(CO)3. (b) The FTIR
spectrum for the same sample.
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2.2.1 TRIR

Figure 2.8 shows TRIR spectra of Fe(CO)5 in heptane, excited at 266 nm, at a range of delay

times. The spectrum at 100 ps shows two large negative peaks (parent bleaches) at 2000 and

2020 cm−1, these indicate the excited Fe(CO)5 molecules and match the peaks in the FTIR

spectrum. The two large positive transient peaks at slightly lower wavenumber (ca. 1985

and 1965 cm−1) indicate the formation of Fe(CO)4. There is a single peak at ca. 1925 cm−1

which also shows that Fe(CO)3 is formed. At early time delays these well resolved transient

peaks are instead very broad and this is due to the photoproducts being vibrationally ‘hot’.

As the time delays increase from 1 ps to 100 ps the excess vibrational energy in the molecules

are dissipated by solution and result in well-resolved peaks. This process of vibrational

cooling occurs on a timescale of ca. 10 ps. At 2 ns all three peaks are still present and have

not reduced dramatically in intensity, meaning that both these photoproducts are stable on

the nanosecond timescale. These results are consistent with those of Portius et al.50

The TRIR spectra in Figure 2.8 were fitted using pseudo-Voigt peaks. The full width at half

maximum (FWHM) was plotted against delay time for one of the fitted peaks and a single

exponential function was fitted to it, as shown in Figure 2.9. The fit resulted in a decay time

of 8.2±1.5 ps which is a similar timescale to that stated by Portius et al.50
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Fig. 2.9 A plot of the FWHM of a fitted peak to TRIR spectra versus time delay, showing
vibrational cooling. A single exponential function was fitted (line) with a lifetime of 8.2±1.5
ps.

2.2.2 Ground state 2D-IR

Frequency-domain 2D-IR spectroscopy

The ground state 2D-IR spectrum of Fe(CO)5 in heptane is shown in Figure 2.10. It was

collected using the double resonance technique using a waiting time (TW ) of 100 ps. Two

parent bleaches can be observed (blue) from the fundamental transition and the first two

hot bands can be observed at a slightly lower wavenumber (red). This 2D-IR spectrum is

consistent with those obtained of Fe(CO)5 in dodecane at long waiting times.74 Each peak

can be seen to extend along the ωpump axis, this is partially due to the lineshape ‘leakage’

from the pump pulse (FWHM = ca. 28 cm−1) but is mostly due to fluxional rearrangement

of the ligands, arising from and assigned to be due to Berry psuedo-rotation, which results in
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Fig. 2.10 (a) The ground state 2D-IR spectrum of Fe(CO)5 at TW = 100 ps, blue and red
contours represent positive and negative changes in absorbances respectively. (b) The FTIR
spectrum for the same sample.
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Fig. 2.11 (a) 2D-IR pump slice spectra of Fe(CO)5 in heptane vibrationally excited at 2000
cm−1 and at various waiting times showing the vibrational energy relaxation. There are two
parent bleaches at 2000 and 2020 cm−1 representing the fundamental modes of Fe(CO)5, one
large transient peak at 1985 cm−1 indicates the hot band of Fe(CO)5. (b) The FTIR spectrum
for the same sample.

cross peaks. Here the vibrational modes become mixed, i.e. one mode is pumped, there is

then a pseudo rotation of the ligands and the vibrational energy is subsequently observed in

both states.

2D-IR pump-slice spectra are shown in Figure 2.11 at various waiting times for a vibrational

excitation at 2000 cm−1. There are two negative parent bleaches for the fundamental

transitions of Fe(CO)5 (matching the FTIR spectrum). The peak at 2000 cm−1 (e’) is a
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doubly degenerate mode consisting of out of phase stretching of the equatorial ligands. The

peak at 2023 cm−1 (a2") is due to the out of phase stretch of the two axial ligands.72 There

would normally be two positive transient peaks at lower frequency, however, only one is

present. The main reason being, that the hot band for the higher frequency mode overlaps

with the negative parent bleach of the lower energy fundamental mode, this results in the

intensities almost cancelling out. There is another minor reason, the IR excitation mainly

excites the lower energy mode (this also explains the intensity difference between the two

parent bleaches) and higher energy state is only populated by Berry psuedo-rotation over

time.

There is a small transient peak at ca. 1965 cm−1 which is unexpected. It could be due to the

13C isotope, however, the intensity ratio compared to the main peak is too small for this to be

the case. Alternatively, the ν2→3 transition is another option but the frequency is too high for

that to make sense. Another option is the formation of bridged complexes but the frequencies

of the peaks do not match up again.50 The kinetics of the peak are reflected well by the global

fit and are similar to the main transient peak at 1987 cm−1. This spectrum was collected

towards the end of a series of experiments. It is therefore assumed to be a small impurity

present in the sample which is also being excited by the vibrational pump pulse.

The kinetics of the decay and growth of peaks in Figure 2.11 are described well by two

timescales and were globally fitted (Figure 2.12). The first timescale, 3.0 ± 0.1 ps, repre-

sents population transfer between vibrational modes (pseudo-rotation process), the second

timescale of 185 ±9 ps is due to vibrational population relaxation. The peaks at 1987 and
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Fig. 2.12 A plot of the maximum peak intensities at 1987, 2000 and 2023 cm−1 versus
waiting time showing the vibrational energy relaxation occurring . Globally fitted exponential
decay curves are displayed and were fitted with two lifetimes of 3.0 ± 0.1 ps and 185 ±9 ps,
respectively.
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(a) 0 ps (b) 2 ps

(c) 50 ps

Fig. 2.13 2D-IR spectra of Fe(CO)5 in CH2Cl2 at different waiting times, showing cross
peaks occurring as the waiting time is increased.

2000 cm−1 show decay characteristics for both timescales whereas the peak at 2023 cm−1

shows an initial growth due to population transfer from the excited e’ mode.

Time-domain 2D-IR spectroscopy

Unfortunately ground state 2D-IR spectra of Fe(CO)5 in CH2Cl2 were not collected at the

time. Instead, spectra were obtained in Nottingham using the time domain technique. Ground
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Fig. 2.14 Spectral diffusion of 2D-IR peaks at various waiting times. The central line slope
of each peak is measured and the NLS is calculated from this (plotted in green). This allows
the rate of spectral diffusion to be quantified.

state 2D-IR spectra of Fe(CO)5 in CH2Cl2 at 0, 2 and 50 ps which show the cross peaks

forming as the waiting time is increased are shown in Figure 2.13. The line shapes of the

peaks are noticeably different to the previous spectra obtained in the frequency domain and

the time resolution is much better (ca. 300 fs). Because of this, the spectral diffusion was

then calculated for the spectra at early waiting times which is shown in Figure 2.14. The

nodal line shape (NLS) method was found to be the best method for this set of data (CLS

(triangles) and ivCLS (circles) were also calculated for each peak and are also shown).75

The decay of the NLS gradient was then fitted with a single exponential function, resulting

in a lifetime of 0.8 ± 0.2 ps (Figure 2.15). This is equivalent to the frequency-frequency

correlation function (FFCF) and is a measure of the inhomogeneous spectral broadening as a

result of solvent fluctuations.
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Fig. 2.15 Gradient of the NLS versus waiting time showing the spectral diffusion of the peak
at ca. 1990, 1980 cm−1 for Fe(CO)5 in CH2Cl2. An exponential decay curve has been fitted
giving a lifetime of 0.8 ± 0.2 ps.

2.2.3 T-2D-IR spectroscopy

Heptane

Figure 2.16 shows three different types of difference spectra ((b) TRIR, (c) 2D-IR, (d,e) T-2D-

IR) obtained for Fe(CO)5 in heptane. The TRIR spectrum (TUV = 95 ps) shows two parent

bleaches where the ground state carbonyl stretches were, together with three transient bands

at lower wavenumber. The first two transient bands at 1985 cm−1 and 1965 cm−1 are from

the formation of Fe(CO)4 after UV excitation and the single peak at 1925 cm−1 represents

the formation of Fe(CO)3. A second peak would be expected for Fe(CO)3, however, it is

thought to overlap with a large parent band and the intensity is also assumed to be weak. This

is consistent with the TRIR spectra from Portius et al.50 The 2D-IR spectral slice (IRpump =
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Fig. 2.16 (a) FTIR spectrum of Fe(CO)5 in heptane. (b) TRIR difference spectrum of Fe(CO)5
after it has been excited by a UV pulse, showing transient peaks at 1985 cm−1 and 1965 cm−1

assigned to Fe(CO)4 and a single peak at 1925 cm−1 from Fe(CO)3. (c) 2D-IR difference
spectral slice showing negative bands for ω01 and positive bands for ω12 for an IRpump =
2000 cm−1. (d) and (e) T-2D-IR spectral slice where any peaks present in the spectrum
are directly due to the IR pump pulse when compared with the TRIR spectrum. For (e), a
small positive peak is observed at 1925 cm−1, showing an increase in the amount of Fe(CO)3
formed when the IR pump (2000 cm−1) is first incident on the sample followed by the UV
pump 5 ps later and finally the IR probe 100 ps later. This is not observed in (d) where
IRpump is directly after the UVpump.
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2000 cm−1) again shows two bleaches where the ground state vibrational modes are located;

there are also two positive peaks shifted to lower wavenumber (probed at TW = 100 ps)

– these represent the first hot transitions (ω12). Finally for the double difference T-2D-IR

spectral slices, any peaks observed in this spectrum are as a direct result of the IR pump pulse

and are compared with the TRIR spectrum. A small positive peak is evident at 1925cm−1,

demonstrating that the IR excitation, at 2000 cm−1, 5 ps before the UV pump pulse (and an

IR probe after 100 ps) results in an increase in the amount of Fe(CO)3. There is also a small

negative peak observed at 1965 cm−1, which indicates less Fe(CO)4 is being formed as a

result of the IR pump pulse at this time delay. However, most of the Fe(CO)4 region in the

spectrum is obscured by the inverted ground state 2D-IR signal generated from Fe(CO)5 and

prevents the observation of clearer evidence. No peak at 1925 cm−1 was observed when the

order of the pump pulses was reversed (UVpump → IRpump) indicating that the vibrational

excitation after the UV excitation had no effect on the resultant photoproducts.

The T-2D-IR spectrum of Fe(CO)5 in heptane is shown in Figure 2.17, this was obtained

using the following pulse sequence: IRpump → 2 ps → UVpump → 98 ps → IRprobe, where

the IRpump frequency was scanned across the two parent bands. The important feature of this

spectrum is the small positive band located at 1925 cm−1 in the probe axis. This represents

the increase in the formation of Fe(CO)3 when the IRpump frequency is between ca. 1990

and 2025 cm−1. The positive peak occurs across the IRpump frequency range, suggesting that

the increase in Fe(CO)3 is not dependent on which ground state vibrational mode of Fe(CO)5

is excited first.
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Fig. 2.17 (a) T-2D-IR spectrum of Fe(CO)5 in heptane obtained with a 2 ps delay time
between IR and UV pumps and a waiting time of 100 ps between the initial pump and probe
pulses. The Fe(CO)3 region of the spectrum (1915-1945 cm−1) has been enhanced by a
factor of 10 to highlight the peaks observed. A small increase (red) can be observed at 1925
cm−1 which shows that there is an increase in Fe(CO)3 formed when the sample is excited
using this pulse sequence. (b) TRIR spectrum of Fe(CO)5 at a 98 ps time delay.
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Fig. 2.18 (a) T-2D-IR spectrum of Fe(CO)5 in heptane with the IRpump pulse incident
immediately after the UV pump pulse (0 ps) and IRprobe pulse incident after 100 ps. No peak
is observed at 1925 cm−1, indicating there is no change in the amount of Fe(CO)3 formed.
(b) TRIR spectrum of Fe(CO)5 at a 100 ps time delay.
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Fig. 2.19 A plot of the intensity of the Fe(CO)3 peak at 1925 cm−1 from T-2D-IR spectral
slices for an IR excitation at 2000 cm−1 versus the delay time between the two excitation
pulses. A positive delay time indicates an IR before UV excitation and the order swaps when
the delay time becomes negative. The large decrease in peak intensity from 2 to -2 ps shows
that the amount of Fe(CO)3 formed only changes when the IR pump pulse is incident before
the UV pump pulse.

Figure 2.18 shows the T-2D-IR spectrum for exciting the Fe(CO)5 in heptane with an IRpump

pulse immediately after the UV photo-excitation and probing the sample 100 ps after the

initial excitations. From the zoomed in Fe(CO)3 region (1925 cm−1), there is no obvious

peak observed at any IRpump frequency, whether it be Fe(CO)5 ground state vibrational

modes or vibrationally hot Fe(CO)4 modes. This indicates that an IRpump pulse directly after

the UV excitation results in no change in the amount of Fe(CO)3 formed.

Figure 2.19 shows how the intensity of the Fe(CO)3 peak (for T-2D-IR spectral slices at

2000 cm−1) varies against the delay time between the IR and UV excitations. The intensity

of the peak increases as the delay time between IR and UV excitations decreases up to 2
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ps. Then between 2 ps and -2 ps (when the order of the excitations swap i.e. UV then IR

excitation) the intensity decreases substantially to 0, indicating no change in the amount of

Fe(CO)3 formed. This is consistent with the T-2D-IR spectrum shown in Figure 2.18 and

clearly shows that IRpump before the UVpump pulse results in more Fe(CO)3 being formed.

Whereas when order is switched and the UVpump pulse is immediately before the IRpump

pulse, then no change in the amount of Fe(CO)3 is observed.

Dichloromethane

Figure 2.20 shows the FTIR and various difference spectra of Fe(CO)5 in CH2Cl2. The

first observation is that the peaks are broader and have been shifted to a slightly lower

wavenumber. These broader spectral features make it harder to resolve, especially transient

ones for example in the TRIR spectra. The TRIR and 2D-IR spectra were obtained with a

delay time of 98 and 100 ps, respectively. The TRIR spectrum displays two negative Fe(CO)5

parent bands at 1995 and 2020 cm−1, two positive transient peaks for Fe(CO)4 at 1975 and

1955 cm−1 and a single positive transient peak at 1920 cm−1 for the formation of Fe(CO)3.

The T-2D-IR spectral slice was obtained with the following pulse sequence: IRpump (1990

cm−1) → 2 ps → UVpump → 98 ps → IRprobe. A small negative band can be observed at

1920 cm−1, representing a decrease in the amount of Fe(CO)3 formed because of the IRpump

pulse. Unfortunately, no information can be determined about the amount of Fe(CO)4 formed

as the broad bands from the inverted Fe(CO)5 2D-IR signal obscures this.



2.2 Results 59

-0.01

0.00

0.01

T-2D-IR: IRpump→ UVpump

(e)

-0.01

0.00

0.01

T-2D-IR: UVpump→ IRpump

(d)

-0.20

0.00

0.20

∆A
bs

.1
0−

2 2D-IR(c)

-0.10

0.00

0.10 TRIR(b)

1900 1920 1940 1960 1980 2000 2020 2040 2060

Wavenumber / cm−1

0.0

0.1

0.2

A
bs

.

FTIR(a)

Fig. 2.20 (a) FTIR spectrum of Fe(CO)5 in CH2Cl2.(b) TRIR difference spectrum of Fe(CO)5
after it has been excited by a UV pulse (266 nm), showing transient peaks at 1970 cm−1 and
1955 cm−1 assigned to Fe(CO)4 and a single peak at 1920 cm−1 from Fe(CO)3. (c) 2D-IR
spectral slice (IRpump = 1990 cm−1) showing negative bands for ω01 and positive bands
for ω12 transitions. (d) and (e) T-2D-IR spectral slice which shows the changes that occur
because of the IR pump pulse when compared with the TRIR spectrum. For (e), a small
negative peak is observed at 1920 cm−1, indicating a decrease in the amount of Fe(CO)3
formed when the IR pump pulse (1990 cm−1) is first incident on the sample followed by the
UV pump 2 ps later and finally the IR probe 98 ps after that. For (d), no negative peak is
observed when the order of the pump pulses are reversed to UVpump → IRpump.
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Fig. 2.21 T-2D-IR spectrum of Fe(CO)5 in CH2Cl2 obtained with a 2 ps delay time between
IR and UV pumps and waiting time of 100 ps between the initial pump and probe pulses. A
small decrease (blue) can be observed at 1920 cm−1 on the ωprobe axis and between 1975
and 2000 cm−1 on the ωpump axis. This shows that there is a decrease in Fe(CO)3 formed
when the sample is excited using this sequence.
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Fig. 2.22 T-2D-IR spectrum of Fe(CO)5 in CH2Cl2 with the IRpump pulse incident imme-
diately after the UV pump pulse (0 ps) and IRprobe pulse incident after 100 ps. No peak is
observed at 1920 cm−1, indicating there is no change in the amount of Fe(CO)3 formed.

The T-2D-IR spectrum for Fe(CO)5 in CH2Cl2 is shown in Figure 2.21, this was obtained

with an initial IRpump pulse followed 2 ps later by a UV excitation pulse and probing the

sample 98 ps after that. The IRpump frequency was scanned across the range of the ground

state vibrational modes of Fe(CO)5. A negative peak can be observed at 1920 cm−1 on the

probe axis, this represents the decrease in Fe(CO)3 being formed, it is only present though

in the pump axis range of 1975 - 2000 cm−1. This suggests that the change in Fe(CO)3

is IRpump frequency dependent (vibrational mode specific), i.e. exciting only the lower

wavenumber CO stretch (e’) results in a change in the amount of Fe(CO)3 formed.
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Figure 2.22 shows the T-2D-IR spectrum for exciting the Fe(CO)5 in CH2Cl2 with an IRpump

pulse immediately after the UV excitation and probing the sample 100 ps after the initial

excitation. From the Fe(CO)3 region (ωprobe = 1920 cm−1), there is no obvious peak observed

at any IRpump frequency, whether it be the low frequency Fe(CO)5 ground state vibrational

mode or vibrationally hot Fe(CO)4 modes. This means that an IRpump pulse directly after the

UV excitation results in no change in the amount of Fe(CO)3 formed.

2.3 Discussion

2.3.1 Pulse sequence

It has been observed that there are only changes in the amount of Fe(CO)3 formed when an

IRpump pulse is incident before a UVpump pulse. It is thought that there is no change when

the IRpump is incident after the UV excitation, because the loss of CO ligands occurs on too

fast a timescale for an IRpump pulse with a temporal resolution of ca. 1 ps to perturb the

process. Portius et al. previously hypothesised that Fe(CO)3 was formed from a vibrationally

excited state of Fe(CO)4 and within 5ps of the UV excitation.76 There are two possibilities

for the formation of Fe(CO)3: it is formed directly from Fe(CO)5 with the simultaneous loss

of two CO ligands or it is formed via vibrationally hot Fe(CO)4 with the loss of a CO ligand,

i.e. a sequential loss of two ligands. While the sequential loss of the ligands cannot be ruled

out entirely, it does not appear likely given vibrationally exciting Fe(CO)4 when it is first

formed does not result in a change in Fe(CO)3 being formed – it is however possible that this
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Fig. 2.23 A diagram showing a potential energy landscape for the dissociation of two CO
ligands from an excited Fe(CO)5 dissociative state. There are two possible routes to Fe(CO)3,
concerted and sequential, both represented by arrows.

process is too fast to perturb. A more likely scenario is the simultaneous loss of the ligands,

and the evidence for the IR excitation after the UV one resulting in no change would support

this. Furthermore, if there was sequential dissociation of the CO ligands, it is unlikely that a

vibrational pre-excitation would result in a change in the amount of Fe(CO)3 formed. This

would be more consistent with a simultaneous or concerted loss of ligands from Fe(CO)5

as the electronic excited state will be directly perturbed by the vibrational excitation. Both

these processes are summarised by Figure 2.23.

The vibrational pre-excitation could result in a change in the molar absorptivity coefficient

(i.e. a red-shift or blue-shift in the UV/Vis spectrum), however, this would not explain the

results in heptane.46 A change would only result in an increase in both Fe(CO)3 and Fe(CO)4,

however, in heptane an increase in Fe(CO)3 and decrease in Fe(CO)4 was observed. In

CH2Cl2, a decrease in Fe(CO)3 was observed but no conclusion about Fe(CO)4 can be made
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as the broad, inverted, 2D-IR signal obscures this. It was therefore assumed to be analogous

to Fe(CO)5 in heptane.

2.3.2 Solvent dependence

A very interesting result that has is arisen is the increase in the formation of Fe(CO)3 in

heptane, but in CH2Cl2 a decrease of Fe(CO)3 is observed. At this stage it is unclear why this

occurs, but it could relate to the polarity of solvents and solvatochromic effect that that has.

It is also possible that the solvent cage is partially responsible which was thought to have an

an effect by Portius et al.76 Both of these factors will affect and perturb the potential energy

surface (PES) significantly. Experiments were attempted in perfluoro(methylcyclohexane)

(PFMCH), unfortunately the small signals made it difficult to resolve any small peaks in

the T-2D-IR spectrum. A higher concentration solution could allow the smaller peaks to be

resolved and this would allow a trend in polarity to be assessed. It would also be interesting

to investigate the effect much more polar solvents such as an alcohol have on the formation

of Fe(CO)3.

2.3.3 Pump frequency dependence

The increase in formation of Fe(CO)3 when Fe(CO)5 is first vibrationally excited in heptane

has been shown to not depend on the vibrational mode being excited. However, the formation

of Fe(CO)3 appears to be vibrationally mode specific when Fe(CO)5 is solvated in CH2Cl2.

Only exciting the lower energy vibrational mode results in a change (e’), this suggests that
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it is the equatorial CO ligands that dissociate. This could relate to solvent cage around the

molecule and more specifically the effect the polarity of solvent has on dipole moment of the

molecule.

For heptane, the T-2D-IR spectrum in Figure 2.16, shows that either vibrational mode can

be excited and this results in a change of Fe(CO)3. As Cahoon et al. have shown, Berry-

pseudorotation occurs for Fe(CO)5 and this is responsible for the vibrational energy transfer

between modes.74 It is possible that the a2” mode is excited, the vibrational energy is

transferred to the e’ mode of Fe(CO)5 and then the UV excitation and photodissociation

occurs. This is, however, unlikely as the intensity of the Fe(CO)3 peak in the T-2D-IR

spectrum does not significantly vary between the two modes. Figure 2.19 shows a gradual

increase in the amount of Fe(CO)3 formed as the delay time between IR and UV pump pulses

decreases to 2 ps. This gradual increase is related to the solution dissipating less vibrational

energy from Fe(CO)5 molecules as the delay time decreases. If the vibrational pre-excitation

was mode specific, this trend would follow a more substantial increase in intensity versus

delay time and would be on a similar timescale to the Berry-pseudorotation process, which it

is not. Interestingly, in CH2Cl2, it might be expected to see a very small change in Fe(CO)3

formed when the higher energy a2” mode was excited since the lower energy vibrational

mode would be populated via the Berry-pseudorotation process. This is not observed in

Figure 2.21, most likely due to a combination of two factors: firstly, the signals involved

in T-2D-IR are very small and so any change that can be observed must be significant to

be visible above the noise, and secondly it is only 2 ps between IR and UV excitations and

therefore the population of the a2” mode is too small to observe a change. Unfortunately data
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Fig. 2.24 A simplified diagram showing the ground (GS) and dissociative excited states (ES)
potentials of Fe(CO)5 as well as potentials for the two photoproducts Fe(CO)4 and Fe(CO)3.
Two different electronic transitions: one from the vibrational ground state (left) and one from
the 1st vibrationally excited state (right) are displayed.

at longer time delays between excitations were not collected. It is of course assumed that

Berry-pseudorotation for Fe(CO)5 occurs in CH2Cl2, but solvent assisted IVR would also

follow the same arguments. There is also the issue of lineshape ‘leakage’ in the pump axis,

where the lineshape of the IRpump is reflected in the spectrum. This makes it more difficult to

conclusively say whether the IRpump is vibrationally mode specific or not because it has a

FWHM of ca. 28 cm−1. However, there is substantial contrast between Fe(CO)5 in heptane

and CH2Cl2 and so it is not thought to be significant. The spatial resolution in the pump axis

could also be improved by using the pulse-shaping technique.

The vibronic coupling of Fe(CO)5 in solution is clearly a major factor in these results.

The vibrational pre-excitation will perturb the vibrational wavepacket relaxation pathway

within the excited state potential. Figure 2.24 shows a cartoon representation of this process,

with Fe(CO)5 excited into a dissociative state before eventually forming either Fe(CO)4 or

Fe(CO)3. The slight change in wavepacket relaxation pathway could result in less chance of
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lower energy states being accessed and therefore a greater or lesser probability of Fe(CO)3

forming in heptane or CH2Cl2, respectively. This is likely responsible for the change in

formation of Fe(CO)3. It is also possible that with Fe(CO)5 in a vibrationally excited state the

‘extended’ CO ligands would result in a greater probability of dissociation, however, this is

not evidenced by a decrease in Fe(CO)3 with Fe(CO)5 in CH2Cl2. By vibrationally exciting

the molecule first, the ‘extra’ energy is provided before the photodissociation process occurs

and so it is logical that more energy in results in a change in an increase in the amount of

Fe(CO)3 produced, however, this again is far too simplistic and not correct, as a decrease

is observed for CH2Cl2. Therefore the process involved in vibrationally controlling the

photodissociation Fe(CO)5 is a very complex problem where more experiments are required

to elucidate this.

2.4 Conclusion and future work

2.4.1 Conclusion

It has been demonstrated that IRpump pulses can be used to steer the photodissociation of

Fe(CO)5. It was determined that the UVpump pulse followed by the IRpump pulse resulted in

no change in the formation of Fe(CO)4 and Fe(CO)3. Whereas the IRpump followed by the

UVpump resulted in an increase in the formation of Fe(CO)3 in heptane, but a decrease in

Fe(CO)3 was observed in CH2Cl2. The IRpump was found to be mode specific for CH2Cl2
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but not heptane as a solvent. It is clear that further work needs to be carried out to understand

these observations.

2.4.2 Future work

These experiments could be repeated using the pulse shaping method, this provides better

control over the time and frequency resolution which would limit lineshape ‘leakage’. It

would also be interesting to carry out this experiment again in more polar solvents such as

acetonitrile or an alcohol – leading to a better understanding of the solvent effects on the

formation of Fe(CO)3. IRpump-UVprobe experiments could be used to observe if there is a

major shift in the electronic transition at 266 nm of Fe(CO)5 as a result of the vibrational

excitation. Another very interesting experiment would be to try exciting the CO ligand

overtone band and observing the effect this has on the formation of Fe(CO)3, however,

this may be difficult as signals could be very weak. This could inform us whether the

changes observed are caused simply by the molecule being excited to a higher energy, or it

is the perturbation of the vibrational wavepacket relaxation in the excited state that causes

this.

DFT calculations for the photodissociation of Fe(CO)5 could be used to gain an understanding

into these observations. PES could be calculated for the dissociation of CO ligands for a

ground state molecule as well as for a vibrationally and electronically excited molecule. This

could be further expanded from gas state to solvated molecule calculations, the impact of

different solvents on the PES could be determined this way. However, since these calculations
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would involve modelling conical intersections and vibronic coupling, these calculations would

be extremely challenging and would require bespoke methods not available in conventional

ab initio calculation software packages which were not available during my studies, and

would require collaboration with more specialist theory groups.





Chapter 3

Gelation of Carrageenan

3.1 Introduction

3.1.1 Structure and Function

Carrageenan is a sulfated polysaccharide that is an extract of red seaweed. It is used

throughout the food and cosmetic industries as a thickening, stabilising or gelling agent.

This is because it is a hydrocolloid, which can change the viscosity, solubility and water

binding affinity of component mixtures all of which contribute to the critical property, texture.

Carrageenan is useful compared to other gelation agents because it can form gels at very low

concentrations (ca. 1% w/w).77 It has also been shown that it limits ice crystals growth in

frozen foods which is crucial to the stability and lifespan of the product.78
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Fig. 3.1 The chemical structures for κ-, ι- and λ -carrageenan.

Carrageenan polymer chains are formed from repeating galactose and 3,6 anhydrogalactose

units which can be substituted with sulfur groups at various positions, glycosidic bonds link

the various units together. There are up to 15 different forms of carrageenan, however, the

three main forms are: κ-, ι- and λ -carrageenan,79 , differing from each other in the number

and position of the organosulfate groups. The average molecular weight of carrageenan

chains is ca. 500 kDa.80 The chemical structures of these forms are shown in Figure 3.1. κ-

and ι-carrageenan are both gel-forming, whereas λ -carrageenan does not form a gel.81 The

interactions with cations with and around these functional groups are thought to be critical to

the gel’s properties and the gelation mechanism.

3.1.2 Gelation Process

Carrageenan exists in disordered random coils in solution at high temperatures.82 As the

temperature is lowered past the gel-sol transition, double helix structures start to form. These

double helices can then aggregate as the temperature is lowered further (Figure 3.2).83

It has been shown that cations contained within solution stabilise the helical structures

both intramolecularly and intermolecularly.84 Many different factors affect the gelation of

carrageenan, these include: salt type (more specifically, size and valency of the cation), salt

concentration, pH of solution and carrageenan concentration.85
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Fig. 3.2 Cartoon showing how carrageenan forms helical structures and aggregates from a
random coil state as the temperature of solution is lowered. Reproduced from [86].

Fig. 3.3 Phase diagram showing gel-sol transition of κ-carrageenan and the three different
phases. The plot displays heating and cooling plotted with the free concentration of K+ (C)
agianst melting temperature (Tm). Reproduced from [87].
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Fig. 3.4 Cartoon representation showing the different types of gelation that can occur with
carrageenan via (a) aggregation of helices (superhelix formation) (b) cross-linking junctions.
Reproduced from [83].

The cation concentration and the temperature are the two main factors that affect the gelation

of carrageen. Figure 3.3 shows the phase diagram of κ-carrageenan which has been plotted

with the critical K+ concentration (CT ) against melting temperature (Tm ) with heating and

cooling curves. The carrageenan firstly exists in phase I which is the solution phase, here the

carrageenan chains are in a disordered conformation. Phase II exists when the temperature is

lowered at small concentrations of K+. No gelation occurs because it is believed that there is

not a high enough concentration of cations to stabilise the organosulfate groups that have to

be in close proximity to each other.88 Phase III is the gelation phase where the κ-carrageenan

double helices aggregate together as the temperature is lowered at higher K+ concentrations.

It is thought that these aggregates are stabilised by the cations.83

κ-carrageenan

κ-carrageenan forms brittle gels. This is thought to be because the double helices aggregate

into super helical conformations (as shown in Figure 3.4).89 It gels well with large univalent
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(a) Intramolecular interactions

(b) Intermolecular interactions

Fig. 3.5 The chemical structure of κ-carrageenan showing the ionic and electrostatic cation
interactions respectively represented by green and blue lines. Reproduced from [85].

cations present such as K+, Rb+ and Cs+. However, smaller univalent cations such as Na+

and Li+ have a detrimental effect on the gelation of κ-carrageenan, even preventing gelation

altogether providing the concentration is high enough.88,90,91 Interestingly, large anions can

also prevent gelation. For example iodide ions have been shown to reduce gelation, this is

thought to be caused by the screening effect the large anions play with respect to the cations

present, preventing the helices from aggregating.92 It is thought that in the case of K+, it

interacts mainly with the oxygen of the organosulfate group as well as with the oxygen of

the ether group, this is shown in Figure 3.5b. In the case of intermolecular interactions, the

cation again has two interactions with the first molecule whilst having a third electrostatic

interaction with the sulfate group of the other molecule (shown in Figure 3.5b).85

ι-carrageenan

Conversely, ι-carrageenan forms more flexible gels, this is because large helical aggregates

are not thought to form. Instead, the gelation occurs because various junctions form, connect-

ing the double helices together (shown in Figure 3.4). Evidence based on the lack hysteresis
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(a) Intramolecular interactions
(b) Intermolecular interactions

Fig. 3.6 The chemical structure of ι-carrageenan showing the ionic and electrostatic cation
interactions respectively represented by green and blue lines. The charge density is clearly
higher when compared with κ-carrageenan. Reproduced from [85].

compared with the κ-carrageenan supports this.83 ι-carrageenan undergoes gelation with

divalent cations such as Ca2+ but not with smaller univalent cations like Na+.90 This is be-

cause the ι form contains another organosulfate group and hence is more negatively charged,

therefore a larger charge is required to stabilise both organosulfate groups. Intramolecularly,

the cation experiences ionic interactions with oxygens from both organosulfate groups as

shown in Figure 3.6a. The cation can then experience a third electrostatic interaction in the

intermolecular case. This is from one of the sulfate groups on the other molecule and is a

weaker electrostatic interaction, this is shown in Figure 3.6b.85

λ -carrageenan

λ -carrageenan is known as the non-gelling carrageenan because of the three organosulfate

groups located on the disaccharide unit which are thought to repel each other. However, it has

been suggested that it does gel at very high concentrations ca. 5 % w/w or in the presence of

trivalent cations such as Fe3+.93
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3.1.3 Previous research

The gelation and structure of carrageenan has been investigated for over 60 years using a

whole variety of methods. For example, x-ray scattering experiments by Bayley provided

the first evidence for the helical structure of κ-carrageenan.94 Since then, other x-ray scat-

tering experiments have provided evidence for the double helix structure found in both κ

and ι-carrageenan, as well as the aggregation of helical structures.84,95,96 Atomic force

microscopy has been used to elucidate how the polymer strands coil and aggregate.97 A host

of other experimental techniques have been used to analyse carrageenan, for example NMR,

dynamic light scattering and differential scanning calorimetry (DSC).89,98,99 The section

below highlights a variety of experimental techniques used to investigate carrageenan.

Rheology has been the main technique used to study the gelation of carrageenan. The

sol-transition is defined in rheology as the crossover point between the bulk and storage

modulus. For 2 % κ-carrageenan solutions the transition temperature was determined to

be ca. 30 ◦C and for 2 % ι-carrageenan solutions it was determined to be ca. 50 ◦C.87,100

There have been many rheological studies investigating both low and high temperature

regimes, as well as different solution concentrations, cation types and concentrations of

carrageenan.90,101–103

A light scattering study by Meunier et al. looked at how the rate of aggregation of κ-

carrageenan changed with temperature and salt concentration.99 They concluded that the

aggregation rate increases with decreasing temperature and increasing salt concentration. It



78 Gelation of Carrageenan

was also stated, based on optical rotation measurements, that helical conformation is not

affected by aggregation.99

DSC was used by Viebke et al. to measure the transition enthalpies of κ-carrageenan related

to the formation of aggregates and investigate how these change with salt concentration

and type. There is evidence that the stability of the aggregates was only dependent on

the concentration of caesium cations and not the type of anion present. This suggested

that the structure of aggregates is highly dependent on the cations present.89 However, the

structure and formation of the aggregates is still relatively unknown and it is not clear if these

aggregates form smaller structures before combining into larger ones.

NMR is a very powerful spectroscopic technique which has been applied to a wide variety of

research.1 Carrageenan studies using NMR have even been undertaken. For example Bosco

et al. used 1H and 13C NMR to investigate the structure of κ-carrageenan in the disordered

phase (ca. 60 ◦C).82 It was found that the chains explored rather restricted conformations

and this was further supported by molecular dynamics simulations. It was concluded that

in the disordered state the carrageenan chains form loose helices or coils and that there

was no evidence for the interaction between chains to form double helices in this phase.

Although molecular dynamic models support these results, DMSO was used as a solvent

for the carrageenan, therefore it is unknown exactly how carrageenan interacts with the

solvent and caution must be exercised when extrapolating these findings to using water as a

solvent.82
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A very interesting and detailed study again utilised 1H and 13C NMR to investigate the

effect that small impurities (such as µ-carrobiose) have on the structure of carrageenan gels.

Evidence was found to suggest that these impure units disrupted the helical structure and

were therefore likely to play a role in the interactions between various chains at junctions

(shown in Figure 3.4). These main interactions at junctions are thought to be hydrogen bonds

forming between various µ-carrobiose units.104

Naumann et al. investigated both ι- and κ-carrageenan using 2H and 23Na NMR, specifically

looking at how the anisotropy of the gel changed as it was stretched using specialist apparatus.

Both ι and κ forms were shown to be isotropic but became anisotropic when stretched. A

larger anisotropy was observed for the ι form, this is most likely due to the Na+ cations

electrostatically interacting with the organosulfate groups. As gelation is being investigated,

the solvent is an essential component of the structure, however, most NMR solvents are

deuterated and these can cause slightly different gel structures.105 Therefore care must be

taken when interpreting results from experiments that use D2O as a solvent.106

3.1.4 Vibrational Spectroscopy

Vibrational spectroscopy is a very powerful technique which can provide vast amounts of

information about the system being studied. It is very flexible, requires very little sample

preparation and often allows the sample to be studied in situ. There have been many studies

of carrageenan using FTIR and to a lesser extent Raman spectroscopy. The first recorded
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Fig. 3.7 ATR-FTIR spectra of κ-, ι and λ -carrageenan at 20 ◦C. The main spectral features
have been highlighted. Reproduced from [113].

FTIR spectra of carrageenan was by Bayley in 1955, since then many studies have been

undertaken.107–112

Many early studies concentrated on band assignments by comparing differences between the

various types of carrageenan.107–111,114,115 These have been summarised in Table 3.1 and

Figure 3.7 which shows ATR-FTIR spectra of the three main types of carrageenan at room

temperature. Belton et al. first investigated the effect of different cations on the FTIR spectra

of κ and ι-carrageenan.107 It was concluded that the spectral variations observed for different

cations were due to differences in the carrageenan structure as opposed to specific interactions

of the cations with the carrageenan chains. Following this, a variable temperature study was

conducted over a temperature range of 80 - 30 ◦C, with various cations.108 The spectral

changes observed were again attributed with conformational changes in the carrageenan

structures and gel-sol transition temperatures were identified.108 The conclusion from the
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Table 3.1 Spectral band assignments for κ-, ι and λ -carrageenan, +/- represents present/not
present in spectrum. Reproduced from [114].

Wavenumber / cm−1 Functional Group κ ι λ

3400-3000 O-H + + +
2920 C-H (stretching) + + +

1380-1355 Sulfates + + +
1250-1230 O=S=O (antisymmetric stretching) + + +

1190 S=O (antisymmetric stretching) + + -
1160-1155 C-O-C (antisymmetric stretching) + + +

1125 Glycosidic bonds (antisymmetric stretching) + + +
1090 S-O (symmetric stretching) + + +

1080-1040 C-O and C-OH + + +
1045 C-OH and S=O + + +
1026 S=O in C2 (pseudo-symmetric stretching) - + +
1012 S=O in C6 (pseudo-symmetric stretching) - - +
1002 Glycosidic bonds + + +

970-965 Glycosidic bonds + + +
930 C-O-C (3,6-anhydrogalactose) + + +

900-890 C6 group in β -D-galactose + + +
850-840 C4-O-S group in galactose (stretching) + + -
830-825 C2-O-S galactose - - +
820-810 C6-O-S (stretching) - - +
805-800 C2-O-S in 3,6-anhydrogalactose - + -
740-725 C-O-C α(1,3) (stretching) + + -
615-608 O=S=O (bending) + + +

580 O=S=O (bending) + + +
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earlier study, that the spectral changes were not directly due to the different cations bound to

the chains but a result of inherent structural changes, was agian reinforced.110

More recently, FTIR spectroscopy has been used to help identify the different types of

carrageenan, as well as the respective purity of the samples. This has been achievable by

combining the ease of ATR-FTIR spectroscopy with partial least squares (PLS) modelling;

which utilises a set of calibration samples to form a model which can then be used to predict

the purity of samples.109,114

Calum Welsh most recently used ATR-FTIR spectroscopy in conjunction with multivari-

ate analysis and 2D correlation spectroscopy (2DCOS) to investigate the gelation of car-

rageenan.113 Figures 3.8 and 3.9 show the multivariate curve resolution (MCR) components

(akin to pure component spectra) and scores (concentration profile) of ι- and κ-carrageenan

solutions as they cooled from 80 to 10 ◦C, respectively. Sharp changes in gradient are

observed with the scores, which are thought to correspond to the start of molecular rear-

rangements as part of the sol-gel transition. For ι-carrageenan, this starts at ca. 60 ◦C and

the crossover point occurs at ca. 53 ◦C which are both significantly above the rheologically

determined transition temperature of ca. 35 ◦C. It is thought that the ATR-FTIR spectra

are detecting the molecular rearrangements of the carrageenan, which must occur before

the macroscopic sol-gel transition is detected by rheology. These molecular rearrangements

continue to occur (although slowing) throughout the remainder of the cooling process. For

κ-carrageenan, the sharp change in the score gradients occur at a much lower temperature of

ca. 33 ◦C (30 ◦C at the crossover point) which is much closer to the rheologically determined
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sol-gel temperature of 35 ◦C. The scores also appear to stop changing after 20 ◦C and suggest

that κ-carrageenan has a much smaller temperature window for its sol-gel transition than

ι-carrageenan.

A study recently undertaken by Makshakova, utilised FTIR spectroscopy in combination

with DFT calculations to investigate cation binding and structural changes associated with

the gelation of κ-carrageenan. It was found there were three different conformations for the

organosulfate groups assigned to: one cation free state and two different cation bound states.

Upon cooling, specific cation binding of the organosulfate groups preceded the formation of

the helical structure. The DFT calculations indicated that the specific cation binding helped

stabilise the helical conformation of κ-carrageenan. This was by interacting with two oxygen

atoms of the organosulfate groups and one oxygen from the ether group on the galactose

monomer unit.116

3.1.5 Aims

2D-IR spectroscopy allows us to directly probe the organosulfate functional groups and their

environment as gelation occurs. The aim of this chapter was to further the understanding of

the process of gelation carrageenan by investigating the molecular rearrangements that occur

during this process. The solvent environment within carrageenan solutions is also important

to investigate because, as stated previously, carrageenan has been shown to slow the growth

of ice crystals in frozen solutions and the presence of carrageenan must therefore directly

affect the Oswald ripening process.117 In the next sections the gelation of carrageenan is
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Fig. 3.8 MCR components (above) and scores (below) of 2% ι-carrageenan solution ATR-
FTIR spectra as it is cooled from 80 to 10 ◦C. The process of gelation only appears to start ca.
60 ◦C and continue past the lower temperature limit of 10 ◦C, with the midpoint of gelation
occurring at ca. 50 ◦C. Reproduced from [113].
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Fig. 3.9 MCR components (above) and scores (below) of 2% κ-carrageenan solution ATR-
FTIR spectra as it is cooled from 80 to 10 ◦C. The process of gelation only starts much
later ca. 35 ◦C and appears to stop just past the lower temperature limit of 10 ◦C, with the
midpoint of gelation occurring at ca. 30 ◦C. Reproduced from [113].
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investigated using 2D-IR spectroscopy. Firstly, by probing how the organosulfate functional

groups change throughout the gelation process. Following this, the water dynamics of

carrageenan solutions were investigated via the use of a probe molecule (ferrocyanide) and

looking specifically at how spectral diffusion varies with temperature. This will serve as

a basic foundation from which sub-zero temperature solutions can be investigated in the

future.

3.2 Results

This section presents 2D-IR spectra obtained for κ-carrageenan and ι-carrageenan solutions

at a range of temperatures. The first set of spectra are of 2 % κ- and ι-carrageenan solutions,

focussing on the organosulfate band at ca. 1250 cm−1, at temperatures of 70, 45 and 22 ◦C

as gelation occurs. These spectra were collected using the frequency domain technique. The

second set of spectra are of 4 % ι- and κ-carrageenan solutions containing ferrocyanide and

investigate the solvent dynamics. The spectra were collected using the pulse-shaping method

in the time domain and looked at the CN stretch of potassium ferrocyanide in solution. Figure

3.10 shows the structure and FTIR spectrum of potassium ferrocyanide in water, only one

peak is observed at ca. 2040 cm−1 in a clear region of the spectrum. Spectra were collected

at a range of temperatures from 20-80 ◦C and analysed to assess the effect of gelation on the

solvent dynamics.
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Fig. 3.10 FTIR spectrum of potassium ferrocyanide showing only one peak at 2040 cm−1 in
the spectral region of interest. The chemical structure of potassium ferrocyanide is displayed
above the spectrum.

3.2.1 ι-Carrageenan

Looking first at ι-carrageenan, the 2D-IR spectrum of a 2% w/w ι-carrageenan solution at

70 ◦C (solution state) is shown in Figure 3.11. Two large broad peaks are the main features

of this spectrum. Firstly, the blue peak (ωprobe = ca. 1260 cm−1) represents a depletion in

the population of the ground vibrational state (bleach ν0→1). Secondly, the red peak (ωprobe

= ca. 1210 cm−1) represents an increase in the population of the first vibrationally excited

state (ν1→2).

As the temperature of the ι-carrageenan solution is reduced to 45 ◦C, changes are observed

in the 2D-IR spectrum shown in Figure 3.12. The most significant change is the appearance
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Fig. 3.11 2D-IR spectrum of 2% w/w solution of ι-carrageenan at 70 ◦C, red and blue
contours represent positive and negative changes in absorbances respectively. Above is the
FTIR spectrum for the same sample.
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1

2

2

1

Fig. 3.12 2D-IR spectrum of 2% w/w solution of ι-carrageenan at 45 ◦C, red and blue
contours represent positive and negative changes in absorbances respectively. Numbers 1
and 2 represent different spectral features. Above is the FTIR spectrum for the same sample.
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Fig. 3.13 2D-IR spectrum of 2% w/w solution of ι-carrageenan at 22 ◦C, red and blue
contours represent positive and negative changes in absorbances respectively. The dashed
green line shows where spectral slices were ectracted from to highlight cross peaks at lower
temperature. Above is the FTIR spectrum for the same sample.

of this small hot transition peak centred at ωprobe = ca. 1245 cm−1 and ωpump = ca. 1255

cm−1 (labelled red feature 2). This is thought to be related to the gelation of ι-carrageenan

as the sol-gel transition should be occurring at this temperature. There is also a small ground

state bleach which also becomes more prominent as the temperature is decreased (ωprobe

= ca. 1225 cm−1 and ωpump = ca. 1210 cm−1, blue feature 2) and is again thought to be

related to the gelation.
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Fig. 3.14 2D-IR interpolated spectral slice of ι-carrageenan along the ωpump axis at 1205
cm−1 at different temperatures. Cross peaks become more resolved as the temperature is
decreased.

Figure 3.13 shows the 2D-IR spectrum when the temperature ι-carrageenan is further de-

creased to 22 ◦C. The small hot transition peak becomes more prominent, as well as the

ground state bleach. It appears to become even more ‘detached’ from the main peaks, the

hot transition also appears to blueshift in frequency. Cross peaks can now be observed along

the pump axis in the main hot transition. There appears to be three separate peaks in the

band – which could indicate separate conformations relating to the organosulfate functional

groups.

In order to analyse the cross peaks observed, a probe slice from the 2D-IR spectrum is

extracted along the pump axis (represented by the green dashed line in Figure 3.13). These
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Table 3.2 The peak positions and relative areas of peaks fitted to ι-carrageenan spectral slices
at different temperatures. These show the redistribution in spectral intensity to cross peaks at
lower temperature.

Temperature / ◦C Peak Peak position / cm−1 Normalised area

22
1 1212 0.47
2 1234 0.26
3 1258 0.28

45
1 1213 0.43
2 1233 0.25
3 1257 0.32

70
1 1213 0.33
2 1233 0.30
3 1257 0.37

probe slices are shown in Figure 3.14 for each temperature and are obtained at 1205 cm−1

on the probe axis. Again, starting at high temperature there is one broad peak, then as

the temperature decreases, separate peaks start to become resolved. Each probe slice was

fitted with three peaks and the relative areas of the peaks are shown in Table 3.2.* As the

temperature decreases, the relative area of the three peaks becomes more distributed towards

to the lower frequencies, indicating an overall redshift, as well as the range of environments

becoming more limited. At higher temperatures, the relative area of each peak is distributed

evenly, suggesting a large range of environments for the organosulfate groups.

*Three peaks were selected based on the spectrum at 22 ◦C. At 70 ◦C the overall band is likely formed of
many different peaks.
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Fig. 3.15 2D-IR spectrum of 2% w/w solution of κ-carrageenan at 70 ◦C, red and blue
contours represent positive and negative changes in absorbances respectively. Above is the
FTIR spectrum for the same sample.

3.2.2 κ-Carrageenan

Moving now to look at κ-carrageenan, Figure 3.17 shows the 2D-IR spectrum at 70 ◦C. Once

again the main features are the blue ground state bleach and the red hot transition – these are

similar for ι-carrageenan.

As the sample is cooled to 45 ◦C (past the gel-sol transition) the 2D-IR spectrum changes

slightly (Figure 3.16). A small hot transition starts to appear at ωprobe = ca. 1240 cm−1 and
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Fig. 3.16 2D-IR spectrum of 2% w/w solution of κ-carrageenan at 45 ◦C, red and blue
contours represent positive and negative changes in absorbances respectively. Above is the
FTIR spectrum for the same sample.

ωpump = ca. 1250 cm−1 which is a shoulder of the main band. The small ground state bleach

(ωprobe = ca. 1225 cm−1 and ωpump = ca. 1205 cm−1) appears to be unchanged with this

decrease in temperature. However, the main fundamental transition peak becomes slightly

narrower.

Upon a further decrease in temperature to ca. 20 ◦C, these small features in the spectrum

become more exaggerated. Figure 3.17 shows the 2D-IR spectrum where the small hot

transition appears separate from the main band, as does the small ground state bleach. Both
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Fig. 3.17 2D-IR spectrum of 2% w/w solution of κ-carrageenan at 22 ◦C, red and blue
contours represent positive and negative changes in absorbances respectively. Above is the
FTIR spectrum for the same sample.
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Fig. 3.18 2D-IR interpolated spectral slice of κ-carrageenan along the ωpump axis at 1205
cm−1 at different temperatures. A significant change in the spectral slice is only seen at
higher temperature.

main peaks appear to narrow with a decrease in temperature suggesting a reduction in the

range environments that exist as gelation occurs. These small features could suggest that

a separate environment of the organosulfate functional groups exists as the temperature is

decreased further.

Figure 3.18 shows the spectral slices along the ωpump axis (ωprobe = 1205 cm−1) of the

κ-carrageenan sample at different temperatures. As the temperature is decreased from 70 to

45 ◦C, there is a redshift of the maximum of the spectral slice, as well as an overall narrowing

of the band. Upon a further decrease in temperature to 22 ◦C, there is no significant change in



3.2 Results 97

the spectral slice.† This suggests that there is very little change occurring in this temperature

range.

Unfortunately, the time resolution of the frequency domain technique (ca. 1-2 ps) is ap-

proximately the same as the vibrational decay lifetime of the sample. The kinetic decay

of the peaks are therefore not particularly useful. An attempt was made to use the time

domain technique using the 2D-IR spectrometer in Nottingham, however, there was little to

no mid-IR output in the ca. 1250 cm−1 region. Figure 3.19 shows the mid-IR laser output set

at a range of wavelengths. A sharp decrease in intensity at ca. 1250 cm−1 is clearly evident.

This prevented repeating these measurements with a better time resolution.

†The overall band shapes of the spectral slices do appear slightly abnormal.
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Fig. 3.19 Mid-IR spectral output at different tuning wavelengths measured using an FTIR
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large intensity drop can be observed indicating the OPA and DFG output is affected in this
region.
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3.2.3 Solvent dynamics

In order to assess what effect gelation had on the solvent environment for carrageenan, an

anionic probe molecule, ferrocyanide, was used. Carrageenan is an anionic polymer, therefore

in theory, this results in the probe molecule being immersed in the solvent environment and

not near carrageenan chains. 4 % w/w ι and κ-carrageen solutions were made with a

potassium ferrocyanide concentration of ca. 0.18 M. The high concentration of carrageenan

was selected as it was thought this was the best opportunity to observe changes in the solvent

environment with gelation.118 2D-IR spectra of the two carrageenan solutions and water

(as a control) were measured in the CN stretching region using the time domain technique

at a range of temperatures (20 - 80 ◦C). Unfortunately, due to limited experimental time,

experiments had to be performed over multiple days and could not be performed in one day.

As a result a decision was made to collect spectra with increasing, instead of decreasing,

temperature as it had been done previously.

Hysteresis does occur with carrageenan samples, for example the gel-sol and sol-gel tran-

sition temperatures for 4 % κ-carrageenan samples have been measured at 45 and 61 ◦C,

respectively.119 The impact of different cations and anions has been extensively studied

with carrageenan and so adding ferrocyanide does have the potential to affect the gela-

tion.120
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Fig. 3.20 FTIR spectra of 4 % w/w ι-carrageenan solutions with 0.18 M ferrocyanide at a
range of temperatures (20 - 80 ◦C). Significant changes with temperature are mainly observed
at ca. 1250 cm−1 which represent the organosulfate groups.

FTIR Spectroscopy

The gelation of carrageenan is dependent on the salt type as well as the concentration of

the sample. For example, for κ-carrageenan the strength of gel formed is reduced in the

presence of iodide ions.92 4 % κ-carrageenan has a different sol-gel transition temperature

to a concentration of 1 %.119 For this reason, it was important to assess the gelation of

carrageenan at the higher 4 % concentration as well as with the added ferrocynide in the

solution. FTIR spectroscopy in combination with multivariate analysis was used to assess the

gelation of carrageenan. Calum Welsh developed this technique which used MCR to assess

the sol-gel transition temperature as well as the molecular rearrangements that occur during

this process.113
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(a) MCR Components (b) MCR Scores

Fig. 3.21 MCR components and scores from the MCR analysis of ι-carrageenan FTIR spectra.
Scores show gelation occurring at ca. 65 ◦C.

The FTIR spectra are shown in Figure 3.20 and 3.22 for ι- and κ-carrageenan, respectively.

They both show similar changes to those observed in [113] for 2 % concentration solutions

without ferrocyanide present. There are however a few major differences: firstly, the tem-

perature is increased here instead of decreased (assessing the gel-sol transition instead of

the sol-gel transition), secondly, these spectra were measured using a variable temperature

Harrick cell in transmission mode as opposed to ATR-FTIR spectroscopy. The two MCR

factors (gel and sol states) extracted for both types of carrageenan are consistent with those

in [113], with changes observed in the organosulfate region and glycosidic linkage regions

(Figures 3.21 and 3.23). The sol-gel transition was defined as the temperature when the two

MCR scores cross, it was assumed to be the same for the gel-sol transition. For ι-carrageenan

this was 62 ◦C and for κ-carrageenan it was 50 ◦C. This is consistent with the literature

of 4 % solutions and gel-sol transition temperatures (for κ-carrageenan it is 61 ◦C and for

ι-carrageenan a higher temperature is expected).119 Based on the FTIR spectra and MCR

analysis, it was concluded that ferrocyanide does not have a significant impact on the gelation
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Fig. 3.22 FTIR spectra of 4 % w/w ι-carrageenan solutions with 0.18 M ferrocyanide at a
range of temperatures (20 - 80 ◦C). Again, the most significant changes with temperature are
mainly observed at ca. 1250 cm−1 which represent the organosulfate groups.

process of carrageenan. This is thought to be because there is already a significant KCl con-

centration present within the carrageenan sample which is integral to the gelation process. It

is also concluded that transmittance FTIR spectroscopy can also be used with MCR analysis

instead of ATR-FTIR spectroscopy, although the experiments are more time consuming and

the temperature resolution is also significantly reduced (from 0.1 ◦C to > 1 ◦C).113

Looking at the FTIR spectra in the CN stretching region for the carrageenan samples (Figure

3.24), there is very little change observed in the peak widths or maximum peak position

as the temperature is changed. This suggests that the solvent environment is not changing

significantly over the temperature range based on FTIR spectroscopy.
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(a) MCR Components (b) MCR Scores

Fig. 3.23 MCR components and scores from the MCR analysis of κ-carrageenan FTIR
spectra. The scores indicate gelation is occurring at ca. 55 ◦C.

Fig. 3.24 FTIR spectra of 4 % w/w ι and κ-carrageenan solutions with 0.18 M ferrocyanide
at a range of temperatures (20 - 80 ◦C) in the CN stretching region. No significant variation
is observed with temperature for the FTIR spectra.
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Fig. 3.25 2D-IR spectra of ferrocyanide in different solutions at a waiting time of 0.5 ps. No
significant differences are observed between the different solutions.

2D-IR

2D-IR is a much more sensitive technique than linear FTIR spectroscopy, it is also provides

a lot more information on the dynamics and structure of a system. The dynamics of the CN

stretch has been analysed in order to assess the solvent environment in carrageenan solutions

when compared with water. Ferrocyanide has been used as the probe molecule here and has

been studied with 2D-IR spectroscopy before.
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Figure 3.25 shows 2D-IR spectra of the CN stretch of ferrocyanide in (a) water, (b) 4 %

ι-carrageenan and (c) 4 % κ-carrageenan. They all contain the blue ν0→1 and red ν1→2

transitions and appear very similar except for scatter artefacts like the FTIR spectra.

Water

2D-IR spectra of ferrocyanide in water was measured at a range of temperatures: 20, 30, 40,

50, 60, 70, 80 ◦C as a reference. The vibrational lifetime of both peaks in the spectra was

measured by globally fitting (with a fast and slow factor ca. 0.3 and 4 ps) the peak intensities

as shown in Figure 3.26. An Arrhenius plot was used to assess how these lifetimes varied

with temperature (shown in Figure 3.27a) and no significant effect was observed for the long

decay component. This was probably due to the solvent only having a minor effect which is

likely driven mostly by IVR. At early waiting times, large oscillations were observed in the

vibrational decay curves (Figure 3.26b). The fits of the decay curves were subtracted from

the data and a FT was performed on the residual data, this is shown in Figure 3.27b where

the power spectrum is displayed. There are two main regions of intensity at ca. 60 and 125

cm−1 which do not vary in frequency over the range of temperatures. It is therefore assumed

that these are not due to solvent fluctuations, and are instead related to IVR of lower energy

vibrational modes of ferrocyanide. Very similar behaviour was observed for both types of

carrageenan.

Vibrational decay times were not analysed further for the carrageenan samples due to the

invariance with temperature. Instead, spectral diffusion was used as the main spectral probe.
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Spectral diffusion provides information about the solvent environment and fluctuations

occurring. There are multiple methods for measuring spectral diffusion, in this case ivCLS

was found to be the best method due to the noise and scatter artefacts in the spectra. Figure

3.28 shows the ivCLS plotted on top of the 2D-IR spectra (specifically the ν0→1 peak) at

various waiting times and two temperatures 20 and 80 ◦C. The gradient can be observed

decreasing as the waiting time of the spectrum increases. Figure 3.30 is a plot of the gradient

of the ivCLS versus waiting time with a respective exponential decay fit at each temperature.

Although it is difficult to observe changes between specific temperatures there is a definite

trend of the decay times getting shorter as the temperature increases. This is consistent with

solvent fluctuations becoming more frequent at higher temperatures, since more energy is

available to break H-bonding within the solvent network.

Using the Arrhenius equation (eq. 3.1), the rate of decay was plotted against the inverse

temperature and a linear fit was performed, which is shown in Figure 3.29. The gradient

of the linear fit is equivalent to the activation energy (Ea) of the process and the inverse

of the pre-exponential factor (A) can be used to estimate the time taken to cross energy

barrier. Ea was determined to be 7.6 kJmol−1 which is within but on the slightly lower

side of literature values of between 6.3 and 20.5 kJmol−1.121,122 The lower estimation,

compared with a previous value calculated using 2D-IR, could be due using ferrocyanide

as the probe molecule. The large negative charge of ferrocyanide could distort the local

structural fluctuations leading to a disruption of the local H-bonding network and therefore

an underestimation.123,124 Using the pre-exponential factor, the timescale to cross the energy

barrier is estimated to be 32 fs which is close to the 40 fs libration mode of water.125
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Fig. 3.26 Vibrational decay curves for the ν0→1 and ν1→2 peaks and the corresponding global
fits as a solid lines and all at a range of temperatures from 20 - 80 ◦C. Oscillations were
observed at early times. These were analysed further by calculating power spectra which is
shown later.
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Fig. 3.27 (a) A plot of ln(1/τ) versus 1/RT showing the temperature dependence of the
vibrational lifetime for ferrocyanide in water. No Arrhenius behaviour was observed for the
vibrational lifetimes and so this method was not used. (b) Power spectrum of the oscillations
observed in the ν1→2 peak intensity at early TW and at a range of temperatures from 20 - 80
◦C. Again no obvious temperature dependence was observed with the power spectra and so
this was not investigated further.
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Fig. 3.28 2D-IR spectra of ferrocyanide in water at 20 and 80 ◦C and at different waiting
times with the ivCLS plotted in red and the corresponding fit as a white line. The gradient of
the white line is used as a measure of spectral diffusion.

0.0 0.5 1.0 1.5 2.0
TW / ps

0.0

0.2

0.4

0.6

iv
C

L
S

20
30
40
50
60
70
80

Fig. 3.29 Plots of the ivCLS gradient versus waiting time, TW , at a range of temperatures
along with their respective biexponential decay fits for ferrocyanide in water. The rate of
spectral diffusion increases with increasing temperature.
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Fig. 3.30 A plot of ln(1/τ) versus 1/RT showing the temperature dependence of the spectral
diffusion rate constant for ferrocyanide in water. The error bars are propagated from the
ivCLS fits. The linear fit was used to calculate the Arrhenius behaviour.

ι-carrageenan

The ivCLS measured at various waiting times for ferrocyanide in 4 % ι-carrageenan looks

similar to that of water, and is shown in Figure 3.31. The gradient of the ivCLS versus TW is

plotted with respective exponential decay fits in Figure 3.32 for each temperature from 20 -

80 ◦C. Although the data is noisier there is still a general trend of the decay times getting

faster as the temperature increases. This is evident in the Arrhenius plot which is shown

in Figure 3.33 where Arrhenius behaviour is displayed. Ideally this would have been fitted

using a Vogel-Fulcher type equation (eq. 3.2) to analyse the gel-sol transition,126 however,

the noise makes this difficult, coupled with the fact that there is a high gel-sol transition

temperature (estimated from FTIR) of ca. 60 ◦C and low temperature resolution which
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Fig. 3.31 2D-IR spectra of ferrocyanide in ι-carrageenan at 20 and 80 ◦C and at different
waiting times with the ivCLS plotted in red and the corresponding fit as a white line, which
are used to calculate the spectral diffusion rate.

impedes this. The Ea calculated from the Arrhenius plot was determined to be 4.0 kJmol−1

which is approximately half that of what was calculated for water. The barrier crossing time

was determined to be substantially longer than water at 123 fs.

ln(1/τ) = Be−EA/R(T−T0) (3.2)
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Fig. 3.32 Plots of the ivCLS gradient versus waiting time, TW , at a range of temperatures
along with their respective exponential decay fits for ferrocyanide in ι-carrageenan. The
temperature dependence of the spectral diffusion rate is less clear than that of ferrocyanide
in water, however, there is still a general trend of increasing spectral diffusion rate with
temperature.
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Fig. 3.33 A plot of ln(1/τ) versus 1/RT showing the temperature dependence of the spectral
diffusion rate constant for ferrocyanide in ι-carrageenan. The error bars are propagated from
the ivCLS fits. The linear fit was used to calculate the Arrhenius behaviour.
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κ-carrageenan

Looking at κ-carrageenan, Figure 3.34 shows the ivCLS measured at various waiting times

for ferrocyanide in κ-carrageenan. The ivCLS gradient versus TW is plotted at a range of

temperatures with respective exponential decay fits in Figure 3.35. The Arrhenius plot of

the spectral diffusion against temperature is shown in Figure 3.36, which is very similar

to ι-carrageenan with a substantial amount of noise but still clearly displaying Arrhenius

behaviour. The Ea was again determined to be approximately half that of water with a value

of 3.8 kJmol−1. The barrier crossing time was calculated to be approximately the same as

ι-carrageenan with a value of 147 fs.

All calculated values relating to the Arrhenius plots is summarised in Table 3.3.

Table 3.3 The fitted parameters obtained from fitting the Arrhenius equation to the temperature
dependent plots for each of the samples.

Sample 1/A / fs Ea / kJmol−1

Water 32 ± 1 7.6 ± 0.7
ι-carrageenan 123 ± 1 4.0 ± 1.1
κ-carrageenan 147 ± 1 3.8 ±1.4
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Fig. 3.34 2D-IR spectra of ferrocyanide in κ-carrageenan at 20 and 80 ◦C and at different
waiting times with the ivCLS plotted in red and the corresponding fit as a white line, which
are used to calculate the spectral diffusion rate.
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Fig. 3.35 Plots of the ivCLS gradient versus waiting time, TW , at a range of temperatures
along with their respective exponential decay fits for ferrocyanide in κ-carrageenan. The
temperature dependence appears similar to that of ι-carrageenan.
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Fig. 3.36 A plot of ln(1/τ) versus 1/RT showing the temperature dependence of the spectral
diffusion rate constant for ferrocyanide in κ-carrageenan. The error bars are propagated from
the ivCLS fits. The linear fit was used to calculate the Arrhenius behaviour.

3.3 Discussion

3.3.1 Carrageenan gelation

κ-carrageenan

Looking specifically at κ-carrageenan 2D-IR spectra, as the temperature decreases there is a

general narrowing of the band as well as an overall redshift in the frequency. The narrowing is

indicative of a reduction in the large range of environments that the organosulfate functional

groups are in. An overall redshift indicates a weakening of the S –– O bond strength, which

is likely related to increased interactions between the organosulfate groups and stabilising

cations as the temperature decreases. The cations would result in a reduction in the electron
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density around the functional groups.116 Apart from the overall narrowing, a small peak

appears and becomes more prominent as the temperature decreases. This suggests that there

is a small subset of organosulfate groups which exist in a significantly different environment

from the rest.

Tako et al. proposed cation interactions based on rheological experiments and Makshakova

et al. further supported this with DFT calculations.85,116 The interaction with cations are

summarised in Figures 3.5 and 3.37 where cations are shown to interact with more than one

functional group and between chains. The small peak, significantly redshifted, observed

could possibly be due to exclusive interaction between a cation and organosulfate group.

This would explain the large frequency shift.

Spectral slices show little change for κ-carrageenan between 45 and 22 ◦C suggesting limited

molecular changes are occurring during this temperature decrease. During this temperature

window super helical structures are thought to form. The lack of change occurring could be

because IR spectroscopy is not sensitive to super helices forming, which is possible because

the major molecular rearrangements are occurring earlier on the gelation process when the

helices are formed and not when these helices aggregate.

ι-carrageenan

Very similar overall trends to κ-carrageenan are observed for ι-carrageenan with narrowing

of peaks along with a slight redshift in frequency. This again suggests a smaller range of

environments and interaction of ions. Unlike κ-carrageenan, cross peaks become very evident
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Fig. 3.37 Structure of κ-carrageenan monomer unit with a K+ cation interacting with the
organosulfate and ether functional groups. Reproduced from [116]

at 22 ◦C which indicates as the gelation occurs the organosulfate groups begin to interact

more and because these are cross peaks it suggests that these interacting groups are from

intertwined strands of carrageenan. This interaction could occur from two different sources,

either intra-monomer or inter-monomer vibrational energy transfer. Like the mechanism

proposed by Tako et al. for κ-carrageenan, a similar mechanism was proposed for ι-

carrageenan except these experiments were performed with Ca2+ cations which is thought

to strengthen the gel formed by stabilising the higher density of charge on each monomer

unit.85 In this case the cation is predominantly K+ but it is assumed to have a similar overall

effect. The inter-monomer energy transfer could be mediated via the cation. Alternatively,

the intra-chain energy transfer would be mediated via the covalent bonding present within

the monomer unit. While it is likely that both routes contribute, the intra-monomer energy

transfer would likely be the dominant one.

The cross peaks are particularly evident when spectral splices are extracted at each tempera-

ture. At 22 ◦C, three peaks are clearly evident which suggest three main environments for
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the organosulfate groups to be present. Based on a technique called 2D-COS, Calum Welsh

assumed there were only two main environments, however, based on the evidence presented

above it is clearly three.113 It is assumed each environment is defined by the interaction

with cations. These have been tentatively assigned. Starting at lowest wavenumber is an

organosulfate group interacting exclusively with one cation, then two organosulfate groups

both interacting with a cation and finally a group of organosulfate in a small region interacting

with multiple cations without specific binding but with the charge density more diffuse.

3.3.2 Solvent environment

Spectral diffusion (frequency fluctuations) provide insight into local solvation struc-

tures/shells and their dynamics. The magic angle condition was used to measure spectra.

This minimises the rotational component of the chromophore in the dynamics. It is possible

to extract this rotational component by calculating the anisotropy by collecting both parallel

and perpendicular spectra. This allows it to be separated from the solvent fluctuations. For

these experiments it was assumed that the rotational time for the ferrocyanide was long

enough that it did not sufficiently contribute to the FFCF, especially, considering spectra

were measured at the magic angle.123

Water

For water, the activation energy determined is at the lower end of the range stated in the

literature. This could be due to using a different probe molecule which couples to different
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solvent modes and fluctuations and the large charge of ferrocyanide. There is also the

concentration of salt in solution which would also affect the solvent fluctuations but is

unlikely to have such a large effect at these concentrations.127 Nonetheless the activation

energy is reasonable considering the data.

Vibrational decay lifetimes in 2D-IR spectra are generally a much less suitable measure

for Arrhenius behaviour because they are significantly less sensitive. This is because they

are impacted by processes such as IVR which can still be dominant in solution.121 In this

particular case, vibrational lifetimes are a bad measure considering the noise levels and

scatter artefacts in the spectra along with the IVR processes that take place which are likely

dominant initially.

Carrageenan

When assessing the results of the solvent state experiments, viscosity is an obvious con-

sideration that must be taken into account, since carrageenan solutions are significantly

more viscous than water. The timescales observed in carrageenan solutions when compared

with water do not show any major differences. Often, with higher viscosity, it is expected

vibrational dynamics slow down, which was not the case here.126 This is possibly explained

because the viscosity for gels is a macroscopic property. In this case we used a probe

molecule which is measuring the microscopic solvent environment. Carrageenan gels can be

thought of as a heterogeneous system where one part is the carrageenan strands that provide

the structure of the gel and the other parts are ‘pockets’ of solvent in between entangled or
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aggregated carrageenan strands. The charge of the probe molecule likely causes it to ‘sit’

in these pockets of solvent and so does not ‘experience’ the macroscopic viscosity property.

Therefore, because of the gels heterogeneous nature, the viscosity of the gel is not taken into

account.‡

In water, the timescale of H-bond reorientation is predominantly due to large angular jumps

where new H-bonds are formed. This is the basis of the H-bond jump model which is

responsible for the main solvent fluctuations in water.128 There is also a minor component

where H-bonds slowly rotate intact. The pre-exponential factors calculated and converted to

barrier crossing timescales above are summarised in Table 3.3. They are significantly slower

for carrageenan than water. This suggests that the process of reforming H-bonds takes longer

because the reorientation time is much longer. This could possibly be due to the lack of

available H-bond donors in the solvent environment because of a more structured H-bonding

network. However, the activation energy of carrageenan solutions were determined to be

approximately half that of water which would discourage this theory as the energy required

to disrupt a more structured H-bond network would surely be greater and not less than

that of water. Instead, the disruption of the H-bonding network is more likely the cause.

Interfacial water molecules are known to have both, slower and weaker H-bonding.129 This

could explain both the barrier crossing time increasing and the weaker H-bonds observed

in carrageenan solutions. The nanostructure of the carrageenan gelation networks could

result in small regions of confined of water. These confined regions would have disrupted

H-bonding networks due to an increase in the number of interfacial water molecules. Going

‡Although at high temperatures (>60 ◦C) the sample is in the sol state where the heterogeneity is blurred.
However, in this case there are too few data points from the low temperature resolution.
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forward these experiments could act as a benchmark for future experiments, where the frozen

carrageenan solutions are investigated looking specifically at the behaviour of ice crystals

and how carrageenan affects this.

3.4 Conclusion and future work

3.4.1 Conclusion

2D-IR spectroscopy has been utilised to investigate the gelation process of κ-carrageenan

and ι-carrageenan by directly probing the organosulfate groups. As the temperature is

reduced from 70 to 22 ◦C, there is a narrowing and overall redshift of peaks which suggest

a reduction in the range of environments occupied by carrageenan molecules, along with a

greater interaction between the functional groups with stabilising cations. In ι-carrageenan

specifically, there are clear cross peaks observed which firstly suggest there are three main

conformations for the organosulfate groups and secondly that these different environments

interact – most likely within each monomer unit. This is not observed clearly with κ-

carrageenan which further supports the intra-monomer vibrational energy transfer for ι-

carrageenan. At low temperatures for both types of carrageenan, a small separate peak is

observed at low frequency. This is thought to be a result of exclusive interactions between

one organosulfate group and a cation.

Using a combination of FTIR spectroscopy and 2D-IR spectroscopy with the probe molecule

ferrocyanide, the effect of carrageenan on water dynamics was investigated. Arrhenius plots
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were generated by measuring the spectral diffusion of ferrocyanide at a range of temperatures.

This resulted in the activation energy for water molecule H-bonding in carrageenan to be

approximately half of that of pure water, indicating that weaker H-bonds are formed in the

presence of carrageenan which is probably due to the disruption of large H-bonding networks.

No difference was discernable between the two types of carrageenan. This was limited by

the errors associated with these measurements. The timescales of H-bond reformation was

estimated to be ca. 130 fs while for water it was 30 fs which suggests reforming H-bonds is

difficult. This could be due to the H-bonding networks being confined as a result of disruption

from the carrageenan chains.

3.4.2 Future work

Ideally, going forward, the organosulfate IR band would be investigated using the time-

domain method at a higher temperature resolution. This would provide two advantages,

firstly it would provide a significantly higher time resolution which would allow the kinetics

of these functional groups and cross peaks to be probed. The cross peak kinetics could

provide insight into which pathway the functional groups are interacting e.g. intra or inter-

molecularly. The spectral diffusion could also be probed in order to provide an understanding

as to how the solvent environment around the chains change as gelation occurs. Secondly, at

a higher temperature resolution, the gelation process could be tracked more closely resulting

in an even greater understanding as to how the molecular rearrangements track with the

macroscopic properties of the gelation process.
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Salt exchange experiments could be performed to gain a greater insight into the precise

role that cations perform in relation to the organosulfate groups as gelation occurs. The

carrageenan samples by default contain a large amount of K+ ions, it would be interesting to

replace these with divalent cations and ions of different ionic radii, as well as varying the

overall concentration. It would be interesting to see how the anionic organosulfate groups

would interact differently given their large anionic charge. This would link up nicely with

previous rheological experiments.130

Unfortunately due to time and rule limits, further experiments investigating the solvent

environment of carrageenan solutions with a probe molecule were not possible. Given more

time, these experiments would be repeated at a lower concentration and looking specifically

at the sol-gel transition. This would allow results from some of the previous experiments to

be tied to specific molecular changes. The transition would in theory be more visible as it

would occur in the middle of the temperature range.

Temperature-jump 2D-IR (T-jump) experiments would theoretically be possible with this

system and would be advantageous given its precise temperature control with repetitive

measurements. However, classical T-jump experiments have typically involved only a 10-15

◦C rise in temperature to look at protein folding dynamics which occur on the millisecond

timescale. This temperature jump would firstly be too small to observe significant changes in

the carrageenan. Secondly, the microsecond timescale would also be too fast to detect such

large macroscopic changes occurring.131,132
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Recently a new T-jump experiment has been designed and implemented which utilises a

continuous wave laser modulated by an AOM.133 This allows a much larger temperature

increase to be probed at significantly longer timescales, past seconds. It would be very

interesting to study the gelation of carrageenan utilising this method because many sol-gel

transitions can be probed during the measurement providing much more reliable data on the

process.

Ultimately these experiments have been working towards studying carrageenan at sub-zero

temperatures using 2D-IR spectroscopy. Various challenges need to be overcome first, e.g. a

low temperature transmission cell. Of specific interest, however, is how carrageenan interacts

with ice crystals. This would link in with FTIR experiments performed by Calum Welsh,113

who found that the ι-carrageenan concentrated together as the temperature was held at -12

◦C. The solvent environment in those samples would be of particular interest because there

could be a small amount of phase separation occurring, which could be detected by the probe

molecule. The organosulfate groups would also be in a more confined space and therefore

the vibrational energy pathways could possibly change, which would again be observable

using 2D-IR spectroscopy.





Chapter 4

The interactions of mucins and

theaflavins

4.1 Introduction

The body produces between 0.75 and 1.5 litres of saliva a day. It serves many essential

functions including: the initial process of digestion, protection of teeth and lubrication of

food, allowing it to be swallowed. The majority of saliva is composed of water, but also

includes enzymes, antimicrobial agents, antibodies and glycoproteins.134 Saliva has been

shown to be a non-Newtonian fluid despite it consisting mostly of water. This behaviour

has been attributed to gel-forming glycoproteins.135 Mucins are a family of large polymeric

glycoproteins found in both saliva and the gastrointestinal tract, which can cross-link to form

gels (although there are also non-gel forming mucins).136 There are five gel-forming mucins:
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Fig. 4.1 Cartoon representation of mucin with the C and N-terminal domains labelled and the
central region with glycosidic bridges. Reproduced from [138].

MUC5B, MUC5AC, MUC6, MUC2 and MUC19. They help protect the body from bacteria

by aggregating around them, immobilising the bacteria via a mechanism called mucociliary

clearance.137

Figure 4.1 shows a schematic representation of a basic mucin structure. The N- and C-

terminal domains (start and end sections of the protein) are shown by brown and blue circles

respectively. In between the terminals are various sections made up of two main types of

domain: cysteine rich and glycosidic domains. The cysteine rich domains (small purple dots)

interrupt the glycosidic domains, where oligosaccharide chains (pink diamonds) are attached

to the protein backbone.

4.1.1 MUC5B

MUC5B is the main gel forming mucin found in saliva and is very large in size (ca. 2 -

100 MDa).139 The protein can change the visco-elasticity of saliva by varying the degree

of cross-linking.140 This cross linking is mediated by the cysteine rich N- and C-terminal

domains by forming disulfide linkages. Using SAXS and electron microscopy, both of these

domains have been shown to be globular proteins and using TERS-Raman alongside ROA
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the secondary structure was found to be β -sheet.141. The NT5B domain has been shown to

exist in both a monomeric and dimeric state in solution. The cross-linking of MUC5B is

highly dependent on the pH and calcium ions, it has been shown that high concentrations

of Ca2+ and a low pH encourage aggregation of NT5B.142 The central region of MUC5B is

rich in proline, threonine and serine,143 the last two residues are the sites of the O-linked

glycosidic chains, which attach various polysaccharide chains to the protein backbone. These

glycan chains have been shown to have many diverse structures via techniques such as NMR

and mass spectrometry.144

4.2 Tea polyphenols

Tea is an extremely popular refreshment around the world and there are many varieties.

Two of the main varieties (among others) are green and black tea. They differ mainly in

their harvesting and manufacturing process. For green tea, immediately after harvesting,

the tea leaves are steamed and dried, this process prevents the fermentation of the leaves.

Whereas for black tea, the leaves are left for a period of time in order to allow them to

undergo fermentation.145 Green tea contains a class of compounds called polyphenols and

more specifically catechins, the structure of which are shown in Figure 4.2. During the fer-

mentation process these catechins undergo an enzymatic oxidation process (more specifically

a hetrodimerisation reaction).146 This results in a family of compounds called theaflavins

which are characterised by the benzotropolone core (shown in Figure 4.3). Theaflavins are
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(a) Epicatechin (EC)

(b) Epigallocatechin gallate (EGCG)

Fig. 4.2 The chemical structure of green tea catechins: Epicatechin and Epigallocatechin
gallate.

a dark red colour and are one of the main reasons for tea appearing darker in colour after

fermentation.147

Catechins and theaflavins are secondary metabolites that act as a defence mechanism for the

plants designed to discourage consumption of them,148 as a result, tea has been shown to

produce a bitter taste. This has been attributed to an astringency thought to be caused by

the polyphenols of the tea interacting with salivary mucins and other proline rich proteins

(PRP) present in saliva. It is believed that this interaction causes the proteins to cross-link

and precipitate leading to a drying sensation within the mouth.149
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(a) Theaflavin (TF)

(b) Theaflavin-3-monogallate (TF1)
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(c) Theaflavin-3’-monogallate (TF2) (d) Theaflavin-3,3’-digallate (THDG)

Fig. 4.3 The chemical structure of black tea theaflavins: theaflavin (TF), theaflavin-3-
monogallate (TF1), theaflavin-3’-monogallate (TF2) and theaflavin-3,3’-digallate (THDG).
The benzotropolone core is highlighted by the blue box.

Fig. 4.4 The secondary structure of β -LG showing both the α-helix and β -sheet regions.
Reproduced from [150].
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4.3 Interactions between β -lactoglobulin and tea polyphe-

nols

Milk is an ingredient which is commonly combined with tea and it has been shown that

it changes the mouth feel and perceived astringency of tea.151 Therefore, there is great

interest in the interactions between milk and tea polyphenols. For example, Ye et al. showed

significant changes in the secondary structure of milk proteins when black tea polyphenols

or green tea polyphenols were bound. Increases in β -sheet and α-helix conformations

were observed and it was shown black tea polyphenols resulted in a larger change.152 β -

lactoglobulin (β -LG) is the main whey protein in milk and is a small globular protein which

exists as a mixture of monomers and dimers at neutral pH.153 The secondary structure of

β -LG is well known and consists of a β -sheet barrel, with a small α-helix structure outside

(shown in Figure 4.4). Three separate binding sites have been determined, the internal

cavity of the β -sheet barrel, the outer surface of the barrel between that and the α-helix

structure and finally one on the outer surface between two amino acids Trp and Arg.154

The interaction between β -LG and various polyphenols has been extensively studied.155–157

Kanakis et al. used FTIR, CD and fluorescence spectroscopy to show changes occurred in the

protein structure due to interactions with epicatechin (EC), epigallocatechin gallate (EGCG)

and other derivatives. Increases in β -sheet and no change in α-helix conformations were

observed suggesting the polyphenols stabilised the secondary structure, while EGCG was

shown to interact more with the protein when compared with EC.155.
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4.4 Evidence of interactions between polyphenols and

mucins

There is already significant evidence for the interactions of catechins with mucins.136,158

Originally, research was conducted using pig intestinal mucins (MUC2 and MUC5AC). The

addition of EGCG to solutions of MUC5AC resulted in an increase in the viscosity of solution

and small angle neutron scattering (SANS) showed larger order structures were also formed.

This indicated that EGCG acts a cross-linker. When EC was used instead, very little change

was observed in the viscosity and formation of larger order structures. This suggests that it is

the gallate ring that is key in the interaction between polyphenols and mucins.158

Salivary mucins and their interactions with green tea polyphenols were investigated by Davies

et al.136 Both MUC5B and MUC7 (a non gel-forming mucin) were investigated with EC

and EGCG. Similar results compared to the intestinal mucins were observed. For example a

large increase in viscosity was measured for EGCG and MUC5B but very little change was

observed for EC and MUC5B. Rate-zonal centrifugation was used to determine structural

changes of MUC5B and MUC7 when EC and EGCG were added, by essentially separating

samples into many fractions based on the size of structures. For example large cross-linked

units would be observed at a large fraction number compared with smaller molecules observed

at very low fraction numbers. Mixtures of EGCG with MUC5B or MUC7 were both observed

at larger fraction numbers compared with mixtures of EC and mucins where they were only
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observed at small fraction numbers. This again reinforces the idea that the gallate ring is

essential in the interaction between mucins and tea polyphenols.136

The interactions between gastrointestinal mucins and black tea extracts were also investigated.

Increases in the viscosity and large structure formation were observed for the black tea extract.

This extract contained both theaflavin (TF) and its gallated derivatives, although this could

not be conclusively confirmed, it was thought likely that it was the gallated derivatives that

interacted with the mucin.158

Recent worked carried out by Elena Owen has shown evidence for interactions between four

different theaflavins and salivary mucins, MUC5B and MUC7.159 Rate-zonal centrifugation

was again used to show structural changes in MUC5B and MUC7 when gallated theaflavins

are present. The interaction between the mucins and theaflavin digallate (THDG) showed

large cross-linked units forming. Very little change was seen when only theaflavin was

present.159

FTIR spectroscopy was also used in this case to investigate the effect MUC5B had on the

spectrum of TF and THDG. A small shift to lower wavenumber was observed for the peak at

ca. 1250 cm−1 for THDG after it had been incubated with the mucins. This peak has been

assigned to the galloyl ring -OH bend/CH bend. No significant shift was observed for the

theaflavin spectrum post-incubation. This further supported the idea of the gallate groups

being critical to the interaction.159

There is also specific evidence suggesting that the main interaction between mucins and

polyphenols occurs at the N-terminal domain. This has been observed using TEM, where
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the N-termini doubled in size with the addition of EGCG.160 Rate-zonal centrifugation

experiments looking at the ogliosaccharide rich regions of MUC5B showed no change when

in the presence of EGCG.136 It is therefore likely that the theaflavins are also interacting

with the N-terminal domain as well.

N-terminal domains of MUC5B (NT5B) were purified. The effect of these on the IR spectra

of TF and THDG was investigated. Once again a small but significant peak shift at ca. 1250

cm−1 was observed for the THDG after incubation with NT5B. No shift was observed for TF.

These IR spectra again demonstrated that the theaflavin derivatives interact significantly and

induce changes in the mucin organisation. This is also consistent with that observed with the

green tea catechin derivatives and underlines the conclusions that a gallate ring is essential in

the interaction with mucins.159

Figure 4.5 shows a representation of the proposed gelation mechansim between gastrointesti-

nal mucins and EGCG. The mucins initially exist in solution with only minor interactions

(a and c). When EGCG is added it binds to the C-termini, internal cys domains and the

N-termini which results in the N-termini doubling in size (b). The EGCG molecules then act

as a ‘glue’ causing the N-termini to aggregate together and the C-termini and cys domains to

cross-link. Ultimately this results in a viscoelastic gel (b and d).158

4.4.1 Aims

From previous research it is known that theaflavins and salivary mucins interact significantly,

however the exact effect polyphenols have on the protein structure is still unknown. It has
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Fig. 4.5 A schematic representation of how mucins gel in the presence of EGCG. a) Shows
the basic structure of mucin with the green and blue circles representing N- and C-termini
respectively, internal cys domains are represented by smaller green circles and EGCG
molecules shown by three small red circles. b) Represents EGCG binding and swelling
the N-termini in particular as well as the C-termini and internal cys domains. c) Shows
the mucins in solution. d) The gelled mucins with EGCG, the blue circles highlight the
aggregation and cross linking between mucin chains. Reproduced from [158].
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been shown that the glycosylated regions of MUC5B have limited interactions with these

molecules and it is the C- and N-terminal and cysteine rich domains which do. The aim of

this work was to determine what effect theaflavins had on the structure of the N-terminal

domain protein, NT5B, using 2D-IR spectroscopy. The next section presents FTIR and 2D-IR

spectra of two types of protein, with and without a ligand. The first protein is β -LG in the

presence of the green tea extract EGCG. This system has been extensively studied previously

using various methods including FTIR, CD and fluorescence spectroscopy, however, this

investigation presents the first results obtained using 2D-IR spectroscopy.155 This was used

as a test system from which another, more unknown protein could be investigated. The

second protein investigated was NT5B, the interactions between NT5B and THDG were

specifically looked at here. Unfortunately, due to the limited supply of NT5B, it was only

possible to investigate one theaflavin. Earlier work by Elena Owen indicated that THDG

interacted the most, therefore this was selected as the theaflavin used.

4.5 Results

FTIR and 2D-IR spectra are displayed below for β -LG and NT5B. Spectra were collected

for each protein with and without a polyphenol ligand. The amide I band was used to

specifically investigate the changes in the secondary structure of the proteins as a result of

interaction with the polyphenols. For the 2D-IR spectra, diagonal slices of the spectrum for

the fundamental transition were extracted along with pump spectral slices to calculate the

anharmonicity.
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-LG
-LG with EGCG

Fig. 4.6 FTIR spectra of the amide I band of β -LG (blue) and β -LG with the presence of
EGCG (orange). No substantial shift in the amide I band is observed, indicating no significant
change in the secondary structure.

4.5.1 β -LG

FTIR spectroscopy

The FTIR spectrum of β -LG with and without EGCG present is shown in Figure 4.6.

Interestingly, there appears to be very little change in the amide I band. This indicates only

small differences in secondary structure occur due to the interaction with EGCG. This is

surprising considering FTIR spectra in [155] showed large changes in the amide I band. Peak

fitting of the amide I band was performed to calculate the composition of secondary structure.

The resulting peak fits are shown in Figure 4.7 and summarised in Table 4.1. The peak fitting

suggested adding EGCG resulted in an increase of β -sheet content, while the α-helix content

decreased.
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Fig. 4.7 Peak fits of FTIR spectra of β -LG and β -LG with EGCG present. The fits of each
pseudovoight are represented by the dotted lines and assigned to a particular secondary
structure type.

Table 4.1 Peak fitting results from amide I band of β -LG with and without EGCG with
percentage values for the estimated secondary structure composition. These were calculated
based on the area of each fitted peak.

β -sheet α-helix turn β -antiparallel

β -LG 46 39 10 6
β -LG with EGCG 63 24 7 6
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2D-IR spectroscopy

2D-IR spectra of the amide I band of β -LG are shown in Figure 4.8. Two different spectra

are displayed, one with EGCG (4.8b) and one without (4.8a), both at a waiting time of 0 ps.

The spectra display clear peaks for different types of secondary structure when compared

to the broad single peak of the amide I band in the FTIR spectrum. Peaks are clearly

observed for β⊥, α-helix and β ∥ vibrational modes for pure β -LG, this is consistent with

the known secondary structure of β -LG which mainly consists of β -sheet with small α-helix

segments.161 The fourth peak is assigned to β -sheet as well, labelled β ISC (inter-strand

coupling). This is the same vibrational mode as β⊥, except more coupling occurs which is

due to closer strands in the β -sheet, as well as a slightly more parallel angle of the amide

modes, resulting in it being redshifted.

The only difference observed in the 2D-IR spectra of β -LG when in the presence of EGCG

compared to the absence of EGCG, is a slight change in the intensity of the various peaks

relative each other. In order to investigate these changes in more detail, diagonal slices of

the 2D-IR spectrum along the negative fundamental transition peaks were extracted and are

shown in Figure 4.9. This is similar to comparing FTIR spectra, however, 2D-IR spectra

resolve the different secondary structure better, thanks to narrower linewidths and amide I

coupling. The region assigned to β ISC gains significant intensity (ca. 1605 cm−1). There

is also a slight redshift observed in the β⊥ peak (ca. 1625 cm−1). The α-helix mode

(ca. 1640 cm−1) appears to decrease in intensity as well as the β ∥ peak (ca. 1665 cm−1).
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(a) β -LG

(b) β -LG with EGCG

Fig. 4.8 2D-IR spectra of the amide I band of β -LG with (b) and without (a) EGCG present.
The negative, blue, peaks represent the ν0→1 transitions and the positive, red, peaks represent
the ν1→2 transitions. The different secondary structure amide I peaks are highlighted with
labels.
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Fig. 4.9 Extracted diagonal spectra from the 2D-IR spectra of β -LG with and without EGCG.
A small change at ca. 1605 cm−1 is observed between the two spectra.

Collectively these differences suggest changes in the secondary structure of β -LG with

EGCG present.

Pump slices along each peak were extracted in order to calculate the anharmonicity of each

vibrational mode of the amide I band, in both the absence and presence of EGCG. This was

done by fitting Gaussian peaks to each spectral slice. In some cases, spectral slices required

more than two peaks to provide a sufficient fit, due to cross peak intensity present in the

slices. In particular, the β -LG slice of the β ISC is clearly formed of 4 peaks as a result of

coupling to vibrational modes with significantly larger intensity. These spectral slices are

displayed in Figure 4.10 and the calculated anharmonic values are summarised in Table 4.2.

The values do appear to be significantly larger than expected but most values are consistent

with each other.162
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Fig. 4.10 2D-IR spectral pump slices of β -LG with and without EGCG at each of the main
vibrational modes of the amide I band. Each spectral slice has been fitted with multiple
Gaussian peaks (green dashed line) so that the anharmoncity values could be extracted.
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For the α-helix mode, the anharmonicity decreases. Which suggests an increase in α-helix

content since the two are inversely proportional. The β⊥ mode decreases in anharmonicity

too which suggests an increase in β -sheet thanks to an increase in the de-localisation of

the vibrational modes. Conversely, the β ∥ anharmonicity increases slightly, suggesting the

modes along the β -strands are becoming more localised. However, as the change is only 3

cm−1 this could instead be due to broadening of the ν1→2 peak.

The β ISC anharmonicity also decreases significantly, however, the spectral slices shown in

Figure 4.10 are more complex. For β -LG, there are clearly two modes coupled (β⊥ at 1625

cm−1 and β ∥ at 1670 cm−1) and because these modes are significantly more intense than the

β ISC mode, they end up dominating the spectrum. Therefore the calculated shift was judged

to be an artefact. For β -LG with EGCG, there is no evidence of cross peaks between the β ISC

and β⊥ modes, however, there is a significant shoulder at ca. 1650 cm−1 indicating the β ISC

and α-helix modes are coupling (Figure 4.10a). Small cross peaks are observed for the β⊥

spectral slice (minor deviations of the fit at ca. 1650 cm−1) suggesting very minor coupling

of the β⊥ and α-helix modes (Figure 4.10b). No coupling was observed with the α-helix

slice, the cross peaks expected here could be obscured by the two main peaks (Figure 4.10c).

Finally, the β ∥ slice does not show any cross peaks for the β -LG-EGCG sample. However,

for the β -LG sample, there is one positive cross peak present at ca. 1565 cm−1 indicating a

small amount of coupling between the β⊥ and β ∥ modes (Figure 4.10d).

Transition dipole analysis was conducted in order to assess the structural changes further.

This utilises the fact that the intensity in FTIR spectroscopy is ∝ |µ|2, whereas in 2D-IR
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Table 4.2 Anharmonicities calculated from fitting spectral slices for each vibrational mode.
The β ISC anharmoncity for β -LG appears to be very large, however this is an artefact due to
other modes coupling. This is discussed further in the body of the text.

∆ / cm−1

Vibrational mode β -LG β -LG with EGCG

β ISC 63 21
β⊥ 39 32
α 37 32
β ∥ 56 59

spectroscopy it is ∝ |µ|4.29 This process normally requires a calibration standard, however,

in this case the two spectra are only compared relative to each other. Therefore the transition

dipole spectrum calculated is relative as opposed to absolute.30 This is done by dividing the

normalised 2D-IR diagonal intensity by the normalised FTIR intensity (eq. 4.1). Figure 4.11

shows the calculated transition dipole spectrum. This confirms the β ISC increase, while the

minor β ∥ change is also evident, as well as the slight redshift of the β⊥ mode. The α-helix

mode does not appear to significantly change, confirming that the α-helix structure remains

(random coil modes also appear in the same region as the α-helix modes but the constant, or

near constant, transition dipole shows that it remains an α-helix structure).

drel(ω) =
I2D−IR Diag.(ω)

IFT IR(ω)
(4.1)
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Fig. 4.11 Calculated relative transition dipole spectrum for β -LG with and without EGCG. A
large increase in the transition dipole spectrum at ca. 1605 cm−1 is observed when EGCG
was added. This indicates that the β -sheet structure is altered.

4.5.2 NT5B

FTIR spectroscopy

The FTIR spectra of NT5B with and without THDG present in the amide I region are shown

in Figure 4.12.* Here a significant blueshift of the amide I band was observed. The overall

profile of the band also broadened, suggesting a larger range of secondary structures. Peak

fitting was performed on the amide I band showing an approximate composition of 60 %

β -sheet to 40 % α-helix (Table 4.3). When THDG was added, the proportion of α-helix

remained unchanged with only the distribution of β -sheet modes altered, suggesting a change

in the β -sheet structure.

*NT5B spectrum was particularly noisy due to a malfunctioning purge system.
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NT5B
NT5B with THDG

Fig. 4.12 FTIR spectra of the amide I band of NT5B (blue) and NT5B with the presence of
THDG (orange). A slight blueshift is observed when THDG was added indicating a change
in the secondary structure.
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Fig. 4.13 Peak fits of FTIR spectra of NT5B with and without THDG present. The fits of
each pseudovoight are represented by the dotted lines and assigned to a particular secondary
structure type. Differences in the fitted peaks can be observed between the two samples.

Table 4.3 Peak fitting results from amide I band of NT5B with and without THDG with
percentage values for the estimated secondary structure composition. These were calculated
based on the area of each fitted peak.

β -sheet α-helix turn β -antiparallel

NT5B 44 38 11 7
NT5B with THDG 25 40 21 14
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2D-IR spectroscopy

2D-IR spectra, in the amide I region, of NT5B with and without THDG are shown in Figure

4.14. Without THDG present, the amide I region comprises of clear peaks indicating a

mixture of secondary structures. Peaks assigned to β ISC, β⊥, α-helix and β ∥ vibrational

modes are visible. In the presence of THDG, the 2D-IR spectrum changes significantly,

suggesting the secondary structure also changes. 2D-IR spectroscopy makes this much

clearer than FTIR spectroscopy. There is no a longer a peak assigned to the β ISC vibrational

mode, while the β⊥ and α-helix modes appear to have merged and the β ∥ peak has a stronger

intensity relative to the other peaks in the spectrum.

Diagonal slices of each 2D-IR spectrum were extracted in order to make the changes in

diagonal peaks clearer (Figure 4.15). With respect to adding THDG, the β ISC and β⊥ peaks

(1610 and 1630 cm−1, respectively) appear to merge into one larger, broader peak (1625

cm−1) assigned to β⊥, with a shoulder visible at higher wavenumber. The α-helix mode

appears at the same frequency and the β ∥ mode is slightly more intense and broader.

Spectral slices along the probe axis were extracted for each vibrational mode identified to

analyse the spectral changes further. Gaussian peaks were again fitted to the ν0→1 and ν1→2

peaks and the anharmonicity calculated. The spectral slices are shown in Figure 4.16 and the

anharmonicities summarised in Table 4.4.

The β ISC slice shows that there is still a small peak present in the NT5B with THDG spectrum;

the intensity is considerably smaller and it is evident from the 2D-IR spectrum that it is a

shoulder of the main β⊥ peak. The anharmonicity considerably increases with the addition
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(a) NT5B

(b) NT5B with THDG.

Fig. 4.14 2D-IR spectra of the amide I band of NT5B with (b) and without (a) THDG present.
The negative, blue, peaks represent the ν0→1 transitions and the positive, red, peaks represent
the ν1→2 transitions. The different secondary structure amide I peaks are highlighted with
labels.
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Fig. 4.15 Extracted diagonal spectra from the 2D-IR spectra of NT5B with and without
THDG. A change between ca. 1605 and 1630 cm−1 is observed between the two spectra,
indicating a change in the β -sheet structure of NT5B.

of THDG, indicating a large reduction in the de-localised modes and a loss of secondary

structure. The anharmonicity also increases for the β⊥ and β ∥ modes, albeit by a much

smaller degree (6 and 17 cm−1 vs 35 cm−1), which suggests a reduction in the intra-strand

coupling. There is also an overall peak broadening effect, indicating a loss of well defined

secondary structure. The α-helix mode also increases in anharmonicity, although this could

be due to overlapping with the large β⊥ peak.

Cross peaks are evident in the spectral slices shown in Figure 4.16. There is one observed in

the β ISC slice for both samples coupling to the peak ca. 1670 cm−1. Cross peaks are also

observed with the NT5B - THDG sample with the β⊥ (small) and α-helix spectral slices

indicating a coupling to the β ∥ mode.



4.5 Results 149

1500 1550 1600 1650 1700

ωprobe / cm
−1

−0.02

−0.01

0.00

0.01

0.02

0.03

∆
A

b
s.

/
m

O
D

NT5B

NT5B - THDG

Fit

1650 1700

−0.005

0.000

(a) β ISC

1500 1550 1600 1650 1700

ωprobe / cm
−1

−0.050

−0.025

0.000

0.025

0.050

∆
A

b
s.

/
m

O
D

NT5B

NT5B - THDG

Fit

1650 1700

−0.005

0.000

(b) β⊥

1500 1550 1600 1650 1700

ωprobe / cm
−1

−0.04

−0.02

0.00

0.02

0.04

∆
A

b
s.

/
m

O
D

NT5B

NT5B - THDG

Fit

1650 1700

−0.005

0.000

(c) α-helix

1500 1550 1600 1650 1700

ωprobe / cm
−1

−0.02

−0.01

0.00

0.01

∆
A

b
s.

/
m

O
D

NT5B

NT5B - THDG

Fit

(d) β ∥

Fig. 4.16 2D-IR spectral pump slices of NT5B with and without THDG at each of the main
vibrational modes of the amide I band. Green dashed lines show the Gaussian fits and the
insets show cross peaks in a zoomed in region of the spectrum. The peak positions of the
fitted Gaussian peaks were used to calculate the anharmonicities.

Table 4.4 Anharmonicities calculated from fitting spectral slices for each vibrational mode.
The large β ISC anharmoncity value is due to other larger modes coupling and is also discussed
further in the body of the text.

∆ / cm−1

Vibrational mode NT5B without THDG NT5B with THDG

β ISC 30 65
β⊥ 31 37
α 29 37
β ∥ 27 44
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Fig. 4.17 Relative transition dipole strength spectra calculated for NT5B with and without
THDG. A significant change in the transition dipole spectrum between ca. 1600 and 1630
cm−1 is observed when THDG was added. This indicates that the β -sheet structure is altered.

As with β -LG, the relative transition dipole was calculated for both NT5B samples. This

provides insights into the secondary structure assignments and is shown in Figure 4.17. As

with the diagonal spectrum, both β ISC and β⊥ appear to merge into one broader mode centred

at 1620 cm−1. The shoulder of this peak at 1638 cm−1 is also assigned to β⊥. The transition

dipole strength of the α-helix mode appears to remain constant, indicating little change in

the α-helix content as a result of adding THDG. There is a slight increase in the intensity of

the β ∥ mode, however, this does not appear to be significant.
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4.6 Discussion

4.6.1 β -LG with EGCG

FTIR spectroscopy showed very little change in the amide I band of β -LG when EGCG

was added. These results were unexpected as previous work had shown EGCG interaction

with β -LG resulted in large amide I changes. Specifically, work by Kanakis et al. showed

large changes in β -sheet vibrational modes which were not reflected in the above FTIR

spectra despite the concentrations being similar.155 The discrepancy could be due to the

purity and variant of protein used. The β -LG A variant was used by Kanakis et al., however,

a mixture of β -LG A and B was used here. There is a possibility that the B variant signal

offsets the change from the A variant, although this is unlikely given A and B only differ by

a few specific amino acids which should not impact significantly on the secondary structure.

Another possibility is that A and B variants are forming oligomers, changing the tertiary and

quaternary structures of the protein solution. Having said this, the peak fitting conducted

on the FTIR amide I band did show an increase in β -sheet content which is consistent with

[155]. However, a decrease in α-helix content was also observed, which is inconsistent

with [155], where it was observed to remain constant. It is well established that peak fitting

the amide I band can obtain varying results depending on what peak fitting parameters are

used.26 2D-IR spectroscopy is a more powerful technique in investigating the secondary

structure of proteins, because it is sensitive to the coupling between groups of amide I modes.

This can provide more detailed information about the structure of the protein.



152 The interactions of mucins and theaflavins

(a) β -LG without EGCG: Kinetics of assigned
amide I peaks

(b) β -LG with EGCG: Kinetics of assigned amide
I peaks

(c) β -LG without EGCG: 2D-IR spectral pump
slices (d) β -LG with EGCG: 2D-IR spectral pump slices

Fig. 4.18 (a) and (b): kinetic traces of the assigned amide I ν0→1 peaks in 2D-IR spectrum for
both β -LG samples. Each set of kinetic traces have been globally fitted with one exponential
decay resulting in values of 0.91 ± 0.14 ps and 1.00 ± 0.09 ps, respectively. (c) and (b)
2D-IR spectral pump slices at 1652 cm−1 for a range of waiting times for both β -LG samples.
These show ‘standard’ decays of excited peaks without any extra peaks forming at later time
delays, which indicates an absence of H2O in the sample.
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The 2D-IR spectra, in comparison with FTIR spectra, display clearer signatures of the

different secondary structures present in β -LG. Spectral features assigned to β⊥, β ∥ and

α-helix were all observed, as well as a vibrational mode assigned as β ISC. The vibrational

mode assigned to β ISC was observed at an unusually low frequency for an amide I vibration.

The residue arginine does have a vibrational mode that is active in this region, however, this

was discounted as a possibility given its low abundance in β -LG (1.7 %).7 Solvent exposure

could also redshift the β⊥ mode, this would have to be significant though.

Another possibility is that it results from residual H2O in the sample, this is also unlikely

though for the following reasons: Firstly, kinetics of the peak assigned to β ISC would have to

be significantly different, which is not the case since all peaks decay with a ca. 1 ps lifetime

(shown in Figures 4.18a and 4.18b). Secondly, there would also have to be evidence of a

water peak arising at longer time delays (ca. 5 ps) and ‘growing’ in as the amide I signal

decays due to solvent heating.163 Figures 4.18d and 4.18c show 2D-IR pump spectral slices

of β -LG with and without EGCG, which both show the ν0→1 and ν1→2 peaks decaying as

the TW is increased without any additional peaks appearing. Finally, for experimental reasons

it also unlikely to be due to H2O. This is because the β ISC peak was observed for NT5B but

disappeared when THDG was added to the exact same sample therefore it would be highly

unusual for H2O to escape the sample in the short time THDG was added. For these three

reasons it was thought that water is unlikely to be the cause of the peak at ca. 1605 cm−1,

however, this cannot be ruled out entirely.
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The β ISC vibrational mode was observed in β -amyloid fibrils by Lomont et al. and is a

variant of the β⊥ mode.162 It was assigned to a smaller inter-strand distance with a slightly

more parallel angle of the amide modes within a β -sheet structure. The anharmonic coupling

was also observed to be slightly larger (ca. 5 cm−1) than the typical β⊥ mode. Suggesting,

the vibrational modes are more de-localised across the structure. Cross peaks from β⊥ and

β ∥ modes dominate the spectral slice for β -LG. This indicated that the structure from the

β ISC mode forms a small part of β -LG and is attached to the main β -sheet structure.

When spectra are compared between β -LG with and without EGCG present, initially there

does not appear to be significant differences. However, changes were observed when

diagonal slices were extracted, for example a large increase in β ISC peak intensity was

observed. The intensity ratio between the β⊥ and β ∥ modes is an indicator for the size of

β -sheet structures.164,165 This ratio changed from ca. 3 to 5, indicating larger β -sheets were

formed. The frequency difference between these two modes is also an indicator of β -sheet

size. A slight redshift was observed for the β⊥ peak while the β ∥ peak remained constant.

This again suggests slightly larger β -sheet structures are formed by adding EGCG to β -LG.

The anharmonicity provides a measure of the de-localisation of a vibrational mode. In this

particular case, the anharmonicity decreased by 7 cm−1 for the β⊥ mode, again indicating

larger β -sheet conformations.

The α-helix anharmonicity measurement indicated a small decrease which suggests a larger

α-helix was formed. However, this was contradicted by a small decrease in the relative

transition dipole strength (by adding EGCG) which indicated a slightly less ordered or
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smaller helix. In FTIR spectroscopy it is difficult to distinguish between α-helix and random

coil structures given the close frequency ranges and large peak widths. The transition dipole

analysis has ruled out any large change from an ordered helix to a random coil configuration

because there is no large change in dipole strength.30 There was no shift observed in the

frequency of the α-helix mode which suggests there has been little-to-no change in the helical

structure. Given the conflicting information provided, it was assumed the α-helix secondary

structure remained unchanged. This is supported by the CD experiments performed by

Kanakis et al. which indicated very little change for α-helix when β -LG was interacting

with EGCG.155

Putting the 2D-IR observations together, no significant change in the α-helix conformation

was observed as a result of EGCG. For β -sheet, the anharmonicity, redshift and dipole

strength all indicate an increased de-localisation of the β -sheet vibrational modes. This could

be as a result of larger β -sheet structures forming or similarly sized but slightly different

‘tighter’ β -sheets which have a large degree of coupling. Since β -LG is unlikely to form

larger β -sheet structures, this is thought to be due to increased coupling between strands.

These tighter interactions could occur inside the β -barrel which is a known docking site.

The EGCG molecule could be stabilising the various side chains within the β -sheet barrel

allowing for tighter binding between the β -strands and greater coupling of the local modes.

Cross peaks present in spectral slices indicated significant interactions between β ISC and

α-helix modes with EGCG present. This could be caused by two factors: an EGCG molecule

binding at the known site between the α-helix structure and β -barrel,154 or, dimerisation of

β -LG, resulting in α-helix and β -sheet structures directly interacting with each other.150
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Docking studies have indicated the β -barrel entrance is the most favourable site.154,155 It is

therefore possible that dimerisation of β -LG in the presence of EGCG could explain this

coupling.

4.6.2 NT5B

Contrary to the FTIR spectra for β -LG, the NT5B spectra showed changes in the amide I

band when THDG was added. The peak fitting analysis performed indicated NT5B was

mainly composed of β -sheet and α-helix. With THDG present, the α-helix content remained

unchanged while the β -sheet distribution changed.

The 2D-IR spectra also indicated NT5B was formed of β -sheet and α-helix conformations.

Davies et al. concluded that the N-terminal domain was mainly composed of β -sheet using

TERS-Raman.141 However, the spectra here indicated the presence of α-helix too. The

mixture of secondary structures present is also supported by the von Willebrand factor

(similar to NT5B) which contains regions of both α-helix and β -sheet.166

In the case of β -sheet modes, two distinct modes were observed (β ISC and β⊥) which

suggest two different β -sheet conformations are present. It is possible these are two different

conformations on one protein molecule, or alternatively, the result of the protein in two

different conformations in solution. There is only one small cross peak observed in the

spectral slices, this is between the β ISC and β ∥ modes. No cross peaks are observed between

β⊥ and β ∥ modes, which indicates two different protein conformations. It is known that

NT5B exists as a dimer in solution, therefore it is possible that each monomer forming the
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dimer has a different β -sheet conformation.142 However, further work would be required to

determine this.

NT5B with THDG

The 2D-IR spectrum for NT5B with THDG showed large changes when compared with the

NT5B spectrum. The main change was the absence of the β ISC peak in the spectrum which

appears to be a minor shoulder of the larger β⊥ peak. The extracted diagonal spectrum shows

the ‘merging’ of the two modes into a broader peak. This is also reflected in the relative

transition dipole spectrum. It suggests the THDG molecules disrupt the β -sheet structure,

resulting in a reduction in the de-localisation (indicated by the anharmonicity increase). A

reduction in the size of the β -sheet was also indicated by the reduced ratio between the β⊥

and β ∥ peaks, from ca. 5 to 3. There is also a shoulder that appears at 1638 cm−1 in the d(ω)

spectrum. Even though this is close to the characteristic frequency for α-helix conformations,

it is thought to be due to a blue shifted β⊥ vibrational mode as a result of smaller β -sheet

structures. This is because there is already a clear α-helix peak at 1642 cm−1 which remains

unchanged in transition strength and frequency, suggesting the α-helix conformation remains

unchanged as a result of THDG (the anharmonicity change is thought to be as a result of the

overlapping broad β⊥ mode).

Cross peaks were observed in the spectral slices between the β ∥ mode and β⊥ (small),

α-helix (large) and β ISC (medium) shoulder, indicating significant coupling between all the

different amide I modes. This could potentially be a result of the THDG molecules mediating
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the energy transfer between the different structural domains in the protein. Alternatively,

this could be a result of the THDG molecules causing aggregates to form in solution with

the different monomeric proteins assembling together (e.g. α-helix of monomer A bound

to β -sheet structure of monomer B).7 There is previous evidence showing a tea polyphenol

(EGCG) interacting with the N-terminal domain of mucins (MUC2 and MUC5A) results in

the aggregation of the N-termini.158 Rate zonal diffusion experiments also showed evidence

aggregation of NT5B in the presence of THDG.159 Further work would be required to resolve

this.

4.7 Conclusion and future work

4.7.1 Conclusion

Using 2D-IR spectroscopy it has been shown EGCG causes changes in the secondary

structure of β -LG. The FTIR spectra showed very little change between β -LG with and

without EGCG. The 2D-IR spectra detected subtle changes in the β -sheet structure. The α-

helix conformation did not appear to change significantly. This was consistent with previous

literature, however, 2D-IR spectroscopy was able to detect two different β -sheet structures

present when EGCG binds to β -LG which was not observed in previous studies.

2D-IR spectroscopy was also used to determine that the secondary structure of NT5B is

composed of β -sheet and α-helix (which was in agreement with FTIR results). It is possible

that the protein has two different β -sheet conformations in solution which are linked to the
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dimer formation. Adding THDG changes the secondary structure of the protein. This results

in reduced sizes of β -sheet, while α-helix conformations remain unchanged. The large β⊥

peak observed could indicate the protein aggregating and this being mediated by the THDG

molecules, however, further work is required to confirm this. This shows that the β -sheet

conformation in NT5B is potentially important in the cross-linking process of gel-forming

mucins.

4.7.2 Future work

The β -LG spectra showed interesting features. Given that the structure of the protein is well

known it would be useful to simulate the 2D-IR spectra of β -LG with and without EGCG

bound.167 This would allow the assignments and changes observed here to be confirmed.

Since no significant changes were observed in the FTIR spectra, contrary to literature, it

would also be helpful to perform this experiment again with the β -LG A variant specifically,

in order to assess what differences the two variants have interacting with EGCG. Finally, the

interactions between β -LG and theaflavins should also be investigated. This would provide

further insight into the specific interactions and structural changes that occur in a cup of tea

when milk is added. Ultimately, this would be working towards looking at the interactions

between milk proteins, salivary mucins and tea polyphenols.

There is significant potential in investigating the effect other theaflavin molecules could have

on the structure of NT5B. For example both theaflavin-monogallate molecules which also

show interactions with NT5B, as well as theaflavin itself which does not show a significant
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interactions with NT5B. It would be interesting to assess what effect these molecules had on

the β -sheet conformation of the protein.

Unfortunately, due to equipment problems and time pressures, experiments with the C-

terminal domain (CT5B) were unable to be carried out. However, it would be useful to

assess if THDG has a similar effect on CT5B as these are also thought to be important in the

cross-linking of the mucins. NMR could also be utilised to investigate the binding of THDG

molecules to the protein. This could provide important information about how the structure

of the theaflavin molecule changes upon binding and whether it exists as a bridge between

protein monomers. NMR would also be useful for assessing the role disulphide linkages play

between monomers.168

Ultimately, a 3D atomistic structure of NT5B would be useful in this particularly case because

simulated 2D-IR spectra can be calculated using this. This could provide confirmation with

the interpretation of the spectra. This could be obtained either using either NMR or X-ray

crystallography. An alternative method, however, is using the homology of the protein to find

a known similar structure, and substitute in the primary structure of NT5B. This would allow

one of the most ‘active’ parts of the MUC5B protein to be studied computationally, allowing

many different interactions to be screened beforehand and in order to experimentally study

those shown to be most significant.



Chapter 5

Experimental

5.1 2D-IR spectroscopy setups

Two ultrafast spectrometers were used to perform the experiments described in this thesis.

The first one was the ULTRA spectrometer which is a powerful and flexible setup designed

to perform spectroscopies such as TRIR, TA, 2D-IR and T-2D-IR. This spectrometer was

used to perform the T-2D-IR experiments shown in Chapter 2 as well as the initial 2D-IR

experiments of the organosulfate band for Chapter 3. ULTRA employs the double resonance

technique in order to obtain 2D-IR and T-2D-IR spectra. The advantages and disadvantages

of this technique were discussed previously in Chapter 1. The second spectrometer used

to obtain 2D-IR spectra was the Nottingham 2D-IR spectrometer which is a PHASETECH

2D-IR spectrometer. This utilised the pulse-shaping technique, which was also discussed

in Chapter 1. Unfortunately, laser tuning issues meant that this spectrometer could not be
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used at ca. 1250 cm−1. As a consequence, it could only be used to obtain spectra in the

amide I region for Chapter 4 and spectra of the probe molecule ferrocyanide in Chapter 3. A

description of each spectrometer is followed by the data processing and analysis methods

and ends with details of the experimental sample preparation.

5.1.1 ULTRA spectrometer and laser system

The ULTRA spectrometer was used to collect 2D-IR spectra of carrageenan, using the double

resonance technique, and T-2D-IR spectra of Fe(CO)5. The set-up has been described in

detailed elsewhere,6 but briefly: A 65 MHz Ti:Sapphire oscillator seeds two synchronised

regenerative amplifier lasers at a repetition rate of 10 kHz. Two trains of pulses are produced

which have a pulse durations (∆t) of ca. 1-2 ps and 50 fs and a wavelength of 800 nm. The

double resonance technique utilises a tunable narrow-band pump pulse (∆t = 1-2 ps) and

a time-delayed broadband probe pulse (∆t = 50 fs) which has been generated by pumping

separate optical parametric amplifiers (TOPAS, Light Conversion) followed by difference

frequency generators to produce two tunable mid-IR pulses. The pump and probe pulses are

overlapped both spatially and temporally, the probe pulse is then directed in a spectrograph

followed by two linear MCT detectors (resolution = 2-3 cm−1). 2D-IR spectra are generated

by scanning the pump frequency and recording the dispersed pump-probe spectra for a

given time delay. The pump pulses are amplitude modulated to obtain pump-on-pump-off

difference spectra.6 For T-2D-IR spectroscopy, the same set-up as above was used except
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a third UV/visible pulse was introduced to the system. A difference spectrum was then

obtained by collecting spectra alternatively with and without the excitation pulse.

5.1.2 Nottingham 2D-IR spectrometer and laser system

The 2D-IR spectrometer at the University of Nottingham was used to collect spectra of the

carrageenan - ferrocyanide systems and the two protein systems: β -LG with EGCG and the

salivary mucin, NT5B, with THDG. The laser system used in the spectrometer setup is the

Newport Spectra-Physics Solstice Ace. The regenerative amplifier is seeded by a Ti:Sapphire

MaiTai laser and pumped by a Q-switched Ascend laser. The output is 6 mJ, ca. 100 fs

pulses centred on 800 nm with a repetition rate of 1 kHz. The output is used to pump a

TOPAS prime optical parametric amplifier which effectively generates two NIR frequencies

of light using sapphire and BBO crystals. The beam is then directed into a TOPAS prime

difference frequency generator which produces tunable mid-IR pulses by combining these

two NIR frequencies using a AgGaS2 crystal. These pulses feed the PHASETECH 2DQuick

IR 2D-IR spectrometer which is shown in Figure 5.1. Inside the spectrometer, the pump

and probe pulses are first separated using a ZnSe beam splitter (BS). The probe pulse is

then further split using a CaF2 vertical beam splitter (VBS) into probe and reference pulses

which are then incident on the sample. Reference pulses are used to account for shot-to-shot

variations in intensity. The pump pulse enters the germanium pulse shaper (which has been

described in more detail in Chapter 1) where it is split into two pulses separated by a time τ ,

the desired waiting time is then achieved by adjusting the delay stage to change the length of
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Fig. 5.1 A diagram of the Nottingham 2D-IR setup showing the pulsed laser feeding the OPA
and DFG which produce tunable mid-IR ultrafast pulses. This feeds the PhaseTech 2DQuick
IR spectrometer. The pump and probe beams are initially split using a ZnSe beam splitter
(BS). The pump pulse then enters the Ge pulse shaper which applies the relevant masks and
results in two pump pulses separated by a time τ which is then incident on the sample. The
probe follows a different path which first splits it into probe and reference pulses using a
vertical beam splitter (VBS). The probe pulse is then incident on the sample separated by a
waiting time controlled by a delay stage in the pump path. The signal is then projected onto
an MCT detector using a spectrograph.
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the optical path for the pump pulses. A signal is then generated after the two pump pulses

are incident on the sample which is then followed by the probe pulse after a set waiting time

(assuming the the pump and probe pulses are spatially overlapped). The resultant signal,

which is collinear with the probe pulse, is then directed into a spectrograph with a grating of

either 30 or 75 g/mm (resolution = ca. 3 or 1 cm−1 respectively) and finally onto a focal

plane array MCT detector. The variable τ is then scanned over a range of values (typically

0-4000 fs) and the phase of the two pump pulses are cycled in order to collect an entire 2D-IR

spectrum. The operating procedures for the spectrometer are provided in Appendix A.

5.2 2D-IR spectroscopy data analysis and processing

5.2.1 Frequency domain

Data processing was performed using python (v3.7). A pump calibration was first performed

in order to calculate the excitation frequency and intensity. Reference pump spectra were

obtained through a pinhole aperture at each frequency. A Gaussian peak was fitted to each

pump frequency and the central frequency and total area obtained from this was used to

normalise the 2D-IR spectra obtained subsequently.

For 2D-IR spectra, the reference beam was first subtracted from the difference spectrum,

this accounts for shot-to-shot intensity variations. The negative delay was then subtracted

from the positive delays, and lastly a first order baseline correction was applied to the spectra

before being normalised by the pump pulse intensity. Finally, the pump axis was calibrated
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using a polystyrene standard. Contour plots with a pump and probe axis were then produced

to display the 2D-IR spectra.

5.2.2 Time domain

Data processing was again performed using python (v3.7). The software, QuickControl,

output 2D-IR spectral data with the pump axis in the time-domain and the probe axis in

the frequency domain. A background correction was applied to the spectra at each delay in

the pump sequence, an apodizing filter (Hamming window) was then applied before finally

being Fourier transformed in the pump axis. A calibration of the probe axis was performed

as above using a polystyrene standard and the pump axis calibration was achieved using a

linear fit of the spectrum diagonal versus the calibrated probe axis. Contour plots with a

pump and probe axis were then produced to display the 2D-IR spectra.

Exponential decay or growth fitting

Kinetic fits of data were performed using equation 5.1 where a is the amplitude, τ is the

time constant, t is the time delay and i the number of exponential functions in the fit.*

The function curvefit was used from the SciPy toolbox (v1.5.4), which is a non-linear least

squares algorithm, to optimise the fit.

f (t) = ∑
i

aie−t/τi (5.1)

*One exponential fit required an additional parameter acting as a baseline as the data did not decay to zero.
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Global fitting

Global fitting of spectra was performed using equation 5.2 where H(t) is the Heavside

step function, G(t) is the Gaussian function, a is the amplitude, τ is a time constant, i the

number of exponential functions in the fit and j is the number of kinetic traces in the fit. The

L-BFGS-B algorithm was used as part of the SciPy minimize function (v1.5.4) to optimise

the fit.

f (t) = H(t)∗
(

G(t)
⊗

∑
i, j

ai, je−t/τi

)
(5.2)

Peak fitting

Gaussian peaks were fitted to 2D-IR spectral slices using the LMFIT (v1.0.1) package in

python.169 Anharmonicity values were calculated by subtracting the peak maximum from

the minimum (equation 5.3).

∆ = ω01 −ω12 (5.3)

Spectral diffusion analysis

Spectral diffusion of samples was measured by first identifying a spectral region with one

positive and negative peak and is summarised in Figure 5.2. The respective maxima and

minima were calculated to find the centre of these peaks (yellow dots). For the central line
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Fig. 5.2 A diagram showing how CLS and NLS are calculated. Left: TW = 0. Right: TW > 0.
The yellow dot represents the maximum and minimum of each peak, The blue and red dotted
lines represent the CLS calculated for each peak and the green dotted line presents the NLS.

slope (CLS), and taking the fundamental transition peak as an example (which is negative

and blue), starting at the global minimum, the minimum is then calculated for the spectral

slice one pixel above (represented by each dot in the red dotted line).† This is then repeated

for multiple data points above and below the global minimum (curved arrows), typically 5-7

in total but is adjusted according to the sample since peak widths vary. Finally, a linear fit is

calculated using these points and the gradient extracted as a result. A plot of the gradient

versus waiting time is generated by applying this to each spectrum at different waiting times.

This is also repeated for the ν1→2 transition peak but in this case the maximum is of course

used. The nodal line slope is defined as the zero region between the positive and negative

peaks, since this region can be quite noisy it can be awkward to calculate it. Instead, using

the points calculated for the CLS of both peaks, a cubic fit is calculated from the small pump

spectral slices between the maximum and minimum points. The roots of this is calculated

to determine the nodal points (green dotted line) and finally the gradient from a linear fit is

†Pixel being a data point in this case which could refer to an actual pixel in the probe axis or a data point in
the pump axis.
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extracted. The inverse CLS (ivCLS) is very similar to the CLS except the process is rotated

90◦ so that extrema are calculated from probe slices instead, and the inverse gradient is used

to calculate the spectral diffusion.‡

5.3 FTIR spectroscopy

FTIR spectra were recorded using a Nicolet is50 spectrometer using an MCT detector with

a KBr beam splitter. All spectra were recorded with a resolution 2 cm−1 and the number

of scans and specific detail is stated below in the sample preparation section. Figure 5.3

shows a diagram of a Harrick cell which was used to collect transmission FTIR spectra and

2D-IR spectra of samples. The cell consists of a metal back plate which holds two O-rings,

these sandwich and seal in two CaF2 windows which themselves are separated by a Teflon

spacer (typically 6-500 µm) and the sample solution. A flow system is also shown on the

diagram where a sample solution reservoir is connected to the cell via inlet and outlet pipes

and the solution is cycled through using a peristaltic pump. This setup was used for Chapter

2 where the solution needed to be continuously refreshed. A temperature controlled sample

was required for Chapter 3, therefore a modified version of the Harrick cell where a heated

steel block surrounded the main cell body was used. The temperature was controlled by

flowing water through the steel block using a temperature controlled water bath.

‡The gradient was actually calculated for the dataset rotated by 90◦. This was done because linear fits do
not operate well when the gradient is close to 0.
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Fig. 5.3 A diagram showing the setup of a Harrick cell attached to a flow system. The flow
system consists of an inlet and outlet pipe which link the sample solution reservoir in a flow
pot to the Harrick cell via a peristaltic pump. The Harrick cell (with front and side view
displayed) itself is formed of a back plate, where two O-rings (red) sandwich two CaF2
windows, which themselves sandwich a Teflon spacer (green) and the sample solution.
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5.3.1 MCR analysis

Multivariate curve resolution (MCR) analysis is a method used to decompose spectra into

pure component spectra (components) and concentration profiles (scores). Equation 5.4

shows how spectra (D) are decomposed into components (C) and scores (S) with the residual

data described by E.170 MCR analysis was performed using PLS Toolbox from EigenVector

software (v8.8.1). FTIR spectra were first preprocessed by performing a baseline routine

followed by normalising the spectra by area in the region of interest. MCR was then

performed and two factors was chosen to describe the data.

D =CST +E (5.4)

5.3.2 Peak fitting

Pseudo-voigt peaks were fitted to data using Matlab (v2020a). Each peak was initialised with

a peak amplitude, width, position and shape (a 0 to 1 scale how Gaussian or Lorentzian the

peak is). Upper and lower limits were applied in some cases to limit and ensure peak size

and position remained reasonable. The position of peaks for the amide I peak fitting were

limited to ± 5 cm−1 from their starting positions which were determined from [155]. The

Non-linear Least Squares algorithm was used to perform the fit.
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5.4 Sample preparation

5.4.1 Fe(CO)5

Fe(CO)5 was purchased from Sigma-Aldrich (CAS number: 13463-40-6) and used without

further purification. Fe(CO)5 was dissolved in ca. 20 ml of either dry heptane (CAS number:

142-82-5) or dry CH2Cl2 (CAS number: 75-09-2) such that each had an optical density (OD)

of 0.5 and 0.2 respectively.§ Each solution was prepared under an argon atmosphere in a flow

system containing a Harrick cell (containing CaF2 windows) with a sample path length of

300 µm. The sample was then flowed using a peristaltic pump.

T-2D-IR difference spectra were obtained by varying the time delay between the initial

IRpump and UVpump pulses and finally probing the system following a waiting time using an

IRprobe pulse. A UV excitation of 266 nm was used and the IRpump was scanned from 1950

to 2040 cm−1. Each spectrum was collected and averaged over 5 s for 3 cycles for a variety

of time delays between the three pulses.

5.4.2 Carrageenan

5.4.3 Pure carrageenan samples

κ-carrageenan (CAS number: 1114-20-8) and ι-carrageenan (CAS number: 9062-07-1) was

purchased from Sigma-Aldrich and used without further purification. Solutions of deionised

§Heptane was refluxed over CaH2 under an inert argon atmosphere for 48 hours before use and dry CH2Cl2
was purchased from Sigma-Aldrich is a sealable container.
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water and 2% w/w carrageenan were prepared at 80 ◦C by dissolving the carrageenan. Drops

of the hot solution were then placed in a preheated variable temperature (modified Harrick)

cell containing CaF2 windows, with 12 µm spacers.

2D-IR spectra in the frequency domain were then obtained at temperatures of 70, 45 and

22 ◦C. Difference spectra were collected at -10 and 1 ps delays with a scanned pump range

of 1100 - 1450 cm−1 and a bandwidth of ca. 20 cm−1. Each spectrum was collected and

averaged over 3 s for 10 cycles.

5.4.4 Carrageenan and ferrocyanide

κ-carrageenan (CAS number: 1114-20-8) and ι-carrageenan (CAS number: 9062-07-1) was

purchased from Sigma-Aldrich and used without further purification, along with potassium

ferrocyanide (CAS number: 14459-95-1). Solutions of 4% w/w carrageenan with ca. 0.18 M

potassium ferrocyanide were prepared by mixing them with deionised water at 80 ◦C. Drops

of the hot solution were then placed in a preheated variable temperature (modified Harrick)

cell containing CaF2 windows, with 25 µm spacers.

FTIR spectra were obtained using a Nicolet is50 spectrometer, with a resolution of 2 cm−1

and 1024 sample scans at temperatures of 20, 30, 40, 50, 60, 70, 80 ◦C. 2D-IR spectra in

the time domain using the PhaseTech spectrometer were then obtained at the same range of

temperatures in the CN stretching region of the spectrum. Four phase cycling with a pump

sequence scanned from 0 - 4000 fs with steps of 16 fs was used. A waiting time range of -5

to 25 ps was collected. 10 spectra were averaged together at each waiting time.
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5.4.5 Mucins and theaflavin

β -Lactoglobulin (β -LG)(CAS number: 9045-23-2), epigallocatechin gallate (EGCG)(CAS

number: 989-51-5) and Tris–HCl (CAS number: 1185-53-1) buffer was purchased from

Sigma-Aldrich and used without further purification. A solution of 0.25 mM β -LG and

Tris-HCl was prepared in H2O, the solution was then freeze dried and replaced with D2O to

exchange the laybile protons. This was repeated a further two times. The exchanged β -LG

solution was then measured using FTIR and 2D-IR spectroscopy in a Harrick cell with a

pathlength of 50 µm. Finally, EGCG was added to the exchanged β -LG solution to form a

final concentration of 0.5 mM EGCG and 0.25 mM β -LG, which was again measured using

FTIR and 2D-IR spectroscopy.

The NT5B protein was provided by Elena Owen at the University of Manchester and the

theaflavin extracts were provided by Unilever. The protein extraction process is described in

[159]. NT5B was exchanged with D2O three times by freezing drying the sample. 2D-IR

and FTIR spectroscopy was performed on the pure protein with the sample contained within

a Harrick cell with a pathlength of 50 µm. Theaflavin digallate (THDG) was then added to

the NT5B protein solution to an approximate concentration of 0.5 mM.¶ 2D-IR and FTIR

spectroscopy was then performed with the NT5B and THDG sample.

FTIR spectra were obtained using a Nicolet is50 spectrometer, with a resolution of 2 cm−1

and 64 sample scans. 2D-IR spectra were obtained in the time domain using the PhaseTech

spectrometer. Two phase cycling and a pump sequence consisting of delays 0 - 4000 fs with

¶An exact concentration of THDG was very difficult to achieve because only a very small volume of NT5B
was available. ( 250 µl) and so the uncertainty in the concentration was determined to be large.
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intervals of 20 fs. 50 spectra were averaged for each waiting time. Spectra were obtained for

waiting times of -0.5 to 2 ps. Four phase cycling and a pump sequence consisting of delays

0 - 2544 fs with intervals of 24 fs was used for the NT5B - THDG sample because large

scattering artefacts were present initially.
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Appendix A

2D-IR Spectrometer operating

procedures

Using the 2D-IR Spectrometer

A.1 Turning on the 2D-IR spectrometer

1. Please refer to the Solstice manual for turning on and operating the Spectra Physics

Solstice Ace Femtosecond Laser, ensuring the interlock is operated and all barriers are

in place.

2. Turn on the recirculating chiller and ensure the temperature is set to 20 ◦C. The pulse

shaper must be cooled otherwise it overheats and shuts off.

3. Turn on the RF pulse shaper unit.
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4. Turn on the focal plane array detector and fill with liquid nitrogen.

5. Start the 2D-IR Quick software and Hardware centre on the computer.

A.2 Turning off the 2D-IR spectrometer

1. Please refer to the Solstice manual for turning off the Spectra Physics Solstice Ace

Femtosecond Laser.

2. Close the 2D-IR Quick software and Hardware centre on computer.

3. Turn off the RF pulse shaper unit.

4. Turn off the focal plane array detector

5. Turn off the recirculating chiller.

6. Turn off the red diode alignment laser.

A.3 Basic alignment of the 2D-IR spectrometer

1. Wear appropriate laser googles (for 1,160 nm to 10,000 nm) and gloves

2. Close the interlock on the TOPAS OPA.

3. Remove the sample laser lid and turn on the red diode alignment laser

4. Place the alignment tool in the sample holder and block the pump diode laser beam
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5. Adjust the position of sample until probe diode laser beam intensity is observed.

6. Adjust until the intensity is maximised.

7. Unblock the pump diode laser beam and block the probe diode laser beam

8. Adjust the IR pump mirror until intensity from the pump laser beam is observed

through the alignment tool.

9. Adjust until the intensity is maximised.

10. Remove alignment tool and replace with sample.

11. Open the interlock on the TOPAS OPA.

12. Adjust the Z-position of sample until 2D-IR signal is observed on software.

13. Replace laser lids carefully to avoid them dropping into the beam path.

A.4 Laser realignment of input beam

1. Wear appropriate laser googles (for 1,160 nm to 10,000 nm) and gloves

2. Close the interlock on the TOPAS OPA.

3. Remove laser box lid for input beam

4. Visually inspect beam path and ensure that the expected beam path is safe.

5. Place the flip mirror in the alignment position and place thermochromic paper in front

of alignment mirror.
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6. Open the interlock on the TOPAS OPA.

7. Turn on the red diode alignment laser.

8. Adjust Mirror 1 until the diode laser and TOPAS output is centred.

9. Move thermochromic paper 0.5 m away.

10. Adjust Mirror 2 until the diode laser and TOPAS output is centred.

11. Repeat steps 7-9 until the beams overlap at both distances.

12. Replace the laser box lid for input beam carefully.

13. Please see basic alignment section for next steps.

A.5 Calibration of 2D-IR pump beam

1. Close the interlock on the TOPAS OPA.

2. Remove the sample laser lid.

3. Flip up the pump detector redirect mirror.

4. Replace the sample laser lid.

5. Open the interlock on the TOPAS OPA.

6. Adjust angle of gratings until pump intensity is maximised (gratings 1 and 2 should

not need to be unlinked).
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7. Follow the directions on the calibration tab of the software located within the settings

page.

8. Once finished with calibration of the pump beam close the interlock on the TOPAS

OPA.

9. Remove the sample laser lid.

10. Flip down the pump detector redirect mirror.

11. Replace the sample laser lid.

12. Open the interlock on the TOPAS OPA.

A.6 Collection of 2D-IR spectra

1. Assuming the input beam alignment is good, close the interlock on the TOPAS OPA.

2. Remove the sample laser lid.

3. Place the sample in the sample holder.

4. Replace the sample lid and open the interlock on the TOPAS OPA.

5. Set the laser wavelength and spectrograph according to the sample and region of

interest.

6. Set the pump mask to basic and ensure ‘chop’ is selected over ‘phase cycling’.
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7. Set the pump delay to ∼2 ps ensuring the pump pulse is incident before the probe

pulse.

8. Set the detector to continuous collection and ensure approximately 40 - 100 spectra

are collected on average.

9. Ensure pump-probe signal is observed in the spectrum. If it is not, then adjust the time

delay both forwards and backwards until it is observed. If it is still not observed, then

perform the basic alignment again routine again.

10. Adjust the time delay of the pump pulse until the peaks observed are maximised in

intensity. Then set this time delay to 0.

11. Change to AQUIRE mode and load ’2D-IR two phase cycling’ default settings. These

should be appropriate for most applications (the four phase cycling method can be

used if scatter artefacts are observed on the spectrum in control mode).

12. Load masks to the pulse shaper and enter in a list of time delays.

13. Set the number of spectra to average, ∼10-50 is appropriate depending on time avail-

able and signal to noise ratio from the sample.

14. Finally click ‘Collect spectra’ to start acquisition of 2D-IR spectra.

15. Check the output periodically to ensure pump-probe signal is still observed, as well as

the overall laser intensity to ensure the laser remains in alignment.

16. When the spectra have been acquired the 2D-IR spectrometer can be switched off as

described above and then the sample may be removed after that.
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Abstract: 

The recent discovery of electron transfer (ET) from photoexcited Tryptophan to the heme in 
ferric myoglobins (Mbs), competing with resonant energy transfer raises questions about the 
coupling between these two processes, the pathway for electron transfer as well as the role of 
the final electron acceptor (the heme). Indeed, the latter changes with the oxidation state of the 
iron ion (ferric or ferrous), its spin state (planar low spin ligated vs deoxy high spin unligated 
form), and the type of distal ligand (CO, NO, H2O, CN) or lack thereof (deoxyMb). To address 
these questions, we carried out ultrafast UV pump/infrared (IR) probe spectroscopy of 
deoxyMb, MbCN, MbCO and MbNO. Compared to previous studies using visible-UV probes, 
IR probing offers the advantage of a chromophore-specific monitoring both the heme and the 
ligands, along with the protein scaffold via its amide bands. A band shows up at 1720 cm-1 upon 
excitation of tryptophan, which we identify as a marker of the reduced heme based on 
theoretical calculations. This band shows up in all Mb’s, regardless of the oxidation and spin 
state and of the ligand, except NO. Heme reduction leads to release of the CO and CN ligands, 
accompanied by charge redistribution to the porphyrin macrocycle, making it the prime electron 
acceptor, while some electron density is also present on the Fe ion. In the case of MbNO, no 
reduction of the porphyrin is detected and from the data, we conclude that the electron ends up 
on the NO itself. In all cases, the ligand dissociates from the reduced heme in typically 200-250 
ps, which we believe is driven by protein fluctuations, and this leads to a redistribution of charge 
on the macrocycle. With the ability to site-directly mutate its amino-acids, this study shows that 
Myoglobin is an ideal model system to investigate electron versus energy transfer in biological 
systems and to quantify the efficiency of the various amino-acids in the electron pathway to the 
acceptor.  
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Introduction 

Electron transfer (ET) and Excitation Energy Transfer (EET) processes are widespread in 

biological systems where they play a crucial role in several fundamental processes.1-9 The 

photosynthetic system is a very representative example, as it undergoes both energy and charge 

transfer processes during its function. Photoabsorption excites the light harvesting complexes, 

which undergo EET to the reaction centre. This then drives ET between the cytochromes c2 

and the reaction centre, and the bc1 complex. Proton transfer then ensues, which triggers the 

ATPase. While only the first events are triggered by photoabsorption, in the blue copper protein, 

involved in electron transport in plant photosynthesis, photoinduced charge transfer occurs 

upon excitation in the visible region.10-11 ET is also crucial for the electron transport chain in 

aerobic cellular respiration,12 photosynthesis,13 DNA repair by photolyase,7 as well as in driving 

the proton pump of cytochrome c.14 It is well established that, within a protein, ET can occur 

on the ps-ns timescale over long distances (> 10 Å).1-3, 15-17 In parallel, EET plays a major role 

in energy transport in the form of excitons along DNA strands,18-19 and it has become the basis 

of the Fluorescence resonance energy transfer (FRET) commonly used in biological imaging.20-

21 

In this respect, the amino-acid residue Tryptophan, plays a crucial role. Its absorption and 

emission bands are extremely sensitive to the environment, which strongly affects its 

fluorescence energy and quantum yield within proteins.22-25 For example, the fluorescence 

decay time of photoexcited Trp (*Trp) in Cytochrome c,26-27 bacteriorhodopsin (bR)28-30 and 

myoglobins (Mb)24, 31-33, is significantly shorter (sub-ps to hundreds of ps), than its life-time in 

water (~3 ns).22 The lifetime quenching of Trp in proteins has generally been rationalized in 

the terms of FRET from *Trp to acceptor molecules that could be the cofactor or other amino-

acid residues.24-25, 34-36 FRET is based on the Förster dipole-dipole coupling and its rate depends 

on the inverse sixth power of the donor-acceptor (D-A) distance and on the relative orientations 

of the donor and acceptor dipoles, as well as the overlap integral of the donor fluorescence band 

with the acceptor absorption band. The high sensitivity of the Trp spectra to the environment, 

along with the inverse-sixth power dependence on the D-A distance of the FRET rate, have 

made it a commonly used natural fluorescing probe (the so-called “molecular ruler”) in 

investigations of protein dynamics.21, 37-38 

Tryptophan is also known to undergo ET reactions in biosystems, such as the blue copper 

proteins,4 the azurins,39 relay in Re-containing proteins39-41 and heme reduction and oxidation 
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has been reported for proteins such as Cytochrome c,42-44 while recent UV-visible TA studies 

point to a FRET from Trp to the heme.27 This raises the question of the extent to which the Trp 

fluorescence decay in hemoproteins is caused by ET or FRET and how these two processes are 

coupled, if at all. This issue started to be addressed recently in the case of myoglobin (Mb).45-

46 The latter contains two Trp residues: Trp7, which is solvent exposed and lies ~21 Å (centre-

to-centre) away from the heme and Trp14, which is embedded within the protein with a centre-

to-centre distance to the heme of ~15 Å (Figure S1).24 Several time-resolved studies of their 

fluorescence in Mb’s24, 32-33, 47 have shown that excited Trp7 decays in 105 to 130 ps, while 

excited Trp14 decays in 16 to 28 ps in all Mbs (table S1). These decays have been modelled in 

terms of dipole-dipole resonance energy transfer (i.e. FRET), though with some discrepancies 

for the case of Trp14.32-33, 48 These discrepancies were explained by two-dimensional (2D) 

deep-ultraviolet (UV) Transient Absorption (TA) and UV pump/visible probe TA spectroscopic 

studies of the ferric Cyano-Mb (MbCN) and met-Mb (MbH2O) by Consani et al,45 which 

showed that the *Trp14 decay rate is not only due to FRET to the heme, but it competes with 

an ET with a yield of ~50%, while the *Trp7 decay is entirely due to FRET to the heme. In the 

case of ferric MbCN and metMb, formation of a ferrous deoxyMb, resulting from the ET, was 

witnessed by its spectral fingerprints in the region of the Q- and Soret absorption bands.45 This 

study was followed by another on the ferrous deoxy-Mb,46 which showed that a *Trp14-heme 

ET also occurs at a comparable rate as in ferric Mbs, even though the heme is in a high spin 

(HS) domed state, which is very different from the low spin (LS) ferric planar ligated form. It 

was also suggested that the ET pathway follows a route via the Leucine 69 (Leu69) and Valine 

68 (Val68) amino acid residues (Figure S1). Later, Besley and co-workers49 confirmed the 

proposed ET pathway using quantum chemical calculations of the Trp-mediated FRET and ET 

in Mb by density function theory (DFT) and time-dependent density functional theory 

(TDDFT), and compared them with those using the pathway model by Beratan and co-

workers.50-52 These calculations rationalised the experimental results for ferric Mbs,45 and 

confirmed the proposed ET pathway.46 

The invariance of the Trp-heme ET rate in ferric MbCN and metMb45 and in ferrous deoxyMb,46 

which have very different hemes, raises questions about the detailed nature of the ET process 

and its pathways, and calls for an investigation of other Mb species such as the ferrous ligated 

carboxy-Mb (MbCO) and Nitrosyl-Mb (MbNO). Given that the ET rates measured in the TA 

studies45-46 match well the fluorescence decay of Trp14 for a yield of ~0.5, this implies that the 

Trp14 decay is determined by ET and FRET to the heme at almost equal yields. Table S1 
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suggests that these processes are similar in all Mb species. In the case of the ET in Mb’s the 

question as to the fate of the transferred electron is still open. For deoxyMb, it was concluded 

that it is localized on the porphyrin ring,46 while for ferric Mb’s it was concluded that it is on 

the iron ion45. This calls for further questions, is there a back-electron transfer, or is it lost to 

other parts of the protein? What happens in the case of ligated ferrous Mb’s, and what is the 

fate of the diatomic ligand? 

The absorption by the two Trp’s overlaps that of the heme in the 260-300 nm region (Figure 

S2) and therefore in addition to the FRET and ET to the heme due to photoexcited Trp’s, direct 

excitation of the heme also occurs, which induces intra-porphyrin relaxation processes, 

including the dissociation of the distal ligand in ferrous Mb’s. Given that ligand recombination 

spans similar timescales as the Trp decay (especially for MbNO53-56), the task of disentangling 

the processes triggered by direct excitation of the porphyrin from the Trp-meditated FRET and 

the ET processes cannot be achieved by visible TA.45-46 In order to circumvent this limitation, 

here we use UV pump/infrared (IR) probe spectroscopy, as the latter can unambiguously 

identify the various chromophores (ligand, porphyrin, Trp, etc.) via their marker bands. In 

addition, the stretch modes of the distal ligand have been shown to be good sensors of the 

oxidation state of the heme,57-60 and of the intra-protein electrostatic fields as demonstrated for 

CO and NO.61-62  

In this paper, we report a study of *Trp14-to-heme ET in ferric MbCN and ferrous deoxyMb, 

MbCO and MbNO by IR TA spectroscopy. Since the *Trp14-to-heme ET in MbCN and 

deoxyMb was already characterized using UV and visible probes,45-46 we revisit them here in 

order to establish the IR signatures of the ET, which are crucial for describing it in MbCO and 

MbNO. The experiments were carried out exciting the system with femtosecond pulses at 315 

nm (exciting the heme porphyrin only) and at 290 nm (exciting the heme and the tryptophans 

simultaneously). The 315 nm pump is close enough to the 290 nm one, such that effects due to 

excess energy are minimized. We scrutinize the response of the system in the region of the 

diatomic ligand stretch modes (1550-2150 cm-1 for NO, CO and CN) and in the fingerprint 

region of the porphyrin and the Trp modes (1300-1800 cm-1). The latter strongly overlap the 

amide I bands, which are dominant. The infrared continuum probe is obtained by difference 

frequency generation.63 The experiment ran at a repetition rate of 10 kHz and the cross-

correlation of the pump and probe pulses was 200 fs and the spectral resolution of the detection 

was 3 cm-1. 
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We identify an IR marker of the ET at ~1720 cm-1, in all the studied Mb’s except MbNO and 

conclude that it is a marker of the reduced heme. However, the electron distribution is 

delocalised to various degrees on both the metal and the porphyrin macrocycle depending on 

the Mb. Further processes, such as ligand detachment from the heme, and redistribution of 

charge onto the macrocycle occur on time scales of 200-250 ps, which we attribute to large 

scale conformational changes of the scaffold. In the case of MbNO, we conclude that the 

electron is localised on the ligand. The loss of the reducing electron occurs on timescales >1 ns. 

We confirm the pathway for ET previously suggested46 and supported by theory.49 Given its 

versatility in site-directed mutation of its amino-acid residues,23 the present studies show that 

Mb is an ideal model system to describe the role of amino-acid residues in directing and 

enhancing ET  processes in proteins and how this is balanced by competing energy transfer 

processes. Furthermore, they also underscore the power of ultrafast IR spectroscopy in 

recovering details of the electron transfer process with a high degree insight. 

 

Results: 

As already mentioned, in order to disentangle the ET processes from direct heme excitation, we 

carried out our study at two pump wavelengths: 315 nm, which exclusively excites the heme, 

and 290 nm, which excites both the heme and the 2 Trp’s. By comparing the extinction 

coefficients of the Trp with those of myoglobin at the excitation wavelength of 290 nm (Figure 

S2),45 we estimate that heme photoexcitation accounts for ~64% of the excited species, while 

each Trp’s contributes for ∼18%. At 315 nm, the absorption coefficient of the heme is ~80% 

that at 290 nm.  

In order to grasp the complexity of processes taking place upon Trp excitation of the various 

Mb’s, figures S3 to S6 show charts of the anticipated processes in the various Mb’s upon 

excitation at 315 nm and 290 nm. The processes induced by direct heme excitation in the visible 

and ultraviolet have been well studied in the past and are reported in these figures. MbNO 

(Figure S6) is more complex than the other Mb’s due to the fact that the photodissociation 

quantum yield is 55% and the ligand recombination occurs over two time-scales: a rapid one 

(5-10 ps) due to nearby ligands recombining within the heme pocket, while a longer 

recombination time (150-250 ps) is due to ligands that have migrated further away from the 
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heme pocket and are presumably located in the Xe4 pocket.54, 64 The relaxation of the non-

dissociating MbNO back to the ground state has been assumed to be purely thermal.64 

At 290 nm, direct heme excitation will lead to processes similar to those generated under 315 

nm excitation. Excitation of Trp7 generates by FRET processes similar to those by direct heme 

excitation but with a rise time of 105-125 ps, corresponding to the Trp7 fluorescence decay 

(Table S1). Excitation of Trp14 leads to both FRET and ET to the heme at comparable rates.45-

46 This implies that upon 290 nm excitation, only ~10 % of species are affected by ET. We will 

discuss in more detail Figures S3 to S6 when we deal with the different systems separately but 

suffices it to say at this point that a complex interplay of direct and FRET excitation occurs 

simultaneous to ET, which render the disentangling of the latter somewhat complex. As a 

consequence, fits of kinetic traces are purely phenomenological and will be discussed only as 

indicative of the on-going processes. 

Not shown in the charts of Figures S3 to S6 are the photoreduction and photooxidation 

processes that have been reported for met-myoglobin and Cytochrome c42 and MbNO,65 but 

whose origins are still debated. Although both processes have small cross-sections, they are 

comparable, and therefore we can assume that they balance out each other.  

Deoxy-Myoglobin (deoxyMb) and the marker band of heme reduction 

Deoxy-Mb is a HS (S=2) five-coordinated domed FeII-heme, whose photocycle was reported 

to occur in < 4 ps upon 405 nm excitation (in addition to a weak 15 ps component).66 The 

recovery of the photoexcited system was ascribed to vibrational cooling in the ground electronic 

state.67 Figure 1 shows a selection of transient IR spectra of deoxy-Mb in the 1600-1850 cm-1 

region at different time delays for excitation at 315 nm (A) and 290 nm (B). Figure S7 shows 

similar data over an extended frequency (1380-1800 cm-1) range. It exhibits a rather complex 

pattern of positive (absorption) and negative (depletion or bleach) features, due to the responses 

of Trp and of the amide I (1650 cm-1 region) and II (1540 cm-1 region) bands of the protein.68 

These features reflect dynamics associated to conformational69 and electrostatic changes 

affecting the entire protein scaffold. Note that the amplitude of the signal is typically 3 to 5 

times larger at 290 nm compared to 315 nm excitation, the intensity ratio of the amide I and II 

bands changes and the amide I bands shift to higher frequencies in the 290 nm case. The detailed 

analysis of these signals is beyond the scope of this paper and will be discussed in a later 

publication. We will however partly come back to them when we discuss the MbNO case. For 

now, we focus on the 1600-1850 cm-1 region (Figure 1).  
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The transients in Figure 1 differ significantly at the two pump wavelengths, in the sense that 

stronger changes appear in the < 1700 cm-1 region upon 290 nm excitation (Figure 1B), and a 

broad excited state absorption (ESA) band, centred around 1720 cm-1, appears that is missing 

under 315 nm excitation (Figure 1A). Its time trace is shown in Figure S8. It exhibits an increase 

over several tens of ps, followed by a slow decay up to our detection limit of 3 ns. The fit of the 

kinetic trace yields a rise of 20 ± 2 ps (Tables 1 and S2) and a component of ≥ 3 ns is used to 

account for the slow decay. The UV pump/visible probe TA studies of deoxyMb reported the 

growth of a broad ESA feature in the 500-600 nm region, on a 20 ps timescale, which was 

attributed to an Fe(II)-porphyrin p-anion radical, that then remained stable up to the detection 

limit of 1 ns.46 The straightforward assignment would be that the 1720 cm-1 band is the IR 

marker of the reduced ferrous heme, generated through *Trp14-to-heme ET. However, this 

assignment is far from trivial and requires a more detailed discussion.  

Indeed, the most probable candidates for the band 1720 cm-1 band are the Trp cation, a reduced 

amino-acid residue or the reduced porphyrin, as suggested above. Regarding Trp, its vibrational 

spectrum spans the region up to 1650 cm-1.60 Beyond and up to 2700 cm-1 it does not contain 

vibrational bands.70-71 Very few studies have been performed on the Trp radical and these are 

only resonance Raman ones.72-73 They do not show evidence for a band at 1720 cm-1. The same 

goes for the Histidine amino-acid, which does not have bands above ~1650 cm-1. Last but not 

least, and as will be seen when we discuss the MbNO case, if this band were associated with 

the Trp radical or a reduced amino-acid residue, it should also show up in UV-excited MbNO, 

which is not the case.  

Concerning the heme, the high frequency cut-off of the IR spectrum of heme porphyrins is near 

1700-1710 cm-1 and is attributed to the symmetric stretching (nCOOH) of the protonated 

carboxylic-COOH group, while the COO- band is near 1565 cm-1.74-75 One could conclude that 

upon heme reduction, the COOH band shifts to 1720 cm-1 and/or increases in intensity. 

However, IR spectroelectrochemical studies of Cytochrome c and deoxyMb do not show 

evidence for such a band even though the visible part of the spectrum clearly showed changes 

upon reduction.75-76 Since no ligated Mb’s had been so far studied, we repeated the IR 

spectrochemical studies in the case of MbCO. These are presented in § S2 and they also show 

no evidence of the 1720 cm-1 band showing up at either positive or negative potentials. The 

absence of this band in the spectroelectrochemical studies may be due to an insufficient 

sensitivity, especially considering that it is quite broad. We therefore resorted to quantum 

chemical calculations. These are described in § S3 and here we just present the main 
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conclusions. The peak at 1720 cm-1 can be assigned to the CO stretch of COOH. It is not clearly 

visible in the steady-state FTIR spectrum75 as the number of COO- modes far outweighs that 

of the COOH modes at pH 7 and the tail of the amide I band obscures whatever small intensity 

is left. The 1720 cm-1 band in the transients could arise either from an increase in population of 

the COOH modes through protonation or an increase in oscillator strength. However, it is 

unlikely to be due to protonation as the kinetics for this peak occur on the same timescale as 

the ET. Our calculations show that the COOH mode for the anion has an ~80% increase in 

oscillator strength compared to the normal Heme, with a negligible shift in frequency. 

Therefore, and while further studies are needed to confirm this attribution, we conclude that the 

1720 cm-1 peak is due to heme reduction and we identify it as a marker band of the porphyrin 

radical anion.    

Cyanomyoglobin (MbCN) 

MbCN has a LS (S=1/2)77 ferric hexacoordinated planar heme. Its photo-cycle occurs in < 4 ps 

under 420 nm excitation, and it was attributed to a combination of thermal heme relaxation and 

cascading among metal-centred (i.e. HS) states leading to loosening, without dissociation, of 

the Fe-CN bond.78 Figure 2 compares transient spectra in the region of the CN stretch at selected 

time delays upon 315 nm (A) and 290 nm (B) excitation, and Figure 3 shows the 1600-1850 

cm-1 range. In both figures, the transients clearly differ at the two pump wavelengths. In Figure 

2A, the transient IR spectra show three main features: the Ground State Bleach (GSB) of the 

CN stretching frequency (nCN) centred at 2125 cm-1 and two ESA bands centred at 2118 cm-1 

(marked 1) and 2095 cm-1 (marked 2), all decaying in a few ps, after which the system has fully 

recovered. These results are consistent with previous studies on ferric MbCN under 420 nm 

excitation,78 where the ESA features were attributed to vibrationally hot CN stretch modes (1) 

and to a CN loosely bound to the iron (2). In these studies, the latter appeared promptly around 

2093 cm-1 and it gradually shifted towards 2100 cm-1 while decaying in a few ps. The kinetic 

trace of the GSB band for 315 nm excitation is shown in Figure S9A. It shows a largest 

(negative) amplitude at t≈0, due to the prompt excitation, that recovers exponentially with a 

time constant of 3.1 ± 0.4 ps, in good agreement with ref. 78.  

Figure 2B shows the transient IR spectra upon 290 nm excitation. Here again, the GSB and 

feature 1 appear promptly, as in Figure 2A, while feature 2 is not clearly distinguished. Instead, 

an additional ESA band centred at nCN ≈ 2070 cm-1 grows over several tens of ps and decays 

over hundreds of ps. Its frequency is different from that of free CN (2046 cm-1), HCN (2094 
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cm-1), or even CN- (2080 cm-1).57 Furthermore, the IR bands of free CN and CN- are weak and 

therefore, difficult to observe. In ferrous MbIICN, nCN = 2057 cm-1 (i.e. red-shifted by 68 cm-1 

with respect to MbIIICN) at pH=8 with a shoulder appearing at 2078 cm-1 at pH=5.6.57 Based 

on their quantum chemical calculations, Reddy et al.57 attributed the lower C-N frequency in 

MbIICN relative to MbIIICN to an additional electron density on all anti-bonding CN orbitals. 

Furthermore, these calculations showed that s-donation weakens the Fe-C bond, which was 

used to explain the spontaneous dissociation of CN- in MbIICN at -5 °C. In our visible and 2D 

UV TA studies,45 we concluded that the Trp14-to-heme ET yields MbIICN, which appears 

clearly in the transients in the Q- and Soret-band regions. The ESA band at ~2070 cm-1 in 

Figure 2B appears at a frequency, which is intermediate between the value in MbIIICN and 

MbIICN but closer to the latter (~10 cm-1 higher in frequency).79 Furthermore, its intensity 

seems much higher than that of the parent bleach as while the latter has almost vanished by 20 

ps, the 2070 cm-1 band is still growing. As a matter of fact, the oscillator strength of the CN 

stretch in Mb(II)CN is approximately 100 times larger than in Mb(III)CN.79 Putting the latter 

two observations together with those from the 2D UV studies,  suggests that even though most 

of the transferred electron density is localized on the Fe ion, part of it is also distributed on the 

porphyrin. This is further confirmed by Figure 3B, which clearly shows the appearance of the 

ESA band at 1720 cm-1 as in deoxyMb (Figure 1B). Under 315 nm excitation (Figure 3A), this 

band is completely missing. It is however remarkable that in fig. 3B, its intensity is comparable 

to that of deoxyMb, even though only a partial charge is distributed over the heme. We also 

note it increases in intensity from 20 to 100 ps time delay before slowly decaying over 

nanoseconds. We will discuss these observations below. 

Figures S9B-D show the kinetic traces of the various GSB and ESA bands observed in Figures 

2B and 3B, along with their fits using multi-exponential functions. Just as for Figure S9A, in 

Figure S9B, the GSB appears promptly and recovers within a few ps. The fit of the trace yields 

the same timescale as in Figure S9A (~3 ps). According to figure S4, this trace is dominated 

(~64%) by the direct heme excitation (same as in figure S9A) with its bleach recovery of ~3 ps, 

but it should also contain a small rising component (~18 %) of the bleach due to the reduction 

of the porphyrin by ET from Trp14 and FRET from both Trp’s, which depletes the parent 

MbIIICN species on a 20 ps and 120 ps time scales. These should appear as rising components 

to the 3 ps component, but because they are rate-limiting steps to the latter, they should show 

up as decay components. However, these kinetic components are not easy to extract from figure 

S9B due to the noise level and we prefer a phenomenological fit minimising the number of 
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components. We note however that at the longest time delay, there is still ~10-15% of the 

species that have not recovered and are due to reduced hemes, as we will see below. The kintic 

trace of the 2070 cm-1 band (Figure S9C) exhibits a growth in 26±4 ps and a decay in 243±15 

ps and ≥3 ns (Table 1), while the kinetic trace of the 1720 cm-1 band (Figure S9D) shows, 

according to the fit, a biexponential rise in ~25 ps	and ~240 ps and a decay in ≥3 ns. The 

additional rise time of ~240 ps accounts for the further increase in intensity observed in figure 

3B. For both the 2070 and 1720 cm-1 bands, the ~25 ps rise reflects the time scale of the Trp14 

decay (Table S1), associated with ET. As far as the ~240 ps component is concerned, the fact 

that it appears as a rise of the 1720 cm-1 band, a decay for the 2070 cm-1 band, and does not 

show up in the recovery of the 2125 cm-1 band, suggests loss of CN- from the reduced heme, 

with a concomitant redistribution of electron density from the Fe-CN moiety to the porphyrin 

macrocycle.57 This is in line with the reaction cycle Mb(II)CN →Mb(II) + CN- reported in ref. 
57, leaving a reduced deoxyMB and we provide here the time scale for its appearance. In other 

words, the ligand dissociates from the reduced heme leaving an ~10-15% depletion of the initial 

population, while charge redistributes within the unligated reduced heme. 

Interestingly, the timescale of the ligand release from the reduced heme (~240 ps) is identical 

to that of the large amplitude motion of the protein scaffold.54, 80-82 This motion may be triggered 

by the ET and/or by thermal fluctuations, but in any case, it drives the detachment of the ligand. 

That the ET triggers significant perturbations of the protein scaffold is witnessed by the strong 

response of the amide I and II bands upon 290 nm excitation (Figure S3). 

Carboxymyoglobin (MbCO) 

MbCO has a LS (S=0) ferrous hexacoordinated planar heme.77 Previous ultrafast TA studies 

using visible and IR probes showed that upon visible excitation, MbCO undergoes prompt CO 

photo-detachment with unity quantum yield (QY),64 and subsequent recombination on a 

timescale >50 µs.83 Time-resolved IR studies also reported ps dynamics of the CO ligand, 

which ends up in a docking site within the protein scaffold.84 The latter were established by 

following the dynamics of the two transient bands at 2120 cm-1 and 2130 cm-1 due to the 

dissociated CO having different orientations inside the protein pocket.84 Figure 4 compares the 

transient spectra in the region of the CO stretch frequency at selected time-delays for 315 nm 

(A) and 290 nm (B) excitation and Figure 5 shows the transients in the 1600-1850 cm-1 region. 

In Figure 4A, it can be seen that the CO stretch band (1942 cm-1) is bleached promptly and 

remains almost at the same level up to the longest time delays. In addition, two weaker bands, 
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at 2120 cm-1 and 2132 cm-1, grow over a timescale of 100s of ps in line with previous studies.83-

84 The CO ligand needs ms’s to geminately recombine with the heme.85 Because of our detection 

limit of 3 ns, no further evolution of the bleach signal is observed.  

Upon 290 nm excitation (Figures 4B and 5B), two main differences show up compared to the 

315 nm excitation: (i) the GSB band at 1943 cm-1 appears promptly but then grows further on 

the timescale of several tens of ps; (ii) an ESA band centred at 1915 cm-1 appears and grows on 

a similar timescale, to then decay over 100s of ps; (iii) the 1720 cm-1 band attributed to the 

reduced heme shows up. 

Figure S10 shows the kinetic traces of the 1915 cm-1 (A), 1943 cm-1 (B), 2120 cm-1 (C), 2132 

cm-1 (D) and 1720 cm-1 (E) bands upon 290 nm excitation. The extracted time constants and 

pre-exponential factors using a multiexponential fit function are given in tables 1 and S2. The 

1943 cm-1 band appears promptly at t=0 (due to direct excitation of the heme) but it then 

undergoes a remarkable additional (~3-fold) increase in amplitude on time scales of 17±8 ps 

and 106±50 ps. These times correspond to the decay times of Trp14 and Trp7, respectively. The 

kinetic trace at 1915 cm-1 band (A) grows in 17±8 ps and decays in 240 ±110 ps. The traces in 

(C) and (D) are quite similar to each other and show a slow growth on a timescale of 223±36 

ps. Finally, the trace of the 1720 cm-1 band (E) grows on a biexponential timescales of 20±11 

ps and 230±70 ps. 

The proximity of the 1915 cm-1 with the 1943 cm-1 bands, and the fact that they both show a 

growth on the timescale of the *Trp14 decay, leads us to associate the 1915 cm-1 band to CO 

ligands bound to the reduced heme, whose existence is supported by the appearance of the 1720 

cm-1 band (Figure 5B). The fact that the docked CO bands at 2120 cm-1 and 2132 cm-1 (C, D) 

exhibit a rise time similar to the decay of the 1915 cm-1 band (240±110 ps), suggests that this 

timescale is related to the loss of the CO ligand from the reduced heme. This is in line with the 

kinetic trace of the porphyrin anion band at 1720 cm-1, which shows a bimodal growth on the 

timescale of 20±11 ps due to the Trp14-to-heme ET, and in 230±70 ps, suggesting that with the 

loss of CO from the reduced porphyrin, a redistribution of electron density occurs on the 

macrocycle. Therefore, the scenario for MbCO is much the same as for MbCN even though 

these two species have different oxidation states. The ET from Trp14 creates a new species with 

electron density being distributed between the Fe-ligand moiety and the porphyrin. The release 

of the ligand from the reduced heme is then accompanied by redistribution of the electron 

density leaving a reduced deoxyMb species. Just as for MbCN, we note that the timescale of 
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the ligand release (~230 ps) is quite close to that of the large amplitude motion of the protein 

scaffold.54, 80-82  

Nitrosylmyoglobin (MbNO) 

MbNO has a LS (S=1/2) ferrous hexacoordinated planar heme.86 As can be seen from figure 

S6, this system presents the most complex kinetics. Upon photoexcitation, NO ligand 

dissociation occurs with a QY of ~50%.64 Its recombination to the porphyrin Fe centre occurs 

on two typical timescales of 5-30 ps and 130-220 ps, with a weak >1 ns component.53, 55-56, 64, 

87 The shortest component has been attributed to geminate recombination of NO molecules 

within the heme pocket, while the ~200 ps component was attributed to geminate recombination 

of NO ligands that migrated farther in the protein, presumably to the Xenon4 pocket.54, 81 

Finally, the longest component is due to non-geminately recombining NO ligands.55, 82, 87 The 

relaxation pathways and time scales of the undissociated hemes (50%) is considered to be 

thermal.64 Under 290 nm excitation, in addition to the above channels, further reduction by ET 

from *Trp14 and FRET from Trp7 will add to the depletion of MbNO on the time scale of ~20 

ps and ~110 ps, further increasing the complexity of phototriggered processes. Furthermore, as 

the *Trp lifetimes (table S1) and the first two NO recombination times are comparable, Infrared 

probing becomes necessary in this case, as the ligand or heme response do not overlap that of 

*Trp or of an eventual reduced photoproduct resulting from the ET.  

NO-containing ferrous hemoproteins have the parent band centred around 1610 cm-1, while in 

ferric ones it shifts to 1927 cm-1.88-89 Upon photolysis of ferrous MbNO, the dissociated NO 

form two species with frequencies near 1855 cm-1,88 close to the gas phase frequency. Figure 6 

shows transient spectra at different time delays of MbNO in the region of the NO stretch and 

of the porphyrin fingerprint, upon 315 nm (A) and 290 nm (B) excitation. The spectral region 

of the bound NO around 1610 cm-1 overlaps that of the amide I and II bands (Figure S7), which 

are sensitive to the protein conformation, temperature and intraprotein electric fields.90-92 Figure 

6A shows a prompt bleach over the entire range from 1570 to 1650 cm-1, with a dominant peak 

at 1610 cm-1, i.e. the NO stretch band in MbNO. The main band exhibits a red wing, which 

extends to ~1580 cm-1, and a shoulder on the blue side. These results are quite similar to the 

transient signals reported by Kim et al56 under 580 nm excitation, who attributed the main peak 

and its red wing to two distinct conformational states of NO in MbNO with frequencies at 1611 

cm-1 and 1598 cm-1, respectively. The shoulder on the blue side of the main peak in Figure 6A 

did not show up in their work but is quite prominent here. This shoulder may reflect a response 
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of the amide I band (Figure S7A) due to the higher excitation energy (3.936 eV) compared to 

Kim et al’s case (2.138 eV),56 but this needs confirmation. The features in Figure 6A are overall 

reproduced in Figure 6B but some subtle differences show up. Both the red and blue shoulders 

around the main peak are more extended in frequency. For the red shoulder and especially 

around 1550 cm-1, this is due to the significant increase of the amide II band under 290 nm 

excitation (Figure S3). The same holds for the amide I band, which in addition is blue shifted 

compared to the 315 nm excitation as can be seen from Figure S7. Finally, and strikingly 

different to deoxyMb, MbCN and MbCO, the 1720 cm-1 band of the reduced heme does not 

show up under 290 nm excitation.  

We note that the strongest signals due to the amide bands occur at the earliest times around 

1550 cm-1 and 1650 cm-1 (Figure S7). Compared to the parent NO band (1611 cm-1) at early 

times (Figure 6B), they represent an amplitude of 10-20%, further decreasing with time. We 

can therefore consider that the contribution of the amide bands is minor in this region and in 

particular at the frequency of the NO parent band, onto which we focus our attention hereafter. 

The kinetic behaviour of the latter is shown in Figure S11. It is clearly different for 315 nm and 

290 nm excitation. The prompt rise of the bleach signal at t=0 is due to ultrafast dissociation of 

NO,56, 64 and is followed by a recovery over a few ps to hundreds of ps. After 3 ns, the signal 

for 315 nm excitation is nearly back to zero while this is not the case for 290 nm excitation, 

which exhibits a depletion of ~10% of the signal at t=0, close to what was found for MbCN. 

The fit of the trace for 315 nm excitation shows a recovery on three timescales: 8.1 ± 1.5 ps, 

136 ± 13 ps and a minor long-lived component fixed at 1.7 ns (Table 1). These time constants 

are in agreement with those reported in the literature using different proves.56, 64 55, 64, 82, 93-94 

Fitting the kinetic trace for 290 nm excitation is more complex because of the several competing 

processes coming into play (Figure S6): a) direct excitation of the heme induces dissociation of 

NO with a yield of ~55 %,64 which recombines on timescales of ~8 ps and ~135 ps as under 

315 nm excitation, leading to a recovery of the parent NO bleach band; b) on the other hand ET 

and FRET from the Trp’s will add a further bleaching contribution rising in ~20 ps and ~120 

ps; c) the reduced MbNO heme will also decay, but its time scale is unknown. Therefore, the 

kinetic trace for 290 nm excitation is fitted phenomenologically fixing the above three bleach 

recovery components (same timescales and relative pre-exponential factors) used to fit the 315 

nm trace, and an additional long component of 10 ns to account for the signal not fully 

recovering within our observation window of 3 ns. Furthermore, additional bleach rise and 

recovery components were introduced, whose time constants and pre-exponential factors were 
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free parameters. The fit of the 290 nm kinetic trace reveals an additional component of 17±2 ps 

in the growth of the depletion of the parent NO band and 350±60 ps in its recovery. The former 

is close to the decay of Trp14 and suggests that the bleach of the NO parent band is in part 

caused by ET, but it does not yield a reduced heme as in all other Mbs, as reflected by the 

absence of the 1720 cm-1 band. For the longer component, we believe it is due to the partial 

recovery of MbNO from the ET process. We again stress that the competing processes under 

290 nm excitation of MbNO are too complex for any mechanism to be deduced from the 

kinetics of a single band and we insist that the fit is purely phenomenological. Further studies 

would be needed to fully clarify the complex and competing kinetics governing *Trp14-

mediated ET in MbNO. 

The IR band frequencies and times scales of the various Mb’s reported for 290 nm excitation 

are given in Table 1 along with their assignment, and are compared with those obtained in the 

optical domain for deoxyMb, metMb and MbCN.45-46 The results of the fits (time constants and 

pre-exponential factors) of all the kinetic traces herein presented are shown in Table S2.  

Discussion 

From previous time-resolved fluorescence studies24-25, 32-33, 35, 47, 95-98 of Trp in Mb complexes, 

the decay times (see Table S1), are rather invariant to the oxidation state of the heme Fe ion, 

the nature of the ligand complexing it and the origin of the Mb (Sperm Whale, Horse Heart, 

etc.). As already mentioned, Förster theory with, in some cases, molecular dynamics (MD) 

simulations, were used to interpret the decay times, which were attributed to FRET from the 

Trp’s to the heme porphyrin. The heme has an absorption resonant (Figure S1) with the Trp 

fluorescence band in the 350 nm region. As a matter of fact, the Trp fluorescence decay times 

are much longer in apomyoglobin that does not contain a Heme (Table S1). Stevens et al.24-25 

carried out detailed studies of FRET between Trp and the heme porphyrin in different Mb 

mutants, in order to develop a novel energy-transfer pair as a molecular ruler in hemoproteins. 

The calculated Trp lifetimes, assuming FRET to the porphyrin, yielded three components: one 

near 60 ps, due to Trp14 in the presence of normal hemes, one near 130 ps, due to both Trp14 

in the presence of inverted hemes and Trp7 in the presence of normal hemes, and one near 1.8 

ns, due to Trp7 in the presence of inverted hemes. Therefore, the calculated values agree well 

with the experimental ones for Trp7 but deviated by a factor of 2-3 for Trp14. This suggested 

that another decay process is affecting the relaxation of *Trp14, which was found to be ET to 
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the heme,45-46 accounting quite well for the above discrepancy between experimental and 

calculated rates. 

The present studies aimed at characterizing the *Trp14-to-heme ET processes in Mbs and their 

dependence on the diatomic ligand, oxidation and spin states of the heme, using transient IR 

spectroscopy. In the 1600-1800 cm-1 probe region, a band centred appears at 1720 cm-1 that we 

attributed to the reduced heme as: a) it only shows up upon 290 nm photo-excitation of deoxy-

Mb, MbCN and MbCO, with a risetime of ~20 ps that corresponds to the decay of the Trp14 

fluorescence. This parallels the signatures of ET observed in the UV-visible TA of deoxyMb, 

MbCN and MetMb45-46 (Table 1); b) it does show up in our spectroelectrochemical spectra, nor 

in those of the literature;75-76, 99 c) based on our calculations, we attribute it to the reduced heme. 

However, it may be registering a more complex interaction within the hemoprotein system. 

Indeed, the main difference between the heme reduction in the spectroelectrochemical studies 

and in the present case is that a Trp cation is created upon ET.  

a) MbCN: 

We note the following observations: a) the transient UV-visible studies identified a ferrous 

MbIICN, whose rise time is on the time scale of Trp14 decay and whose decay is >700 ps;45 b) 

the 1720 cm-1 band grows on a similar time scale; c) the CN stretch frequency (2070 cm-1) lies 

between the values for MbIIICN (2125 cm-1) and MbIICN (2057 cm-1).57 The lower value for 

the latter relative to the MbIIICN was attributed to the appearance of additional electron density 

on the anti-bonding CN orbitals.79 Thus the higher value in the present case may hint to 

somewhat less electron density on these orbitals. This leads us to conclude that while the 

electron density is predominantly on the Fe ion, some is also present on the porphyrin ring. 

Alternatively, the 2070 cm-1 may reflect the presence of a reduced heme that is generated in an 

excited electronic state. Surprisingly, as the 2070 cm-1 decays in ~240 ps and in nsec’s, the 

1720 cm-1 band grows correspondingly. This implies that the 2070 cm-1 decay reflects a 

dissociation of the CN ligands from the reduced heme, accompanied by a possible electron 

charge redistribution within the latter. The 240 ps dissociation time corresponds to that of 

protein motion, and is similar to the long timescale for NO recombination to the heme,54 also 

attributed to large amplitude protein motions. Given that a nsec component is also present, we 

conclude that the ET triggers large amplitude motions that destabilize the reduced heme leading 

to CN- dissociation. 

b) MbCO  
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Upon 290 nm-excitation, the 1720 cm-1 band and an ESA band at 1915 cm-1 appear, red-shifted 

with respect to the parent CO ligand stretch (1943 cm-1). Both grow on the time scale of the 
14Trp decay, while the 1915 cm-1 band decays in ~240 ps. This is somewhat similar to the 

observation in MbCN, despite the different oxidation states of the Fe ions in these two species. 

In Fe-carbonyl complexes, the reduction of the Fe atom by two units of charge leads to a nCO 

shift of ~240 cm-1 from [Fe(0)(CO)5] (nCO = 2029 cm-1) to [Fe(2-)(CO)4] (nCO is 1790 cm-1).58 

Moreover, previous theoretical investigations59 reported smaller nCO shifts of ~120-140 cm-1 

between [Fe(2+)(CO)5]2+ (nCO = 2151 cm-1, 2168 cm-1) and [Fe(0)(CO)5] (nCO = 2012 cm-1, 2029 

cm-1). From these results, we can extrapolate a nCO red shift of ~120-70 cm-1 for an FeII → FeI 

reduction, which is about 2 to 4 times larger than the observed ~30 cm-1 shift. While the latter 

reflects a more significant back-bonding from the metal, which would imply a stronger bonding 

of the ligand to the metal atom, the loss of the 1915 cm-1 band on a ~240 ps time scale points 

to a loose bond, and in addition to a charge redistribution to the porphyrin after ligand release, 

as discussed above in the case of MbCN. Indeed, we note that the ~240 ps timescale of CN- 

and CO-lysis, which is similar to the long timescale for NO recombination to the heme,54 

suggests that the protein scaffold undergoes conformational changes triggered by the ET, which 

detach the ligands bound to the reduced porphyrin. 

c) MbNO  

In this system, no extra ESA feature appeared under 290 nm excitation that could be related to 

the decay of *Trp14 decay. In particular, the lack of the 1720 cm-1 band is remarkable. 

However, the bleached parent NO band shows different kinetic behaviours at the two pump 

wavelengths. In particular, for 290 nm excitation, the ~20 ps timescale typical of *Trp14-heme 

ET appears. Of all studied ligands, NO has the strongest dependence on the oxidation state of 

the metal, with an increase of its stretch frequency by ~320 cm-1 from MbIINO to MbIIINO.100 

Therefore, it is possible that upon *Trp14-to-heme ET in MbIINO, the NO stretch frequency 

may have shifted to lower frequencies out of our probe region. A hint that this is so comes from 

IR spectroelectrochemical studies of Fe(II)tetraphenylporphyrin, showing that the NO 

frequency shifts from 1681 cm-1 to 1496 cm-1 upon reduction.99  However, the lack of the 1720 

cm-1 band rules out heme reduction. We therefore suggest that the electron is most likely 

localized on the NO ligand itself, generating an MbIINO– heme. This is possible because the 

last antibonding NO p* orbital contains a lone unpaired electron. This hypothesis is supported 

by previous cyclic voltammetry experiments showing that the reduction potential of the NO (-
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0.63 V vs NHE) is smaller than that of the heme (-0.85 V vs NHE).101 Furthermore, as NO sits 

closest to the amino-acid (Val68) that is part of the ET pathway,46, 49 it acts as an electron trap.  

A deeper analysis of the *Trp14 decay can be performed through Förster theory of electronic 

energy transfer (FRET)24-25, 34-35, 47 due to weak dipole-dipole coupling and Marcus theory of 

ET.16, 102 The tryptophan residues are located in an a-helix separated from the heme by the E 

helix, of which several amino acids: Valine 68 (Val68), Leucine 69 (Leu69), Threonine 70 

(Thr70), Glycine (Gly74), Isoleucine (Ile75), and Leu76 lie within the direct path to the heme 

(Figure S1). As already mentioned, Suess et al.49 carried out DFT and TDDFT calculations of 

FRET and ET in Mb, confirming the experimental results that the ET pathway competes with 

FRET in the case of Trp14 in Mbs.45-46 They also confirm the hypothesis, made by some of 

us,46 that the ET is mediated by the Leu69 and Val68 residues. Inclusion of these residues is 

important for the TDDFT calculations. They also compared their calculations to the pathway 

tunnelling model by Beratan et al.50, 103 This model allows for an estimate of the diabatic 

electron coupling matrix element between the electronic states of the donor (D) and acceptor 

(A). It supposes that the ET between them is mediated by consecutive interactions between 

atoms connecting the D-A pair. The possible pathways are determined by a graph search 

algorithm104 and their probability (so-called penalty) is determined, such that the coupling 

matrix element is the product of probabilities through each step. With this approach, it is 

possible to identify the strongest D-A ET pathways, estimate partial electronic couplings 

mediated by each pathway, calculate the weight of individual chromophore groups for 

mediating ET, and ultimately determine the dominant D-A ET pathways. We repeated the 

calculation of the FRET and ET rates following refs 24-25, 49, 104-107, with some differences with 

ref. 49 in the sense that we do not construct the location of the Hydrogen atoms from a molecular 

software but use the original PDB file. Suess et al also showed that the FRET and ET rates 

change by 20-30% using TDDFT on the S1 state rather than the S0 state of Trp.49 Here, we took 

the S0 state structure from the PDB. Our calculations using the pathways search algorithm104 

fully confirm the conclusions of ref. 49, providing good agreement for the Trp14 decay in ferric 

and ferrous Mb’s.  

Although the different Mb’s investigated here have different hemes: a domed ferrous HS 

for deoxyMb, a planar ferrous LS for MbCO, a planar ferric LS heme for MbCN and a ferrous 

S=1/2 planar for MbNO, the rate at which they are reduced is identical, in agreement with the 

invariance of the Trp fluorescence decay times (Table S1). However, they are an essential 

player along the ET pathway Trp14-Leu69-Val68-heme,49, as reflected in the long Trp14 
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fluorescence lifetime in apomyoglobin (Table S1). An extreme situation with no intermediate 

amino-acid residues between the sole Trp (Trp59) and the heme is the case of ferric and ferrous 

Cytochrome c (Cyt c), where the centre-to-centre distance is ~ 9 Å making the Trp-heme pair at 

almost van der Waals contact. The centre of mass of Trp is almost in the plane of the heme, and 

the indole plane forms an angle of ~70-80° with that of the heme. The latter does not favour 

FRET and one would expect a very efficient ET.108 The measured Trp59 lifetime is indeed 

dramatically shortened (compared to Mbs) to ~350 fs in ferrous Cyt c and ~700 fs in ferric Cyt 

c.26 Yet ultrafast TA UV-visible studies show no evidence of an ET to the heme,27 or only a 

weak one, which has been attributed to thermal effects.43 We conclude from this comparison 

that the entire chain (Trp14-Leu69-Val68-heme) is needed to sustain ET in Mbs, as they provide 

the electronic couplings between next neighbours, in line with the basic assumptions of the 

pathway model.52  

As already mentioned the decay of the reduced hemes occurs on timescales longer than our 

temporal window of 3 ns, and it may be due to back ET. In principle, the ET from Trp14 should 

lead to formation of a protonated Trp, but its detection as well as that of the native Trp is 

rendered difficult by their overlap with the amide I and II bands that dominate the spectrum. 

Even though the decay of the reduced hemes is longer than 3 ns, we find that in the cases of 

MbCN and MbCO, the ligand dissociates from the reduced porphyrin in 200-250 ps. A similar 

timescale was reported for the slow recombination of NO to the heme,54, 82 and it was attributed 

to large amplitude protein motions. In the present cases, these may be triggered by the ET 

process, as we clearly see (Figure S3) that the changes in the amide I and II bands are much 

more dramatic at 290 nm compared to 315 nm excitation.  

 

Conclusions 

We presented a time-resolved IR study of various Myoglobins in deuterated solution under 

physiological conditions (room temperature, pD = 7 solutions). In all cases (independent of the 

ligand and of the Fe oxidation or spin state) *Trp14 fluorescence quenching is due to both FRET 

and ET processes occurring at comparable yields.  

Thanks to the sensitivity of the IR probe to the marker bands of the porphyrin, the ligand and 

the protein scaffold, we find that in all cases (except MbNO) the porphyrin macrocycle is the 

main acceptor of the electron. However, electron density is also present on the iron ion and, as 

expected, more so on the ferric than the ferrous ion. This loosens the bond of the ligands to the 
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Fe ion, which is witnessed by a new absorption band that is red-shifted with respect to parent 

diatomic ligand band in MbCN and MbCO. Thus, the ligand dissociates from the heme on time 

scales of 200-250 ps, which reflect large scale conformational changes of the scaffold. This is 

accompanied by a redistribution of charge to the porphyrin macrocycle. The loss of the reducing 

electron occurs on timescales > 1 ns. In the case of MbNO, from the kinetics of the parent NO 

band bleach, we conclude that the electron is localised on the NO itself, in line with the 

reduction potential of NO that is smaller than that of the heme and the fact that it sits closest to 

the Val68 amino-acid. Finally, the invariance of the ET rate across the different Mbs is due to 

the large driving force due to photoexcited Trp and from the comparison with apomyoglobin 

and cytochrome c, we conclude that the complete sequence is needed in order to allow the ET. 

Given the ability to site-directly mutate its amino-acid residues,23 the present studies show that 

Myoglobin is an ideal model system to determine the role of amino-acid residues in directing 

and enhancing ET processes in proteins and how this is balanced by competing energy transfer 

processes. Furthermore, the present work shows the power (and complementarity) of transient 

IR spectroscopy in unravelling new and insightful details of the electron transfer process that 

cannot be obtained by transient UV-visible45-46 or transient X-ray spectroscopy.109 

Finally, and as mentioned in the introduction, Trp-based FRET is widely used to determine 

distances in biomolecules and cells, however it can be unambiguous only if the decay of the 

Trp donor fluorescence is reflected by the rise of the acceptor population. This is seldom the 

case and the present findings highlight the importance of carefully assessing the process, as 

possible parallel ET processes can affect the results. 
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Table 1: Assignment and rise and decay times of bands appearing as a result of the Trp-to-
Heme electron transfer in the various Myoglobins studies in this work (infrared bands) and in 
previous ultrafast UV-visible studies.  

System Infrared band UV-visible bands45-46 Assignments  
cm-1 trise (ps) tdecay (ps) nm trise (ps) tdecay (ns) 
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metMb    530-600 20 ± 2 >0.7 deoxyMb 

DeoxyMb  1720* 20±2 >3 ns 500-600 20 >1 FeII-porphyrin–● 

MbCN 2068* 

 

26±4 

 

243±15 

3.0+0.1 ns 

300-340 

570, 530 

19 ± 1 >2.5 CN@FeII-porphyrin–● 

 

1720* 26±4 

243±15 

3.0±0.1 ns    FeII-porphyrin–● 

MbCO 1720* 20±11 

228±70 

 

 

   FeII-porphyrin–● 

 

1915* 17±8 240±110    CO@FeII-porphyrin–● 

1943§ 17±8 

106±47 

    CO in MbCO 

 

2120* 

2132* 

223±36 

223±36 

    Docked CO 

Docked CO 

MbNO 1611§ 17±2 350±60    NO in MbNO 

* positive absorption band; § bleach band.  

 

Figure captions: 

Figure 1: Transient spectra in the finger print region for Deoxy-Mb, upon 315 nm excitation 

(A) and upon 290 nm excitation (B) at selected time delays. 

Figure 2: Transient spectra of MbCN in the CN stretching region, upon 315 nm excitation (A) 

and upon 290 nm excitation (B) at selected time delays. 

Figure 3: Transient spectra in the fingerprint region of the porphyrin for MbCN upon 315 nm 

excitation (A) and 290 nm excitation (B). 

Figure 4: Transient spectra at selected time delays of MbCO upon 315 nm (A) and 290 nm 

excitation (B). The ground state bleach of the CO band is centred at 1942 cm-1, while the two 

bands of the free CO excited state absorption are centered at 2120 cm-1 and 2132 cm-1. 

Figure 5: Transient spectra in the fingerprint region for MbCO upon 315 nm excitation (A) 
and 290 nm excitation (B). 

Figure 6: Comparison of selected transient spectra of MbNO upon 315 nm (A) and 290 nm 
(B) excitation 
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Figure 5. 
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Figure 6. 
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S1. Experimental set-up: 
 

The TRIR experiments were performed at the ULTRA and LIFEtime facilities at the 

Rutherford Appleton Laboratory, which has been discussed in detail elsewhere.1-2 Therefore, 

only a brief summary of the experimental setup is given here. A Ti:sapphire laser amplifier 

(Thales Laser) is used to produce 800 nm laser pulses (0.8 mJ, 10 kHz with a pulsewidth of 50 

fs). This laser output is split and one portion is used to tune the pump beam to 315 or 290 nm 

by optical parametric amplification (OPA), the pump energy was then set to ~0.18 μJ/pulse at 

the sample using a neutral density filter. The second portion is sent through an optical 

parametric amplifier (Light Conversion) and a difference frequency generator, producing a 

tuneable mid-IR probe. The diameter of the pump and probe beams were approximately 150 

and 80 μm, respectively and both polarizations were set at the magic angle.  After transmission 

through the sample, the IR probe is dispersed onto two linear 128 element MCT detector arrays 

(Infrared Associates). By the use of a chopper, the pump-on and pump-off infrared intensities 

can be measured and difference spectra generated. A small portion of the IR probe beam is 

taken before the sample and dispersed onto a 64 element MCT detector array (Infrared 

Associates) to provide a reference spectrum which is subtracted to account for beam intensity 
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fluctuations, the resultant spectra are also baselined. The experiments were performed with a 

recirculating flow system consisting of a peristaltic pump, Teflon tubing, and an infrared 

solution cell (Harrick Corp.) with CaF2 windows typically at a path length of 50 μm (except in 

the case of MbCN where a pathlength of 25 μm was used). The cell was rastered in the plane 

perpendicular to the pump and probe beams and the sample was continually flowed through 

the cell to avoid degradation of the sample. 

Lyophilized horse heart met-Mb and sodium dithionite (Na2S2O4), were purchased from Sigma 

Aldrich and were used without further purification. The myoglobin (Mb) samples were 

prepared by dissolving lyophilised horse heart Mb in a deuterated phosphate buffer solution 

(D2O, pD 7) at a concentration of ~15 mM while under a nitrogen atmosphere. For Deoxy-Mb, 

~20 mg of sodium dithionate was dissolved in the Mb solution resulting in a concentration of 

~3 mM for Deoxy-Mb. For MbNO, ~30 mg of sodium dithionite and ~5 mg of sodium nitrite 

were dissolved in the Mb solution resulting in a concentration of ~3. mM for MbNO. For 

MbCO, ~0.7 bars of CO gas was added to the flow cell containing the Mb solution, this resulted 

in a concentration of ~3 mM for MbCO. For MbCN in the CN stretching region, the myoglobin 

sample was prepared by dissolving Mb in a phosphate buffer solution (H2O, pH7) at a 

concentration of ~15 mM and ~15 mg of NaCN were added in order to obtain an MbCN 

concentration of ~9 mM. For MbCN in the fingerprint region, the sample was prepared as 

above except in a deuterated buffer solution and at a concentration of ~3 mM. 

 
S2. Spectroelectrochemical measurements: 
 
Sample preparation for Nafion-phosphate film ATR-FTIR spectroscopy 
The cell and sample preparation has been described extensively before but it is briefly 
described below.  2 uL of an ~8% Nafion-phosphate dispersion was deposited onto the silicon 
ATR prism, an FTIR spectrum was then obtained which acted as a background spectrum. An 
MbCO sample was prepared as stated above in D2O. In an anaerobic glove box and a vial 
flushed with CO, 20 uL of MbCO was mixed with 20 uL of ~8% Nafion-phosphate dispersion. 
The vial was then left to stand in the dark for 30 minutes and then 2 uL of the mixture was 
deposited on the silicon ATR prism and left to dry for 5 minutes, resulting in a partially 
hydrated polymer electrolyte film. A piece of carbon paper was placed on top of the film which 
provides electrochemical contact across the film of particles. The gas tight ATR cell containing 
both the counter (Pt wire) and pseudo reference electrode (Ag wire) in an aqueous buffered 
solution) was then assembled above. FTIR spectra were then obtained at 4cm-1 resolution 
using a Bruker Vertex 70 spectrometer with an MCT detector at varying potentials. 
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OTTLE Cell 
The setup of an OTTLE cell has been detailed elsewhere.  An MbCO sample was prepared as 
stated above in D2O. The OTTLE cell was flushed with argon, then the MbCO solution was 
injected into the OTTLE cell. A cyclic voltammogram (CV) was then performed at a rate of 5 
mVs-1. Firstly in the range of -1.1 – 0.7 V and then from -1.5 – 0.7 V to ensure no reduction 
process was missed. 
 
Figure S12 shows FTIR spectra of MbCO, specifically, the CO band, at different potentials. 
The CO band is initially located at 1944 cm-1, when the potential is reduced to -400 mV, there 
is no change in the CO band. At -1000 mV there is an increase in the CO band intensity, 
however this is probably due to a global overall increase in intensity of the sample with time 
and is unlikely due to the potential being applied. Upon increasing the potential to +300 mV, a 
decrease in the CO band at 1944 cm-1 is observed. But there is also an appearance of a peak at 
1966 cm-1. This is due to a different orientation of the CO binding. Increasing the potential to 
+700 mV we see an overall decrease is both of these bands. This all suggests CO loss occurs 
upon oxidation. The oxidation steps shows the electrochemical setup is working. However, 
because there is no major shift (or a decrease in intensity) in the CO peak at the reduction 
potentials, it implies that no reduction of the myoglobin is occurring. 

The lack of reduction is further confirmed by the cyclic voltammogram (CV) of MbCO in an 
OTTLE which is shown in Figure S13. No peak is observed when attempting to reduce the 
sample. This suggests that MbCO is unable to be reduced using this method. By going all the 
way to -1.5 V it is believed deuterium evolution starts to occur.  

 
S3. Calculations: 
 
DFT calculations were performed on the deoxy heme structure for both the neutral and anion 
states, achieving the latter by reducing the overall charge of the complex by one. The initial 
coordinates of the heme were extracted from a crystal structure of myoglobin (PDB: 1YMB). 
The location of hydrogen atoms were added using the software IQMol, along with the diatomic 
ligands. Full geometry optimisations and vibrational frequency calculations were performed 
with Q-Chem 5.1 using the 6-31G* basis set and B3LYP functional. [cite Q-chem] The 
optimised structures were validated to be minimum energy states by normal mode analysis. All 
vibrational frequencies were scaled by a factor of 0.96. 
 
Figure S14 shows the vibrational frequencies and intensities for both neutral and reduced states 
of the Deoxy heme. There are significant changes between the two hemes, however, many of 
these changes are either at low frequency or in a region of the spectrum that is obscured 
experimentally by protein vibrational modes like the amide I and II bands. There is one large 
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difference that is present at ~1750 cm-1 which is assigned to the CO stretch of the COOH 
propionate groups. This is in a region in the experimental FTIR spectrum which is absent of 
any large absorbance and so is much more observable. The anion oscillator strength of this 
vibration increases by ~80% when compared with the normal heme, with a very small change 
in the frequency. Only very minor changes in the intensity and frequency of the other COOH 
group is observed. In a difference spectrum between the normal and anion heme, the difference 
in oscillator strength manifests itself as a small positive peak centred at ~1750 cm-1. 
Considering these calculations have been performed without a solvent field and are in vacuum, 
it is therefore reasonable to identify the 1720 cm-1 peak observed in the transient IR spectra as 
a marker band for the porphyrin radical anion.  
 
The structures of the normal and anion form of deoxy heme are shown in Figure S15. It suggests 
the main reason for the increase in oscillator strength is the reorientation of the COOH group 
with respect to the porphyrin.  
 
Table S1 : Fluorescence decay times (in picoseconds) of Trp7 and Trp14 in several SW Mb 
complexes (except when indicated). References are in brackets.  

Myoglobin 
complex 

Trp7 Trp14 Reference  

DeoxyMb 105±0.3 18±0.6 6 
metMb 135 

112.5±0.3 
16 

21.5±0.5 
7 
6 

MbCO 132 
125.4±0.4 

26 
23.4±0.7 

7 
6 

MbCN 113.2±0.4 28.5±0.8 6 
MbN3 109.4±0.5 27±0.8 6 
MbO2 122±0.5 24.4±0.9 6 

HH apoMb 2840 2060 8 
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Table S2 : Fit parameters (time constants and pre-exponential factors) of the kinetic 
traces shown in Figures S4-S7 

Sample Excitation 
(nm) 

IR 
band 
(cm-1) 

Lifetimes (ps) Pre-exponential factors (×10-5) 

t1 t2 t3 t4 a1 a2 a3 a4 

MbDeoxy 290 1720 20±2 10000 (fixed)   -4.0±0.5 4.19±0.3   

MbCN 315 2125 3.1±0.4    -1.9±0.3    

290 2125 3.1±0.4    -5.4±0.3    

2070 26±4 243±15 3000±
147 

 
-6.8±0.2 2.7±0.3 5.1±0.5 

 

1720 26±4 243±15 3000±
147 

 
-1.9±0.2 -1.1±0.3 3.9±0.5 

 

MbCO 290 1915 17±8 238±112   -3.2±1.6 2.6±0.4   

1943 17±8 106±47   30.9±5.1 7.7±7.35   

2120 223±36    1.2±0.9    

2135 223±36    1.2±0.9    

1720 20±11 228±70   -0.6±0.2 -0.9±0.1   

MbNO 315 1611 8.1±1.5 136±13 1700 
(fixed) 

 -
10.1±0.6 

-
12.9±0.7 

-4.2±1.0  

290 1611 8.1, 
136, 
1700 
(all 
fixed) 

17±2 350±5
6 

10000 
(fixed) 

4.1±0.1 * 
(-10.1, -
12.9, -
4.2, all 
fixed) 

31.4±2.6 -
18.5±2.6 

-
12.9±1.5 
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Figure S1: (A) Structure of myoglobin. The backbone is in green, the haem is highlighted by 
using different colours for each atom (namely C, O, N and Fe) and the most important residues 
for the electron transfer are labeled (Trp in red, Val in blue, Leu in violet and His in yellow). 
(B) Zoom of the region most relevant for electron transfer showing the residues between Trp 
and Haem. 
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Figure S2 : Static absorption spectra of several myoglobins dissolved in aqueous solution 
phosphate buffer with ~0.4 mM concentration, together with the static absorption spectrum of 
Tryptophan in similar conditions but with a double concentration. This highlights the weight 
of the Trp residues in the absorption spectrum. 
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Figure S3: chart showing the processes induced upon 315 nm excitation (top) and 290 nm 
excitation (bottom) in deoxyMb, as well as the anticipated ones in the latter case. 

 

 

Figure S4: same as figure S3 but for the ferric Mb(III)CN. The results concerning reduction of 
MetMb(III) are only shown in the bottom line. For both species the outcome of reduction is 
based on the results of refs {Reddy, 1996 #14813} and{Consani, 2013 #4815}.  
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Figure S5: same as figure S3 but for the ferrous MbCO.  

 

  

Figure S6: same as figure S3 but for the ferrous MbNO.  
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Figure S7: transients at different time delays of deoxyMb under 315 (A) and 290 (B) nm 
excitation in the 1300-1850 cm-1 region.  

 

 

Figure S8: Kinetic trace of the 1720 cm-1 band of deoxyMb upon 290 nm excitation. The blue 
line shows the fit delivering a rise time of 20±2 ps and a decay of >3 ns.  

100 101 102 103

Time / ps

0

10

20

30

40

O
D

x1
0-6

Deoxy-Mb 290 nm
1720 cm-1



11 
 

 

Figure S9: Kinetic traces of MbCN at: (A) 2125 cm-1 upon 315 nm excitation and (B-D) at 
2125 cm-1, 2070 cm-1 and 1720 cm-1 upon 290 nm excitation. 
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Figure S10: Kinetic traces at 1915 cm-1 (A), 1943 cm-1 (B), 2120 cm-1 (C), 2132 cm-1 (D) and 
1720 cm-1 (E) of MbCO upon 290 nm excitation. Every three delays were averaged together in 
order to reduce the noise of the kinetic trace. The error bars are the standard deviation of the 
points. 
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Figure S11: Kinetic traces of the 1611 cm-1 bleach band of NO in MbNO upon 315 nm (A) and 
290 nm (B) excitation.  

 

Figure S12: ATR-FTIR spectra of MbCO looking specifically at the CO band. Each spectrum 
is obtained at a different potential (mV). 
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Figure S13: CV of MbCO sample in an OTTLE cell. No evidence of MbCO reduction is 
observed.  

 

Figure S14: DFT calculated vibrational frequencies for deoxy heme in the neutral and reduced 
forms. Peak labels highlight the COOH vibrational mode intensity changes due to the heme 
being reduced. 
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Figure S15: Deoxy heme calculated structures for the neutral (left) and reduced (right) hemes. 
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Schengen-pathway controls spatially

separated and chemically distinct lignin
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Two chemically distinct root lignin barriers control
solute and water balance
Guilhem Reyt1, Priya Ramakrishna 1,10, Isai Salas-González 2, Satoshi Fujita 3,11, Ashley Love4,

David Tiemessen4, Catherine Lapierre5, Kris Morreel6,7, Monica Calvo-Polanco 8,12, Paulina Flis 1,

Niko Geldner 3, Yann Boursiac 8, Wout Boerjan 6,7, Michael W. George4,9, Gabriel Castrillo1 &

David E. Salt 1✉

Lignin is a complex polymer deposited in the cell wall of specialised plant cells, where it

provides essential cellular functions. Plants coordinate timing, location, abundance and com-

position of lignin deposition in response to endogenous and exogenous cues. In roots, a fine

band of lignin, the Casparian strip encircles endodermal cells. This forms an extracellular barrier

to solutes and water and plays a critical role in maintaining nutrient homeostasis. A signalling

pathway senses the integrity of this diffusion barrier and can induce over-lignification to

compensate for barrier defects. Here, we report that activation of this endodermal sensing

mechanism triggers a transcriptional reprogramming strongly inducing the phenylpropanoid

pathway and immune signaling. This leads to deposition of compensatory lignin that is che-

mically distinct from Casparian strip lignin. We also report that a complete loss of endodermal

lignification drastically impacts mineral nutrients homeostasis and plant growth.
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Lignin is a phenolic polymer and is one of the main com-
ponents of secondary-thickened cell wall (CW) in vascular
plants. Its chemical properties give strength, stiffness and

hydrophobicity to the CW. Lignin provides mechanical support,
modulates the transport of water and solutes through the vascular
systems, and provides protection against pathogens1,2. Lignin
polymerization occurs through oxidative coupling of monolignols
and other aromatic monomers3,4. The monolignols that is p-
coumaryl, coniferyl and sinapyl alcohols are synthesized from
the amino acid phenylalanine through the phenylpropanoid
pathway. They are then polymerized into lignin to form the
p-hydroxyphenyl (H), guaiacyl (G) and syringyl (S) subunits of
the lignin polymer. Lignin composition and abundance are highly
variable among and within plants species, tissues and cell types
and can be modulated by environmental cues1.

In roots, large amounts of lignin are deposited in xylem vessels,
an important component of the vascular system5,6. Lignin is
also deposited in the endodermal cells surrounding the vascular
tissues, for Casparian strip (CS) formation7. Both the vascular
system and the CS play a critical role in water and mineral
nutrient uptake from the soil, and their transport toward the
shoot8–10. In Arabidopsis thaliana, the composition of lignin
monomers in the CS and xylem is similar with a strong pre-
dominance of the G-unit (>90%)7. However, the machinery
required for CS lignification appears to be distinct from that
needed for xylem lignification6,11.

The deposition of the CS in the endodermal CW prevents the
apoplastic diffusion of solutes between the outer and inner tissues
of the root, forcing solutes to pass through the symplast of
endodermal cells8. CS lignin encircles each endodermal cell,
forming a bridge between them. This precise lignin deposition is
defined by the presence of the transmembrane Casparian strip
membrane domain proteins (CASPs)12, peroxidases13,14 and the
dirigent-like protein ESB115. The expression of this lignin poly-
merization machinery is tightly controlled by the transcription
factor MYB3616,17. A surveillance mechanism for CS integrity,
called the Schengen-pathway, boosts CS deposition and is
necessary for CS fusion and sealing of the extracellular space
(apoplast)18. This pathway involves vasculature-derived peptides
CASPARIAN STRIP INTEGRITY FACTORS 1 and 2 (CIF1 and
2)19,20 and their perception by the leucine-rich repeat receptor-
like kinase SCHENGEN3 (SGN3, also called GSO1). Their
interaction triggers a cascade of signalling events mediated by
kinases, that involves SGN1, and the activation of the NADPH
oxidase RBOHF (SGN4) leading to the ROS production necessary
for lignin polymerization13,18,21. These kinase signalling events
occur on the cortex-facing side of the CS and mediate the tran-
sition from a discontinuous CS with islands of lignin into a
continuous CS with its characteristic ring of lignin sealing the
apoplast18. Once the CS is sealed, CIF peptide diffusion is blocked
and the Schengen-pathway becomes inactive. In mutants with an
impaired CS, such as esb1 and myb36, the Schengen-pathway is
constitutively activated due to a constant leak of the CIF(s)
peptides through the CS12,15,17,18,22. This induces in endodermal
CW compensatory lignification in the cell corners and suberisa-
tion of the cell surface. However, the role of this compensatory
lignin, and the mechanism controlling its deposition are not fully
understood.

Here, we demonstrate that constitutive activation of the
Schengen-pathway induces the deposition of compensatory lignin
in the corners of endodermal cells that is chemically distinct from
CS lignin. We characterized this lignin and found commonalities
with stress- and pathogen-response lignin, which has a high
content of the H subunit. Furthermore, we demonstrate that this
cell-corner lignification is preceded by a transcriptional repro-
gramming of endodermal cells, causing a strong induction of the

phenylpropanoid pathway, and a significant inactivation of
aquaporin expression. Our findings also establish that the acti-
vation of the Schengen-pathway, in order to compensate for a
defective CS, is of critical importance for plants to maintain their
mineral nutrients homoeostasis and water balance.

Results and discussion
Two pathways of endodermal lignification. In order to disen-
tangle the role of MYB36 and SGN3 in controlling endodermal
lignification, we generated the double mutant sgn3-3 myb36-2.
We analyzed the endodermal accumulation of lignin in sgn3-3
myb36-2, and the corresponding single mutants sgn3-3 and
myb36-2 (Fig. 1a–c). In the early stage of endodermal differ-
entiation, six cells after the onset of elongation, we observed
deposition of CS lignin in “a string of pearl” manner in WT and
sgn3-3 (Fig. 1a). No endodermal lignification was observed in
myb36-2 or sgn3-3 myb36-2 at this early developmental stage
(Fig. 1a). Later in endodermal development, ten cells after the
onset of elongation, we observed a continuous CS ring of
lignin, sealing the endodermal cells in WT plants (Fig. 1a–c). As
we expected, in sgn3-3 impaired in the activation of the Schen-
gen-pathway, CS lignification is discontinuous9, while myb36-2
exhibits compensatory lignification in the corners of endodermal
cells facing the cortical side of the endodermis, as previously
reported9,17. In contrast, no lignification at the CS or cell corners
was observed in sgn3-3 myb36-2 (Fig. 1a–c). These results
establish that the cell-corner compensatory lignification observed
in myb36-2 lacking a CS (17) is SGN3 dependent.

To test how these different patterns of endodermal lignification
found in WT, sgn3-3, myb36-2 and sgn3-3 myb36-2 affect the
permeability of the root apoplast, we assessed the penetration into
the stele of the fluorescent apoplastic tracer propidium iodide
(PI)23 (Fig. 1d). We quantified the percentage of the root length
permeable to PI and found it partially increased in both sgn3-3
and myb36-2, in comparison to WT (Fig. 1d). Surprisingly, we
observed in sgn3-3 myb36-2 that the entire length of the root was
permeable to PI, indicating an additive effect of sgn3-3 and
myb36-2 mutations. This result suggests that MYB36 and SGN3
control apoplastic sealing through two independent lignification
pathways. The lack of compensatory cell-corner lignification
in sgn3-3 myb36-2 could explain the complete permeability of
the roots in the double mutant. This finding supports recent
observations assigning a role as an apoplastic barrier to SGN3-
dependent cell-corner lignification14. In addition, constitutive
activation of the Schengen-pathway is also known to trigger an
enhanced suberisation in certain CS mutants, including myb3617.
We confirm this observation in myb36-2 (Fig. 1e). This enhanced
suberisation in myb36 is also SGN3 dependent since sgn3-3
myb36-2 shows the same pattern of suberisation as WT plants
(Fig. 1e).

Our results indicate that MYB36 and SGN3 control endoder-
mal lignification through two pathways: (a) a pathway involved in
CS lignification controlled by both MYB36 and SGN3; and (b) a
pathway involved in compensatory lignification of the endoder-
mal cell corners controlled exclusively by SGN3.

Cell-corner lignin is chemically distinct from CS lignin. We
investigated the chemical nature and biochemical origins of CS
lignin and compensatory cell-corner lignin. For this, we used
confocal Raman microscopy on root cross-sections, to spatially
resolve the chemistry of these different types of lignin. We trig-
gered endodermal cell-corner lignin deposition by feeding WT
plants with CIF2 peptide (+CIF2), the ligand of the SGN3
receptor, in order to activate the Schengen-pathway. We sepa-
rately imaged regions of interest containing CS lignin in WT
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plants, endodermal cell-corner lignin in WT treated with CIF2,
and xylem lignin from WT plants, treated or not with CIF2
(Supplementary Fig. 1). Then, we used multivariate curve reso-
lution (MCR) analysis on these Raman images to spatially and
spectrally resolve lignin in these different regions. We observed
that the CS lignin spectrum is distinct from that of endodermal
cell-corner lignin (Fig. 2a, b). For example, peaks known to be
assigned to lignin display higher (ex: 1337 cm−1, aliphatic OH
bend24) and lower (ex: 1606 cm−1, aromatic ring stretch24)
intensity in CS lignin in comparison to endodermal cell-corner
lignin. Another striking difference was observed for the peak at
1656–1659 cm−1 assigned to a double bond conjugated to an
aromatic ring (e.g.: coniferyl alcohol or coniferaldehyde,24). This

peak is missing in the endodermal cell-corner lignin of WT
treated with CIF2 in comparison with CS lignin, suggesting a
change in the phenolic composition of the cell-corner lignin.
Conversely, the xylem lignin spectrum of plants treated with or
without CIF2 was similar, with the most intense peaks showing
comparable intensity. This suggests that changes in lignin com-
position triggered by the constitutive activation of the Schengen-
pathway mainly occur in the endodermis, and xylem lignin
remains largely unaffected.

These conclusions were further confirmed spatially by mapping
the intensity of these different lignin spectra on large Raman
maps containing xylem and endodermal lignin in WT plants
treated or not treated with CIF2 (Fig. 2c). We observed that the
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Fig. 1 Disruption ofMYB36 and SGN3 abolishes endodermal lignification and root apoplastic barrier. aMaximum projection of lignin staining at the sixth
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CS lignin spectrum localizes to the CS and xylem vessels
suggesting a similar lignin composition, as previously shown for
monomer composition using thioacidolysis7. Additionally, the
endodermal cell-corner lignin spectrum localizes almost exclu-
sively to the site of lignification in the corners of the endodermal
cells and is essentially absent from the xylem. Furthermore, the
xylem lignin spectrum in WT plants treated with CIF2 matches
exclusively to the xylem vessel and is not observed at the
endodermal cell corners. This strongly supports the conclusion
that constitutive activation of the Schengen-pathway triggers the
deposition of lignin at endodermal cell corners that has a different
chemical composition compared to both CS and xylem lignin.

To confirm these differences between CS and endodermal
cell-corner lignin, we adopted an approach to directly measure
the subunit composition of endodermal lignin avoiding possible
contamination from the highly lignified protoxylem cells7. We
genetically crossed a collection of CS mutants that represent a
different level of lignin accumulation in the endodermis with the
arabidopsis histidine transfer protein 6.1 mutant (ahp6-1). This
mutant, in the presence of low amounts of the phytohormone
cytokinin, shows a strong delay in protoxylem differentiation,
without affecting CS formation (Fig. 2d)7,25. Therefore, in the
resulting lines the majority of lignin derived from the
protoxylem is not present allowing us to analyze primarily
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lignin with an endodermal origin. To explore how the chemical
composition of the cell-corner lignin differs from CS lignin,
we collected root tips (3 mm) of 6-day-old ahp6-1 and ahp6-1
esb1-1 sgn3-3 mutants accumulating CS lignin only, and from
mutants (ahp6-1 myb36-2 and ahp6-1 esb1-1) with cell-corner
lignification and a reduced amount of CS lignin. Additionally, as
a control we used ahp6-1 plants treated with the CIF2 peptide
that strongly induces the Schengen-pathway and the deposition
of cell-corner lignin (Fig. 2d). We measured the relative content
of H, G and S subunits in lignin from all samples using
thioacidolysis followed by GC-MS (Fig. 2e). We found that CS
lignin monomer composition in our control line ahp6-1 (H: 5%,
G: 87%, S: 8%) was similar to that previously reported7. The
monomer composition of the defective CS in the mutant ahp6-1
esb1-1 sgn3-3 is overall similar to WT with a small increase in G
and decrease in S subunits. Strikingly, we observed that lignin
composition in the lines and treatments that induce the
accumulation of cell-corner lignin (ahp6-1 esb1-1, ahp6-1
myb36-2, ahp6-1(+CIF2)) was different from the control and
mutant lines that only accumulate lignin in the CS. Lignin
extracted from plants accumulating cell-corner lignin showed a
higher proportion of H subunits. In the case of ahp6-1 treated
with CIF2, H content was increased to 19% and G content was
decreased to 79%.

Such a high content of H subunits in lignin is rarely found in
angiosperm. Similar levels of H subunits in lignin mainly occur in
compression wood of gymnosperm26–29 and in defence-induced
lignin and have been termed “stress lignin”26,30–33. We therefore
conclude that Schengen-pathway induced endodermal cell-corner
lignin is a form of “stress lignin”. Taken together, both chemical
analysis of lignin subunits by thioacidolysis and spatially resolved
confocal Raman spectroscopy show that lignin deposited in
endodermal cell corners upon constitutive activation of the
Schengen-pathway is H-rich, and chemically and spatially distinct
from both CS and xylem lignin.

Cell-corner lignin composition controls root permeability. We
then try to determine if the compositional change of cell-corner
lignin has functional consequences. For this, we used myb36-2
displaying cell-corner lignin only and no CS lignin (Fig. 1b, c).
Using a pharmacological approach (Supplementary Fig. 2a), we
blocked endogenous monolignol production with an inhibitor of
the phenylpropanoid pathway, piperonylic acid (PA)7. The PA
treatment led to a strong reduction of cell-corner lignin deposi-
tion (Supplementary Fig. 2b, c) and a strong increase of root
permeability as determined with the apoplastic tracer PI (Sup-
plementary Fig. 2d). We then attempted to chemically comple-
ment the PA-induced defects by exogenous application of each of
the three canonical monolignols p-coumaryl (for H subunit),
coniferyl (for G subunit), and sinapyl (for S subunit) alcohols and
by combining the two main monolignols p-coumaryl and con-
iferyl alcohols that are incorporated into cell-corner lignin
(Fig. 2e). The exogenous application of p-coumaryl or coniferyl
alcohols can slightly trigger cell-corner lignification but, sinapyl
alcohol did not (Supplementary Fig. 2b, c). The combined
application of p-coumaryl and coniferyl alcohols increased the
deposition of cell-corner lignin in comparison with their indivi-
dual application. None of the three monolignols alone can fully
recover the PA-induced defect on root permeability (Supple-
mentary Fig. 2d). The combined application of p-coumaryl and
coniferyl alcohols fully recovered the effect of PA on root per-
meability in the myb36 mutant. This chemical complementation
assay indicates that the type of monolignols available controls
both cell-corner lignin deposition, and its capacity to seal the
endodermal apoplast. The combination of p-coumaryl and

coniferyl alcohols is the most effective for increasing lignin
deposition and for sealing the apoplast.

Schengen control of the phenylpropanoid pathway. To inves-
tigate the biosynthesis of the endodermal H-rich stress lignin, we
performed RNA-seq using root tips (5 mm) of WT plants, WT
treated with exogenous CIF2, and the mutants myb36-2 and esb1-
1 that show activation of the Schengen-pathway, and root tips of
sgn3-3, esb1-1 sgn3-3, sgn3-3 myb36-2 and sgn3-3 treated with
exogenous CIF2 with no Schengen signalling. Clustering analysis
of the differentially expressed genes (DEGs) shows that roots
displaying cell-corner lignification due to the constitutive acti-
vation of the Schengen-pathway (WT treated with exogenous
CIF2, myb36-2 and esb1-1) share a similar transcriptional
response that is distinct from that observed in the other genotypes
(Fig. 3a, Supplementary Fig. 3a and Supplementary Data 1). CIF2
application to sgn3-3 shows a similar transcriptional response to
non-treated WT and sgn3-3 and does not trigger the transcrip-
tional changes observed during the activation of the Schengen-
pathway (WT treated with exogenous CIF2, myb36-2 and esb1-1).
This is in line with previous published transcriptomic analysis
using plant treated with CIF218, and the idea that SGN3 is the
only receptor for CIF2 in roots. We observed that genes in cluster
C1 are upregulated by the activation of the Schengen-pathway.
This cluster is enriched in genes involved in the phenylpropanoid
pathway (Supplementary Fig. 3b) and contains a large set of
peroxidases and laccases (Supplementary Fig. 3c). We hypothe-
sized that the activation of this pathway would provide the
phenolic substrates that are subsequently polymerized by laccases
and peroxidases for the enhanced lignification and suberisation
induced by the Schengen-pathway. We observed strong activation
of expression of genes encoding all the key enzymes of the phe-
nylpropanoid pathway required for monolignol biosynthesis, with
the exception of C3′H, C3H, HCT and F5H (Fig. 3b and Sup-
plementary Fig. 3d). H-rich lignin is known to be accumulated
when expression of C3′H or HCT is repressed in A. thaliana and
poplar35–40. This activation of all the main enzymes of the phe-
nylpropanoid pathway, apart from C3′H and HCT, observed after
triggering the Schengen-pathway, could explain the high level of
H-units incorporation into endodermal cell-corner lignin (Fig. 3b
and Supplementary Fig. 3d). Similarly, the roots of the cellulose
synthase isomer mutant ectopic lignification1 (eli1) accumulate H-
rich lignin and display strong gene activation for most of the
phenylpropanoid pathway, with the exception of C3′H34. Inter-
estingly, ectopic lignification in eli1 is also under the control of
another receptor-like kinase, THE1 (THESEUS), also involved in
CW integrity sensing35,36.

We then tried to identify transcriptional regulators with a role
in the Schengen-pathway controlled regulation of phenylpro-
panoid synthesis. We performed a gene expression correlation
analysis between the phenylpropanoid pathway genes and their
transcriptional regulators3,37 (Supplementary Fig. 3d). We
found that the expression of the transcription factor MYB15
highly correlates with the expression of most of the genes
required for monolignol biosynthesis, with the notable excep-
tion of C3′H (Supplementary Fig. 3d). Upregulation of MYB15
in response to CIF2 has been previously shown18. This
transcription factor is known to bind to the promoter of
PAL1, C4H, HCT, CCoAOMT1 and COMT but does not bind to
the promoter of C3′H and F5H38. Schengen-pathway activation
of MYB15 expression provides a plausible mechanism to explain
the induction of the main enzymes of the phenylpropanoid
pathway with the exception of C3′H and F5H. This modulation
of gene expression could explain the enhanced incorporation of
p-coumaryl alcohol into the stress lignin we observed at
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endodermal cell corners. Interestingly, increased incorporation
of p-coumaryl alcohol into lignin has been found in response to
Pseudomonas syringae and is partially controlled by the MYB15
transcription factor39. MYB15 is an activator of basal immunity
in A. thaliana through induction of the synthesis of defence
lignin and soluble phenolics38.

To test if constitutive activation of the Schengen-pathway
leads to the production of defence-inducible soluble phenolics,
we undertook secondary metabolite profiling using ultra high
performance liquid chromatography (UHPLC). This analysis
was performed using root tips (5 mm) of the esb1-1 mutant
having a defective CS and constitutive activation of the
Schengen-pathway, sgn3-3 and sgn3-3 esb1-1 mutants having
a defective CS and inactivation of the Schengen-pathway
and in WT plants. We observed distinct accumulation of
soluble secondary metabolites across the different genotypes
(Supplementary Fig. 4 and Supplementary Data 2). We

identified 20 out of 52 phenolic compounds that differentially
accumulate specifically due to the activation of the Schengen-
pathway. We found higher accumulation of the conjugated
neolignan G(8-O-4)pCA, scopoletin, flavonoid derivatives such
as conjugated kaempferol (astragalin and 4′-O-acetylkaemferol-
3-O-hexoside), isorhamnetin and acetylhyperoside. Scopoletin
biosynthesis is controlled by the enzyme F6′H1 and COSY40,41

and the transcription factor MYB1538. We found that the
expression of the three genes encoding these proteins is induced
by the constitutive activation of the Schengen-pathway (Fig. 3b
and Supplementary Fig. 3d). Scopoletin is a modulator of plant-
microbe interaction45,49–52. In addition to that, we found a
strong induction of genes related to defence (response to chitin/
systemic acquired resistance/immune response/hypersensitive
response) among the genes induced by the activation of the
Schengen-pathway (C1; Fig. 3a and Supplementary Fig. 3b).
This is consistent with a previous publication showing
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similarities between the Schengen-pathway and the microbe-
associated molecular patterns signalling pathway18.

Local activation of genes related to defence. We then tried to
determine if this induction of genes related to defence occurs
locally or systemically. For this, we used a split-root system, in
which the roots of a single plant were physically separated for
3 days. One half of the root system was exposed to the Schengen-
pathway activator CIF2, whereas the other side was kept in the
same medium without CIF2 (Supplementary Fig. 5a). We observed
that cell-corner lignification is deposited only in the root with
direct contact with CIF2 (Supplementary Fig. 5b) as observed for
the induction of the expression of peroxidase genes (Supplemen-
tary Fig. 5c). Similarly, several genes related to defence were found
to be induced only locally in the presence of CIF2 (Supplementary
Fig. 5d).

The constitutive activation of the Schengen-pathway and
subsequent cell-corner lignification described here are triggered
locally when the integrity of the endodermal apoplastic barrier is
lost. This can also occur during developmental processes such as
lateral root emergence and during infection with pathogens.
Interestingly, the deposition of endodermal barriers has been
associated with increased resistance against a large range of soil-
borne pathogens such as Aphanomyces euteiches42, Ralstonia
solanacearum43, Phytophthora sojae44 and nematodes45. The
resistance to A. euteiches, R. solanacearum is also accompanied by
the production of soluble phenolics42,43.

Cell wall attachment to plasma membrane (PM) relies on CS
domain. The apoplast in between two endodermal cells is sealed
by the deposition of CS lignin. This sealing is perfected by the
anchoring of the CS membrane domain (CSD) to the CW,
through an unknown mechanism. Upon plasmolysis, the proto-
plasts of endodermal cells retract but the CSD remains tightly
attached to the CS23,46,47. This attachment appears in a devel-
opmental manner during the differentiation of the endodermis. It
occurs concomitantly with the recruitment of the CASPs at the
CSD, and with CS lignin deposition23. We then wanted to study
whether or not the different types and sites of lignification con-
tribute to the attachment of the PM, to the CW. To visualize the

PM, we introduced an endodermis-specific PM marker (pELTP::
mCit-SYP122) in WT, sgn3-3, myb36-2 and sgn3-3 myb36-2
backgrounds (Fig. 4a). The PM marker is excluded from the CSD
in WT as described for other endodermal PM marker lines13,23.
This exclusion is still observed in sgn3-3 but in an interrupted
manner similarly to that observed for lignin (Fig. 1a–c). The
exclusion domain disappears entirely in myb36-2 and sgn3-3
myb36-2. Additionally, no exclusion zone in the PM is observed
in myb36-2 where cell-corner lignin is deposited.

We then used mannitol-induced plasmolysis to visualize the
PM attachment to the CW. Upon plasmolysis, the PM retracts
but remains attached to the CS in WT and sgn3-3, forming a
flattened protoplast (Fig. 4a). However, small portions of the PM
are able to detach from the CW in a sgn3-3 mutant as seen in
Supplementary Fig. 6. This is likely to happen where the PM
exclusion domain is interrupted in sgn3-3 (Fig. 4a). In myb36-2
and sgn3-3 myb36-2, the CW attachment to the PM is lost (Fig. 4a
and Supplementary Fig. 6). Importantly, retraction of the PM is
observed in myb36-2 at the corner of the endodermal cells on the
cortex side where cell-corner lignin is deposited (Fig. 1a). These
results establish the requirement of MYB36 for the formation of
the CSD excluding the PM marker. Additionally, the presence of
CSD, but not cell-corner lignin, is required for PM attachment to
the CW.

We then tested if CS lignin is required for the PM attachment
to the CS. For this, we used an inhibitor of the phenylpropanoid
pathway, PA. Treatment with PA suppresses lignin accumulation
in the vasculature and in the CS (Fig. 4b). Absence of lignin did
not affect the exclusion of the PM marker at the CSD. This was
further confirmed using the CSD marker line pCASP1::CASP1-
GFP12 that showed similar localization independently of the CS
lignin presence (Fig. 4b). Additionally, the PM attachment to the
CS is still observed when CS lignin deposition is inhibited
(Fig. 4a, b and Supplementary Fig. 6). These findings confirm
previous reports13,18 showing that CS lignin is not required for
the formation of the CSD. Importantly, these results indicate that
CS lignin does not participate in anchoring the CSD to the CW.
Other CW compounds might be involved in that process.

The absence of PM attachment to the site of cell-corner
lignification is likely to affect the permeability of the apoplast of
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Fig. 4 PM attachment to the CW is MYB36-dependent but does not rely on lignin deposition. a Median and surface view of the endodermal plasma
membrane using the marker line pELTP::SYP122-mCitrine before plasmolysis (+H2O) and after plasmolysis (+Mannitol) at 15 cells after the onset of
elongation. WT plants were treated or not from germination with 10 µM piperonylic acid (+PA). White asterisks show the exclusion domain at the CSD.
The dashed line represents the contours of the cells before plasmolysis. Arrows show the plasma membrane attachment to the cell wall. Blue asterisks
show the plasmolysis generated space where no attachment is observed. Scale bar= 5 µm. “inner” designates the stele-facing endodermal surface, “outer”,
the cortex-facing surface. The experiment was repeated three times independently with similar results. b Maximum projection of CASP1-GFP and
lignin staining with basic fuchsin in cleared roots from plants grown with or without 10 µM piperonylic acid and subjected to plasmolysis with Mannitol.
Scale bar= 10 µm. The experiment was repeated two times independently with similar results.
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the endodermal cells. This can consequently affect the transport
of water and solutes to the shoot.

Absence of apoplastic barrier triggers major ionomic changes.
The mutants described in our previous analyses display differ-
ential patterns of lignin deposition and composition, and this
consequently affects root apoplastic permeability. This affords a
unique opportunity to assess the role of endodermal lignification
in controlling nutrient homoeostasis in the plant. The sgn3-3
(delayed CS barrier, no cell-corner lignin), myb36-2 (no CS lignin,
has cell-corner lignin) and sgn3-3 myb36-2 (no CS or cell-corner
lignin) mutants were grown using different growth conditions
(agar plate, hydroponic and natural soil) and their leaves were
analyzed for their elemental composition (ionome) using induc-
tively coupled plasma-mass spectrometry (ICP-MS) (Fig. 5a and
Supplementary Data 3). A principal component analysis (PCA) of
the ionome of leaves reveals that all the mutants have different
leaf ionomes compared to WT when grown on plates (Fig. 5b),

hydroponically and to a lesser extent in a natural soil (Supple-
mentary Fig. 7a, b). Based on the PC1 axis, sgn3-3 myb36-2 dis-
played the most distinct ionomic phenotype (Fig. 5b and
Supplementary Fig 7a, b). In line with our previous results
(Fig. 1d), this effect indicates an additivity of the two mutations
on the leaf ionome. Importantly, this result also supports the idea
that cell-corner lignin in myb36 can act as an apoplastic barrier to
mineral nutrients.

We next tested the correlation between the gradient of root
apoplastic permeability across WT, myb36-2, sgn3-3 and sgn3-3
myb36-2 determined in Fig. 1d, with their leaf elemental content
(Fig. 5c). We observed that myb36-2 does not fit into this
correlation analysis as well as the other genotypes. This is likely
due to activation of the Schengen-pathway leading to deposition
of endodermal cell-corner stress lignin, early suberisation,
reduced root hydraulic conductivity, activation of ABA signalling
in the shoot and stomata closure known to occur in this
mutant9,48. Additionally, the myb36-2 mutation interferes with
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Fig. 5 Absence of endodermal apoplastic barrier triggers major ionomic changes. a Overview of ions accumulation in shoot of sgn3-3, myb36-2 and sgn3-
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overall root development (Supplementary Fig. 7c–e) as previously
reported49. This is due to the constitutive activation of the
Schengen-pathway as sgn3-3 myb36-2 shows normal root
development. Removal of myb36-2 from the correlation analysis,
leaving just lines with an inactive Schengen-pathway, improved
the Pearson correlation coefficient for almost all the elements,
and we observed a strong correlation (r ≥ 0.5 or ≤−0.5) for 15 out
of the 20 elements. We observed a strong positive correlation
between an increased CS permeability and leaf accumulation of
lithium (Li), arsenic (As), manganese (Mn), sodium (Na),
strontium (Sr), sulfur (S), copper (Cu), calcium (Ca), boron (B)
and a strong negative correlation with iron (Fe), cadmium (Cd),
phosphorus (P), zinc (Zn), rubidium (Rb) and potassium (K).
This suggests that a functional apoplastic barrier is required to
limit the loss of essential elements such as K, Zn, Fe and P.
Conversely, a defective apoplastic barrier allows increased leaf
accumulation of the essential nutrients Mn, S, Cu, Ca and B.
These gradients of higher and lower accumulations of mineral
nutrients and trace elements illustrate the bidirectional nature of
the CS barrier, by blocking some solutes from entering the
vasculature, and by facilitating the accumulation of other solutes
in the stele for translocation.

Casparian strips do not control root hydraulic conductivity.
We then measured the capacity of the root to transport water,
also called root hydraulic conductivity (Lpr), in 3-week-old plants
grown hydroponically. We observed that the root hydraulic
conductivity remains unchanged in sgn3-3 and sgn3-3 myb36-2 in
comparison with WT (Fig. 6a). In contrast, myb36-2 showed a
strong reduction of root hydraulic conductivity. These results
established that the CS-based endodermal apoplastic seal does not
control root water transport capacity, as in the absence of any
barriers in sgn3-3 myb36-2 (Fig. 1d) root hydraulic conductivity is
the same as WT. This is consistent with water transport occurring
mainly via the transcellular pathway, with a major contribution
via aquaporins50. The reduced hydraulic conductivity observed in
myb36-2 is consistent with that previously observed in esb1,
which also has an activated Schengen-pathway48. The reduced
hydraulic conductivity in esb1 originates mainly from a reduction
in aquaporin-mediated water transport as determined using a
pharmacological approach48. Here, our RNA-seq experiment
revealed a GO-term enrichment in cluster C2 (genes repressed by
the Schengen-pathway, Fig. 3a) relating to water deprivation
(Supplementary Fig. 3b) and importantly, ten aquaporin genes
are down regulated by activation of the Schengen-pathway
(Fig. 6b). This set of aquaporin genes contains several highly
expressed aquaporins in root, including PIP2,2 known to sig-
nificantly contribute to root hydraulic conductivity51,52. This
provides an explanation for the reduction in root hydraulic
conductivity observed in both myb36 and esb1.

Endodermal lignification and plant fitness. Given the significant
impacts that CS and Schengen-pathway activation have on
mineral nutrient homoeostasis (Fig. 5) and water transport
(Fig. 6a, b), we further investigated their impact on growth and
development. The double mutant sgn3-3 myb36-2 displayed a
severe dwarf phenotype when grown hydroponically or in natural
soil but not on agar plates, in comparison with WT and the single
mutants (Supplementary Fig. 7c–g). This indicates a critical role
of CS for maintaining normal plant growth and development.
However, this is conditioned by the growth environment. The
high humidity environment and consequently reduced tran-
spiration of plants on agar plates in comparison with the other
growth environments could explain these phenotypical differ-
ences. Indeed, reduced leaf transpiration is a key part of the

compensation mechanisms mitigating the loss of CS integrity,
allowing relatively normal growth as previously reported48. We
then tested if differences in relative humidity (RH) can affect
plant growth in the absence of an endodermal root barrier. For
this, we used sgn3-3 (delayed CS barrier, no cell-corner lignin),
myb36-2 (no CS lignin, has cell-corner lignin) and sgn3-3 myb36-
2 (no CS and no cell-corner lignin). Additionally, we tested if the
presence of endodermal suberin can affect plant growth by using
lines expressing the Cutinase DEstruction Factor (CDEF) under
the control of an endodermis-specific promoter (pELTP::CDEF)
in a WT and sgn3-3 myb36-2 background. Lines expressing CDEF
show a strong reduction in endodermal suberin deposition
(Supplementary Fig. 8a). Seedlings were germinated and grown in
soil in a high humidity environment (80% RH) for 7 days, and
then transferred to an environment with the same (80% RH) or
lower (60% RH) humidity. We measured the leaf surface area as a
proxy of plant growth53 at 0, 2, 5 and 8 days after transfer (Fig. 6c
and Supplementary Fig. 8b). In both the high and low humidity
environment, all mutants with reduced CS functionality (sgn3-3,
myb36-2, sgn3-3 myb36-2 and sgn3-3 myb36-2-pELTP::CDEF)
show a reduction of leaf surface in comparison with WT.
Importantly, the growth reduction observed in the absence of
endodermal lignification (sgn3-3 myb36-2) is severe, specifically
in low humidity conditions, in comparison with all other geno-
types and high humidity conditions. The sgn3-3 myb36-2 plants
with no growth after 9 days started to display necrosis over all the
leaf surface and were considered dead as quantified in Fig. 6d.
Low humidity triggers a high percentage of mortality in sgn3-3
myb36-2 and to a lesser extent in sgn3-3 compared to WT and to
the other genotypes in which no mortality is observed when
grown in low humidity conditions. Such mortality was not
observed when sgn3-3 myb36-2 was grown in high humidity. This
highlights that endodermal lignification is required for main-
taining plant growth and survival under low humidity. However,
this is not the case for endodermal suberisation, because the
removal of suberin through expression of CDEF in WT and sgn3-
3 myb36-2 did not affect mortality or leaf surface area after 8 days
at a lower humidity in comparison with their respective back-
grounds (Fig. 6c, d and Supplementary Fig. 8b).

The strong growth reduction observed in sgn3-3 myb36-2 in
comparison with WT and the single mutants could be
associated with a lack of root selectivity leading to major
ionomic changes as shown in Fig. 5. Low humidity would
generate a higher transpiration stream and consequently more
uncontrolled, and potentially detrimental, accumulation of
mineral nutrient and trace elements in the leaves, compared
with high humidity. Conversely, high humidity would slow
transpiration rate, allowing plants to better control nutrient
acquisition48. To test this, we measured elemental accumulation
in leaves of WT, sgn3-3, myb36-2 and sgn3-3 myb36-2 exposed
to 80% RH or 60% RH for 5 days (Supplementary Fig. 8c and
Supplementary Data 3). In WT, we observed that 60% RH
triggers a decrease in the concentration of Cd, Zn, K, (and
chemical analogue Rb), and Ca (and chemical analogue Sr) with
a similar trend observed in myb36.2 for these elements. In
contrast, in sgn3-3 myb36-2, lower humidity did not trigger
such decreases but rather caused an increased accumulation for
K (and Rb) and Na (and the chemical analogue Li). This shows
that endodermal lignification is essential for the plants to adjust
their nutrient balance in response to low humidity. The
uncontrolled accumulation of Na could contribute to the
growth defect observed in sgn3.3 myb36.2.

We then measured the impact of the absence of CS, suberin or
of the constitutive activation of the Schengen-pathway on plant
fitness. For this, we determined the number of seed-containing
siliques per plant as an estimation of fitness (Fig. 6e). A
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significant reduction of silique numbers is observed in all the
genotypes in comparison to WT, with the exception of pELTP::
CDEF in the WT background. The sgn3-3 mutant, with a partial
root apoplastic barrier defects, showed a decrease in siliques
number in comparison with WT. A similar decrease was
observed for myb36-2 displaying also a partial root apoplastic
barrier defect and with cell-corner stress-lignin deposition.
Complete disruption of endodermal lignification strongly affects

silique production as observed for sgn3-3 myb36-2 and sgn3-3
myb36-2—pELTP::CDEF. These results clearly establish that the
CS is essential for plant fitness. Furthermore, activation of the
Schengen-pathway helps protect the plant from the detrimental
impact on fitness when the barrier function of the CS is
compromised. The sgn3-3 myb36-2—pELTP::CDEF line reported
here, with it complete lack of endodermal lignin and suberin
extracellular barriers, and Schengen-dependent signalling, is a
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powerful tool for studying the role of endodermal barriers in a
range of processes such as nutrient, hormone and water
transport and biotic interaction with soil microorganisms54.

The data presented here reveals that the Schengen-pathway is
involved in the deposition of two chemically distinct types of
lignin. The Schengen-pathway and MYB36 are required for the
deposition of CS lignin. Constitutive activation of the Schengen-
pathway leads to the deposition of a chemically distinct stress-like
type of lignin. This deposition of stress-lignin contributes to
sealing the apoplast and maintaining ion homoeostasis in the
absence of CS integrity. However, no PM attachment to the CW
is observed at the site of stress-lignin deposition as seen for the
CS, suggesting an inferior seal is formed.

Methods
Plant material. A. thaliana accession Columbia-0 (Col-0) was used for this study.
The following mutants and transgenic lines were used in this study: sgn3-3
(SALK_043282)9, myb36-2 (GK-543B11)17, pCASP1::CASP1-GFP12, ahp6-125,
esb1-110, pELTP::CDEF55, pELTP::SYP122-mCitrine.

The corresponding gene numbers are: SGN3, At4g20140; MYB36, At5g57620;
CASP1, At2g36100; AHP6, At1g80100; ESB1, At2g28670; ELTP, At2g48140; CDEF,
At4g30140; SYP122, At3g52400.

Generation of transgenic lines. The pELTP::mCit-SYP122 construct was obtained
by recombining three previously generated entry clones for pELTP56, mCITRINE
and SYP122 cDNA57 using LR clonase II (Invitrogen). This construct was inde-
pendently transformed into WT, sgn3-3, myb36-2 or sgn3-3 myb36-2 using the
floral dip method58. The construct pELTP::CDEF55 was independently transformed
into WT and sgn3-3 myb36-2.

Growth conditions. For agar plates assays, seeds were surface sterilized, sown on
plates containing ½ Murashige and Skoog (MS) pH 5.8 with 0.8% agar, stratified
for 2 days at 4 °C and grown vertically in growth chamber under long day con-
dition (16 h light 100 µE 22 °C/8 h dark 19 °C) and observed after 6 days. The CIF2
peptide treatment (DY(SO3H)GHSSPKPKLVRPPFKLIPN) was applied from
germination at a concentration of 100 nM. The CIF2 peptide was synthetized by
Cambridge Peptided Ltd.

For ionomic analysis, plants were grown using three growth conditions:

● Sterile ½ MS agar plate. Seeds were surface sterilized and sown on plates
containing ½ MS with 0.8% agar, stratified for 2 days at 4 °C and grown
vertically in growth chamber under long day condition (16 h light 100 µE 22 °
C/8 h dark 19 °C). Shoots were collected 2 weeks after germination.

● Hydroponic. Plants were grown for 5 weeks under short day condition (8 h
light 100 µE 21 °C/16 h dark 18 °C) at 20 °C with a RH of 65% RH in a media
at pH 5.7 containing 250 µM CaCl2, 1 mM KH2PO4, 50 µM KCl, 250 µM
K2SO4, 1 mMMgSO4, 100 µM NaFe-EDTA, 2 mM NH4NO3, 30 µM H3BO3, 5
µM MnSO4, 1 µM ZnSO4, 1 µM CuSO4, 0.7 µM NaMoO4, 1 µM NiSO4. Media
was changed weekly.

● Natural soil. Plants were grown for 9 weeks in a growth chamber under short
day condition (8 h light 100 µE 19 °C/16 h dark 17 °C) at 18 °C with a RH of

70% in a soil collected in the Sutton Bonington campus of the university of
Nottingham (GPS coordinate: 52°49′59.7″N 1°14′56.2″W).

Fluorescence microscopy. To determine the functionality of the endodermal
apoplastic barriers we used the apoplastic tracer PI (Invitrogen). PI is a fluorescent
molecule which diffusion into the tissue layers of the root is blocked only after the
dye reaches the differentiated endodermis23. Six-day-old Col-0 seedlings were
incubated in a fresh solution of 10 μg/mL PI (prepared from a stock solution 1 mg/
mL) for 10 min in the dark and then rinsed twice with water. Seedlings were
carefully placed on a microscope slide with water and covered with a coverslip.
Using a fluorescence microscope Leica CTR5000, ×20 magnification, we quantified
the number of cells from the onset of elongation until the endodermal cells blocked
the PI penetration to the stele.

For lignin staining with basic fuchsin, CASP1-GFP visualization and Calcofluor
white M2R staining, 6-day-old roots were fixed in 4% paraformaldehyde and then
washed twice for 1 min with 1x PBS and transferred in ClearSee solution59 (10%
xylitol, 15% Sodium deoxycholate, 25% urea) for 24 h. Then, the seedlings were
stained overnight in 0.2% Basic Fuchsin in ClearSee for lignin staining. Basic
Fuchsin solution was removed and the seedlings were washed three times for 120
min with ClearSee with gentle shaking. Then, the seedlings were stained for 1 h in
0.1% Calcofluor white M2R in ClearSee for CW staining. Calcofluor white M2R
solution was removed and the seedlings were washed three times for 30 min with
ClearSee with gentle shaking. Roots were carefully placed on a microscope slide
with ClearSee and covered with a coverslip. The roots were then observed with
confocal microscopes (Zeiss LSM500 and Leica SP8) using their respective software
(Zeiss ZEN 2.3 and Leica LAS X). We used an excitation at 594 nm and an
emission band path of 600–650 nm for Basic Fuchsin, 405 nm and an emission
band path of 425–475 nm for Calcofluor white M2R and 488 nm and an emission
band path of 505–530 nm for GFP.

Suberin staining was performed using Fluorol yellow 0887,56. Seedlings were
incubated in a freshly prepared solution of Fluorol Yellow 088 (0.01%w/v, in lactic
acid) at 70 °C for 30 min, followed by two rinses with water. Then, samples were
treated with aniline blue (0.5% w/v, in water) at room temperature for 30 min in
darkness. After two rinses with water, several roots were placed on microscope
slides with water, covered with a coverslip and the suberin deposition pattern was
quantified using an epifluorescence microscope Leica CTR5000, ×20 magnification
with a GFP filter. The suberin deposition pattern was quantified as the number of
cells in the continuous, patchy and no-suberin zones.

Plasmolysis. Plasmolysis was induced by mounting 6-day-old seedlings in 0.8 M
mannitol on microscope slides and directly observed using confocal microscopy
(Leica SP8). PA was used to inhibit lignin biosynthesis7. PA at a concentration of
10 µM was added to the media from germination. The proportion of the CW length
in direct contact with the PM marker SYP122-mCitrine after plasmolysis was
measured using Fiji after plasmolysis. This measurement was done on a maximum
projection of the top endodermal cells as seen on Supplementary Fig. 6. The
quantification represents the percentage of CW length in direct contact with the
PM marker SYP122-mCitrine after plasmolysis. Plasmolysis events were imaged
and quantified at 15 cells after the onset of elongation.

For the observation of CASP1-GFP and Lignin staining with basic fuchsin, the
seedlings were incubated in 0.8 M mannitol for 5 min, and then fixed and cleared as
described above.

Fig. 6 Activation of the Schengen-pathway represses water transport and maintains plant growth, survival, and fitness under fluctuating environment.
a Boxplot showing the hydrostatic root hydraulic conductivity (Lpr−h) in WT, sgn3-3, myb36-2, sgn3-3 myb36-2 grown hydroponically for 19–21 days under
environmental controlled conditions. Hydraulic conductivity was measured using pressure chambers (Lpr−h). Different letters indicate significant
differences between genotypes determined by an ANOVA and Tukey’s test as post hoc analyses (p < 0.01, n= 20 for WT, n= 12 for sgn3-3, n= 15 for
myb36-2 and n= 11 for sgn3-3 myb36-2). Centre lines show the medians; box limits indicate the 25th and 75th percentiles. The experiment was repeated
two times independently with similar results. b Heatmap of aquaporins expression across the different genotypes and treatments used in the RNA-seq
experiment. c Representative pictures of WT, sgn3-3, myb36-2, sgn3-3 myb36-2, WT—pELTP::CDEF and sgn3-3 myb36-2—pELTP::CDEF plants germinated in
soil with a high humidity (80%) for 7 days and then transferred in an environment with a lower (60% RH) or with constant humidity (80% RH). Pictures
were taken 0, 2, 5 and 8 days after the transfer. Scale bar= 1 cm. The experiment was repeated two times independently with similar results. d Boxplots
showing the proportion of dead plants after transfer in an environment with constant humidity (80% RH, blue) or with a lower (60% RH, red). The plants
displaying no growth after 9 days and showing necrosis in all the leave surface were considered as dead plants. Each point represents the proportion of
dead plants in a cultivated pot compared to the total number of plants for one genotype in the same pot. Pots were containing at least eight plants of each
genotypes, n= 10 pots. Different letters represent significant differences between genotypes using a two-sided Mann–Whitney test (p < 0.01). centre lines
show the medians; box limits indicate the 25th and 75th percentiles. e Boxplots showing the number of siliques produced per plants. Plants were cultivated
in a high humidity environment for 10 days after germination and then transferred to a greenhouse. Each point represents the total number of seeds
containing siliques per plant (n= 12 for WT, n= 14 for sgn3-3, n= 12 for myb36-2, n= 11 for sgn3-3 myb36-2, n= 12 for WT—pELTP::CDEF, n= 15 for sgn3-3
myb36-2—pELTP::CDEF). Different letters represent significant differences between genotypes using a two-sided Mann–Whitney test (p < 0.01). Centre
lines show the medians; box limits indicate the 25th and 75th percentiles.
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Thioacidolysis. The plants were grown for 6 days on ½ MS plates supplemented
with 10 nM 6-Benzylaminopurine and 0.1 % sucrose. Seeds were sown in three
parallel lines per square plates (12 × 12 cm) at high density. Six plates were com-
bined to obtain one replicate. The first 3 mm of root tips as this zone contains no
xylem pole were collected in order to obtain 7–15 mg of dry weight. The samples
were washed twice with 1 mL methanol, rotated for 30 min on a carousel and
centrifugated to eliminate the methanol supernatant. This washing step was
repeated once and the final methanol-extracted samples were then dried for 2 days
at 40 °C (oven) before thioacidolysis.

The thioacidolyses were carried out in a glass tube with a Teflon-lined screwcap,
from about 5 mg sample (weighted at the nearest 0.01 mg) put together with
0.01 mg C21 and 0.01 mg C19 internal standard (50 µL of a 0.2 mg/ml solution)
and with 2 ml freshly prepared thioacidolysis reagent. The tightly closed tubes were
then heated at 100 °C for 4 h (oil bath), with gentle occasional shaking. After
cooling and in each tube, 2 ml of aqueous NaHCO3 0.2 M solution were added (to
destroy the excess of BF3) and then 0.1 ml HCl 6M (to ensure that the pH is acidic
before extraction). The reaction medium was extracted with 2 ml methylene
chloride (in the tube) and the lower phase was collected (Pasteur pipette) and dried
over Na2SO4 before evaporation of the solvent (rotoevaporator). The final sample
was redissolved in about 2 mL of methylene chloride and 15 µL of this solution
were trimethylsilylated (TMS) with 50 µl BSTFA+ 5 µl pyridine. The TMS solution
was injected (1 μL) into a GC-MS Varian 4000 instrument fitted with an Agilent
combiPAL autosampler, a splitless injector (280 °C), and an ion-trap mass
spectrometer (electron impact mode, 70 eV), with a source at 220 °C, a transfer line
at 280 °C and an m/z 50−800 scanning range. The GC column was a Supelco SPB1
column (30 m × 0.25 mm i.d., film thickness 0.25 µm) working in the temperature
programme mode from 45 to 160 °C at +30 °C/min and then 160–260 °C at +5 °C/
min, with helium as the carrier gas (1 mL/min). The GC-MS determinations of the
H, G and S lignin-derived monomers were carried out on ion chromatograms,
respectively, reconstructed at m/z 239, 269 and 299, as compared to the internal
standard hydrocarbon evaluated on the ion chromatogram reconstructed at m/z
(57+ 71+ 85). Each genotype was analyzed as biological triplicates and each
biological triplicate was subjected to two different silylations and GC-MS analyses.

Raman microscopy. Six-day-old seedling was fixed in PBS buffer containing 4%
formaldehyde and 1% glutaraldehyde at 4°C overnight, then washed twice with PBS
30 min. Samples were progressively dehydrated in ethanol (30, 50, 70, 100%
ethanol). Samples were aligned and embedded in Leica historesin using the pro-
tocol described in60. Sections of 5 µm at 4 mm from the root tip were generated
using a Leica microtome.

The different samples were embedded in resin and cut at 4 mm from the root tip
using a microtome with a thickness of 15 µm. Sections were mounted on superfrost
glass slides. The samples were then mapped in a grid over the region of interest. The
Raman imaging was performed with a Horiba LabRAM HR spectroscope equipped
with a piezoelectric scan stage (Horiba Scientific, UK) using a 532 nm laser, a ×100
air objective (Nikon, NA= 0.9) and 600 g mm−1 grating. Imaging was performed
using the LabSpec 6.4.3 Spectroscopy Suite Software. Maps were collected for the
regions of interest by setting equidistant points along the sample to ensure
maximum coverage. The main regions covered in the analysis were the endodermal
cell–cell junction, the endodermal cell corners towards the endodermal–cortical
junction and the xylem poles (Supplementary Fig. 1). The maps were acquired with
two accumulations and 30 s integration time. The spectra were acquired in the range
300–3100 cm−1. The spectra were processed using MATLAB and eigenvector
software. First, the spectra were trimmed (500–1800 cm−1), smoothed and then
baseline corrected using an automatic least squares algorithm. This was followed by
a percentile mean subtraction (10–20%) to remove signal from the resin. Finally,
Gaussian image smoothing was performed to improve signal to noise of the Raman
maps. MCR analysis was performed on the maps containing the specific ROIs and
the corresponding lignin spectra were extracted. These lignin spectra were then used
as bounds for the MCR analysis of the large maps where the concentration of these
spectra is determined, with a high intensity indicating a high concentration of the
specific lignin (Fig. 2c).

Monolignol feeding experiment. The plants were grown vertically for 4 days on
control condition (½ MS, 0.8% agar) in growth chamber under long day condition
(16 h light 100 µE 22 °C/8 h dark 19 °C). Seedlings were then transferred for 3 more
days on the same condition on the same media supplemented or not with 10 µM
PA (Sigma-Aldrich, P49805), 10 µM PA with 20 µM p-coumaryl alcohol (Sigma-
Aldrich, PHL82506), 10 µM PA with 20 µM coniferyl alcohol (Sigma-Aldrich,
223735), 10 µM PA with 20 µM sinapyl alcohol (Sigma-Aldrich, 404586) or 10 µM
PA with 10 µM p-coumaryl alcohol and coniferyl alcohol. Apoplastic permeability
was determined using PI and by quantifying the number of cells from the onset of
elongation until the endodermal cells blocked the PI penetration to the stele.

For lignin staining, the roots of myb36-2 were fixed with 4% PFA for 120 min at
20 °C. Seedlings were then washed twice for 1 min with 1x PBS and transferred to
the Clearsee solution59 (10% xylitol, 15% Sodium deoxycholate, 25% urea) for 24 h.
Then, the seedlings were stained overnight in 0.2% Basic Fuchsin in ClearSee for
lignin staining. Basic Fuchsin solution was removed and the seedlings were washed
three times for 120 min with ClearSee with gentle shaking. Roots were carefully
placed on a microscope slide with ClearSee and covered with a coverslip. We

imaged the root at 20 cells after the onset of elongation using a confocal
microscope Leica SP8, ×63 objective (NA= 1.2) by performing a z-stack on the top
endodermal cells. We used an excitation at 594 nm and an emission band path of
600–650 nm for Basic Fuchsin. For the quantification of pixel intensity of basic
fuchsin fluorescence, we performed a maximum intensity projection of the top
endodermal cells. Using Fiji, we traced a 1 µm thick segmented line following the
cortex-facing CW corner of one endodermal cell. The mean pixel intensity was
determined along that line. This represents the pixel intensity for one endodermal
cell. Pixel intensity was measured in three to six individual cells per plant. A total of
four to six individual plants were measured for each treatment. Pixel intensities
were plotted using the SuperPlots tool61.

RNA-seq. The plants were grown for 6 days on ½ M/S plates. Seeds were sown in
three parallel lines per square plates (12 × 12 cm) at high density. The first 5 mm of
root tips were collected. One plate was used as a biological replicate. The samples
were snap-frozen at harvest and ground into fine powder in a 2 mL centrifuge tube.
Total RNA was extracted according to ref. 62. Samples were homogenized in 400 µL
of Z6-buffer containing 8M guanidine-HCl, 20 mM MES, 20 mM EDTA pH 7.0.
After the addition of 400 µl phenol:chloroform:isoamyl alcohol, 25:24:1, samples
were vortexed and centrifuged (15,000 × g 10 min) for phase separation. The
aqueous phase was transferred to a new 1.5 mL tube and 0.05 volumes of 1 N acetic
acid and 0.7 volumes 96% ethanol was added. The RNA was precipitated at −20 °C
overnight. Following centrifugation (15,000 × g 10 min, 4 °C), the pellet was washed
with 200 µL 3M sodium acetate at pH 5.2 and 70% ethanol. The RNA was dried
and dissolved in 30 µL of ultrapure water and store at −80 °C until use. DNase
treatment (DNase I, Amplification Grade, 18068015, Invitrogen) was carried out
on the samples to remove genomic DNA. The RNA Concentration and quality
were determined using Qubit (Invitrogen; Q10210) and TapeStation (Agilent;
G2991A) protocols. Libraries were generated using the Lexogen Quant Seq 3′
mRNA Seq (FWD) Library Prep Kit (Lexogen; 015) which employs polyA selection
to enrich for mRNA. Library yield was measured by Qubit (Invitrogen; Q10210)
and TapeStation (Agilent; G2991A) systems using protocols to determine con-
centration and library size, these are then pooled together in equimolar con-
centrations. The concentration of the pool of libraries was confirmed using the
Qubit and qPCR and then loaded onto an Illlumina NextSeq 500/550 High Output
Kit v2.5 (75 Cycles) (Illumina; 20024906), to generate ~5 million 75 bp single-end
reads per sample.

BBduk v38.82 was used to identify and discard reads containing the Illumina
adaptor sequence63. Then, we mapped the resulting high-quality filtered reads
against the TAIR10 Arabidopsis reference genome (Ensembl Plants v48) using
STAR 2.7.5c64 with the following parameters:

● outFilterType BySJout
● outFilterMultimapNmax 20
● alignSJoverhangMin 8
● alignSJDBoverhangMin 1
● sjdbGTFtagExonParentGene gene_id
● sjdbGTFfile Arabidopsis_thaliana.TAIR10.48.gtf
● outReadsUnmapped Fastx
● quantMode GeneCounts
● outFilterMismatchNmax 999 --outFilterMismatchNoverLmax 0.1 --alignIn-

tronMin 20
● alignIntronMax 1000000 --alignMatesGapMax 1000000 --outSAMattributes

NH HI NM MD
● outSAMtype BAM SortedByCoordinate
● outFileNamePrefix <outfile>

We used the R package DESeq2 v.1.24.0 to identify DEGs between each
genotype, sgn3-3, sgn3-3 myb36-2, sgn3-3 (+CIF2), esb1-1, esb1-1 sgn3-3 and WT
(+CIF2) against WT (Col-0). To do so, we fitted the following generalized linear
model:

Gene abundance � Repþ Genotype

A gene was considered statistically differentially expressed if it had a false
discovery rate (FDR) adjusted p value < 0.05.

For visualization purposes, we created a standardized gene matrix. To do so, we
applied a variance stabilizing transformation to the raw count gene matrix followed
up by standardizing the expression of each gene along the samples. We used this
standardized gene matrix to perform principal coordinate (PC) analysis using the
prcomp function in R. We displayed the results of the PC analysis using ggplot2.

Additionally, we subset the 3564 statistically significant DEGs from the
standardized gene matrix. Then, for each DEG we calculated its mean expression
across each genotype followed up by hierarchical clustering (R function hclust
method ward.D2) using the euclidean distance for the genotypes and the
correlation dissimilarity for the genes. To define the seven clusters of cohesively
expressed genes, we cut the gene dendrogram from the hierarchical clustering using
the R function cutree. We visualized the expression of the 3564 DEGs and the
result of the clustering approach using ggplot2. We used the compareCluster
function from the clusterProfiler R package to perform gene ontology (GO)
analysis for the seven clusters of cohesively expressed DEGs.
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We constructed individual heatmaps for the phenylpropanoid pathway, the
peroxidases, the laccases and the aquaporin genes by sub setting the corresponding
curated gene ids from the standardized gene matrix and procedure
described above.

Raw sequence data and read counts are available at the NCBI Gene Expression
Omnibus accession number (GEO: GSE158809). Additionally, the scripts created
to analyze the RNA-Seq data can be found at https://github.com/isaisg/
schengenlignin with an assigned DOI (https://doi.org/10.5281/zenodo.4588023).

Split-root experiment. Wild-type plants were grown 8 days vertically on ½ M/S
square plates (12 × 12 cm) in a growth chamber under long day condition (16 h
light 100 µE 22 °C/8 h dark 19 °C). The primary root was then cut below the first
two lateral roots and plants were allowed to grow on the same plate for an addi-
tional 4 days. Then, plants were transferred on to a round plate (Ø: 10 cm) con-
taining two compartments generated by a dividing partition. The root system of
each plant was grouped into two halves and placed on either side of the partition.
Two plants per plate were transferred. The compartments were filled with either
solid ½ M/S on both compartments, solid ½ M/S supplemented with 100 nM CIF2
in both compartments or solid ½ M/S on one side and solid ½ M/S supplemented
with 100 nM CIF2 on the other side. Plants were then grown for an additional
3 days. The roots from plants presenting balanced roots on both sides of the divide
were harvested for lignin staining and RNA extraction. For RNA extraction, roots
from four to six plates were combined to obtain one replicate and stored in liquid
nitrogen. RNA extraction was performed as described in the “RNA-seq” section.
1 μg of total RNA treated with DNase I (Thermo Scientific) was used for reverse
transcription (RevertAid First Strand CDNA synthesis kit; Thermo Scientific) with
oligo(dT)18. cDNA was diluted twice with water, and 1 µL of each sample was
assayed three time by qRT-PCR in a LightCycler 480 (Roche) using LC480-SYBR-
Green master I (Roche). Expression levels were calculated relatively to the gene
At4g2455065 using the comparative threshold cycle method. The list of genes
related to defence was determined by selecting the genes from the cluster C1
(Fig. 3) displaying an average log2 fold change in myb36-2, esb1-1 and WT
(+CIF2) higher than 2.9 and belonging to the following using the Gene Ontology
annotations: defence response, defence response to bacterium, defence response to
fungus, immune system process, innate immune response, response to chitin,
response to fungus and immune response. All primer sets are indicated in Sup-
plementary Data 4.

For lignin staining, roots were fixed in paraformaldehyde and cleared in
ClearSee solution59 for 24 h. Then, roots were stained overnight in 0.2% Basic
Fuchsin in ClearSee for lignin staining. Basic Fuchsin solution was removed and
replaced by 0.1% direct yellow 96 (CW) in ClearSee for 1 h. The roots were washed
three times for 120 min with ClearSee with gentle shaking. Roots were carefully
placed on a microscope slide with ClearSee and covered with a coverslip. We
imaged the root at 15 cells after the onset of elongation using a confocal
microscope Leica SP8, ×63 objective (NA= 1.2). We used an excitation at 594 nm
and an emission band path of 600–650 nm for Basic Fuchsin and 488 nm and an
emission band path of 500–540 nm for Direct yellow 96.

Extraction and profiling of metabolites. The plants (WT, esb1-1, sgn3-3 and esb1-
1 sgn3-3) were grown for 6 days on ½ M/S plates supplemented with 0.1% sucrose.
Seeds were sown in three parallel lines per square plates (12 × 12 cm) at high
density. The first 5 mm of root tips were collected in order to obtain 10–20 mg of
dry weight per replicate. Eight plates were combined to obtain one replicate. Eight
replicates per genotypes were harvested. The samples were snap-frozen at harvest
and ground into fine powder in a 2 mL centrifuge tube then homogenized in liquid
nitrogen and extracted with 1 ml methanol. The methanol extract was then eva-
porated, and the pellet dissolved in 200 μl water/cyclohexane (1/1, v/v). 10 μl of the
aqueous phase was analyzed via reverse phase UHPLC (Acquity UPLC Class
1 systems consisting of a Sample Manager-FTN, a Binary Solvent Manager and a
Column Manager, Waters Corporation, Milford, MA) coupled to negative ion
ElectroSpray Ionization-Quadrupole-Time-of-Flight Mass Spectrometry (Vion
IMS QTof, Waters Corporation) using an Acquity UPLC BEH C18 column
(1.7 μm, 2.1 × 150 mm; Waters Corporation). Using a flow rate of 350 μl/min and a
column temperature of 40 °C, a linear gradient was run from 99% aqueous formic
acid (0.1%, buffer A) to 50% acetonitrile (0.1% formic acid, buffer B) in 30 min,
followed by a further increase to 70% and then to 100% buffer B in 5 and 2 min,
respectively. Full MS spectra (m/z 50–1500) were recorded at a scan rate of 10 Hz.
The following ESI parameters were used: capillary voltage 2.5 kV, desolvation
temperature 550 °C, source temperature 120 °C, desolvation gas 800 L/h and cone
gas 50 L/h. Lock correction was applied. In addition to full MS analysis, a pooled
sample was subjected to data-dependent MS/MS analysis (DDA) using the same
separation conditions as above. DDA was performed between m/z 50 and 1200 at a
scan rate of 5 Hz and MS→MS/MS transition collision energy of 6 eV. The col-
lision energy was ramped from 15 to 35 eV and from 35 to 70 eV for the low and
high mass precursor ions, respectively.

Integration and alignment of the m/z features were performed via Progenesis QI
software version 2.1 (Waters Corporation). The raw data were imported in this
software using a filter strength of 1. A reference chromatogram was manually
chosen for the alignment procedure and additional vectors were added in
chromatogram regions that were not well aligned. Peak picking was based on all

runs with a sensitivity set on “automatic” (value= 5). The normalization was set on
“external standards” and was based on the dry weight of the samples66. In total,
13,091 m/z features were integrated and aligned across all chromatograms.
Structural annotation was performed using a retention time window of 1 min, and
using both precursor ion and MS/MS identity searches. The precursor ion search
(10 ppm tolerance) was based on a compound database constructed via instant
JChem (ChemAxon, Budapest, Hungary), whereas MS/MS identities were obtained
by matching against an in-house mass spectral database (200 ppm fragment
tolerance).

Using R vs 3.4.2., m/z features representing the same compound were grouped
following the algorithm in67. Of the 13,091 m/z features, 12,326 were combined
into 2482 m/z feature groups, whereas 765 remained as m/z feature singlets (i.e.,
low abundant features). All statistical analyses were performed in R vs. 3.4.268.
Including all m/z features and upon applying a prior inverted hyperbolic sine
transformation69, the data were analyzed via both PCA and one-way analysis of
variance (ANOVA; lm() function) followed by Tukey Honestly Significant
Difference (TukeyHSD() function) post hoc tests. For PCA, the R packages
FactoMineR70 and factoextra (https://CRAN.R-project.org/package=factoextra)
were employed: PCA(scale.unit=T,graph=F), fviz_pca_ind() and fviz_pca_biplot
(). Following ANOVA analysis, experiment-wide significant models were revealed
via a FDR correction using the p.adjust(method= “fdr”) function. Using a FDR-
based Q value < 0.05, 4244 of the 13,091 m/z features were significantly changed in
abundance corresponding to 123 m/z feature singlets and 1158 of the 2482
compounds. Using a minimum abundance threshold of 500 in at least one of the
lines, further analysis was performed on 411 of the 1158 compounds and 11 of the
123 m/z feature singlets (411 compounds and 11 singlets representing together 889
m/z features).

Root hydraulic conductivity. The procedure was exactly identical to the one
described in48. Root hydrostatic conductance (Kr) was determined in freshly
detopped roots using a set of pressure chambers filled with hydroponic culture
medium. Excised roots were sealed using dental paste (Coltène/Whaledent s.a.r.l.,
France) and were subjected to 350 kPa for 10 min to achieve flow stabilization,
followed by successive measurements of the flow from the hypocotyl at pressures
320, 160 and 240 kPa. Root hydrostatic conductance (Kr) was calculated by the
slope of the flow (Jv) to pressure relationship. The hydrostatic water conductivity
(Lpr−h, ml H2O g−1 h−1 MPa−1) was calculated by dividing Kr by the root dry
weight.

Humidity, leaf surface, mortality, ionome and fitness. For the determination of
the leaf surface and mortality, the seeds were stratified for 2 days at 4 °C and the
plants were grown in Levington M3 compost in a growth chamber under long day
condition (16 h light 100 µE 21 °C/8 h dark 19 °C). The plants were grown for
7 days with high RH (80% RH) and then half of the plants were transferred at a
lower humidity (60% RH). Leaf surface was determined at 6, 9, 12 and 15 days after
germination using the threshold command of the FiJi software. The plants dis-
playing no growth after 9 days and showing necrosis in all the leave surface were
considered as dead plants.

For the determination of the shoot ionome, the plants were cultivated at 80%
RH for 10 days and then transferred at 80% RH or 60% RH for 5 additional days.
Shoots were harvested for ionomic analysis.

For the determination of the siliques number, the plants were cultivated in a
high humidity environment for 10 days after germination and then transferred to a
greenhouse. After siliques ripening, only the seeds containing siliques were
counted.

Ionomic analysis with ICP-MS. Ionomics analysis of plants grown in soil (or on
plate, hydroponically) was performed as described71. Briefly, samples (shoot) were
harvested into Pyrex test tubes (16 × 100 mm) and dried at 88 °C for 20 h. After
weighing the appropriate number of samples (these masses were used to calculate
the rest of the sample masses; alternatively, all samples were weighed individually—
usually for small set of samples), the trace metal grade nitric acid Primar Plus
(Fisher Chemicals) spiked with indium internal standard was added to the tubes
(1 mL per tube). The samples were then digested in dry block heater (DigiPREP
MS, SCP Science; QMX Laboratories, Essex, UK) at 115 °C for 4 h. The digested
samples were diluted to 10 mL with 18.2 MΩcm Milli-Q Direct water (Merck
Millipore). Elemental analysis was performed with an ICP-MS, PerkinElmer
NexION 2000 equipped with Elemental Scientific Inc. autosampler, in the collision
mode (He) and Syngistix software. Twenty elements (Li, B, Na, Mg, P, S, K, Ca,
Mn, Fe, Co, Ni, Cu, Zn, As, Se, Rb, Sr, Mo and Cd) were monitored. Liquid
reference material composed of pooled samples was prepared before the beginning
of sample run and was used throughout the whole samples run. It was run after
every ninth sample to correct for variation within ICP-MS analysis run71. The
calibration standards (with indium internal standard and blanks) were prepared
from single element standards (Inorganic Ventures; Essex Scientific Laboratory
Supplies Ltd, Essex, UK) solutions. Sample concentrations were calculated using
external calibration method within the instrument software. Further data proces-
sing was performed using Microsoft Excel spreadsheet.
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Data availability
The data that support the findings of this study are available within the paper and its
Supplementary Information or are available from the corresponding author upon
reasonable request. The source data underlying Figs. 3 and 6b, Supplementary Fig. 3 and
Supplementary data 1 are available at the NCBI Gene Expression Omnibus accession
number (GEO: GSE158809). Source data are provided with this paper.

Code availability
All scripts used for the RNA-seq analysis are available on GitHub (https://github.com/
isaisg/schengenlignin) with an assigned DOI (https://doi.org/10.5281/zenodo.4588023).
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Supplementary Fig. 1. Activation of the Schengen-pathway triggers the deposition of 
a distinct “stress” lignin in the endodermis.
Examples of small Raman maps for endodermal cells of root cross-sections in WT(Ø) and 
WT(+CIF2) and for xylem of WT(Ø) and WT(+CIF2) used for determining the lignin spectra 
using Multivariate Curve Resolution (MCR) presented in Fig. 2c, d. The colour code 
represents the intensity of the lignin factor presented in Fig. 2c, d. Similar small Raman maps 
were obtained from independent plants for CS lignin of WT (n = 8 plants), cell-corner lignin 
of WT treated with CIF2 (+CIF2; n = 5 plants), for xylem lignin of WT (n = 2 plants) and 
xylem lignin of WT treated with CIF2 (n = 2 plants).
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Supplementary Fig. 2. The lignin compositional changes induced by the Schengen 
pathway contributes to the sealing of the apoplast.
a Scheme of experimental design. The myb36-2 mutant was germinated for 4 days on control 
condition and then transferred for three more days on a control media (Ø + Ø), on a media 
containing 10 µM piperonylic acid only (PA + Ø), or supplemented with 20 µM p-coumaryl 
alcohol (PA + p-cou.), with 20 µM coniferyl alcohol (PA + Coni.), with 20 µM sinapyl alcohol (PA + 
Sinap.) and with the combination of 10 µM p-coumaryl alcohol and 10 µM coniferyl alcohol (PA 
+ p-cou + Coni.). b Maximum intensity projection of the top endodermal cells at ~20 cells after the onset of
elongation in roots stained with Basic fuchsin (lignin). Scale bar = 25 µm. Representative pictures are
shown. The experiment was repeated two times independently with similar results. c Fluorescence
intensity of lignin stained using Basic fuchsin in the cortex-facing cell wall corner of endodermal cells at
~20 cells after the onset of elongation in myb36-2. Individual data points (small dots) represent the pixel
intensity for one endodermal cell. Measurements of pixel intensity were performed in 3 to 6 individual cells
per plants and measurements were performed in 5 plants for (Ø + Ø), 4 plants for (PA + Ø), 6 plants for (PA
+ p-cou.), 5 plants for (PA + coni.), 5 plants for (PA + Sinap.) and 6 plants for (PA + p-cou + Coni.). Large
dots represent the mean of pixel intensity measured in each plant. Black lines represent the mean and
standard deviation for each treatment. Letters show significantly different treatments determined by
an ANOVA and Tukey’s test as post hoc analyses (p < 0.01). d Boxplot showing the number of cells from
the onset of elongation permeable to propidium iodide in wild-type (WT) and myb36.2 in control
condition (Ø + Ø) and after pharmacological treatments described in (a) for myb36.2. Measurements were
performed in 15 plants for WT (Ø + Ø) WT, 11 plants for myb36.2 (Ø + Ø), 10 plants for myb36.2 (PA +
Ø), 10 plants for myb36.2 (PA + p-cou.), 12 plants for myb36.2 (PA + p-coni.), 11 plants for myb36.2
(PA + Sinap.) and 10 plants for myb36.2 (PA + p-cou + Coni.). Center lines show the medians; box limits
indicate the 25th and 75th percentiles.Different letters represent significant differences between treatments
using a two-sided Mann-Whitney test (p<0.05).



a
c

Genotypes:

esb1-1 sgn3-3

sgn3-3

sgn3-3 (+CIF2)

sgn3-3 myb36-2

WT

esb1-1

myb36-2

WT (+CIF2)

-30

-20

-10

0

10

20

-20 0 20
PC1(17.425%)

P
C

2(
13

.1
37

%
)

photosystem II assembly
apocarotenoid biosynthetic process

abscisic acid biosynthetic process
negative regulation of catalytic activity

organic hydroxy compound biosynthetic process
alcohol biosynthetic process

negative regulation of molecular function
cell wall polysaccharide metabolic process

response to water deprivation
cell wall biogenesis

photosynthesis, light harvesting in photosystem I
fluid transport

water transport
nucleobase-containing small molecule metabolic process

response to cold
negative regulation of nucleobase-containing compound metabolic process

negative regulation of response to stimulus
response to auxin

negative regulation of macromolecule biosynthetic process
photoperiodism, flowering

auxin-activated signaling pathway
negative regulation of biosynthetic process

negative regulation of cellular metabolic process
negative regulation of nitrogen compound metabolic process

response to hydrogen peroxide
photoperiodism

response to antibiotic
response to organic cyclic compound

response to salt stress
response to karrikin

defense response to fungus
response to toxic substance

response to nitrogen compound
response to chitin

sulfur compound metabolic process
response to drug

organic hydroxy compound metabolic process
response to wounding

plant-type cell wall organization or biogenesis
immune system process

auxin biosynthetic process
response to hypoxia

immune response
defense response to bacterium

response to oxidative stress
cellular response to oxygen levels

cellular response to decreased oxygen levels
secondary metabolic process
cellular response to hypoxia

indoleacetic acid biosynthetic process
glucosinolate metabolic process
glycosinolate metabolic process

S-glycoside metabolic process
toxin metabolic process

sulfur compound biosynthetic process
cell wall organization

trichoblast differentiation
indole-containing compound metabolic process

indole-containing compound biosynthetic process
response to starvation
L-methionine salvage

amino acid salvage
response to extracellular stimulus

response to iron ion
external encapsulating structure organization

phenylpropanoid metabolic process
cellular response to external stimulus

cellular response to extracellular stimulus
transition metal ion transport

cellular transition metal ion homeostasis
ion homeostasis

cell junction organization
metal ion homeostasis

cell-cell junction organization
transition metal ion homeostasis

cell-cell signaling involved in cell fate commitment
ribosome biogenesis

proteasomal ubiquitin-independent protein catabolic process

C4

(100)

C6

(162)

C5

(587)

C1

(858)

C3

(505)

C7

(88)

C2

(580)

GeneRatio

0.025

0.050

0.075

0.100

0.01

0.02

0.03

0.04

p.adjust

b

Signifcance 
vs WT

q < 0.1

-2

-1

0

1

2

Standardized
expression

Peroxidases

AT1G49570/PER10
AT4G37530/PER51
AT5G19880/PER58
AT3G49120/PER34
* AT1G14540/PER4
* AT1G14550/PER5
AT5G64110/PER70

* AT5G39580/PER62
* AT5G64120/PER71

AT5G06720/PER53
* AT1G68850/PER11

AT1G71695/PER12
* AT4G08770/PER37
* AT4G08780/PER38
* AT2G18150/PER15
* AT4G36430/PER49
* AT2G35380/PER20
* AT5G05340/PER52

Laccases

AT1G18140/LAC1
* AT5G05390/LAC12
* AT2G40370/LAC5

* AT5G07130/LAC13

WT
sgn3.3

sgn3.3
 (+

CIF2)

esb
1.1

 sg
n3.3

sgn3.3
 myb36.

2

myb36.
2
esb

1.1

WT (+
CIF2)

d

-0.50

-0.25

0.00

0.25

0.50

Phenylpropanoid pathway

CAD6/AT4G37970
AT5G01210
AT1G21540

CCoAOMT2/AT1G24735

ANAC076/AT4G36160
MYB46/AT5G12870

ANAC030/AT1G71930
ANAC105/AT5G66300

ANAC007/AT1G12260

MYB123/AT5G35550

MYB4/AT4G38620

ANAC026/AT1G62700

AT5G07870

* PAL4/AT3G10340
AT4G30470

MYB32/AT4G34990

AT2G48110
AT2G23910

MYB85/AT4G22680

MYB60/AT1G08810

CPC/AT2G46410
* ALDH1A AT3G24503

AT5G16370

AT1G21530
* PAL3/AT5G04230

AT5G16340

AT5G23940
AT5G57840

AT2G17650
ANAC104/AT5G64530

* CAD1/AT4G39330

ANAC101/AT5G62380

MYB103/MYB103
AT5G67150

AT1G76290

MYB61/AT1G09540

MYB111/AT5G49330

MYBL2/AT1G71030

AT3G23590

AT1G75960

* CAD2/AT3G19450

* C3'H/AT2G40890

CAD5/AT4G37990

MYB83/AT3G08500
AT5G67160

CCoAOMT5/AT1G67990
AT3G50300

* CCR1/AT1G15950

* F6'H1/AT3G13610
AT5G42830

MYB12/AT2G47460

MYB63/AT1G79180

* 4CL2/AT3G21240

* COMT/AT5G54160

CCR-like3/AT2G33590

MYB14/AT2G31180

CCoAOMT7/AT4G26220

* 4CL3/AT1G65060
MYB15/AT3G23250
* PAL1/AT2G37040
* 4CL1/AT1G51680
* C4H/AT2G30490

* COSY/AT1G28680
* CCoAOMT1/AT4G34050

* HCT/AT5G48930
* CCR2/AT1G80820
* PAL2/AT3G53260

CAD9/AT1G72680

* CAD6/AT4G34230

CCoAOMT6/AT1G67980

AT3G62000

MYB58/AT1G16490

ANAC037/AT2G18060

AT3G50270

MYB11/AT3G62610

* C3H/At1g07890

CCoAOMT3/AT3G61990
* 4CL4/AT3G21230

F5H2/AT5G04330

AT2G39980
* F5H1/AT4G36220

AT5G07850

AT5G09970

MYB113/AT1G66370

MYB90/AT1G66390

WT
sgn3.3

sgn3.3
 (+

CIF2)

esb
1.1

 sg
n3.3

sgn3.3
 myb36.

2

myb36.
2
esb

1.1

WT (+
CIF2)

Signifcance 
vs WT

q < 0.1

Standardized
expression



Supplementary Fig. 3. Gene expression profiling in response to the 
activation of the Schengen-pathway.
a Principal component analysis (PCA) of the differentially expressed genes identified 
in root tips of wild-type (WT), sgn3-3, esb1-1, myb36-2, esb1-1 sgn3-3, sgn3-3 
myb36-2 plants. Treatment with 100 nM CIF2 was applied as indicated (+CIF2) for WT 
and sgn3-3 plants (n = 6 biological replicates from two independents experiments). b Gene 
ontology enrichment in the different gene clusters from Fig. 3a. The colour of each 
point represents the p-value adjusted using the Benjamin-Hochberg procedure, and the 
size of each point denotes the percentage of total differential expressed genes in 
the given gene ontology term (Gene Ratio). c Heatmap of gene expression 
for peroxidases and laccases that are upregulated by the constitutive 
activation of the Schengen pathway as defined by the Cluster 1 (C1) of the 
Fig. 3a. Asterisks indicate genes previously identified as upregulated in response 
to CIF21. d Heatmap of gene expression of genes related to the 
phenylpropanoid pathway (black)2 and their transcriptional regulators 
(grey)3,4. Genes names are given according to5 for genes related 
to the phenylpropanoid pathway. Asterisks indicate demonstrated function in 
lignin biosynthesis with an activity demonstrated in vitro or in vivo for PAL1-46, 
C4H7, 4CL1-48,9, CCR1 and 210,11, CAD1, 2 and 612,13, C3’H14, C3H15, 
COMT and CCoAOMT116, HCT17, CSE18, ALDH1A19, F6’H120, COSY21 and F5H122.  
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Supplementary Fig. 4. Metabolite profiling in response to the activation of the Schengen-
pathway. 
Heatmaps of metabolite profiling determined using Ultra High 
Performance Liquid Chromatography (UHPLC) in 5 mm roots tips of wild-type (WT), 
sgn3-3, esb1-1 sgn3-3 and esb1-1. The heatmaps show all the compounds (2497, left) 
and characterised compounds (52, right) that are differentially accumulated (q-value < 
0.01, left; q-value < 0.1, right n = 8 biological replicates from two independent 
experiments). Underlined names are for compounds that are only differentially 
accumulated (q-value < 0.1) in esb1-1 and not changed in sgn3-3 and esb1-1 
sgn3-3 in comparison with WT. Data for the known compounds are presented in 
Supplementary Data 3. 
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Supplementary Fig. 5. Activation of the Schengen-pathway triggers local lignification and 
induction of defense-related genes.
a. Scheme of experimental design. Twelve day-old wild-type plants were transferred on round
plates containing two compartments. The compartments were filled with control media on both
compartments (C.Ø), media supplemented with 100 nM CIF2 on both compartments (C.CIF2)
or media only on one side (Sp.Ø) and media supplemented with 100 nM CIF2 (Sp.CIF2) on
the other side for the split condition. Plants were grown for 3 more days on these plates and
then the roots exposed to each compartment were harvested. b. Median view of endodermal
cells stained with Direct Yellow 96 (cell wall, blue) and Basic Fuchsin (lignin, yellow). Cells
were imaged at 15 cells after the onset of elongation. Scale bar = 10 µm. Representative
pictures are shown. Similar results were observed in at least 5 plants. c. Gene expression of
Peroxidase 49 and 52 (PER49 and 52) determined by qPCR on each compartment described
in a.  d. Gene expression of genes related to defense (PH1, MYB15, LECTIN RECEPTOR
KINASE, PLANT NATRIURETIC PEPTIDE A, CYSTEINE-RICH RLK 18, FRK1,
RDA2, ERF114 and DHYPRP1) determined by qPCR. Different letters in
panels a et b indicate significant differences between treatments determined by an
ANOVA and Tukey’s test as post hoc analyses (p < 0.05, n = 6 biological
replicates). Horizontal black lines indicate median values.
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Supplementary Fig. 6. Plasma membrane attachment to the cell wall.
Maximum projection of the top endodermal cells as shown in the schematic view. 
The observations were done in lines expressing the plasma membrane 
marker line pELTP::SYP122mCitrine before plasmolysis (+H2O) and after plasmolysis 
(+Mannitol) at 15 cells after the onset of elongation. The dashed line represents the contours of 
the cells. Asterisks show the plasmolysis generated space where no attachment is observed. 
Scale bar = 5 m. Representative pictures are shown. The experiment was repeated three 
times independently with similar results.



WT sgn3-3 myb36-2 sgn3-3 
myb36-2

e

a
b

a a

Pr
im

ar
y 

ro
ot

 le
ng

th
 (c

m
)

WT sgn3-3 myb36-2 sgn3-3 
myb36-2

La
te

ra
l r

oo
t d

en
si

ty
 (c

m
-1

)

a

b

a
a

d

f

g

H
yd

ro
po

ni
c

N
at

ur
al

 s
oi

l

In
 v

itr
o

c

WT sgn3-3 myb36-2
sgn3-3 

myb36-2

A
ga

r p
la

te
a bHydroponic Natural soil

sgn3-3
myb36-2
sgn3-3 myb36-2

WT
sgn3-3
myb36-2
sgn3-3 myb36-2

WT

WT sgn3-3 myb36-2 sgn3-3
myb36-2

Supplementary Fig. 7. Absence of endodermal apoplastic barrier triggers major ionomic changes 
in different growth conditions.
a, b Principal component analysis (PCA) based on the concentration of 20 elements in shoots of 
WT, sgn3-3, myb36.3 and sgn3-3 myb36-2 plants grown in (a) hydroponics (short day, n=6) and (b) 
natural soil (short day, n = 18 for WT, n = 18 for sgn3-3, n = 18 for myb36-2 and n = 13 
for sgn3-3 myb36-2). Ellipses show confidence level at a rate of 90%. c Pictures of 2-week-
old wild-type (WT), sgn3-3, myb36-2 and sgn3-3 myb36-2 plants grown in agar plates. d, e 
Boxplots showing the primary root length (d) and lateral roots density (e) of 2-week-old WT, 
sgn3-3, myb36-2 and sgn3-3 myb36-2 plants grown in agar plates. Letters show significantly 
different groups determined by an ANOVA and a Tukey’s test as post hoc analyses (n = 49 for 
WT, n = 42 for sgn3-3, n = 43 for myb36-2 and n = 41 for sgn3-3 myb36-2), p < 0.01). Center lines 
show the medians; box limits indicate the 25th and 75th percentiles. f Pictures of 5-week-old WT, 
sgn3-3, myb36-2 and sgn3-3 myb36-2 plants grown in hydroponics. Scale bar = 1 cm. g 
Pictures of 9-week-old WT, sgn3-3, myb36-2 and sgn3-3 myb36-2 plants grown in natural soil. 
Scale bar = 3 cm.
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Supplementary Fig. 8. Activation of the Schengen-pathway maintains plant growth under 
fluctuating environment.
a Quantification of suberin staining along the root of 6 days-old plants. The 
results are expressed in percentage of root length divided in 
three zones: unsuberised (white), discontinuously suberised (yellow), 
continuously suberised (orange). n = 7 individual plants, error bars: SD, the 
centre of the error bars represents the mean. Individual letters show significant differences 
using a two-sided Mann-Whitney test between the same zones (p < 0.01). The 
experiment was repeated two times independently with similar results. b Graphs 
showing leaf surface area of WT, sgn3-3, myb36-2, sgn3-3 myb36-2, WT-
pELTP::CDEF and sgn3-3 myb36-2-pELTP::CDEF plants germinated in soil 
with a high humidity (80%) for 7 days and then transferred in an environment with 
constant (80% RH, blue) or with a lower humidity (60% RH, red). Data were collected at 0, 2, 
5 and 8 days after the transfer. Each point is the average leave surface per plant from a single 
pot (n = 36 pots at 0 day for each genotype, n = 6 pots at 2, 5 and 8 days for each genotype). 
Each pot contained at least 6 plants for each genotype. The line shows the average 
value for each measured time points. Black asterisk indicates a significant difference 
between high and low humidity for a same genotype at one time point. Blue and red 
asterisk indicate a significant difference in comparison with WT at the same time 
point respectively for the high and low humidity environment. The significant 
differences were determined by an ANOVA and a Tukey’s test as post hoc analyses (p < 
0.01). c Graphs showing ions accumulation (Z-score) in shoots of WT, sgn3-3, 
myb36-2 and sgn3-3 myb36-2 plants germinated in soil with a high 
humidity (80%) for 10 days and then transferred in an environment with constant (80% 
RH, “High” in blue) or with a lower humidity (60% RH, “Low” in red) for 5 more days. 
Large dots represent the median value for each genotypes and small dots 
represent individual replicates (n = 9 biological replicates). Thick lines indicate a 
significant difference using a two-sided t-test (p < 0.05).
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